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CFD Analysis for the Study 
of Automotive Underhood Aerodynamics 
and Thermal Management 

Rutuja J. Tambekar and Ashwinkumar S. Dhoble 

1 Introduction 

1.1 Automotive Aerodynamics 

The subject aerodynamics deals with the study of relative flow of fluid over the 
vehicle or some other entity of interest like train, buildings, aircraft, etc. A solid 
body will experience a net force, F, when it is placed in a flowing viscous fluid. 
This net force, F, is resolved into the drag force, FD, defined as the force component 
acting in the flow direction, and the lift force, FL, which is the component of the force 
perpendicular to the flow direction. The drag coefficient CD and the lift coefficient 
CL are calculated as 

CD = FD 
1 
2 ρU

2 A 
, (1) 

CL = 
FL 

1 
2 ρU

2 A 
. (2) 

Automotive aerodynamics is defined as the study of flow of air, around and through 
a vehicle during its operating conditions with the main objective of reducing the drag. 
Because of drag there are added forces which resists the vehicle movement and hence 
upsurge in consumption of fuel. Due to growing environmental issues and the fuel 
prices reaching its peak, the primary factor now is cutting down on vehicle fuel 
use. Optimization of drag and lift specifically emphasizes on the critical zones of 
the fluid flow for attachment or reattachment after separation from the vehicle body
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2 R. J. Tambekar and A. S. Dhoble

[1]. Generally, reduction in drag and lift is done using add on devices, like spoilers, 
underbody diffusers, air dams, wings, side skirts, etc. 

1.2 Underhood Aerodynamics 

In their work on aerodynamics of cooling systems, Renn and Gilhaus studied that 
various underhood components which would act as hindrances such as the fans, 
engine and its accessories, radiator together called underhood aerodynamics add up 
to 10% of the total vehicular drag [2]. 

The interaction between external aerodynamics and the cooling air is termed as 
interference. Thus additional drag results because of this underhood interference. 
This drag arises from the cooling air which mainly depends on the car shape and 
its cooling configuration. Apparently, for cars with low-drag aerodynamics, cooling 
drag should be kept to a minimum [3]. 

1.3 Aero-Thermal Research, EVs and Battery Cooling 

Aerodynamic thermal (aero-thermal) management is very much reliant on air flow 
around the components that needs cooling [1], and this traditionally focuses on 
under hood cooling. The air flow penetrating the underhood is useful for cooling the 
components but simultaneously it increases drag. In recent years, electric vehicle 
(EV) and hybrid electric vehicle (HEV) technology is emerging; however, there are 
still some challenges in battery pack cooling and require innovative solutions. The 
battery packs in EVs and HEVs have particular cooling requirements, which includes 
uniform cooling within a preferred range that is still hard to attain. Therefore, there 
are various research theories which focuses on various cooling methods like using 
liquid cooling, phase-change material, and air cooling by both natural and forced 
convection [4–6]. 

1.4 Boundary Layer Theory 

When the fluid flows over a solid surface, due to no-slip condition fluid particles 
will get stick to the surface. If the surface is stationary, then bottom fluid layer will 
have zero velocity. Bottom layer will try to retard the movement of adjacent layer. 
This process continues and a velocity gradient is developed in a fluid. A thin region 
over a surface in which this velocity gradient is significant is called hydrodynamic 
boundary layer. If velocity of flow along the direction of flow decreases, then pressure 
increases and pressure gradient is positive, thus resulting in boundary layer separa-
tion. Similarly, if there exists a temperature difference between the fluid flowing over
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the surface and the surface, bottom layer will reach the thermal equilibrium with the 
surface and there is a thin zone in which temperature gradient is significant which is 
called as thermal boundary layer. 

2 Literature Review and Objective 

2.1 Automotive Aerodynamics 

Some previous studies on automotive aerodynamics highlight on enhancing outward 
appearance of the car body, like advantages of rounded edges or closed openings for 
drag reduction purpose. [7] Also further studies on extra aerodynamic components 
like air dams, diffusers, and spoilers as thoroughly studied by Katz [8, 9]. Also there 
are studies that considered the interaction between underhood and exterior of airflow, 
such as one that lowers the temperature by 20% and improves cooling flow through 
the radiator by optimizing the external airflow using ducts and air dams [10]. Also, 
Saab et al. [11] proposed that decreasing the front grille opening size decreases both 
cooling and overall drag. 

2.2 Underhood Aerodynamics 

The additional drag caused due to interference under the hood should be minimized. 
Barnard [12] used a modified Ahmed model that consist of internal ducting to under-
take numerous unique experimental studies into cooling drag. Kuthada and Wiede-
mann [13] used numerical and experimental methods to examine the reasons of 
cooling air drag on a vehicle. As was to be predicted, the front of the car saw the 
most drag because the hood abruptly redirects airflow there. In a study on the impact 
of engine bay packaging density and layout on a vehicle’s exterior aerodynamics, 
Christoffersen [14] discovered that directing cooling airflow out of the rearmost 
area of the front wheel housings could reduce overall drag. According to Baeder, the 
engine compartment and grill’s directed cooling air flow may increase pressure at the 
grill while reducing the vehicle’s aerodynamic drag [3]. A general guide for design 
for the optimal geometry and dimensions of an automotive underhood diffuser for 
the purpose of higher downforce and lower drag when taking into account an Ahmed 
body was mentioned in a study by Jowsey and Passmore [15].
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2.3 Electric Vehicle and Battery Cooling 

Generally, batteries are subjected to localized temperatures and hence may result in 
damage. To maintain the uniform temperature is the main objective. For the purpose 
of guiding the air to the battery at the proper temperature, active cooling works by 
bringing fresh cooling air from outside the car through a supporting air heating or 
cooling system first [16]. For the case of liquid cooling, though the heat transfer rate is 
higher when compared with air cooling but it is associated with more power to pump 
the cooling liquid thus affecting the mass flow rate. For air cooling forced convection 
method, using fans is generally used. Also focus is on channelling the air flow using 
ducts. For a battery pack with multiple cooling passageways, six distinct tapered 
shape air manifold inlet and outlet designs were numerically evaluated by Park [4]. 
By externally cooling the battery pack using air flow under the hood, energy required 
in forced convection can be saved. Khasow, R. and Agelin-Chaab, M. conducted 
experimental and numerical study to analyse underhood aerodynamics and cooling 
using underbody diffuser. Chevrolet Aveo5 test vehicle was used at different yaw 
angles with eddy viscosity-based SST turbulence model [1]. 

Thus, the overall gap is the linkage between aerodynamics and the thermal aspect 
specifically in the underhood of a vehicle and how the aerodynamic drag reducing 
add on device or modification like diffuser can be used for underhood cooling. 

2.4 Objectives 

• To perform numerical simulation to study automotive aerodynamics with the main 
aim to reduce overall drag. 

• To analyse the velocity and temperature profiles at the underhood of a car affixed 
with heat source, i.e. a hot plate. This general case of hot plate is further extended 
to a specific case to study how underhood components like battery pack can be 
cooled. 

• To study the use of diffuser for drag reduction as well as for underhood cooling 
specifically for battery cooling. 

3 Materials and Methods 

3.1 Numerical Simulation 

The fluid flow is represented in differential form by the Navier–Stokes equations. 
The steady-state Navier–Stokes equations are as mentioned below. 

∇.V = 0 [continuity], (3)
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(V .∇)V = −  
1 

ρ 
∇p + v∇2 V [momentum], (4) 

0 = −V .∇s + 
Q 

T

[
Energy

]
. (5) 

The flow in this study is predominantly turbulent. Navier–Stokes equations cannot 
be solved directly as for turbulent flows there is no exact solution for these equa-
tions. Computational Fluid Dynamics (CFD) uses numerical methods to get the 
approximate solutions of the Navier–Stokes equations. Reynolds-Averaged Navier– 
Stokes Equations (RANS) are used here as this study involves turbulent flow. The 
Reynolds-Averaged Energy equation is also solved because the temperature field is 
also involved. The k-ω SST model in ANSYS Fluent is used for this study. 

3.2 Geometry and Mesh Generation 

The three-dimensional car model was developed in Creo 4.0 for the simple Honda 
car with a heat source, i.e. a hot plate affixed at the under hood of it and then with the 
diffuser. The computational flow domain’s dimensions are obtained in relation to L, 
where L is the length of the car. The inlet flow section is located at 2.4 L upstream 
of the model front, while the outlet flow section is at 6.6 L downstream from the 
rear of the car model [17] as shown in Fig. 1. In second case, the heat source is 
further approximated as HEV battery pack. The battery pack is built into the angled 
surface of a drag and downforce diffuser design as given by Jowsey and Passmore 
[15], and it is compared with the scenario in which diffuser is not used. The angle 
for this diffuser was set to 14.5°. The named selections given are inlet, outlet and 
walls for the enclosure, and the entire car surface and hot plate are termed as “car” 
and “hotplate”, respectively.

Unstructured tetrahedral mesh was generated for the geometry and finer mesh 
was used near the car surface in critical areas as shown in Fig. 2.

3.3 Grid Independence 

The grid independence test was studied as given in Table 1. From Table 1 it can 
be observed that, after mesh 3 further increase in the mesh size will not have a 
remarkable effect on the results, so mesh 3 is used for all numerical computations.
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Fig. 1 Vehicle model inside computational domain

Fig. 2 Entire mesh domain
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Table 1 Grid independence 
results Mesh size (no. of elements) CD 

Mesh 1—650,000 0.326 

Mesh 2—830,000 0.317 

Mesh 3—920,000 0.301 

Mesh 4—1,000,000 0.301 

3.4 Boundary Conditions 

The floor and all the surfaces of the car model are subjected to the no-slip boundary 
condition. To consider the highway condition, the inlet velocity is specified as 100 km/ 
h, such that air cooling would be efficient because of higher speed and higher convec-
tive rate of heat transfer. The turbulent intensity was set to 1% [17]. A constant average 
temperature was the applied boundary condition to the hotplate. At the domain outlet, 
zero relative pressure was stated as the outflow condition. For the underbody battery 
pack cooling case, 245 W/m2 heat flux was specified from the battery pack surface 
as suggested by Park [4]. Both the ambient temperature and the inlet air temperature 
were assumed to be 300 K. 

4 Results and Discussion 

4.1 Velocity Results 

The air flow strikes the front portion of the car, stops, and then splits to go over and 
under it. Because of various obstructions in the under hood path, the flow is slower 
under the vehicle as compared to over it. In the rear part, there is a wake because of 
air separation. In practical case, the underhood heating sources are radiator, engine, 
and auxiliary components such as turbo, starter motor and pump and batteries in 
case of EVs and HEVs. As the cooling of battery packs in EV and HEV vehicles 
involves many challenges, external air cooling can be used like in hotplate case. 
Also, the battery capacity is reduced because of the damage caused by overcharging of 
individual cell due to different charging rate. For prevention of these high temperature 
zones, it is important to maintain the batteries at a uniform and consistent temperature. 
Thus instead of using other forced convection cooling methods like fans, diffuser is 
used. This results in potential energy saving. 

This section analyses the local velocity variations via the diffuser and the impact 
it has on the battery pack surface temperature. The goal is to determine if an increase 
in velocity and convective heat transfer at the diffuser’s inlet can compensate for 
a decrease in convective heat transfer at the diffuser’s exit caused by a decrease in 
velocity [1].
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Figure 3 depicts the velocity contours at the mid-plane of the car for both diffuser 
and without diffuser scenario. The wake region can be identified in both the cases at 
the rear of the car with certain differences in both the situation. 

Figure 4 depicts the enlarged view of the flow patterns at the vehicle’s rear part 
at the mid-plane, respectively. As the front geometries for both cases are same, the 
velocity contours in front are same. For rear of the vehicle, variation is seen as 
the dead air volume, or the region of little or no velocity, is bigger for the diffuser 
example. Since it is a drag and downforce optimized design of the diffuser, it means 
that there is a high pressure region at the rear of the car to balance the stagnation 
point at the front, lowering pressure drag. Again, the flow is not completely detached 
from the battery pack.

The flow nearer to battery pack is slower, as estimated since the flow continues 
downstream to the rear part of the vehicle. At the diffuser throat, a larger portion 
of the air is faster when compared with the case of no diffuser. Another advantage 
is that the diffuser helps in controlling of vortices formation in the wake in the rear

Fig. 3 Contours of velocity 
at car mid-plane (a) without 
diffuser (b) with diffuser 
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Fig. 4 Contours of velocity 
at mid-plane at the rear of 
the car (a) without diffuser 
(b) with diffuser

bumper section. The decrease in vortices raises the pressure behind the car in the 
diffuser scenario and reduces drag as predicted from the drag-optimized design of 
diffuser. 

4.2 Thermal Results 

Figure 5 shows zoomed in view of the contours of temperature from the side profile 
of the car for a generalized hotplate case. Figure 5 depicts the way the heat convection 
takes place away in the direction perpendicular (vertically in Fig. 5) to the surface 
of the hotplate. As the air moves downstream down the hotplate, the temperature 
differential is reduced as the heat convects away in a boundary layer under the 
influence of air velocity and air heating.

To illustrate the heat convection away from the hotplate, Fig. 6a–c shows the 
temperature isosurfaces for three different temperatures of 300.125, 301, 303 K 
[18]. The heat that is convected away moves in the same direction of the flow. From
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Fig. 5 Zoomed in view of the temperature profile around the hot plate from the vehicle side profile

the contours it can be understood that as the temperature increases heat flow gets 
trapped. Also for a particular case, the more temperature would be near the heat 
source and cold air diffuses further.

Figure 7 depicts the temperature contours for the battery pack. In both the cases 
hot spots are present, mainly because of the asymmetrical underbody which affects 
the flow. For the first case, i.e. the no diffuser one, there is the presence of hot spots 
mainly in two areas near the leading edge and in the middle of trailing edge. However, 
for the second case, the one which includes diffuser, the hot spots exist roughly in 
the middle of the rear trailing edge. Another observation is that due to diffuser there 
is a delay in the appearance of hotspot and there is shift further downstream. Though 
there is minor increase in the maximum value of the temperature in the battery pack, 
the leading edge of the pack is cooled by the increase in velocity at the diffuser throat.

Figures 8, 9 and 10 indicate isosurface plot at temperatures values of 300.125 K, 
301 K and 303 K, respectively [18]. Figure 8(a) indicates how recirculation directly 
off the trailing edge cause the heat to somewhat become trapped behind the battery 
pack; on the other hand in the diffuser case of Fig. 8b, there is faster heat dissipation 
because of build in design of the battery pack with the diffuser which removes the 
zone of recirculation. Also it shows the relatively quick movement of heat from the 
diffuser inlet.

Figure 9 indicates isosurfaces at temperature of 301 K. In the diffuser scenario, 
more air at this given temperature is found near the battery, particularly downstream 
and close to the battery pack’s back, where there appear to be greater pockets of 
301 K air. As a result, hot air is rapidly removed from the diffuser’s leading edge, as 
indicated by the isosurface further downstream in the diffuser one compared to the
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Fig. 6 Temperature isosurface (a) 300.125, (b) 301 (c) 303 K

without diffuser scenario. Figure 10 shows temperature isosurfaces at 303 K with a 
comparatively smaller isosurface. 

4.3 Validation 

Table 2 depicts the CD values from the numerical simulation carried out in the 
previous studies with comparative analysis of with and without diffuser. The results 
from the present work including velocity and temperature contours and temperature 
isosurfaces are in good agreement with the literature. Also for the battery pack 
simulation, the maximum surface temperature obtained is 305.6 K which is close to 
306 K from the study by Khasow and Agelin-Chaab [18].
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Fig. 7 Contours of 
temperature for the battery 
pack surface (a) without 
diffuser (b) with diffuser

Fig. 8 Temperature isosurface for the battery pack at 300.125 K (a) without diffuser (b) with 
diffuser
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Fig. 9 Temperature isosurface for the battery pack at 301 K (a) without diffuser (b) with diffuser 

Fig. 10 Temperature isosurface for the battery pack at 303 K (a) without diffuser (b) with diffuser

Table 2 Comparison of drag 
coefficient with literature data Literature review CD (No diffuser) CD (diffuser) 

Kang [20] 0.2838 0.2721 

Ajith Balaa [19] 0.3015 0.2895 

Present work 0.3012 0.2887 

5 Conclusion 

To summarize, the results shows that the underhood rear diffuser has significant 
impact on the velocity and temperature distribution of the underhood geometry 
specifically the inbuilt battery surface. Due to diffuser, there is more consistent 
temperature distribution and thus smaller hotspots than without it. Thus, the battery 
damage can be avoided that may occur because of number of cells getting affected 
by temperature localization. Also when compared with the no diffuser situation, the
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temperature upstream of the battery pack surface is decreased and that of down-
stream increased. This can further be improved by working on the modification in 
the diffuser design. Thus this can be considered as one of the method for underhood 
cooling without using source like fan and thus saving energy as well. 

Nomenclature 

A Frontal area of rotor [m2] 
U Free stream velocity [m/s] 
CD Drag coefficient 
CL Lift coefficient 
ρ Density of air [kg/m3] 
FD Drag force [N] 
FL Lift force [N] 
ν Kinematic viscosity [ m2/s] 
p Pressure [Pa] 
V Velocity vector 
Q Heat transferred [W] 
T Temperature [K] 
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Numerical Study of Nozzle Exhaust 
Plume Impingement on Flat Plate Under 
Low Pressure Environment 

Anant Singhal, Deepak K. Agarwal, T. John Tharakan, and S. Sunil Kumar 

1 Introduction 

Thrusters are used in spacecraft for various purposes ranging from attitude control 
to orbit raising. Hot gas exhaust plume from these thrusters expand widely into the 
vacuum of space and often impinge on the spacecraft structure. The plume impinge-
ment on the spacecraft produces disturbing torques and heat fluxes that are unde-
sirable. Besides, multiple thrusters are employed in the lunar lander and manned 
mission spacecraft where the interaction of plumes from these thrusters generate a 
complex flow field and impinge on the spacecraft components. This impingement 
results in high heat fluxes on the components that need to be protected using an appro-
priate multi-layer thermal protection system. However, the design of such thermal 
protection systems require estimation of the heat fluxes generated due to plume 
impingement. In view of this, it is essential to study the plume expansion into low 
pressure ambient and estimate the plume impingement parameters such as pressure 
and heat flux on the surface. 

2 Literature Review and Objective 

The structure of highly under-expanded jets was investigated by Adamson and 
Nicholls [1] and Latvala [2]. It was determined that the dimensions of exhaust plumes 
in quiescent atmosphere scale as the inverse square root of the ambient pressure. The 
issues associated with plume impingement on spacecraft surfaces were discussed 
by Vick et al. [3]. An early description of plume impingement forces was given by
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Boettcher and Legge [4]. A survey on plume flow and impingement in space tech-
nology has been given by Dettleff [5]. The emphasis was on chemical and cold gas 
plume model development, and on force and heat transfer determination. Piesik et al. 
[6] performed an experimental study of nozzle plume impingement on a flat plate 
located at various angles and distances. The impingement pressure and temperature 
were measured on the plate. Heating rates were determined from the temperature 
rise rate. It was found that the impingement pressure and heat flux decreases as the 
plate is moved away from the plate. The local impingement heat flux was found to 
be drastically reduced for plates canted away from the nozzle. 

Woronowicz et al. [7] derived an analytical solution for one-dimensional unsteady 
free jet expansion in to a vacuum. The widely used cosine law or the Boynton/Simons 
plume model [8, 9] provides an approximate far field density distribution which takes 
a form of a cosine function. Based on these, Cai et al. [10] presented a set of gas 
kinetic solutions to the problem of unsteady collisionless round plume development. 
Gimelshein et al. [11] carried out DSMC simulations to investigate the interaction 
of a jet from a 3000-N-class thruster positioned on the side of small rocket with a 
rarified atmosphere at 80 km and 100 km. Chemical reactions between freestream 
and plumes were included. The results presented for the flow field and surface mass 
flux demonstrated possible contamination of an on-board radiance sensor located on 
the cylindrical part of the rocket for different freestream and plume conditions. 

Usually, for thrusters firing in vacuum, the flow inside the nozzle is in continuum 
regime, whereas the plume lies in the rarefied regime. In view of this, a hybrid 
approach with the combination of Navier–Stokes solvers and DSMC has been 
reported by various researchers. Lumpkin [12] has carried out study of plume expan-
sion and impingement using the hybrid approach. Numerical simulations and exper-
imental works on vacuum plume and its effects have been reported by He et al. [13]. 
They carried out experiments in a supersonic low density wind tunnel and simu-
lated the same using DSMC and Navier–Stokes combined approach to verify PWS 
(plume workstation) software. Bermúdez et al. [14] have reported the simulations 
of plume impingement effects on the Cygnus spacecraft using the hybrid approach. 
Vashchenkov et al. [15] have used hybrid approach to study of the mechanisms of 
the flow turn around the nozzle lip and the back flow origination. 

The present work is aimed to conduct a CFD modelling of the nozzle plume 
expansion into low pressure environment and estimate the pressure and heat fluxes 
due to plume impingement on a flat surface. The study is carried out for the experi-
mental conditions reported in [6]. Initially, CFD modelling is carried out with no-slip 
boundary, and the obtained results are compared with the reported experimental data. 
Subsequently, a temperature jump boundary is incorporated at the plate in the CFD 
model and the effect of the partial slip condition on the plume impingement heat 
flux are brought out. The details of the modelling and its results are presented in this 
paper.
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3 Governing Equations 

The governing equations of continuity, momentum and energy are as follows: 

∂ρ 
∂t 

+ ∇  ·  (ρ�v) = 0, (1) 

∂(ρ�v) 
∂t

+ ∇  ·  (ρ�v�v) = −∇  p + ∇  · (
τ
) + ρ �g + �F (2) 

where p is the static pressure, ρ−→g is the gravitational body force, and τ is the stress 
tensor given as 

τ = μ
[
(∇−→v + ∇−→v T

) − 
2 

3 
∇ ·  −→v I

]
, (3) 

∂(ρ E) 
∂t 

+ ∇  ·  (�v(ρ E + p)) = ∇  ·
(
keff∇T −

∑

j 
h j 

−→
Jj +

(
τe f  f  · −→v

))
, (4) 

where τeff is the effective stress tensor and 
−→
Jj is the diffusion flux of species j. 

The SST k-ω model was used to include the effects of turbulence. The transport 
equations solved for k and ω are as follows: 

∂ 
∂t 

(ρk) + 
∂ 

∂xi 
(ρkui ) = ∂ 

∂ x j

[
�k 

∂k 

∂x j

]
+ Gk − Yk, (5) 

∂ 
∂t 

(ρω) + 
∂ 

∂xi 
(ρωui ) = ∂ 

∂x j

[
�ω 

∂ω 
∂x j

]
+ Gω − Yω + Dω. (6) 

4 Solution Approach 

4.1 Numerical Model 

Steady state 3D simulations are carried out using the commercial CFD code ANSYS 
FLUENT, which is based on the cell centred finite volume approach. A density-based 
coupled solver was used to solve the governing equations. The nonlinear governing 
equations were solved iteratively until the solution was converged [16]. The algorithm 
solves the system of momentum, continuity and energy equations in a closely coupled 
manner. Second-order discretization schemes were used for better accuracy. 

The simulation was considered to be converged when the globally scaled residuals 
decreased to 10–4 for all the equations except the energy equation for which the 
criteria used was 10–5. Additional criteria set for convergence were the stabilization



20 A. Singhal et al.

of various parameters of interest, viz. maximum heat flux, average heat flux, and 
the maximum pressure on the plate. The mass and energy flux imbalances for the 
domain were less than 0.5%. 

4.2 Computational Domain and Boundary Conditions 

Figure 1 shows the computational domain used for the study. A conical nozzle of 
34.85 mm exit radius (Re) and area ratio (ε) = 10 is used in the simulations. The 
plate on which the plume impinges is 1.83 × 1.83 × 0.0254 m. The domain is 2.8 m 
in height and width and 3.1 m along the nozzle axis. In the current work, simulations 
were carried out for three conditions given in Table 1. 

Similar domains are also used for cases 2 and 3. The domain is meshed with 
hexahedral elements. Finer elements are created in the nozzle and in the plume 
region to capture the gradients accurately. Boundary layers are generated on the 
plate with the first cell distance of 0.2 mm that results in wall y +< 1. The minimum 
mesh orthogonality is 0.2, and maximum skewness is 0.79.

Fig. 1 Computational 
domain for nozzle ε = 10, δ 
= 0° and h = 3Re 

Table 1 Cases modelled in the current work 

Case Nozzle area ratio 
(ε) 

Angle of plate with nozzle axis 
(δ) 

Distance of plate from nozzle 
axis (h) 

1 10 0° 3Re 

2 5Re 

3 7Re 
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Table 2 Boundary conditions specified in the analysis 

Boundary Total pressure, MPa Total temperature, K Static pressure, MPa 

Nozzle inlet 0.621 3112.6 – 

Domain outlet – – 6.8 × 10–6 

Table 2 gives the boundary conditions used in the present simulations. Pressure, 
temperature at the nozzle inlet and pressure at the domain outlet, shown in Fig. 1, are  
specified as boundary conditions for the steady state analysis. All other surfaces of 
the vacuum chamber are specified as walls. The values of the boundary conditions are 
given in Table 2. It is reported in [6] that the fuel used was 50% UDMH, 50% N2H4 

and the oxidizer used was N2O4. These fuel and oxidizer were used at a mixture ratio 
of 2. Therefore, mixture of the combustion products of the above fuel and oxidizer 
was used as the working fluid in the present analysis. 

4.3 Grid Independence Study 

Simulations were carried out for three grid sizes, viz. 11 lakhs, 49 lakhs and 64 lakhs 
for the case ε = 10, δ = 0° and h = 3Re. The variation of Mach number along the 
centreline passing through the nozzle axis is shown in Fig. 2 for the three grids. It 
can be seen that the difference in results with 49 lakhs and 64 lakhs grid size is 
insignificant. Thus, all simulations reported in this work are carried out using the 
grid size of 49 lakhs. 

Fig. 2 Mach number 
variation along nozzle axis 
for three grid sizes (ε = 10, δ 
= 0° and h = 3Re)
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5 Results and Discussion 

Figure 3 shows the contours of Mach number on a symmetric cut-plane passing 
through the nozzle and the plate for h = 3Re. It is seen that the under-expanded 
plume further expands into the ambient as it flows out of the nozzle. However, the 
plate at the bottom restricts the plume expansion and a compression shock is formed. 
The plume on the top side expands until it encounters the chamber wall. The plume 
then reflects from the wall and flows out of the chamber. 

Considering that the present work pertains to the CFD simulation of plume 
expansion into low pressure environment, the distribution of Knudsen number was 
computed to identify the regions where the flow field is in continuum regime. The 
classification of flow regimes based on Knudsen number is shown in Table 3 [17]. 
The error in the Navier–Stokes result becomes significant in regions, where 0.1 < 
Kn < 0.2 [18]. 

Figure 4 shows the distribution of Knudsen number (Kn) clipped to 0.1 on the 
cut-plane and the plate. It is seen that the regions near the nozzle exit and at the 
plume impingement location are within Knudsen number of 0.1.

Figure 5 shows the variation of Knudsen number along the plate centreline. It is 
seen that the Knudsen number < 0.01 in the region between X/Re = 1.3–9. Thus, the 
assumption of continuum is valid in these regions. However, the region beyond X/

Fig. 3 Contours of Mach 
number on a symmetry plane 
for ε = 10, δ = 0° and h = 
3Re 

Table 3 Classification of 
flow regimes based on 
Knudsen number [Anderson] 

Knudsen number Flow regime 

Kn < 0.01 Continuum 

0.01 < Kn < 0.2 Transitional 

Kn > 0.2 Free molecular 
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Fig. 4 Contours of Knudsen 
number on symmetry plane 
and plate for ε = 10, δ = 0° 
and h = 3Re

Fig. 5 Knudsen number 
variation on the plate 
centreline for ε = 10, δ = 0° 
and h = 3Re 

Re = 9, where Knudsen number is in the range of 0.01–0.2, lies in the transitional 
regime. 

The pressure distribution due to plume impingement on the plate kept at a distance 
of 3Re is shown in Fig. 6. The pressure is maximum at the location, where the plume 
impinges on the plate due to momentum transfer from the high velocity plume. 
Subsequently, the pressure decays in both downstream and radial directions as seen 
in Fig. 6.

The distribution of heat flux on the plate kept at a distance of 3Re is shown in 
Fig. 7. It is seen that the heat flux distribution on the plate is similar to the pressure 
distribution shown in Fig. 6. The heat flux is maximum at the plume impingement 
point on the plate and then decreases in the radial and downstream directions. The 
heat flux is maximum at the impingement location due to the conversion of plume 
kinetic energy to thermal energy.

Figure 8 shows the pressure variation along the plate centreline obtained from 
the present numerical model and its comparison with the measured data [6] for  h = 
3Re condition. The maximum pressure estimated from CFD is 2304.4 Pa compared 
to the experimental value of 2343.4 Pa. Thus, the difference between the maximum 
pressures between numerical and experimental data is 1.6%. It is seen that the location 
of the maximum pressure obtained numerically compares well with the experimental
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Fig. 6 Pressure distribution 
on flat plate for ε = 10, δ = 
0° and h = 3Re (view normal 
to the plate)

Fig. 7 Heat flux distribution 
on flat plate for ε = 10, δ = 
0° and h = 3Re (view normal 
to the plate)

data. However, downstream of the impingement point simulated pressure is over-
estimated compared to the experimental value. It is to be noted that flow field changes 
from continuum to transitional regime from X/Re = 9 onwards. This may be the 
reason of mismatch observed in computed pressure values compared to experimental 
values.

The comparison of pressure variation along the plate centreline for the three 
standoff distances is shown in Fig. 9. The maximum pressure decreases with increase 
in the plate standoff distance from the nozzle. It is also seen that the location of the 
maximum pressure shifts downstream with increase in the standoff distance.

The variation of heat flux on the plate centreline is shown in Fig. 10 for the three 
cases simulated in the present work. The comparison with the reported measured
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Fig. 8 Comparison of 
pressure on plate centreline 
between CFD and test data

Fig. 9 Pressure distribution 
along the plate centreline for 
the three cases simulated

data [6] is also shown in Fig. 10. It is seen that the locations of the maximum heat 
flux estimated from current numerical study compare well with the measured value 
for all the three cases. The maximum heat flux is over-predicted for h = 3Re by 6.2% 
and under-predicted for h = 5Re and 7Re by 11.9% and 2.9%, respectively. It is also 
seen that the numerical model consistently under-predicts the heat flux beyond X/ 
Re = 6, 9 and 12, respectively for h/Re = 3, 5 and 7. Maximum under-prediction of 
30.2% is obtained for h/Re = 3. This under-prediction may be due to the effects of 
non-continuum in the regions away from the impingement point as shown in Figs. 4 
and 5.

It is seen from Fig. 10 that the maximum heat flux decreases as the distance 
of plate from the nozzle increases. The location of the maximum heat flux also 
shifts downstream for increasing plate distance. It is to be noticed from Fig. 10 that 
downstream of X/Re = 7, the heat flux for the case of h = 3Re is lower compared to 
the other two cases. This is because the flow downstream of impingement is turned
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Fig. 10 Comparison of heat 
flux on plate centreline 
between CFD and test data

away from the plate due to the compression shock for h/Re = 3 as shown in Fig. 11a. 
However, as shown in Fig. 11b, c, the hot plume flows along the plate downstream 
of the impingement point for h/Re = 5 and 7.

As mentioned above and seen in Fig. 10, the heat flux estimated from CFD is 
under-predicted in the transitional regime. In view of this observation, a partial slip 
with temperature jump at the plate was subsequently incorporated in the model to 
improve the heat flux estimation in the region having transitional regime. The heat 
flux at the plate centerline estimated with temperature jump is shown in Fig. 12. The  
heat flux estimated with no-slip condition and test data are also plotted in Fig. 12 for 
comparison. It is seen that the heat flux estimated with temperature jump condition 
at the plate compares better with the test data.

6 Conclusions 

CFD studies were carried out to simulate the expansion of rocket nozzle plume in low 
pressure ambient and impingement on a flat plate to validate the numerical model. 
The simulations were carried out for flat plate located at standoff distances of h/Re 

= 3, 5 and 7 from the nozzle corresponding to the experimental conditions reported 
in literature. The pressure and heat flux on the plate due to plume impingement 
were determined and compared with the reported test data. It is found that the flow 
maintains continuum in the vicinity of the nozzle exit and at the plume impact 
location on the plate. The CFD model is able to capture the flow dynamics of the 
plume impingement and predicted the peak pressure and heat flux within 1.6 and 
11.9% of the measured data. The difference in the CFD prediction and the test data 
was found to be higher in regions where the flow transitions from the continuum to 
free molecular regime. Incorporating the temperature jump condition was found to 
improve the heat flux estimations in the transition zone.
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Fig. 11 Mach contours 
overlaid with velocity  
vectors on a cut-plane

Fig. 12 Heat flux along 
plate centreline with no-slip 
and temperature jump 
condition at plate for ε = 10, 
δ = 0° and h = 3Re
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Nomenclature 

E Total energy [J] 
g Gravitational acceleration [m/s2] 
h Distance of plate from nozzle axis [m] 
p Pressure [MPa] 
R Radius [m] 
Kn Kundsen number 
t Time [s] 
v Velocity [m/s] 
ρ Density [kg/m3] 
ω Specific dissipation rate [s−1] 
ε Nozzle area ratio 
k Turbulent kinetic energy [J/kg] 
δ Angle of plate with nozzle axis (°) 

Subscripts 

e Nozzle exit 
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Effect of Confinement in Coaxial 
Swirling Jets: Numerical Study 

R. Santhosh, Arun Pattanshetti, and Shivansh Chaturvedi 

1 Introduction 

There are many industrial applications where swirl is added to the jet flows to improve 
performance. Most commonly, swirl is used in combustion chambers to increase the 
mixing between the fuel and air reactants. In addition, swirl is employed in gas turbine 
engines, diesel engines, industrial furnaces, etc. The benefit of employing swirl in 
these applications arises due to its ability to create a central toroidal recirculation zone 
(CTRZ). These swirls-induced recirculation structures facilitate the effective mixing 
of hot combustion products with active chemical radicals and incoming reactants 
leading to flame stability, complete combustion, and consequently resulting in lower 
emissions [1]. 

Coaxial swirling jets are used in many applications, such as industrial furnaces, 
combustion chambers, cooling systems, and fluid mixing. The present authors 
recently reported a numerical-cum-experimental study on recirculation structures 
in unconfined coaxial swirling condition [2]. The present work aims to present the 
effect of confinement on these recirculation structures.
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2 Literature Review and Objective 

This section presents a brief literature survey associated with coaxial swirling jets 
in unconfined and confined conditions. Both experimental and numerical works are 
considered. Dahm et al. [3] investigated the vortex structures and dynamics of their 
interactions for incompressible fluid in the near region of a round coaxial jet issuing 
into the ambient fluid. They concluded that a wide variety of near-field vortex patterns 
can arise, with different interaction dynamics, which depend on both the velocity ratio 
and the absolute velocity of the two coaxial streams. 

Cheen et al. [4] studied the recirculation zones in the confined and unconfined 
conditions of the annular swirling jet flows by varying Reynolds number (Re ∼= 60– 
60,000) and swirl number in the range S = 0− 0.6. They classified the recirculation 
zones into seven categories based on the value of Re and S. . Based on the observa-
tions, they concluded that the behaviors of these seven categories were the same in 
confined and unconfined configurations except for one regime (attachment regime). 
Next, Cai et al. [5] investigated the effect of confinement on the swirl cup installed 
in several square sections. Data on mean axial velocity and Reynolds stress compo-
nents was obtained using 2D LDV. Their results concluded that a smaller confinement 
ratio has a more significant effect on the flow field. Whereas for large confinements, 
the effect is similar to unconfined conditions. Fu el al. [6] investigated the effect of 
confinement on the swirl flow field associated to counter-rotating radial inlet swirl. 
2D LDV was employed to obtain the flow field’s mean axial and turbulent quantities. 
They observed that the size of the recirculation zone in the confined condition was 
twice that of in unconfined conditions. Also, their results showed that confinement 
reduces turbulence near the swirler exit and as the flow moves downstream, higher 
turbulence was observed near the wall for the flow in the confined configuration as 
compared to near the centerline axis for unconfined flow. One of the present authors, 
Santhosh et al. [2] carried out the investigation on RZs in a coaxial swirling jet in the 
isothermal conditions as the flow parameters such as geometric swirl number (SG), 
modified Rossby number (Rom) were varied. A transition in recirculation structures 
in the narrow band of geometric swirl number SG = 2.14 − 2.88 was reported based 
on the change in the global topology of the recirculation structures. 

Next, we report some past numerical studies pertaining to coaxial swirling jets. 
Kobayashi et al. [7] employed three different models, viz. standard k − ε, RSM 
and RNG k − ε to simulate swirl flow in a straight pipe. The comparison between 
computed and experimental data showed that RNG k − ε successfully captured the 
complex flow field. Nejad et al. [8] studied the swirling and non-swirling jets in 
confined conditions for swirl numbers of S = 0.3 and 0.5. 2D LDV was employed to 
measure the flow field. The standard k − ε model was employed to simulate the flow 
field. They concluded that Reynolds stresses and turbulent triple product have been 
shown to have a 25 times higher value in swirling flows compared to non-swirling 
flows. Also, they stated that standard k − ε model, which was used to predict the flow 
field, was found to be inadequate. Stuparu et al. [9] numerically studied turbulent 
flow inside a combustion chamber by employing three turbulent models. Their results
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showed that the presence of RZ behind the bluff body positively impacts the mixing 
process inside the annular combustion chamber. In Parra et al. [10], the influence of 
swirl number on the mixing of two confined coaxial jets is studied. To simulate the 
flow field, RNG k − ε model was employed. Their results showed that the presence 
of inner recirculation zone played an important role in the enhancement of heat and 
mass transfer in 3D confined coaxial burner. Jawarneh et al. [11] examined the effect 
of swirl number on the strongly swirling jet in the confined condition. RSM model 
was used to capture the turbulent flow field. They concluded that vortex core size 
contract with swirl number. 

The main aim of the present study is to investigate the effect of confinement on 
the recirculation structures observed in a confined swirling jet. The present authors 
recently reported the numerical simulation results of the RZs in an unconfined config-
uration [12]. The present work is aimed as a continuation of efforts in the direction 
of studying coaxial swirling jets which find extensive industrial application. 

3 Numerical Approach 

3.1 Numerical Geometry and Mesh 

A schematic view of the numerical geometry employed to simulate coaxial swirl 
flow in confined conditions and different 3D mesh parts of the geometry are depicted 
in Fig. 1a, b, respectively. The geometry created in ‘SOLID WORKS’ replicates 
the experimental setup described in [12]. It majorly consists of three parts. First, a 
central pipe of diameter dc = 6 mm and length l = 550 mm that stands 2 mm out 
of the burner exit plane. Second, a coannular pipe that consists of a straight pipe (da 
= 80 mm) followed by a convergent section (dentrance = 80 mm and drear = 44 mm). 
Third, a tangential swirl generator at the end of the convergent section. This swirl 
generator is employed to impart swirl momentum to the axially flowing coannular 
stream by directing air from eight swirl ports drilled at an angle 30° to the outward 
radial vector placed on the periphery of the swirl generator. Working fluid, which 
is air, is supplied to the inlets of the central pipe, coannular pipe, and swirl ports 
individually. A computational domain of length 300 mm (Fig. 1b) representative 
of the combustion chamber is employed to numerically capture the flow exiting 
out of the burner. The combustion chamber of two different diameters, viz. 80 mm 
and 100 mm, representing confinement ratios (CR) 1.81 and 2.7 respectively are 
employed in the present work to study the effect of confinement on the flow field. 
Here, the CR is defined as the ratio of the diameter of the combustion chamber to 
the coannular pipe diameter. The numerical domain is discretized by employing the 
ICEM CFD tool shown in Fig. 1b. The hexahedral cell is used to discretize the domain 
since it generates lower numerical dissipation [13] compared to the tetrahedral cell. 
The mesh characteristics of the different components of the numerical geometry 
are provided in Fig. 1c. Three mesh sizes, i.e., 1.8, 3.8, and 8.2 M are employed
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to perform a grid independence study. To generate these three grid sizes, the grid 
refinement factor of (r ) of 1.3 is maintained as per Celik [13]. Boundary conditions 
corresponding to PVB type RZ (provided in Table 1) are used to perform a grid 
independence study. Based on the axial velocity variation along the radial direction 
predicted using the three different mesh resolutions, the results do not vary much 
on increasing the number of cells from 3.8 to 8.2 M (results are not shown here for 
brevity). Thus, a mesh with 3.8 M is chosen as the optimum mesh.

3.2 Governing Equations 

The unsteady, incompressible 3D turbulent flow field is analyzed by solving conti-
nuity, the transport equation for k, ω,  and Navier–Stokes equations. These equations 
are reported in the past literature [11, 15]; thus, they are not shown here for brevity. 

3.3 Numerical Method 

The numerical simulations have been performed using ANSYS Fluent 19.2 (research 
license). The pressure–velocity coupling is obtained using the SIMPLE algorithm. 
SST k − ω turbulent model is employed to simulate the flow states in the present 
work. The suitability of this model in simulating the confined coannular swirling 
jet along with its validation is shown elsewhere [14]. The second-order upwind 
scheme is used to discretize the transport equation of momentum, turbulent kinetic 
energy, and specific rate of dissipation. Convergence is assumed when the residual 
values are 10−3 for continuity equation and 10−4 for momentum, turbulent kinetic 
energy, and specific rate of dissipation. The temporal discretization is first order 
implicit. Simulations are carried out in the unsteady state (URANS). A time step 
size of 0.001 s is employed with 30 iterations for each time step. The simulations are 
carried out to obtain flow field of 1 s (as 1000 time steps). 

3.4 Test Cases/Boundary Conditions 

The mass flow rate-type inlet boundary condition is used to simulate two types of 
RZs (flow cases) given in Table 1. The mass flow rate in the central jet for these flow 
cases, i.e., PVB and CTRZ is shown. The mass flow rates through the coannular and 
swirl generator (eight swirl ports combined) are maintained at 2.8 × 10–3 kg/s and 
1.25 × 10–3 kg/s respectively for both the cases. 

The geometric swirl number (SG) is defined as [16]
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Table 1 Details of the boundary conditions employed in the present study 

Flow case Mass flow rate (kg/s) in 
central pipe 

Geometric swirl number 
(SG) 

Modified Rossby number 

(Rom = �Uy 
Uθ 

) 

PVB 2.8 × 10–4 2.14 3.15 

CTRZ 3.73 × 10–5 2.88 0.02

SG = 
πro Do 

2At

(
Mθ 

Mθ + MA

)2 

, (1) 

where Mθ is mass flow rate of the fluid in tangential direction, MA is total mass flow 
rate of fluid in the axial direction (both central and coannular combined), and At is 
total area of the tangential ports. Modified Rossby number (Rom) is defined as [17] 

Rom = �Uy 

Uθ 
, (2) 

where Uθ is the characteristic tangential velocity and�Uy = |(Uc −Ua)| is the axial 
velocity deficit between the central jet (Uc) and coannular jet (Ua) measured using 
the volume flow rate. 

4 Results and Discussion 

This section presents the effect of confinement on two different types of recirculation 
zones (RZs), i.e., pre-vortex breakdown (PVB) and central toroidal recirculation zone 
(CTRZ) observed in the coaxial swirling jets in one of the authors’ previous work 
[2]. They are, however, described here briefly for completeness. The PV  B  flow 
field (Fig. 2a) represents the first occurrence of recirculation in a coaxial swirling jet 
observed at SG = 2.14 (corresponding to Rom = 3.15). The flow is characterized 
by a strong central jet in the central region and two pairs of counter-rotating eddies, 
(L1, L2 and R1, R2) on either side of the central jet. In PVB, three shear layers are 
observed, namely ISL 1 (between central jet and inner rotating eddy, L1/R1), ISL 2 
(between coannular jet and outer rotating eddy L2/R2), and OSL (between coannular 
jet and quiescent ambient/confinement) (Fig. 2a). The Rom > 1 for PVB implies that 
the radial pressure gradient developed due to the velocity difference between central 
and co-flow jet dominates over the radial pressure gradient developed due to imparted 
swirling motion [2].

The second type of RZ, i.e., CTRZ (Fig. 2d), is observed as the flow rate through 
the central jet is decreased from that of PVB’s setting while keeping the flow through 
the coannular jet and swirl generator same. The SG for CTRZ is 2.88. The Rom 

∼= 0 
as the central jet flow rate is set such that �Uy 

∼= 0. The flow field of CTRZ, when 
compared to the PVB, consists of only two shear layers: ISL 2 (between coannular
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Fig. 2 Time-mean streamline plot superimposed on contour plot of time-averaged vorticity 
contours for PVB (a–c) and CTRZ (d–f)

jet and central recirculation zone) and OSL (between coannular jet and quiescent 
ambient/confinement). The Rom 

∼= 0 (�Uy 
∼= Uθ ) for CTRZ indicates successful 

penetration of swirl momentum (that is imparted tangentially at the ISL 2) toward 
the central jet resulting in a flow field governed by the radial pressure gradient due 
to swirl influence as compared to radial pressure gradient due to entrainment effect 
[2]. 

Next, two different confinement configurations with CR  = 1.81 and 2.7 are 
considered for PVB (Fig. 2b, c) and CTRZ (Fig. 2e, f) to describe the confinement 
effects on both the RZ. These figures represent time-mean streamline plot superim-
posed on the time-mean azimuthal vorticity (ωθ ) in the mid-longitudinal plane. y/R0 

and r/R0 represent the axial and radial coordinates normalized by burner radius R0. 
The most prominent observation pertaining to effect of confinement in both PVB 
and CTRZ is the enlargement of RZ. In addition, formation of an additional set of 
RZs known as corner recirculation zone (CRZ) between the wall and the central 
RZ is also evident. These observations are in line with previous studies [18, 19]. 
The greater enlargement of RZs for CR  = 2.7 as compared to CR  = 1.81 may be
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attributed to availability of larger area for the RZs to spread radially outwards in 
former as compared to the latter. However, CR  = 1.81 imparts a strong wall-effect 
which is evidenced in the enrichment of ωθ till a greater streamwise extent in ISL 
1 of PVB (marked with ‘yellow’ dashed line in Fig. 2b) as compared to unconfined 
configuration (Fig. 2a) and CR  = 2.7 (Fig. 2c). For CTRZ, such enrichment is found 
in ISL 2 (Fig. 2e). In a way, the wall-effect fades away as the CR  is increased from 
1.81 to 2.7 which is intuitive. The CR  = 2.7 is more closer to unconfined case with 
respect to distribution of ωθ is concerned across the flow field. 

The greater confinement effect at CR  = 1.81 for both PVB and CTRZ results 
in a greater mixing/churning of fluid particles in regions where ωθ enrichment is 
observed. This is witnessed by observing time-mean contour plots of Reynolds stress 
(u′

yu
′
r ) and turbulent kinetic energy (u

′2 
y + u ′2 

r ) shown in Figs. 3 and 4 respectively. 

As compared to unconfined case (Fig. 3a), the quantity (u′
yu

′
r ) in PVB  at  CR  = 

1.81 (Fig. 3b) is observed to be more diffused in ISL 1 and in the region between 
ISL 2 and OSL implying greater churning of fluid particles. Also, higher turbulent 
kinetic energy in PVB at CR = 1.81 (Fig. 4b) is observed to be diffused until greater 
streamwise distance from the burner exit as compared to unconfined case (Fig. 4a). 
The region between the wall and the central RZ is also observed to depict greater 
TKE. This effect is greatly evident in the case of CTRZ (compare Fig. 4e with Fig. 4c) 
so much so that the maxima of (u ′2 

y +u ′2 
r ) in CTRZ CR= 1.81 is witnessed between the 

wall and central RZ (Fig. 4e). The CR = 2.7 case, on the other hand, is different from 
CR = 1.81 cases. The magnitude, streamwise and transverse spread of both (u′

yu
′
r ) 

and (u ′2 
y + u ′2 

r ) is comparable for unconfined case for both PVB (Fig. 3c with Fig. 3a 
and Fig. 4c with Fig. 4a) and CTRZ (compare Fig. 3f with Fig. 3a compare Fig. 4f 
with Fig. 4a). This leads one to conclude that the CR = 2.7 is closer to unconfined 
case when fluid dynamical quantities such as (u′

yu
′
r ) and (u

′2 
y + u ′2 

r ) are considered. 
Thus, although the CR = 2.7 results in enlargement of RZ the wall/confinement effect 
measured in terms of enhancement of key fluid-dynamic and turbulent quantities as 
compared to unconfined case is observed to be greater for CR = 1.8 case for both 
Rom > 1 case (PVB) and Rom 

∼= 0 case (CTRZ) in the coaxial swirling jet in the 
SG = 2.14–2.88 range.

5 Conclusions 

The unsteady Reynolds-averaged Navier–Stokes (URANS) numerical simulations 
were carried out to study the effect of two confinement ratios (CR = 1.81 and 2.7) 
on two different recirculation zones (RZ) with modified Rossby number Rom > 1  
case and Rom 

∼= 0 witnessed in coaxial swirling flow jet. The former is called as pre-
vortex breakdown (PVB) and central toroidal recirculation zone (CTRZ). SST k − ω 
model was the turbulent model employed for simulations. The similarities observed 
between both flow cases (in terms of effect of confinement) are as follows:
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Fig. 3 Time-mean streamline plot superimposed on time-averaged Reynolds stress for PVB (a– 
c) and CTRZ (d–f)

• As compared to dimensions of the RZs (both PVB and CTRZ) in unconfined 
condition the size of the reticulation zones increased in the confined conditions. 

• The enlargement of RZs for CR = 2.7 is greater than CR = 1.81. 
• However, the wall/confinement effect is primarily witnessed in CR = 1.81 

case evidenced by the enrichment/enhancement of vorticity, Reynolds stress and 
turbulent kinetic energy as compared to unconfined case. 

• The time-mean vorticity, Reynolds stress, and turbulent kinetic energy for CR = 
2.7 were very close to the unconfined case. 

The key difference between the two flow states (in terms of confinement effect) 
observed were: 

• While the enrichment/enhancement of vorticity and turbulent kinetic energy in 
Rom 

∼= 0 case was observed in the region between the wall and the central RZ, 
for the Rom > 1 case (PVB) this was observed in the region between the wall and 
the central RZ as well as between the central jet and the central RZ.
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Fig. 4 Time-mean streamline plot superimposed on contour plot of time-averaged turbulent kinetic 
energy contours for PVB (a–c) and CTRZ (d–f)

Nomenclature 

CRZ Corner recirculation zone 
CTRZ Central toroidal recirculation zone 
ISL 1 Inner shear layer 
ISL 2 Intermediate shear layer 
OSL Outer shear layer 
PVB Pre-vortex breakdown 
Re Reynolds number 
Rom Modified Rossby number 
S Swirl number 
SG Geometric swirl number 
Uy Axial velocity component 
Uθ Tangential velocity component 
U0 Weighted area-averaged bulk velocity
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Influence of Cryogenic Temperature 
on Degradation of Step-Graded Scaffold: 
A CFD Study 

Khemraj Deshmukh and Arindam Bit 

1 Introduction 

Porous scaffolds are most frequently used in tissue engineering (TE) to determine 
biomaterial properties, cell functionality and drug delivery studies. The biomaterial-
based high porous scaffold can pass different bio factors such as protein, cells 
and other growth factors. In tissue engineering applications, two types of scaffolds 
are used: uniform and non-uniform porous scaffolds. The porous scaffold is used 
frequently because of its simplicity and less computational deficiency during the 
evaluation [1]. In vivo tissue or organs have different layers, each with different 
functionality. In other words, in vivo tissue and organs are functionally graded. Also, 
for successful tissue and organ regeneration, the scaffold should also have graded 
functionality [2]. 

In the current scenario, natural and synthetic materials are used as a biomate-
rial for scaffold fabrication. Each type of material has their own advantages and 
disadvantages. Natural biomaterials provide higher cellular viability but suffer from 
poor mechanical properties. Similarly, synthetic biomaterial shows the opposite 
behaviour from natural material. Silicon-based polydimethylsiloxane (PDMS) lies 
in the category of synthetic material [3]. Higher cell-subtract interaction force to 
use PDMS as scaffold biomaterial [4]. Cell adhesion on the substrate surface is 
pivotal in measuring cell viability, proliferation, and differentiation. The chemical 
and mechanical properties of PDMS highly influence the adhesion properties of cells 
[5]. 

With the need for fast demand for organ transplants and rapid recovery of diseases, 
it is necessary to preserve biological substances. Cryopreservation is a technique to 
store natural and fabricated biological substances at an ultra-low temperature, where 
biological activity stops. In most of the studies, the temperature of range 233–177
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°K was used during cryopreservation [6–8]. At a shallow temperature, the preserved 
substances suffered from ice formation, which had been eliminated by cryoprotectant 
agents called CPA [9]. Bahari et al. [10] had found that cellular viability was affected 
by the cooling rate. Hunt et al. [11] proposed all the technical considerations which 
improve cellular viability. The fast cooling rate of cryopreservation suffered from 
intracellular ice formation, whereas slow cooling suffered from an osmotic effect 
[12]. However, the selection of an appropriate cooling rate was also a challenging 
task. 

2 Literature Review and Objective 

Dynamic changes in temperature during cryopreservation produce stress on a scaf-
fold. Uniform heating was capable of reducing this stress. Thermal conductivity and 
specific heat of the scaffold were responsible for generating the stress, displacement 
and deformation on it [13]. Cryogenic temperature influences the mechanical prop-
erties of the scaffold. In most of the studies, the authors reported the impact of the 
cryogenic temperature on biological phenomena such as cell migration, differentia-
tion. Limited articles had reported the effect of low temperature on the mechanical 
properties of scaffolds. Sun et al. [14] had evaluated the strain tensor of the hydrogel 
at room temperature and 240 °K. It was found that the stretchability of the PHEAA 
hydrogel and PHEAA/SF hydrogel had decreased significantly compared to that at 
room temperature. It [15] was observed the impact of ultra-low temperature on the 
vascular scaffold, and no variation was found in surface smoothness before and after 
cryopreservation. Arai et al. [16] had reported the vascular scaffold’s tensile strength 
was significantly enhanced after cryopreservation. The tensile strength and Young 
modulus value were identical, with and without cryopreservation [17]. Carrillo et al. 
[18] had reported that the freezing point could be influenced by CPA concentration 
which was estimated by the numerical and asymptotic methods. 

The current study evaluated the mechanical properties of PDMS material-based 
scaffold for both uniform and graded porosity. Various sets of scaffold conditions 
and structures were formulated based on pore size, distance and cooling rate. Each 
scaffold’s conditions was evaluated for a cooling rate of − 1, − 2 and − 5 °K/  
min in the presence of water. A transient study for each condition of the scaffold 
was carried out in COMSOL Multiphysics. Heat transfer in solid and fluid and 
solid mechanics modules were used to evaluate the different scaffolds for thermal 
and mechanical parameters such as temperature, stress, deformation gradient, strain 
tensor and displacement gradient under cryogenic conditions.
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3 Materials and Methods 

Figure 1 shows the 2D schematic of the proposed work. The 5 × 5 mm PDMS porous 
scaffold was placed in the water-filled container. The following inbuilt properties of 
PDMS material were considered: coefficient of thermal expansion: 9e − 4 K−1, 
heat capacity at constant pressure: 1460 J/(kg * K), density: 970 kg/m3, thermal 
conductivity: 0.16 W/(m * K), young modulus: 750 kPa, Poisson ratio: 0.49. From 
Fig. 1, the first half of the scaffold (2.2 × 5 mm) was covered with a uniform porosity 
(pore size: 0.05 mm, pore distance: 0.5 mm), and the second half of the scaffold 
covered the step-graded porosity. The following conditions defined the step-graded 
scaffolds; condition 1 (C1): hole distance (h) was made constant equal to 0.5 mm and 
hole diameter (φh) was variable, and its range was 0.05–0.2 mm, condition 2 (C2): 
hole distance (h) was made variable, and its range was 0.5–1 mm and hole diameter 
(φh) was constant (0.05 mm), condition 3 (C3): both hole distance and diameter were 
variable, and its range was 0.5–1 mm, 0.05–0.15 mm, respectively. 

The cryogenic temperature was achieved by applying the temperature (300–230 
°K) to the three surfaces of the outer chamber/container. The upper surface of the 
chamber was used as thermal insulation. For each condition, the temperature reaches 
from 300 to 230 °K at the cooling rate of − 1, − 2 and − 5 °K/min as given in Table 1. 
Fourteen minutes and thirty-five minutes of the transient study had been performed 
for − 5 °K/min and -2 °K/min, respectively. Similarly, seventy min of the transient 
study had been performed for − 1 °K/min.

The heat transfer in single direction through a particular media is described by 
the Fourier’s law of heat transfer [19], as given in Eq. 1 

QTransfer = K A  
dT 

dx 
, (1) 

where K indicates thermal conductivity, A indicates heat transfer area, and dT dx is the 
temperature gradient. Thouh temperature influences the value of thermal conduc-
tivity, the average value of temperature produces a constant thermal conductivity. 
The temperature gradient was negative for heat transfer in positive of x-direction, 
so in normal cases a negative sign was used in Eq. 1 to make temperature gradient

Fig. 1 2D schematic of 
proposed model (length is 
not as per scale): a 2.5 mm, 
b 2.5 mm, c 5 mm, d 15 mm, 
e 25 mm 
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Table 1 Formation of structures based on different conditions and cooling rates 

Condition Parameter Cooling rate (K/min) Structure 

C1 Hole distance (h): variable 
Hole diameter (φh ) = constant 

− 1 S1 

− 2 S2 

− 5 S3 

C2 Hole distance (h): constant 
Hole diameter (φh ) = variable 

− 1 S4 

− 2 S5 

− 5 S6 

C3 Hole distance (h): variable 
Hole diameter (φh ) = variable 

− 1 S7 

− 2 S8 

− 5 S9

positive. But in this study, the temperature gradient or heat transfer were in negative 
of x-direction; hence, the equation was not altered. The general relationship of total 
heat transfer to a 2D structure is expressed by the vector form, as shown in Eq. (2) 

−→
Qn = Qx .�l × Qy .

−→m, (2) 

where 
−→
l and �m are unit vectors and Qx , Qy are amount of heat transfer in X and Y 

directions, respectively. Qx and Qy are measured by the Fourier law of heat transfer, 
as shown in Eq. (3). 

Qx = K Ax 
dT 

dx 
and Qy = K Ayx 

dT 

dx 
. (3) 

During the simulation, all the materials were considered as isotropic, so that there 
was uniform heat transfer in both X and Y directions. A fully coupled option was 
enabled in COMSOL Multiphysics to establish a possible correlation between solid 
mechanics and heat transfer in solid and fluid physics. The MUMPS-based direct 
linear solver was used to solve the proposed model. 

The four points, a1 to a4, had been identified in conditions 1 and three points, a1 
to a3, have been identified in conditions 2 and 3 on the wall of the hole, as shown in 
Fig. 2. The coordinates of all points were C1: a1(12.94, 2.5), a2(13.39, 2.5), a3(13.84, 
2.5), a4(14.29, 2.5), C2: a1(12.94, 2.5), a2(13.45, 2.5), a3(14.45, 0) and C3: a1(12.94, 
2.5), a2(13.39, 2.5), a3(14.35, 2.5).

At each point, five mechanical parameters temperature, stress, deformation 
gradient, strain tensor and displacement gradient were evaluated.
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Fig. 2 Geometrical position 
of measured points in a 
proposed structure

3.1 Grid Convergence Index (GCI) 

Grid convergence index was also conducted for the proposed study to show how 
computational solver was independent from the grid. The grid convergence test was 
applied for the structure S11. Structure S9 was meshed at three different mesh size. 
GCI was measured in the form of percentage. In each point, the magnitude of temper-
ature was different for same element size, but the difference in temperature magnitude 
for different element size at the similar points was equal. So that GCI percentage 
was also similar for different points. Equation 4 was used to calculate the order of 
convergence, where f 1, f 2 and f 3 are the temperature values at point a2 as given in 
Table 2. 

p = ln 
( f3 − f2) 
( f2 − f1) 

/ ln(r ). (4) 

From Eq. 4, the  value of  p was evaluated and refinement ratio ‘r’ was calculated 
from grid spacing. Richardson extrapolation method was used to obtain the GCI 
value [20]. GCI was estimated from the Eq. (5) as given in Table 3. 

GCI = Fs |e| 
(r p − 1) 

× 100%. (5) 

Table 2 Meshing elements and temperature value at point a2 

S. No. Element size No of elements Temperature (K) 

1 Extremely fine 150,143 243.04151745838016 

2 Finer 51,385 242.70939685754087 

3 Coarser 45,755 242.55945367603263 

Table 3 Order of accuracy and grid convergence index for temperature variable 

Variable r p Fs GC I12 (%) GC I23 (%) 

Temperature 2.02 1.12 1.25 0.06 0.14
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It was observed that GCI for extremely fine grid (GCI12) is relatively low if 
compared to the coarser grid (GCI23) for the temperature parameter. These obser-
vations demonstrate that the numerical simulation dependency on the cell size was 
found minimum with decrease in grid size. 

4 Results and Discussion 

4.1 Result 

It had been observed that the maximum magnitude variation occurs at a point a1 
(located near the centre of the scaffold) and a4 (near the outer side wall of the 
scaffold) in the condition 1for all parameters as well as cooling rate. Similarly for 
the conditions 2 and 3, the maximum magnitude variation was observed between 
point a1 and a3. 

Table 4 shows the temperature distribution of different structures for different 
conditions. The temperature magnitude was decreased as move from point a1 to a4 
and point a1 to a3 for condition 1 and conditions 2 and 3, respectively. The minimum 
temperature 233.34 °K was observed at a point a4 in condition 1 for cooling rate 
− 1 °K/min. The change in temperature distribution among the ROI leads to the 
probable phenomena of deformation of ROI under systemic cooling rate. Hence, the 
deformation gradient was computed to estimate the rate of deformation. From Table 4, 
it was also observed that the magnitude of deformation gradient was maximum at 
point near the centre of scaffold (a1) as compared to point located the wall (a4 or a3) 
for entire cooling rate. The maximum deformation gradient (0.97302) was obtained 
at a point a1 in condition 3 for a cooling rate − 5 °K/min. It was anticipated that stress 
may be a fundamental factor for producing variation in deformation gradient. These 
assumption leads to observe the stress at ROI. Table 4 shows that the maximum stress 
40,029.31 N/m2 was generated in condition 3 for cooling rate − 2 °K/min at point 
a3. Similarly, the stress 13,637.26 N/m2 was observed at point a1 in condition 3 for 
the cooling rate − 5 °K/min. As it is observed that the stress was developed within 
the scaffold varies with different condition and cooling rate at the study.

The contour plot of strain tensor and displacement gradient was shown in Fig. 3. 
It was observed that the magnitude (shown in Fig. 3) of contour plot for both param-
eters were identical for each others for individual condition and cooling rate. The 
maximum and minimum value of both parameters was 7 × 10–3 and − 8.2 × 10–3, 
respectively. Maximum displacement and strain tensor were generated at those area 
of scaffold, where temperature was higher (upper portion of Fig. 3a–i) except in 
condition 2 (Fig. 3d) for cooling rate − 1 °K/min. Figure 3 clearly shows that these 
two parameters were dependent on cooling rate. Strain tensor and displacement 
gradient were observed maximum for cooling rate − 5 °K/min as compared to other 
two cooling rates.
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Table 4 Magnitude of temperature, deformation gradient and stress parameter at ROI for different 
conditions and cooling rate 

Conditions and 
cooling rate 

Temperature (K) Deformation Gradient (1) Stress (N/m2) 

Points Points Points 

a1 a4 a1 a4 a1 a4 

C1, − 1 233.34 233.23 0.96 0.96 17,669.77 17,820.89 

C1, − 2 236.23 236.00 0.96 0.98 16,379.80 16,655.48 

C1, − 5 243.05 242.52 0.97 0.97 13,692.87 14,241.22 

a1 a3 a1 a3 a1 a3 

C2, − 1 233.44 233.28 0.97 0.96 17,629.16 17,843.4 

C2, − 2 236.53 236.23 0.97 0.96 16,342.20 16,733.91 

C2, − 5 242.89 242.12 9.73E − 01 9.71E − 01 13,692.87 14,082.66 

a1 a3 a1 a3 a1 a3 

C3, − 1 233.35 233.21 9.65E − 01 9.65E − 01 17,654.04 17,833.38 

C3, − 2 236.21 235.93 0.97 0.96 39,247.28 40,029.31 

C3, − 5 243.91 236.89 0.97 0.97 13,637.26 14,281.41

Fig. 3 Contour plot of strain tensor and displacement gradient for all conditions and cooling rates 

4.2 Discussion 

The mechanical properties of scaffold were influenced by the fabrication mate-
rial, designing procedure and architecture. Present work showed the heat transfer 
at cooling rate of − 5, − 2 and − 1 °K/min rate within the different condition of
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scaffolds in presence of water. The present study observed the effect of cryogenic 
temperature on different mechanical properties such as deformation gradient, stress, 
strain tensor and displacement gradient. 

In the present study, the heat was transfer to the both solid and fluid phase. In was 
anticipated that heat was transfer between them. The heat transfer between them had 
been represented by Eq. (6). The subscript s and f used in equation was used for 
solid and fluid, respectively. 

msCs 
dTs 
dt 

= Q f s, (6) 

where msCs 
dTs 
dt is mass and heat capacity of the solid scaffold. We know that Q f s  = 

Quu + Qqs + Qdu . So Eq.  (6) can be rearranged as 

msCs 
dTs 
dt 

= Quu + Qqs + Qdu, (6a) 

where Quu, Qqs and Qdu represent the undisturbed-unsteady, quasi-steady and 
diffusive unsteady contributions to the overall heat transfer due to inter-phase 
coupling. 

Deformation gradient (DG) indicates how rapidly deformation occurs with respect 
to time or heat treatment. It was concluded that deformation gradient was linearly 
proportional to the temperature. At low temperature, the atomic interaction between 
two atoms was maximum which leads the reduction of deformation per unit time [21]. 
Also, stress is one of the major factors to evaluate the degradation of material at cryo-
genic temperature. Variation in deformation gradient leads to evaluate the dynamicity 
in stress. Table 4 indicates that the thermal stress was influenced by the cooling rate in 
each condition [12]. The minimum distance between the holes enhances the magni-
tude of stress in condition 1 for cooling rate − 1 °K/min. Cryogenic temperature 
acts as thermal force for generation of stress. Low temperature increases the bonding 
energy between inter molecules which attenuate both the ionization energy as well 
as entropy energy. Attenuation of both energies lead to the reduction of stress [22]. 
Strain tensor is a physical quantity which shows how much deformation occurred 
at a particular point. Low variation of temperature between two ROI points (given 
in Table 4) was responsible for negligible variation in strain tensor magnitude. It 
can be concluded that due to very low temperature variation, inter atomic distance 
was not altered and it remained at stable state so that deformation of material was 
negligible. Minimum deformation gave the small changes of strain tensor response. 
The molecules of PDMS material cannot slip and slide on a microscopic level so that 
bond between the molecules cannot break and reform at very low temperature. These 
phenomena lead to minimize strain tensor (relative change) as well as displacement 
gradient in the same ratio.
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5 Conclusions 

The current work illustrates the cryogenic temperature effect on PDMS scaffold to 
evaluate scaffold degradation. Eleven types of structures were designed by changing 
the hole diameter, hole distance and rate of cooling. Six different parameters asso-
ciated with scaffold degradation had been observed in the presence of water. It was 
observed that the rate of cooling heavily influenced degradation parameters. Results 
indicate that the temperature obtained from different cooling rates attenuates the 
deformation gradient value. It was observed that strain was decreasing, followed by 
increasing fashion at the boundary of the scaffold. It was also found that strain tensor 
value was slightly higher at the point near the scaffold’s boundary. Collision of atoms 
was prohibited at a low temperature which reduces the magnitude of displacement 
gradient for the entire structure. Finally, it had been concluded that other than the 
bio-chemical properties, evaluation of the mechanical property of the scaffold helps 
to predict the degradation behaviour of the scaffold. 
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Improved MLPG Method for Potential 
Flow Problem 

Rituraj Singh and Roman Trobec 

1 Introduction 

Many meshless methods have been developed to resolve the problem of re-meshing in 
conventional numerical methods such as FEM and FDM. The meshless local Petrov– 
Galerkin (MLPG) method seems to be the most successful meshless method among 
them [1]. It is based on a local weak form, and numerical integration is done over 
small local domains. A background mesh is generated locally rather than globally 
which makes the numerical integration relatively easier than by the global weak 
form-based meshless methods. The meshless shape functions in the MLPG method 
can be generated by meshless shape function generation schemes such as moving 
least squares (MLS), radial basis function (RBF), and several other approaches. The 
MLS scheme is mostly used due to its accuracy; however, it has some drawbacks 
such as the absence of Kronecker delta property (KDP) is computationally expensive, 
uses complicated polynomials, and could be instable for particular arrangements of 
nodal points. There is a motivation to further develop the MLPG method as two 
major problems remain: high computational cost and difficulty in the imposition of 
essential boundary conditions.
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2 Literature Review and Objective 

Many researchers have reported a slightly improved versions of the MLS scheme 
which overcome the drawbacks of the original MLS scheme. They have tested these 
MLS variants in element free Galerkin (EFG) method, global boundary node method 
(GBNM), and some other meshless methods [2]. To enable the KDP, modified weight 
functions in the MLS scheme have been proposed [3], which closely satisfy the KDP. 
Another variant, namely interpolating MLS (IMLS) scheme has been proposed in 
[4, 5], where a singular weight function is used in the IMLS scheme. It exactly satis-
fies the KDP, however, on the computational nodes, the value of the singular weight 
function becomes infinite, and thus, the shape functions cannot be calculated. The 
IMLS is successful only if the evaluation points do not coincide with the compu-
tational nodes. This problem is removed in the improved version of IMLS, named 
the improved interpolation moving least squares (IIMLS) scheme [6]. In IMLS and 
IIMLS variants, the inverse of a moment matrix has to be calculated in the proce-
dure of computation of shape functions, which makes the scheme computationally 
expensive. Another variant of the MLS scheme, which is based on the orthogonal 
weight function (OMLS), has been proposed in [6]. In this scheme, the moment 
matrix becomes a diagonal matrix that eliminates the calculation for inversion of 
moment matrix, which saves a substantial part of computational time. 

The objective of this paper is to develop the MLPG method based on the above 
listed improved versions of MLS scheme and test their performance for the poten-
tial flow problem. The tested MLPG methods based on the four improved versions 
of MLS, i.e. MLS_k (MLS with the modified weight function), IIMLS, OMLS, 
and OMLS_k (OMLS with modified weight function) are named here: MLPG_ 
k, IIMLPG, OMLPG, and OMLPG_k, respectively. In the next section, the MLPG 
formulation for the Laplace equation, which governs the potential flow, is introduced 
followed by numerical results, discussion, and conclusion. 

3 Materials and Methods 

In this section, we first present the procedure of MLS and OMLS approaches followed 
by the formulation of the MLPG method for the Laplace equation. Detailed informa-
tion on the procedure of shape function generation by the above listed MLS schemes 
has been discussed in [2]. 

3.1 MLS Approximation 

The MLS approximation for unknown variable u(x) at an evaluation point x can be 
written as
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uh (x) = 
m∑ 

j=1 

p j (x)a j (x) = pT (x)a(x), (1) 

where pT (x) is a row vector containing m basis functions and aj(x) are unknown 
coefficients. The elements of the vector pT (x) in 2D can be written as 

pT (x) = [1, x1, x2, x2 1 , x1x2, x2 2
]
. (2) 

There are six basis functions (m = 6) in 2D. Similarly, the vector can be written 
for 1D and 3D [2]. The coefficient vector a(x) is derived by minimising a weighted 
residual using l2 norm 

ns∑ 

i=1 

w(x, xi )
[
uh (x, xi ) − u(xi )

]2 = 
ns∑ 

i=1 

w(x, xi )
[
pT (xi )a(x) − u(xi )

]2 
, (3) 

where w(x, xi) is a weight function 

w(x, xi ) =
 
1 − 6d2 + 8d3 − 3d4 if 0 ≤ d ≤ 1 
0 if  d > 1 

. (4) 

d = ||x − xi||/rw and rw is the radius of the support domain in which the weight 
function is nonzero. There are ns number of nodes in the support domain, and u(xi) 
is the nodal parameter of the field variable at the discretization node xi. 

The m linear equations are obtained by differentiating Eq. (3) with respect to 
coefficient vector a(x) and equating it to zero 

ns∑ 

i=1 

w(x, xi )
[[
pT (xi )a(x) − u(xi )

]]
p(xi ) = 0, (5) 

which can be written in matrix form as 

A(x)m×ma(x)m×1 = B(x)m×nsuns×1, (6) 

where 

A(x) = 
ns∑ 

i=1 

w(x, xi )p(xi )pT (xi ) (7) 

is defined as the moment matrix, and 

a(x) = [a1(x), a2(x), . . . .am(x)]T
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B(x) = 
ns∑ 

i=1 

w(x, xi )p(xi ), 

u = [u1, u2, . . . .,  uns]T , (8) 

where ui is the value of the field variable at the discretization point xi. The coefficient 
vector a(x) is obtained from Eq. (6) and inserted in Eq. (1) to obtain the final MLS 
approximation 

uh (x) = pT (x)A−1 (x)B(x)u. (9) 

Denoting pT A−1B by φ, we obtain the vector of ns MLS shape functions. 
Using a vector notation, the partial derivatives of φ can be obtained as 

φ'x = pT
'x
(
A−1 B

)+ pT
(
A−1

'x B + A−1 B'x
)
, 

where 

A−1
'x = −A−1 A'xA−1 . 

To enable KDP, the modified weight function used in [2] can be used in MLS. 

w(x, xi ) = w̃(x, xi )∑ns 
k=1 w̃(x, xk) 

, (10) 

where 

w̃(x, xi ) =
 

(d2+ε2)−2−(1+ε)−2 

ε−2−(1+ε)−2 if 0 ≤ d ≤ 1 
0 if  d ≥ 1 

. (11) 

ε is a small constant, e.g. 10–5 [2]. The modified weight function makes the MLS 
approximation very close to having the KDP. 

3.2 OMLS Approximation 

The weighted orthogonal basis functions were proposed in the MLS approximation 
[5], which makes the moment matrix a diagonal matrix. Let, f and g be functions of 
x. The inner product ( f · g) is defined as 

( f · g)x = 
ns∑ 

k=1 

w(x, xk) f (xk)g(xk), (12)
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where w(x, xi) is a weight function. The weighted orthogonal basis function is defined 
as 

p̃i (x) = pi (x) − 
i−1∑ 

k=1 

( pi , p̃k) 
( p̃k, p̃k) 

p̃k, i = 2, 3 . . . .m, (13) 

where p̃i (x) is the new, orthogonal basis function of the OMLS scheme and pi (x) is 
the monomial basis function of MLS from Eq. (2). In the present paper, the notations 
are same as in the MLS procedure, except for p̃. For example, the first and second 
elements of the weighted orthogonal basis function ( p̃i (x)) are  given as  

p̃1(x) = 1 

p̃2(x) = x1 − 
( p2, p̃1) 
( p̃1, p̃1) 

p1 

= x1 − 
ns∑ 

k=1 

w(x, xk )(x1k)/ 
ns∑ 

k=1 

w(x, xk ). (14) 

In the same way, other weighted orthogonal basis functions for the OMLS can 
be obtained. The approach for obtaining the OMLS shape functions is the same as 
in the MLS. The only difference is the diagonal moment matrix (A), which can be 
written as. 

A(x) = 

⎡ 

⎢⎢⎢⎣ 

( p̃1 · p̃1) 
0 
... 
0 

0 
( p̃2 · p̃2) 

... 
0 

. . .  

. . .  

. . . 

. . .  

0 
0 
... 

( p̃m · p̃m) 

⎤ 

⎥⎥⎥⎦. (15) 

To enable the KDP in the OMLS (OMLS_k), a modified weight function of 
Eq. (10) can be used. 

We further use shifted and scaled polynomials to improve the conditioning of the 
moment matrix. Its details can be found in [2]. 

3.3 MLPG Formulation 

The Laplace equation governs the potential flow. The global domain and boundary 
are represented as Ω and Γ , respectively. 

∇2 u = 0 inΩ

u(x) = u(x) for x ∈  e 

∂u(x)/∂n = q(x) for x ∈  n, (16)
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u is the potential function, u is the specified value of potential function on the global 
Essential boundary  e, q is the specified value on the global Natural boundary  n, 
where  e ∪  n =  . The weighted residual statement for the above equation can be 
written as

 

ΩQ 

∇2 uνdΩ = 0, (17) 

where ΩQ is a local quadrature domain and ν is the test function. The above equation 
can be written in the weak form by applying the divergence theorem to reduce the 
continuity requirement. The equation in the vector notation can be written as

 

 Q 

u 'xnx νd −
 

ΩQ 

u 'x ν'xdΩ = 0, (18) 

where  Q denotes the boundary of ΩQ. We use vector notation, subscript, x denotes 
derivative with respect to the spatial coordinate. In the first term, the weak MLPG 
form can be written for three possible types of  Q

 

 Qe 

u 'xnx ν d +
 

 Qn 

u 'xnx νd +
 

 Qin 

u 'xnx ν d −
 

ΩQ 

u 'x ν'xdΩ = 0, (19) 

where  Qe is a part of  Q that intersects  e,  Qn is a part of the local domain 
boundary that intersects  n, and  Qin is a part of the local domain boundary that 
does not intersect  . The test function in the MLPG method is chosen so that it 
vanishes at  Qin, then the line integral term for  Qin from Eq. (19) becomes zero. A 
discretization of the MLPG form leads to the system of algebraic equations given by 

Ku  = F, (20) 

where K is the global system matrix (traditionally named the stiffness matrix), u is 
the vector of unknown field variable, and F is the force vector. The elements of the 
matrix K and the vector F are as follows: 

Ki j  = 

⎧ 
⎨ 

⎩ 

φ j (xi ) xi ∈  e 

 Qe 

φ j,x (x)nx ν(x, xi )d −  
ΩQ 

φ j,x (x)ν,x (x, xi )dΩ xi /∈  , (21) 

Fi = 

⎧ 
⎨ 

⎩ 

u(xi ) xi ∈  e 

−  
 Qn 

qν(x, xi )d xi /∈  . (22)
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The indices i and j represent computational node number and number of nodes in 
the support domain of the node i, respectively. In the MLPG method based on MLS 
and OMLS, the direct interpolation method is used to impose essential boundary 
condition, and in the MLPG method based on IIMLS, MLS_k and OMLS_k, the  
EBC can be directly imposed, in the same way as in the FEM. 

Test Function 

The MLPG test function is a quadratic function proposed in [7] 

ν(x, xi ) =
 (

1 −
(

x1−x1i 
aQ (xi )/2

))2 ·
(
1 −
(

x2−x2i 
aQ (xi )/2

))2 
if (x1, x2) ∈ ΩQi 

0 if  (x1, x2) /∈ ΩQi , 
(23) 

where aQ(xi ) = βQrs(xi ), aQ(xi ) is the edge of the local quadrature domain, βQ is 
the proportionality parameter, and rs(xi) is the radius of the support domain of point 
xi. 

4 Results and Discussion 

Four improved MLPG methods have been developed, namely, MLPG_k, IIMLPG, 
OMLPG, and OMLPG_k based on MLS scheme with modified weight function 
(MLS_k), improved interpolating MLS (IIMLS), MLS based on orthogonal basis 
function (OMLS) and OMLS with modified weight function (OMLS_k), respec-
tively. Their performance is analysed and compared with the original MLPG method, 
based on a standard MLS scheme, regarding accuracy level, convergence behaviour, 
and computational speed for the potential flow problem. The MLPG computer 
code is developed on the C/C++ platform. The Laplace equation has been solved 
on two-dimensional non-rectangular domain with both EBC and Natural boundary 
conditions as shown in Fig. 1.

Results of the MLPG code have been verified with the exact analytical solution 
of the problem which is 

u = x2
[
1.0 − 1.0/

{
(x2)

2 − (x1 − L)2
}]
, (24) 

where u is the potential function, L is the length of the domain, x1 and x2 are spatial 
coordinates. Two error norms have been used in the current work, absolute l1 norm 
is defined as 

Err_ l1 =
||ui − ue i

||, (25) 

where ui and ue i are approximate and exact values at the evaluation point i, 
respectively, and l2 norm is defined as
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Fig. 1 Schematic diagram of the 2D non-rectangular domain with boundary conditions [8]

Rerr_ l2 = 100 × 

    
N∑ 

i=1

(
ui − ue i

)2 
/ 

    
N∑ 

i=1

(
ue i
)2 
, (26) 

where N is the number of discretization nodes. 
Often, there are two types of grid, discretisation grid, and evaluation grid. The 

MLPG solution is obtained on discretised grid points and further re-evaluated on 
evaluation grid points. In Fig. 2, the distribution of 30 discretised and 114 evaluation 
grid points in the domain are shown. 

Tests have been performed for different sets of parameters such as the different 
number of nodes in the support domain ns, different sizes of the local support domain 
by varying the proportionality parameter and the different number of Gaussian points 
in the local integration domain. The quadratic basis has been chosen in the MLS vari-
ants as it appears to be an optimum. Results obtained with optimised parameters are 
shown here, i.e. 3× 3 Gaussian points in the local integration domain, proportionality

Fig. 2 Schematic diagram of the 2D non-rectangular domain with boundary conditions [2] 
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parameter βQ = 0.7 and ns = 13. First, the MLPG solution is obtained on the discre-
tised grid, and then it is re-evaluated on the evaluation grid. Numerical experiments 
have been performed for different sizes of grids. 

In Fig. 3, a comparison of analytical solution (top) with numerical MLPG solution 
(bottom) for 168 discretised and 717 evaluation points respectively is shown. Contour 
plots of constant potential lines are shown in the domain. Satisfactory result is found 
even for the coarser grid. The solution contour plots of other MLPG variants are 
visually similar to the MLPG method; thus, they are not shown. 

The computational efficiency, of all the selected MLS variants in the MLPG 
method, relative to the original MLS, has been tested (Fig. 4). The IIMLS method 
is the most computationally expensive due to its complicated shape function gener-
ation procedure. The OMLS method is the fastest and almost 10% more efficient 
as the original MLS method. As it does not possess KDP, the use of the modified 
weight function in the OMLS enables KDP, and based on it, the OMLS_k method is

Fig. 3 Comparison of analytical solution (top) with numerical MLPG solution (bottom) 
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Fig. 4 Computational efficiency of MLPG with different MLS variants relative to MLS [2] 

approximately 8% more efficient than the original MLS method. There is the little 
trade-off between possessing KDP and computational efficiency. 

The results of MLPG and OMLPG are identical, and similarly, the results of 
MLPG_k and OMLPG_k are identical. The OMLPG_k seems to be optimum, and 
thus, we show only its convergence with the original MLPG method in Fig. 5; 
however, the IIMLPG method exhibits similar convergence behaviour. The x-axis 
shows the number of discretised grid points, and the y-axis shows the error. The 
convergence behaviour of both methods based on the l2 norm (top) and l1 norm 
(bottom) is shown in Fig. 5. Slight waviness in convergence can be seen, neverthe-
less, good and almost similar convergence behaviour and good accuracy level are 
found.

The accuracy level and convergence behaviour of all the selected methods are 
found almost similar and satisfactory. The IIMLPG possesses KDP; however, it 
is more computationally expensive than MLPG and MLPG_k. The  OMLPG is  
almost 10% faster than the MLPG method; however, it does not possess KDP. 
The use of modified weight function in the OMLPG method enables KDP at the 
cost slight decrease in computational speed. Hence, OMLPG_k seems to be the 
optimum method which resolves both the problems, imposition of essential boundary 
conditions and moderate computational speed.
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Fig. 5 Convergence of MLPG and OMLPG_k methods based on l2 norm (top) and l1 norm (bottom)

5 Conclusions 

Four improved MLPG methods have been developed, i.e. MLPG_k, IIMLPG,  
OMLPG, and OMLPG_k based on MLS scheme with modified weight function 
(MLS_k), improved interpolating MLS (IIMLS), MLS based on orthogonal basis 
function (OMLS) and OMLS with modified weight function (OMLS_k), respec-
tively. Their performance is analysed and compared with the original MLPG method 
based on accuracy level, convergence behaviour, and computational speed for poten-
tial flow problem. The accuracy level and convergence behaviour of all the selected
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methods are found almost similar and satisfactory. The IIMLPG possesses KDP; 
however, it is more computationally expensive than MLPG and MLPG_k. The  
OMLPG is almost 10% faster than the MLPG method; however, it does not possess 
KDP. The use of the modified weight function in the OMLPG method enables KDP 
at the cost of slight decrease in the computational speed. Hence, OMLPG_k seems 
to be the optimum method which resolves both the problems, imposition of essential 
boundary condition and increase of computational speed. 

Acknowledgements The authors acknowledge the financial support from the Slovenian Research 
Agency under the Grant P2-0095. 

Nomenclature 

αQ Edge of the local quadrature domain 
βQ Proportionality parameter 
φ Shape function
 Global boundary
 e Global boundary on which essential boundary condition is applied
 n Global boundary on which natural boundary condition is applied 
ΩQ Local quadrature domain 
ν Test function 
ns Number of nodes in support domain 
rs Radius of support domain 
m Basis function 
u Potential function 
x Spatial coordinate 
KDP Kronecker delta property 
IIMLS Improved interpolating moving least squares 
MLS Moving least squares 
MLPG Mehsless local Petrov Galerkin 
OMLS Moving least squares with orthogonal basis function 
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Conjugate Heat Transfer Simulations 
Using Characteristic-Based Off-Lattice 
Boltzmann Method 

Kuldeep Tolia and Kameswararao Anupindi 

1 Introduction 

Conjugate heat transfer is a result of coupled thermal dynamics between fluid and 
solid and is present in a wide range of engineering and natural phenomena, including 
blade cooling inside jet engines, electronic circuit cooling, thermal insulation of 
heat pipes, microfluidic devices as well as boiling water inside a cooking vessel [1, 
2]. Two physical requirements must be met to describe the conjugate heat transfer 
condition at the interface of a multi-component system: (i) temperature continuity 
and (ii) normal heat flux continuity, which assure that the conservation of energy 
principle is satisfied. 

The lattice Boltzmann method (LBM) is a promising computational tool for tack-
ling fluid dynamics problems and a dependable alternative to conventional computa-
tional fluid dynamics tools. However, with LBM, the conjugate heat transfer research 
is relatively recent. The intrinsic nature of LBM allows for predicting the conjugate 
heat transfer effects automatically, where the conjugate interface is placed midway 
between the two lattice nodes. This method is called the “half-lattice division scheme” 
proposed by Wang et al. [3]. But it is only valid for steady-state flows, as it does 
not account for the variation of heat capacitance. Later, Meng et al. [4] introduced 
a conjugate scheme that modeled thermal inertia, used grid points on the interface, 
and was not constrained to steady-state conditions. Various source term formulations 
were proposed for the LBM conjugate models [5, 6]. Karani and Huber [6] math-
ematically compared the differences between the advection–diffusion equation and 
the conservation of energy equation and modified the advection–diffusion equation 
to resemble the energy equation by including a source term. 

The objective of the present study is to introduce a conjugate source model in the 
characteristic-based off-lattice Boltzmann method (OLBM) framework and test its
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validity with a case of natural convection in a square cavity with wall conduction 
effects. The rest of the paper is presented in the following way: In Sect. 2, the details 
for the present OLBM and the conjugate source model are described. In Sect. 3.1, 
the current method is validated with the three test problems. Section 3.2 discusses 
the effects of wall conduction on the natural convection phenomenon inside a square 
enclosure. Finally, the conclusions of this work are discussed in Sect. 4. 

2 Methodology 

The discrete velocity Boltzmann equation (DBVE) can be derived from the 
Boltzmann equation by discretizing the velocity space into finite discrete veloci-
ties and approximating the collision term using the single-relaxation time (SRT) 
Bhatnagar-Gross-Krook (BGK) collision operator [7] and is given as 

∂ fk 
∂t 

+ ek · ∇  fk(x, t) = 
1 

τ

[
f eq k (x, t) − fk(x, t)

]
, (1) 

where the subscript k denotes the discrete velocity direction. In the present study, 
a double distribution function approach is adopted, where the density distribution 
function and the thermal distribution function account for the evolution of fluid-flow 
and thermal characteristics, respectively. 

2.1 Numerical Details 

A D2Q9 discrete lattice model is used for both distribution functions. The discrete 
equations for density and thermal distribution functions are given as 

∂ fk 
∂t 

+ ek · ∇  fk = −  
fk − f eq k 

τv 
+ Fk, (2) 

∂gk 
∂t 

+ ek · ∇gk = −  
gk − geq k 

τg 
+ Gk . (3) 

The equilibrium density and thermal distribution functions are computed as 
follows: 

f eq k = ρωk

[
1 + 

ek · u 
c2 s 

+ 
(ek · u)2 

2c4 s 
− 

u · u 
2c2 s

]
, 

geq k = T ωk

[
1 + 

ek · u 
c2 s

]
, (4)
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where cs is the lattice speed of sound. The weighting factor, ωk , and the discrete 
velocity vector, ek , for the D2Q9 discrete lattice model are not presented for brevity 
and can be found in Mohamad [7]. The macroscopic flow variables are recovered by 
taking the moments of distribution functions and are defined as 

ρ(x, t) = 
8∑

k=0 

fk, ρu(x, t) = 
8∑

k=0 

fkek + ∆t 

2 
Fext, (5) 

T (x, t) = 
8∑

k=0 

gk + ∆t 

2 
Gconj. (6) 

Using the Chapman-Enskog expansion, a relationship is established between the 
macro- and meso-scales [7]. The kinematic viscosity of the fluid and the thermal 
diffusivity of fluid/solid are related to the respective relaxation times as 

τv = 
ν 
c2 s 

, τg = 
α 
c2 s 

. (7) 

In the present work, a characteristic-based OLBM proposed by Bardow et al. [8] 
extended to a finite-difference method, which can handle generalized non-uniform 
and curvilinear grids, is used. The DVBE was discretized using a second-order 
accurate Lax-Wendroff scheme. The spatial derivatives of distribution functions 
are computed using a central difference scheme. The Crank-Nicolson time-stepping 
scheme was used to advance in time. The distribution function at the boundaries 
is calculated from the equilibrium and the non-equilibrium parts and is given as 
fk = f eq k + f neq k , where the f eq k can be computed using Eq. 4. The non-equilibrium 
part of the density distribution function, f neq k , at the boundaries is computed as 
∂2 f neq k 
∂n2 = 0, where n is the local wall-normal direction. Similarly, gk and g

neq 
k can be 

computed at the boundaries. Polasanapalli and Anupindi [9] thoroughly explained 
the numerics and boundary condition treatment for the OLBM. The force term in 
Eq. 2 is introduced into the DVBE by utilizing the forcing method proposed by Guo 
et al. [10] and is given as 

Fk = ωk

[
ek − u 
c2 s 

+
(
ek · u 
c4 s

)
ek

]
· Fext. (8) 

2.2 Conjugate Treatment Model 

In the present study, a source term model proposed by Karani and Huber [6] is  
used to study conjugate heat transfer using OLBM. According to Karani and Huber 
[6], solving the conservative form of the advection–diffusion equation with a source
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term corresponds to solving the conservative form of the energy equation. Thus, 
the effects of the spatial variation of the thermophysical properties that appear at 
any multi-component system’s interface can be considered using a source term. 
Without additional interface treatment for the distribution function correction, it will 
automatically offer a proper temperature distribution based on the heat flux for both 
transient and steady circumstances. The present method assumes that the interface 
is midway between the two neighboring lattice nodes. 

The product of the gradient of 1/ρc, where c is the material’s specific heat capacity, 
and the total heat flux constitutes the conjugate source term formulation. Thus, the 
final source term applied to the multi-component system’s interface for conjugate 
heat transfer is 

Gconj = ∇
(

1 

ρc

)
· q, q = −λ∇T + ρcuT , (9) 

where λ is the thermal conductivity of the material. The gradient of 1/ρc, in the  
jth direction, at any lattice node i is computed using a one-sided finite difference 
approximation and is given as follows: 

∂ 
∂x j

(
1 

ρc

)

i 

= 
1 

(ρc)i 
− 1 

(ρc)avg(
∆x j 
2

) , 

(ρc)avg = 
(ρc)i + (ρc)i+1 

2 
, (10) 

where (ρc)avg is the average value of heat capacitance between the lattice points i 
and i + 1 with the grid spacing of ∆x j . From Eq.  10, it is clear that the source term 
model will only be active at the lattice nodes that are neighboring the interface, where 
there is a change in the thermophysical properties. At any other lattice node, Gconj 

will be zero. Finally, this conjugate force term can be incorporated as a source term 
for thermal distribution function in Eq. 3 as Gk = ωkGconj. 

3 Results and Discussion 

3.1 Validation 

In this section, the present method is validated with three test cases. The aim is 
to investigate the current method’s ability to predict the effects of conjugate heat 
transfer for various steady and transient flow conditions. The first and second test 
cases study the convection–diffusion phenomenon in a horizontal channel with a 
stratified flow parallel to the two-layered fluid interface under steady and transient



Conjugate Heat Transfer Simulations Using Characteristic-Based … 71

conditions, respectively. The final test case studies the effect of heat conduction in a 
solid for a square cavity with natural convection. 

3.1.1 Steady-State Conjugate Heat Transfer in a Stratified Channel 

Consider a horizontal channel filled with two immiscible fluids with distinct thermo-
physical properties, flowing uniformly at a constant speed U in the direction parallel 
to the interface as shown in Fig. 1. The domain size selected is H = 1, L = 1. 
The periodic boundary condition is applied to the vertical boundaries. The Dirichlet 
boundary condition is imposed at the top and bottom walls with a sinusoidal 
temperature variation and is given as 

T (x, y = 0, H ) = cos
(
2π x 
L

)
. (11) 

The steady-state temperature distribution under these circumstances has an analyt-
ical solution provided by Li et al. [11]. The non-dimensional parameters governing 
the problem are the Peclet number, Pe = UH/α1 = 20, the thermal diffusivity 
ratio, κ = α2/α1, and the heat capacitance ratio, σ = (ρc)2/(ρc)1. The subscript 
here denotes the thermophysical property of a respective domain. A 100 × 101 grid 
is deployed to perform the simulation for the given problem. Figure 2 compares 
the analytical solution with the numerical results at various locations along the x-
direction for the case κ = 10, σ  = 1. Excellent agreement between the numerical 
results and the analytical solution is observed. The present method is also effective 
for cases with higher heat capacitance ratios, i.e., σ = 5, 10 with κ = 10.

Fig. 1 Schematic of 
conjugate heat transfer in a 
stratified horizontal channel 
flow 
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Fig. 2 Comparison of the 
present results and analytical 
solution [11] for temperature 
distribution for the case 
κ = 10, σ  = 1. Solid lines 
are for present results, and 
symbols represent the 
analytical solution 

3.1.2 Transient Conjugate Heat Transfer in a Stratified Channel 

This is an extension of the test problem from Sect. 3.1.1 to transient analysis. Consider 
the schematic as shown in Fig. 1. The Dirichlet boundary condition imposed at the top 
and bottom walls is now prescribed with a combination of sinusoidal and temporally 
varying temperature distributions and is given as follows: 

T (x, y = 0, H, t) = cos
(
2π x 
L 

+ 
2π t

┌

)
, (12) 

where ┌ is the time period and is non-dimensionalized as the Stokes number, St = √
H 2/(┌α1). The analytical solution for the given problem is provided by Li et al. 

[11]. In the present work, we have assumed Pe = 20, St = 1, κ = 10, σ = 1, 10. 
The domain is initialized using the analytical solution for t = 0 with a grid resolution 
of 100 × 101. Figure 3 compares the analytical solution with the present numerical 
results at various locations along the x-direction and at an instant of t∗ = 0.2, where 
t∗ = t/┌. The present method thus gives accurate results in both steady and transient 
conditions.

3.1.3 Conjugate Heat Transfer for Natural Convection in a Square 
Enclosure with one Conducting Solid Vertical Wall 

The present method is verified and studied for natural convection inside a square 
enclosure along with a finite-thickness vertical wall to include the physics of
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Fig. 3 Comparison of the 
present results and analytical 
solution [11] for temperature 
distribution for the case 
κ = 10, σ  = 10 at t∗ = 0.2. 
Solid lines are for present 
results, and symbols 
represent the analytical 
solution

solid wall heat conduction. The domain setup considered for the present work is 
adopted from Kaminski and Prakash [12] and is shown in Fig. 4. The vertical 
walls are imposed with the Dirichlet boundary condition, i.e., T (x = 0, y) = Tc, 
T (x = L + w, y) = Th , where w is the solid wall thickness, Th > Tc, and the hori-
zontal walls are insulated. All the walls are prescribed with the no-slip boundary 
condition (u = 0, v  = 0). Four dimensionless parameters govern this problem: the 
solid wall to fluid thermal conductivity ratio ξ = λsolid/λfluid, the dimensionless solid 
wall thickness ratio w/L , the Prandtl number Pr, and the Grashof number Gr. The Pr 
and Gr are set to 0.7 and 105, respectively, for all simulations corresponding to the 
laminar flow regime. Table 1 presents the grid independence and the time step size 
independence studies for the case Gr = 105, w/L = 0.2, and ξ = 5. Thus, a fine 
and uniform grid of 243× 240 with ∆t = 1 × 10−4 s is used for all simulations. The 
present solver is developed in FORTRAN with MPI for distributed memory paral-
lelization and has a parallel multi-block frame that decomposes the domain in both 
the x and y directions. The following parameters were chosen for the verification 
of the present method: w/L = 0, 0.2, and ξ = 1. Figure 5 shows the temperature 
distribution at the fluid–solid interface. For this problem, the average Nusselt number 
can be calculated as 

Nuavg = 
Nux=0 + Nux=L+w 

2 
, (13) 

Nux=L+w = −L 
∫L 
0 

∂ T 
∂x

|
|
x=0,L+w dy

∆T ∫L 
0 dy 

, (14)
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Table 1 Grid and time step 
size independence study for 

Gr = 105, w/L = 0.2, ξ = 5 

Grid 123 × 120 243 × 240 495 × 480 
Nuavg 3.441 3.437 3.426

∆t (Grid: 243 × 240) 5 × 10−4 2.5 × 10−4 1 × 10−4 

Nuavg 3.437 3.432 3.423 

Table 2 Average Nusselt number for Gr = 105 

− ξ w/L Nuavg Error (%) 

Case-1 
Reference [12] 

− 
− 

0.0 
0.0 

4.082 
4.080 

0.049 
− 

Case-2 
Reference [12] 

1.0 
1.0 

0.20 
0.20 

2.091 
2.080 

0.529 
− 

Case-3 5.0 0.12 3.663 − 
Case-4 5.0 0.20 3.423 − 

Fig. 4 Schematic of 
conjugate natural convection 
inside a square cavity with 
one conducting vertical wall

where ∆T = Th − Tc. Table 2 compares the average Nusselt number alongside their 
corresponding errors. In Table 2, case-1, case-2, case-3, case-4 denote the results 
obtained from the present simulations, and the reference indicates the results of 
Kaminski and Prakash [12]. The obtained results are in good agreement with the 
reference data reported by Kaminski and Prakash [12]. 

3.2 Effect of Solid Wall Thickness 

The effects of solid wall thickness on the heat transfer and flow-thermal patterns are 
studied with different values of w/L = 0.12, 0.2 for ξ = 5. Under the isothermal
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Fig. 5 Variation of 
temperature at the fluid–solid 
interface

boundary conditions, i.e., w/L = 0.0, an anticlockwise and a symmetric flow circu-
lation pattern is observed, as shown in Fig. 6. The addition of a solid wall introduces 
temperature gradients, which result in an asymmetric flow circulation pattern as 
shown in the streamlines plots of Figs. 7 and 8. The asymmetry of the flow pattern 
is also a direct consequence of the non-uniform temperature profile obtained at the 
fluid–solid interface as observed in Fig. 5. From Fig.  5, it can be seen that with an 
increase in the w/L ratio, the interface temperature drops. As a result, there will 
be a smaller temperature potential driving the flow, i.e., Ti − Tc, where Ti is the 
interface temperature instead of Th − Tc. This phenomenon can be observed from 
the isotherms plots of Figs. 7 and 8. Thus, with an increase in the wall thickness, 
Ti decreases, which results in a lower effective Grashof number, which explains the 
reduction in the average Nusselt number, Nuavg, as given in Table 2. Also, as the 
w/L ratio increases, the flow inside the cavity will become more imbalanced and 
asymmetric.

From Fig. 5, it can be seen that the interface temperature is higher near the top 
wall of the square cavity. This results from fluid advecting the heat from the solid 
wall as it rises by anticlockwise circular motion. Also, the colder fluid from the left 
wall will strike the fluid–solid interface’s bottom region and thus making it colder. 
This temperature variation can also be noted from the isotherms plots of Figs. 7 and 
8. The effect of thermal conductivity ratio is studied with two values of ξ = 1 and 
5 for a given w/L = 0.2 ratio. From Fig. 5, a significant temperature drop at the 
interface can be observed when the ξ value is reduced from 5 to 1. This, in turn, 
tells that there is a lesser driving temperature potential available for case-2 (ξ = 1), 
which results in a drop of about 39% in the average Nusselt number compared with
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Fig. 6 Isotherms and 
streamlines contours for 
natural convection at 
Gr = 105, w/L = 0

case-4 (ξ = 5). As the  value of  ξ decreases, the non-uniformity in the interface 
temperature distribution increases, indicating that the convection phenomenon is 
more dominant than the conduction in the solid wall. For lower ξ values, an initial 
interface temperature drop is observed near the bottom region of the cavity (around 
y ≈ 0), which can be inferred as a local event due to the presence of the cavity corner. 
On the other hand, for large values of ξ , the interface temperature distribution will 
be more uniform and try to attain the Th boundary value. With an ideal solid wall 
having ξ → ∞, the interface temperature will also approach Th , irrespective of the 
w/L value.
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Fig. 7 Isotherms and 
streamlines contours for 
natural convection at 
Gr = 105, ξ = 5, 
w/L = 0.12

4 Conclusions 

The present paper implements a conjugate heat transfer source term model in the 
characteristic-based off-lattice Boltzmann method framework. The proposed numer-
ical method has been successfully tested for different steady and transient flow condi-
tions. Natural convection in a square cavity is studied for combinations of ξ and w/L 
ratios at Pr = 0.7, Gr = 105 and compared with the isothermal boundary condi-
tion case. The introduction of a solid wall has resulted in non-uniform temperature
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Fig. 8 Isotherms and 
streamlines contours for 
natural convection at 
Gr = 105, ξ = 5, w/L = 0.2

distribution at the fluid–solid interface, which has made the flow circulation pattern 
asymmetric. For large w/L values and small ξ values, the Nuavg was smaller than its 
maximum value of 4.082 observed in the isothermal boundary condition case. The 
proposed method accurately predicted the conjugate heat transfer effects without 
additional treatment at the fluid–solid interface. This work can now be extended to 
a 3D cubic enclosure with more than one conducting wall. Further studies must be 
done for higher Grashof numbers where the flow regime is unsteady and turbulent. 

Acknowledgements The computational results reported in this work were performed on the AQUA 
cluster at the High-Performance Computing Environment of IIT Madras.
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Nomenclature 

c Specific heat capacity 
cs Lattice speed of sound 
ek Discrete velocity vector 
Fext External force term for fluid-flow 
Fk Source term for density distribution function 
fk Density distribution function 
f eq k Equilibrium density distribution function 
f neq k Non-equilibrium density distribution function 
Gconj Conjugate force term 
Gk Source term for thermal distribution function 
Gr Grashof number 
gk Thermal distribution function 
geq k Equilibrium thermal distribution function 
gneq k Non-equilibrium thermal distribution function 
Nuavg Average Nusselt number 
Pe Peclet number 
Pr Prandtl number 
q Heat flux vector 
St Stokes number 
T Temperature 
t Time 
u Velocity vector 
w/L Dimensionless solid wall thickness ratio 
x Location vector 
α Thermal diffusivity
┌ Time period 
κ Thermal diffusivity ratio 
λ Thermal conductivity 
ν Kinematic viscosity 
ξ Solid wall to fluid thermal conductivity ratio 
ρ Density 
σ Heat capacitance ratio 
τ Relaxation time 
τg Relaxation time for thermal distribution function 
τv Relaxation time for density distribution function 
ωk Weighting factor
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Sensitivity Mapping of TBL 
Wall-Pressure Spectra with CFD 
Turbulence Models for Wind Tunnel Test 
Result Prediction 

Biplab Ranjan Adhikary, Ananya Majumdar, Subhadeep Sarkar, 
and Partha Bhattacharya 

1 Introduction 

Turbulent boundary layer (TBL) wall-pressure fluctuation is one of the key parame-
ters for vibro-acoustic response prediction of TBL-excited flexible panels, mostly in 
aircraft, automobile, and marine industries. There are several semi-empirical single-
point wall-pressure spectrum models [1–6] available and widely used for practical 
purposes. However, these models are essentially dependent on the feeding of the 
experimental data. Now, as the experiments are quite expensive, time- and resource-
consuming, there are intense searches for alternate methods to the experimentations. 
With the increasing computing capacity, CFD simulations have emerged to fill the 
gap. Although direct numerical simulation (DNS) and large eddy simulation (LES) 
are proven to be robust and more accurate, considering the computation cost RANS 
techniques [7] is most commonly used for industrial purposes nowadays. 

However, all the RANS models do not provide a similar level of accuracy for 
predicting TBL parameters. Their accuracy changes from case to case. A change 
in y+ values or even a change in the solver alters the accuracy. Moreover, only the 
universal velocity plot

(
y+ vs U+)

cannot be the determining factor for the prediction 
of the wall-pressure fluctuations. On the other hand, due to the differences in the 
method of their development, wall-spectrum models are differently sensitive to the 
TBL parameters. Therefore, extensive research work is required to (a) identify the 
best spectrum model to predict wind tunnel results, (b) quantify the accuracy of 
different solvers, CFD models, and y+ values in comparison with the experimental 
results, (c) proper sensitivity mapping of the spectrum models with used CFD utilities.
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The present study will definitely serve as comprehensive documentation for future 
researchers in the said domain. 

2 Literature Review and Objective 

In one of the latest works, Thomson and Rocha [8] compared different wind tunnel 
and in-flight test results with available semi-empirical spectrum models for zero 
pressure gradient cases. They have found Goody [1] and Smol’yakov [2] models to 
be the best predictor of the wind tunnel test results. Leneveu et al. [9] performed both 
wind tunnel test and CFD simulation using OpenFOAM solver. Dominique et al. [10] 
used an artificial neural network (ANN) that is trained with existing experimental 
and CFD results and predicts better spectrum formulation, especially for the adverse 
pressure gradients. 

However, an attempt to map the best predicting spectrum models for wind tunnel 
test data with the in-house simulated CFD models with possible variants is not in 
existence. Therefore, in the present work, a careful study is carried out involving 
(a) identification of the best predicting single-point wall-pressure spectrum model 
concerning wind tunnel experiment, (b) quantification of accuracy of OpenFOAM 
and Fluent (V14.5) solvers, different CFD-RANS models with varying y+ values, 
and (c) mapping the sensitivity of the spectrum models with varied CFD simulation 
and utility. 

3 Methodology 

First, wall-pressure spectra are calculated using several semi-empirical models with 
experimental TBL parameters. Out of them, Goody and Smol’yakov models are 
found to be the best predictor of the wind tunnel test results (Fig. 1), which is in good 
agreement with the findings of Thomson and Rocha [8]. Therefore, mathematical 
descriptions of TBL pressure spectra proposed by Goody [1] and Smol’yakov [2] 
are provided in the following equations.

Goody Model

�P = 3(ωτω)2
(

δ 
U

)3

((
ωδ 
U

)0.75 + 0.5
)3.7 + (

1.1R−0.57 
T 

ωδ 
U

)7 
, (1) 

where 

RT = 0.11
(
Ueθ 
ν

)3/4 

. (2)
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Fig. 1 Comparison of 
wall-spectrum models with 
Goody-Simpson experiment 
[10]. Ref. 4 × 10−10 Pa2

Smol’yakov Model

�P = 
1.49 

u2 τ 
10−5 τ 2 ωνRe2.74 θ f 2

(
1 − 0.117Re0.44 θ f 

1 
2

)
(3) 

for f > f 
0 

= 
2.75τ 2 ων 
u2 τ f 

−1.11

(
1 − 0.82e−0.51

(
f 

f 0 
−1

))
(4) 

for f 
0 

< f < 0.2 

= 
τ 2 ων[38.9e−8.35 f + 18.6e−3.58 f + 0.31e−2.14 f 

1 − 0.82e−0.51
(

f 
f 0 

−1
) (5) 

for f > 0.2where 

f = 
2π f ν 
U 2 

τ 
; f 

0 
= 49.35Re−0.88 

θ . (6) 

Other spectrum models used in this work are detailed in [3–6]. 
Next, a flat plate TBL wind tunnel experiment conducted by Leneveu et al. [9] is  

simulated using four RANS turbulence models [7]: 

(i) Standard k − ω (ii) k − ω SST. 
(iii) k − ε (iv) Realizable k − ε

Mesh sensitivity studies for the flat plate boundary layer case [9] are first 
performed separately for OpenFOAM and Fluent solvers for different RANS models. 
Next, these two solvers are employed to simulate the flow field and extract the TBL 
parameters in alignment with the experiment at two different locations (point 1:
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1495 mm and point 2: 1595 mm downstream of the domain inlet) and two different 
wind speeds (30 and 50 m/s). Then, different CFD models with different y+ values 
are compared with experimental results both at the component level (Uτ , δ, δ

∗, θ  ) 
and pressure spectrum level (�P ). Finally, sensitivity mapping is performed between 
a particular spectrum model and a particular CFD setup and presented. 

4 Results and Discussion 

This section contains three subsections: 

(4.1) Comparison of single-point wall-pressure spectrum models with wind tunnel 
experimental PSD result. 

(4.2) Mesh sensitivity study of CFD models. 
(4.3) Accuracy analysis of different solvers, RANS models, and y+ values. 

Sensitivity mapping. 

4.1 Comparison of Spectrum Models with Wind Tunnel PSD 

Several semi-empirical spectrum models are compared with PSD values from wind 
tunnel experiments conducted by Goody and Simpson [10] and presented in Fig. 1. 
The experimental spectrum is single-sided, for a two-dimensional ZPG flow [8]. 
They used naturally developed turbulent boundary layers to study wall-pressure 
fluctuations. 

4.2 CFD: Mesh Sensitivity Study 

Three types of meshing with uniform rectangular cells are studied for both Open-
FOAM and Fluent solvers and presented in Table 1. The representative cell length 
(h) is calculated as h = 1 

N

∑
cell A

1/2 
p , where N is the number of cells and Ap is the 

area of each cell. 
The present meshing satisfies the recommendations of Celik et al. [11] that the 

representative cell lengths should be at least 30% different for each mesh. The mesh 
sensitivity study is performed by referencing the friction velocity value obtained

Table 1 Three different 2D 
meshes Mesh Number of cells Representative cell length (h) [m]  

Coarse 60,000 0.0029 

Medium 120,000 0.0021 

Fine 240,000 0.0015 
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Fig. 2 Mesh sensitivity 
study; point 1; OpenFOAM 

Fig. 3 Mesh sensitivity 
study; point 1; Ansys Fluent

from the experiment conducted by Leneveu et al. [9] and presented in Figs. 2, 3, 4 
and 5. 

The most ideal mesh is having an infinite number of cells, corresponding to a 
representative cell length (RCL) (h) of  zero. On designating fine, medium, and coarse 
mesh as 1, 2, and 3, respectively, friction velocity at h = 0 can be expressed as 

Uτ 0 = 
r p 21Uτ 1 − Uτ 2 

r p 21 − 1 
, (7) 

where refinement ratio, r21 = h2 
h1 
, and p is the order of convergence. The order of 

convergence p is estimated using the method proposed by Celik et al. [11] as it is  
a more general approach suitable for both monotonic and oscillatory convergence. 
In the beginning, differences in calculated friction velocities are determined for the 
fine mesh-medium mesh (ε21) , and the medium mesh-coarse mesh (ε32) as
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Fig. 4 Mesh sensitivity 
study; point 2; OpenFOAM 

Fig. 5 Mesh sensitivity 
study; point 2; Ansys Fluent

ε21 = Uτ 2 − Uτ 1; ε32 = Uτ 3 − Uτ 2. (8) 

Next, their ratio is calculated to find s = sign
(

ε32
ε21

)
. 

The final form of the implicit nonlinear equation is 

1 

ln(r21)

∣∣∣
∣ln

∣∣∣
∣
ε32

ε31

∣∣∣
∣ + ln

(
r p 21 − s 
r p 32 − s

)∣∣∣
∣ − p = 0. (9) 

This equation is solved using the Newton–Raphson iteration technique in MS 
Excel. 

In the present mesh sensitivity study, three types of errors are estimated for 
each case, namely relative error (e21), extrapolated relative error

(
eext 21

)
, and Grid 

Convergence Index (GCI21).
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e21 =
∣∣
∣∣
Uτ 2 − Uτ 1 

Uτ 1

∣∣
∣∣; eext 21 =

∣∣
∣∣
Uτ 1 − Uτ 0 

Uτ 0

∣∣
∣∣; GCI21 =

∣∣
∣∣

e21 
r p 21 − 1

∣∣
∣∣. (10) 

Only four of them are presented in Tables 2, 3, 4 and 5 as representative results. 
Detailed studies are presented in Figs. 2, 3, 4 and 5. 

As observed from the mesh sensitivity studies, it is found that the ‘medium’ mesh is 
sufficient for the subsequent studies, and thus the accuracy analysis of different CFD 
variants is conducted with this meshing. Different solvers (OpenFOAM, Fluent), 
turbulence models (k − ω, k − ω SST, k − ε and Realizable k − ε), and y+ values (1, 
30, and 100) are examined with the experimental values (Uτ , δ, δ

∗, θ  ) obtained [8].

Table 2 Point 1; k − ω SST; OpenFOAM; U∞ = 30 m/s 

RCL (h) [m] Uτ [m/s] Uτ ext r [m/s] e21 [%] eext 21 [%] GCI21 [%] 

0.0015 1.156 1.159 0.19 0.29 0.36 

0.0021 1.154 

0.0029 1.159 

Table 3 Point 1; k − ω SST; Fluent; U∞ = 30 m/s 

RCL (h) [m] Uτ [m/s] Uτ ext r [m/s] e21[%] eext 21 [%] GCI21 [%] 

0.0015 1.140 1.140 0.00 0.00 0.00 

0.0021 1.140 

0.0029 1.150 

Table 4 Point 2; k − ω SST; OpenFOAM; U∞ = 30 m/s 

RCL (h) [m] Uτ [m/s] Uτ ext r [m/s] e21 [%] eext 21 [%] GCI21 [%] 

0.0015 1.151 1.156 0.22 0.48 0.60 

0.0021 1.148 

0.0029 1.153 

Table 5 Point 2; k − ω SST; Fluent; U∞ = 30 m/s 

RCL (h) [m] Uτ [m/s] Uτ ext r [m/s] e21 [%] eext 21 [%] GCI21 [%] 

0.0015 1.130 1.120 0.88 0.93 1.15 

0.0021 1.140 

0.0029 1.150 
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4.3 CFD Simulation; Part 1: Clustering and Convergence 

The mathematical formulation of the RANS models can be found in reference [7]. 
Here, the formulation for the normalized wall distance and the numerical technique 
used to estimate δ∗ and θ from the CFD-obtained velocity profiles. 

Normalized wall distance: 

y+ = 
ypUτ 

ν 
, (11) 

where yp is the distance of the centroid of the first cell adjacent to the wall. 
Displacement thickness (δ∗) and momentum thickness: 

δ∗ = 
N−1∑

i=2

(
1 − 

ui 
U0

)(
yi+1 − yi−1 

2

)
, (12) 

θ = 
N−1∑

i=2 

ui 
U0

(
1 − 

ui 
U0

)(
yi+1 − yi−1 

2

)
. (13) 

To simulate TBL parameters properly, clustering near-wall is performed. For 
different y+ values, the first cell height (2 yp) is initially calculated as per Eq. 12 
and is presented in Tables 6 and 7. Bias Factor (BF) is the ratio of last cell height 
to the first cell height. Convergence is shown for realizable k-ε model with y+ 30 in 
Fig. 6. Figures 7 and 8 depict universal velocity plots. 

Table 6 y+ calculation for U∞ = 30 m/s 

y+ Uτ [m/s] ν [10−5 m2/s] 2 yp [10−5 m] BF 

1 1.18 1.46 2.47 284.3 

30 74.5 2.6 

100 247 1 

Table 7 y+ calculation for U∞ = 50 m/s. 

y+ Uτ [m/s] ν [10−5 m2/s] 2 yp [10−5 m] BF 

1 1.89 1.46 1.55 496.29 

30 46.5 5.64 

100 155 1
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Fig. 6 Convergence; U∞ = 30 m/s; y+ = 30; Ansys Fluent 

Fig. 7 Universal velocity plot; location 1; Ansys Fluent

4.4 CFD Simulation; Part 2: Component Error Analysis 

Here, the accuracy of the turbulence models with various y+ is analyzed in terms 
of estimating TBL components and presented in Figs. 9, 10, 11 and 12 with the 
following indices:
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Fig. 8 Universal velocity plot; location 2; Ansys Fluent

Fig. 9 Component error (%); U∞ = 30 m/s; point 1 

Index Meaning Index Meaning 

1 k − ω (fluent) 2 k − ω (OpenFOAM) 

3 k − ε (fluent) 4 k − ε (OpenFOAM) 

5 k − ω SST (fluent) 6 k − ω SST (OpenFOAM) 

7 Realizable k − ε (fluent) 8 Realizable k − ε (OpenFOAM)



Sensitivity Mapping of TBL Wall-Pressure Spectra with CFD … 91

Fig. 10 Component error (%); U∞ = 30 m/s; point 2 

Fig. 11 Component error (%); U∞ = 50 m/s; point 1

4.5 CFD Simulation; Part 3: p2 Error Analysis 

Here, at first, the single-sided wall-pressure spectra
(
�p

)
are calculated using Goody 

and Smol’yakov models for the CFD-obtained TBL parameters. Next, one can sum 
the spectrum over its collapsing frequency (50 kHz for the present case) as per Eq. 14 
and estimate the mean square of pressure fluctuations

(
p2

)
and compare them with 

the experimental p2 values. 

p2 = 
∞∫

0

�p( f )d f. (14)
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Fig. 12 Component error (%); U∞ = 50 m/s; point 2

This is a practical approach as it accounts for the global energy over the entire 
frequency range and not the local pressure PSD values. 

TBL pressure PSD using the Goody model can be estimated using Fluent solver 
(k − ω turbulence model with y+ 100) even with close to 0% error. OpenFOAM is 
able to predict the same with a reasonable 4.99% error, but for a lower speed. With 
the increase in flow velocity, the accuracy of both the Fluent and OpenFOAM solvers 
is observed to be decreasing (Table 8).

In the case of Smol’yakov model with a higher flow speed both the Fluent and 
OpenFOAM solvers achieve better accuracy. With higher flow speed the y+ = 30 
and y+ = 100 are found to be consistently better predictors (Table9). Here also,

Table 8 Error analysis of p2 in %; Goody model; point 1 

Model y+ 30 m/s 50 m/s 

OpenFOAM Fluent OpenFOAM Fluent 

k − ω 1 − 23.59 1.69 − 28.42 4.43 

30 − 5.61 0.75 − 15.15 − 2.58 
100 − 4.99 0.16 − 15.62 − 3.48 

k − ω SST 1 − 27.05 − 16.27 − 29.3 − 22.71 
30 − 16.28 − 21.03 47.69 − 29.4 
100 − 19.05 − 20.98 − 20.52 − 27.01 

k − ε 1 192.95 161.92 159.64 138.37 

30 − 4.52 − 11.66 − 15.93 − 16.51 
100 − 9.28 − 9.34 − 18.32 − 17.05 

Realizable 
k − ε

1 100.04 91.00 118.06 70.66 

30 − 25.84 − 21.03 − 25.38 − 29.75 
100 − 3.49 − 18.77 − 10.58 − 25.34 
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Table 9 Error analysis of p2 in %; Smol’yakov model; point 1 

Model y+ 30 m/s 50 m/s 

OpenFOAM Fluent OpenFOAM Fluent 

k − ω 1 − 26.08 − 9.76 − 19.67 5.26 

30 − 8.86 − 10.51 − 7.02 − 6.73 
100 − 11.89 − 12.23 − 7.02 − 6.73 

k − ω SST 1 − 31.13 − 17.66 − 27.82 − 10.87 
30 − 19.20 − 26.08 25.53 − 21.40 
100 − 23.45 − 26.08 − 19.45 − 17.90 

k − ε 1 195.61 156.71 187.59 155.46 

30 − 10.51 − 16.38 − 8.67 − 12.45 
100 − 15.14 − 20.75 − 10.57 − 14.30 

Realizable 
k − ε

1 74.59 89.39 129.77 90.91 

30 − 34.66 − 26.08 − 25.11 − 21.40 
100 − 26.08 − 26.08 − 21.18 − 19.45

k − ω model turns out to be with better accuracy than the other models. In Tables 8 
and 9 bolds indicate best possible accuracy out of all the tested combinations. 

5 Conclusions 

The conclusions of the present research work are as follows: 

(a) Wind tunnel experimental results for ZPG flat plate TBL cases are best predicted 
by Goody and Smol’yakov single-point pressure spectrum models. 

(b) All the comments on CFD turbulence models are restricted to flat plate cases 
with a velocity range of 30–50 m/s, typical for wind tunnel experiments. 

(c) Goody and Smol’yakov models are mapped with the specific CFD-RANS model 
utilities that one can adopt in the future. The mapping is done through TBL 
parameters, which alters the sensitivity of any model. As the TBL parameters 
are coupled in the semi-empirical equations, it is only possible to predict the 
final error in p2 with extensive CFD analysis. 

(d) Even with significant errors in component (TBL parameters) level, one can 
expect a very good accuracy in the final overall prediction in the wall-pressure 
fluctuations.
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Model/solver y+ Error (%) 

Uτ δ δ∗ θ p2 

k − ω fluent 30 − 0.68 − 2.67 − 0.99 − 33.1 0.16 

k − ω OpenFOAM 30 0.23 − 12.83 − 13.4 − 26.8 3.48 

(e) In general, 30 and 100 are found to be the most suited value for y+ in terms of 
p2 prediction accuracy. 

(f) k − ε family of models cannot be relied upon, especially y+ = 1 MUST 
be avoided, even though the y+ = 1 exhibits the best-normalized velocity 
prediction in universal y+ vs U+ plots. 

Nomenclature

�p Wall-pressure PSD [Pa2/Hz] 
p2 Mean square pressure [Pa2] 
Uτ Friction velocity [m2/s] 
δ Boundary layer thickness [m] 
δ∗ Displacement thickness [m] 
θ Momentum thickness [m] 
ρ Density of air [kg/m3] 
y+ Normalized wall-normal distance 
U+ Normalized velocity 
ω Radial frequency [Rad/s] 
f Cyclic frequency [Hz] 
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Numerical Predictions of Two-Phase 
Natural Circulation Loop Transients 
Using DFM- and HEM-Based Models 

K. N. V. Adinarayana, P. Mangarjuna Rao, and Seik Mansoor Ali 

1 Introduction 

The concept of two-phase natural circulation loops (NCL) finds numerous conven-
tional and non-conventional industrial applications due to its passive nature, less cost, 
and fewer moving parts. The natural circulation loop is a vertical system consisting 
of a cooler and heater, and the flow generates due to hydrostatic pressure difference 
due to differential heating. The dynamics of these systems are quite complex due 
to their regenerative feedback. These instabilities are undesirable as they can affect 
heat transfer, mechanical vibration, boiling crisis, etc. The dynamics of two-phase 
NCLs depend on many factors such as power, diameter, loop height, etc. 

Several theoretical and experimental studies on two-phase NCL are reported in 
the literature. Both transient and steady state behavior of the loops has been studied. 
Numerically, various modeling methods are used in two-phase NCLs modeling; 
Homogeneous Equilibrium Mixture Model (HEM), Drift Flux Model (DFM), and 
Two Fluid Model (TFM). Most studies on two-phase NCLs in literature are based on 
the HEM approach. HEM treats both phases as a mixture with the same velocity and 
temperature at each cross section. In the recent past, various two-phase NCL studies 
based on HEM have been reported [1]. However, such good mixing conditions are 
possible only in a bubbly flow regime.
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However, in two-phase flow, there is always a velocity difference between vapor 
and liquid that varies with the flow regime. Bennett et al. [2] are the first to generate 
flow regime maps for two-phase flow. Further, Mishima and Ishii [3] developed a flow 
regime map for the air–water system. Taitel et al. [4] have theoretically studied two-
phase flow regimes. The DFM model is comparatively more complex than HEM 
and can take the phase velocity differences in drift velocities. Zuber and Findlay 
[5] are the first to develop DFM-based two-phase model. Subsequently, different 
correlations for drift velocity and distribution parameters based on flow regimes are 
numerically studied by Hibiki and Ishii [6]. In the literature, very few studies are 
reported comparing DFM and HEM models. Rao et al. [7] have studied the steady 
state behavior of two-phase NCLs using both the HEM and DFM models. Dewangan 
and Das [1] have studied two-phase flashing at a steady state using these models. 
Most of the reported studies are conducted under steady state conditions. Therefore, 
the dynamics of two-phase NCL are investigated in the present study using DFM 
and HEM models. 

In this connection, the authors have already developed a HEM-based two-phase 
NCL model in their previous studies [8]. The present paper develops a two-phase 
NCL model based on DFM, further enhancing the HEM model. The governing 
differential equations are solved using the finite volume method (FVM). Flashing 
phenomena, fluid and wall conduction, heat loss to ambient, etc., are considered in 
the model. Instead of using Boussinesq approximation for density variation, a more 
accurate water-steam properties program is adopted. The fluid properties such as 
density, viscosity, etc., are calculated based on local pressure and temperature using 
a water-steam properties program [9]. The models are validated against experimental 
NCL loops available in the literature. The validated DFM and HEM models are used 
to investigate the start-up transients of two-phase NCL, single-phase, transition, and 
two-phase flow. The flow patterns for the two-phase NCLs have been identified based 
on flow regime maps. Subsequently, a comparison of predictions from HEM and 
DFM is also carried out. The effects of input power, diameter, and loop height on two-
phase NCLs are investigated and discussed to determine these variables’ influence. 
Finally, the details of the models and outcomes from this study are presented and 
discussed. 

2 DFM and HEM Models 

The two-phase NCL models are developed based on DFM and HEM with the 
following assumptions. 

• The flow is one-dimensional, and the fluid properties only vary in the axial 
direction. 

• Wall conduction and axial conduction of the fluid are considered.
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• Heat transfer (gain/loss) at any location along the loop is considered. 
• Heat generation in the working fluid due to the frictional dissipation effect is 

neglected. 

2.1 Governing Equations 

The governing equations are written for a non-uniform diameter loop and assuming 
the coordinate ‘s’ run along the loop. The mass, momentum, and energy equations 
based on the DFM model are given in Eqs. (1), (2), and (3) [10]. The governing 
equations for HEM are given in our previous works [8] and are not reproduced here. 

∂ρm 

∂t 
+ 

∂ 
∂s 

(ρmum) = 0, (1) 

∂(ρmum) 
∂t

+ 
∂ 
∂s 

(ρmumum) + 
∂ 
∂s

[(
ρ f − ρg

)
ρgρ f 

ρm
(
ρm − ρg

) V 
2 
g j

]

= −  
∂ Pm 
∂s 

− ρmg sin θ − 
fm 
2din

(
ρmu

2 
m
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2Ls

(
ρmu

2 
m

)
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∂(ρmhm) 
∂t

+ 
∂ 
∂s 

(ρmhmum) + 
∂ 
∂s

[(
ρ f − ρm

)
ρgρ f 
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(
ρ f − ρg

) ∆h f gV g j

]
= 

ξinhin
(
Tw − T f

)
Ain 

+ 
1 

Ain 

∂ 
∂s

(
Aink f,e 

∂T f 

∂s

)
. (3) 

In the above equations, the two-phase mixture friction factor ( fm) is estimated 
by multiplying the single-phase friction factor with a two-phase friction multiplier 
(Eq. 4). The single-phase friction factor is calculated based on flow type (laminar, 
turbulent, and transition). 

φ2 
Lo =

[
xmμ f 
μg 

+ (1 − xm)

]−b[
(1 − xm)ν f + xmνg 

ν f

]
. (4) 

The average drift velocity (Eq. 5) constitutive relations for various flow regimes 
are taken from Hibiki and Ishii [6]. The relations for drift velocities and distribution 
parameter are shown in Eqs. (6) and (7). 

V g j  = Vgj  + (Co − 1) j, (5) 

Vgj  = 
√
2

[(
ρ f − ρg

)
ρ2 
f 

gσ

] 1 
4 (
1 − αg

)1.75 
, (6)
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Co = ϕ
[
1 +
(
1 

ϕ 
− 1
)a]

a =
[

ρg 

ρ f

]0.1 
φ =
[
1 + 

ρg 

ρ f

(
1 − x 
x

)]−1 

. (7) 

The other relations for mixture density, total superficial velocity, and quality of 
the steam are given in Eqs. (8), (9), and (10), respectively. 

ρm = αgρg +
(
1 − αg

)
ρ f , (8) 

j =
[
Gx  

ρg 
+ 

G(1 − x) 
ρ f

]
, (9) 

xm =
(
hm − h f 

h f g

)
. (10) 

The energy equation for the pipe wall is given in Eq. 11. 
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. (11) 

The governing equations are discretized using the finite volume method (FVM) 
based on a staggered grid [8]. The time derivatives are discretized using an explicit 
scheme. An up-wind scheme is adopted for spatial derivatives. 

2.2 Solution Procedure 

The discretized governing equations are numerically solved simultaneously using an 
explicit time marching procedure. The solution method is implemented in the Fortran 
program. The enthalpy distributions are initially estimated using energy equations in 
each time step. The working fluid properties such as density, viscosity, temperature, 
and specific heat are evaluated using water-steam property tables. The steam quality 
is estimated based on local pressure and enthalpy conditions. Pressure drops due to 
skin friction in the loop are calculated based on the flow conditions. The friction 
multiplier is estimated using local quality and local saturation conditions. The drift 
velocity is estimated based on the available correlations (Eqs. 5–7). The mass flow 
rate in the loop is calculated using the discretized continuity and momentum equation.
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Both time step and grid independence studies are conducted. A grid of 5 mm and 
a time step of 0.5 × 10–3 s have been chosen for the current study. A check for the 
courant number criteria is done at each time step. The transients are continued till a 
steady state solution is obtained. 

3 Results and Discussions 

The developed DFM and HEM models are employed to predict the flow behavior 
of three different experimental loops [11–13]. The transient two-phase flow regimes 
for one of the loops are predicted using available flow regime maps. Subsequently, 
the models are employed to predict the start-up transient of two-phase NCLs, and 
the relative difference between DFM and HEM is highlighted. Further, both models 
are employed to predict the influence of essential parameters on the dynamics of 
two-phase flow NCLs. 

3.1 DFM and HEM Predictions Against the CIRCUS 
Experimental Facility 

CIRCUS-IV is a thermal–hydraulic experimental facility for two-phase natural circu-
lation loops [11]. It is located at the Delft University of Technology in the Nether-
lands. The total height of the facility is 4.95 m. The developed numerical models 
(i.e., DFM and HEM) are employed to predict the experimental flow transients of this 
facility. The heater input power and loop pressures are 2.5 kW and 100 kPa, respec-
tively. The obtained mass flow rate transients are compared in Fig. 1. As shown  in  
this figure, the trend predicted by both the models is nearly similar to experimental 
data. Further, the maximum flow rate spikes due to flashing are slightly higher for 
HEM than for DFM. However, DFM predicted the time of occurrence of flow spikes 
better than HEM, as shown in Fig. 1. The statistical analysis using relative root mean 
square (Eq. 12) against experimental data showed that DFM predictions (RRMS = 
0.92) are better than HEM (RRMS = 1.05). The applicability of these models is 
further investigated by conducting a study on the flow regimes. 

RRMS =

 |||∑N 
i=1

(
Expi−Modeli 

Expi

)2 
N 

. (12)
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Fig. 1 DFM and HEM 
predictions against CIRCUS 

3.1.1 Flow Regimes in the Two-Phase Natural Circulation Loop 

The two-phase flow regimes of the above facility (based on the flow conditions at the 
top of the riser) are predicted using three flow regime maps; Bennett [2], Mishima 
and Ishii [3], and Taitel [4]. The above flow regime maps are studied to confirm 
and identify the flow regime. Among these, the result of the Taitel maps is shown in 
Fig. 2. As shown in Fig. 2, the superficial velocities of liquid and vapor are considered 
ordinates in this map. This study revealed that most of the two-phase flow is in a 
bubbly regime. However, during the transient, the flow can be bubbly or slug. In slug 
flow, the assumption of a homogeneous model is not justified as there is no uniform 
mixing like bubbly flow. In such cases, a DFM model that can take the velocity 
difference between the phases may yield a better result. This could be the reason for 
better agreement of DFM results compared to HEM in CIRCUS experimental data.

3.2 Predictions Against HPNCL and PMCS Facilities 

A high-pressure natural circulation loop (HPNCL) is a thermal–hydraulic facility 
with a total height of 3.34 m [12]. In this facility, the influence of pressure on two-
phase flow has been studied experimentally. DFM and HEM models are used to 
predict the experimental data of this facility, and the results are plotted in Fig. 3, 
which shows the steady flow rate of HPNCL with loop pressure. This figure shows 
that the flow rate initially increases and decreases gradually with an increase in 
pressure. This can be attributed to the competing nature of fluid frictional pressure 
drop and gravity dominance. As shown, both DFM and HEM models are able to 
predict the flow and variation trend w.r.t. loop pressure. However, it is observed that 
the trend predicted by the DFM is closer to experimental data than HEM. In the
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Fig. 2 Taitel flow regime 
map

dominant gravity regime, the DFM flow predictions are higher than HEM, and in 
friction dominant, it is reverse. The average RRMS values for DFM and HEM are 
0.08 and 0.09, respectively. 

PMCS is a Passive Moderator Cooling System facility that works based on the 
flashing phenomenon [13]. The total height of the facility is 8.5 m. In this facility, the 
influence of flashing is studied at 1 atm pressure by raising the input heater power in 
steps of 20 kW. The mass flow transients are predicted using DFM and HEM models 
and compared against experimental data (Fig. 4). As shown in this figure, both models 
can predict the flashing phenomena quite well. It is also observed that as the heater 
input increases, the predictions by DFM are closer to experimental data than HEM

Fig. 3 DFM and HEM 
predictions against HPNCL 
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Fig. 4 DFM and HEM 
predictions against PMCS 

predictions. This observation suggested that DFM can predict better at higher power 
than HEM. The RRMS value of DFM and HEM are 0.15 and 0.1, respectively. These 
statistical comparisons indicated that DFM predictions are comparatively better than 
HEM w.r.t. experimental data. 

3.3 Start-Up Transients of Two-Phase NCLs 

The start-up transients of two-phase NCLs are predicted using validated DFM and 
HEM models. The loop configuration chosen is HPNCL [12], with a total height 
of 3.64 m. The loop is at atmospheric pressure with water as a working fluid. The 
heater input and initial temperatures are 30 kW and 310 K, respectively. The obtained 
start-up transients using DFM and HEM models are depicted in Fig. 5. This figure 
shows that both models could predict two-phase start-up transients; single-phase to 
two-phase, via oscillatory transition region. As shown in the single-phase region, 
both models predicted the same trend. However, the predictions are not the same 
in the transition and two-phase regions. The relative deviations of DFM predictions 
concerning HEM in single, transition, and two-phase regions are 0.0%, 3.6%, and 
6.1%, respectively. In the transition region, 3.6% represents the average value over 
the entire transition region. However, the maximum and minimum relative change 
in the transition region is observed to range from (–) 20 to (+) 20%. Moreover, 
depending on the two-phase flow region (gravity dominant, friction dominant, and 
compensation regions), DFM may over-predict or under-predict compared to HEM 
(as presented in Sect. 3.2).
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Fig. 5 Start-up transients 
using DFM  and HEM  
models 

3.4 Parametric Studies Using DFM and HEM Models 

The effect of a few key parameters, i.e., input power, loop diameter, and NCL height, 
on the start-up transients of HPNCL [12] is investigated by employing DFM and 
HEM models. The predictions are presented below. 

3.4.1 NCL Height 

The effect of NCL height is investigated for three different heights of 3.64, 3.34, 
and 3.04 m. The obtained flow rates are depicted in Fig. 6. In these simulations, the 
total volume of the loop is kept constant while changing the loop height. DFM and 
HEM models show that the flow rate is proportional to NCL height. The influence 
of loop height is observed to be higher in two-phase compared to single-phase. It is 
observed that the relative predictions by DFM can be higher or lower than HEM with 
a change in height. For 3.64 m, the DFM predictions are lower than HEM; this can be 
attributed to the dominant gravity region. Interestingly, for 3.04 m, DFM predictions 
are higher than HEM; this can be due to a change in governing dominant region 
from gravity to friction dominant. The relative change in steady flow rate predictions 
between DFM and HEM models with respect to HEM ranges from around (–) 6.34 
to (+) 6.05%.

3.4.2 Loop Diameter 

The loop diameter is another crucial parameter that influences the dynamics of NCLs. 
The predictions by DFM and HEM models for different diameters of 5.3, 4.9, and
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Fig. 6 Influence of NCL 
height

4.5 cm are plotted in Fig. 7. The flow is proportional to the loop diameter, and both 
models predict the same. The effect of diameter is higher in two-phase compared 
to single-phase. For 4.9 and 4.5 cm, the predictions of DFM are higher than HEM. 
Whereas for 5.3 cm, HEM is over predicting compared to DFM; this can be due to 
the presence of friction dominant region. The relative change in the steady flow rate 
of DFM with respect to HEM is observed to range from (–) 6.31 to (+) 15.51% at 
steady state conditions. 

Fig. 7 Influence of loop 
diameter
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Fig. 8 Influence of input 
power 

3.4.3 Input Power 

The effect of input power is studied, and the results are depicted in Fig. 8. This figure 
shows DFM and HEM predictions for different input powers of 33, 30, and 27 kW. 
As shown, the influence of input power predicted by both models is similar. The flow 
rate is noted to decrease with an increase in input power. This can be attributed to the 
dominating friction region of the two-phase flow. The effect of input power predicted 
by DFM is comparatively higher than HEM. For higher power (33 and 30 kW), the 
predictions by DFM are higher than HEM. For 27 kW, the DFM predictions are 
lower than HEM. The relative change in steady flow rate predictions by DFM with 
respect to HEM ranges from (–) 7.01 to (+) 6.64%. 

3.4.4 Comparison of Influence of Parameters 

The effect of power, diameter, and height on steady mass flow rate employing DFM 
and HEM are plotted in Fig. 9. As shown, the trend predicted by both the models is 
same. However, the magnitude of the effect predicted by DFM is lower compared 
to HEM. For example, for ~ 8.1% increase in loop diameter, the mass flow rate 
increased by ~ 20.5% using HEM, whereas it is ~ 16.1% using DFM. This can be 
attributed to reduction in void fraction due to drift velocity. For the lower height and 
diameter, the DFM predictions are higher than HEM. At higher height and diameter 
DFM predictions are lower than HEM. This can be attributed to the role played by 
the dominant friction region and dominant gravity region.
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Fig. 9 Comparison of 
parametric effect on steady 
flow rate 

4 Conclusions 

In this study, DFM- and HEM-based numerical models are developed to investi-
gate the dynamics of two-phase NCLs. The models have features for capturing the 
flashing phenomenon. A water property program is used in place of the Boussinesq 
assumption. The key observations are listed below. 

• The developed DFM and HEM models are benchmarked against three experi-
mental loops. Results show that the models are capable of predicting two-phase 
NCL transients. Further, DFM predictions are relatively better than HEM. 

• Flow regimes in two-phase NCL are investigated based on Mishima-Ishii, Bennett, 
and Taitel flow regime maps. Flow regime changes rapidly during transient phase, 
where the applicability of HEM is limited when beyond bubbly flow. 

• DFM and HEM models could predict two-phase NCL start-up transients, in single-
phase, transitions, and two-phase. 

• The influence of power, diameter, and height on the dynamics of NCL is brought 
out using DFM and HEM models. The magnitude of effect of parameters predicted 
by DFM is observed to be lower than HEM.
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Nomenclature 

A Area [m2] 
b Constant [–] 
Cp Specific heat [J/kg. K] 
Co Distribution parameter [–] 
d Diameter [m] 
f Friction factor [–] 
G Mass flux [kg/m2 s] 
g Acceleration due to gravity [m/s2] 
h Heat transfer coefficient [W/m2 K] 
h Specific enthalpy [J/kg] 
j Superficial velocity [–] 
K Loss coefficient [–] 
k Thermal conductivity [W/m K] 
L Total length of the loop [m] 
ṁ Mass flow rate [kg/s] 
P Pressure [Pa] 
q̇ '' Heat flux [W/m2] 
s Length coordinates [m] 
T Temperature [K] 
t Time [s] 
u Velocity [m/s] 
v Specific volume [m3/kg] 
V Drift velocity [m/s] 
V Average drift velocity [m3/kg] 
x Steam quality [– 

Greek Letters 

ρ Density [kg/m3] 
μ Viscosity [kg/m s] 
θ Angle w.r.t. horizontal axis [°]
∆ Change in a variable [–] 
ξ Perimeter [m] 
φ2 
Lo Two-phase friction multiplier [–] 

α Void fraction [–] 
σ Surface tension [kg/s2]
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Subscript 

e Effective [–] 
f Circulating fluid [–] 
g Vapor [–] 
in Inner [–] 
m Mixture [–] 
o Outer [–] 
si Sink [–] 
w Wall [–] 
∞ Atmosphere [–] 
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Implementation of the Accurate 
Conservative Phase Field Method 
for Two-Phase Incompressible Flows 
in a Finite Volume Framework 

Sahaj S. Jain and Danesh Tafti 

1 Introduction 

The development of computational fluid dynamics tools for multiphase flows has 
found many applications in recent times, including, but not limited to large-scale 
flows such as wave-energy harvesting [1–4], to flows at much smaller scales such as 
droplet impact on surfaces [5–7]. 

While many methods exist, one-fluid methods such as the Diffused Interface 
Method are considered in this paper. The Diffused Interface Methods involve 
discretizing the domain into two different phases using a phase variable φ, which 
varies smoothly but sharply over the interface. The material properties, such as 
viscosity and density, are then interpolated from the phase field. These methods are 
typically categorized either as, Level Set Methods or Phase Field Methods. While 
the Level Set Method involves a re-initialization step [8–10] which often results in 
a loss of accuracy, the Phase Field Method does not need a re-initialization step; 
instead, the phase convection and restoration are done at the same time. Typically, 
either Cahn and Hillard [11] or Allen and Cahn [12] equations are used to solve 
for the phase. However, both have their disadvantages. The Cahn-Hillard equation, 
while being mass conserving, involves solving for fourth-order terms, whereas the 
Allen–Cahn equation, which only has second-order terms, is not mass conserving in 
nature. 

Chiu and Lin [13] formulated the conservative phase field based on the 
conservative Level Set Method [10] as follows:
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Dφ 
Dt 

= γ ∇ ·
(
ϵ∇φ − φ(1 − φ) 

∇φ 
|∇φ|

)
, (1) 

where D(·)/Dt is the material derivative, ϵ represents interface width, and γ , the  
re-initialization parameter is representative of the strength of the right-hand-side of 
Eq. (1), responsible for reinitializing and maintaining a hyperbolic tangent profile 
for the interface: 

φ = 1
/
2

(
1 + tanh

(
ψ
/
2ϵ

))
, (2) 

where ψ is the signed distance function varying which represents distance normal 
to the interface such that ψ(φ = 0.5) = 0. While the knowledge of the hyperbolic 
tangent profile is derived from the thermodynamics of the interface, thermodynamics 
plays no further role in the mechanics of the advection of the phase field [13, 14]. 
The right-hand side, which contains a diffusion and an anti-diffusion term, for the 
hyperbolic tangent profile cancel each other out, ensuring that the phase is convected 
only by the flow. 

Material properties  (such as density and viscosity) can be derived from φ as

 (x, y, z, t ) =  0φ(x, y, z, t ) + (1 − φ(x, y, z, t)) 1, (3) 

where  1 corresponds to material properties for the phase given by φ = 1 and  0 

corresponds to material properties for the phase given by φ = 0. 
The Conservative Phase Field Method, which can be considered to be the one-step 

version of the conservative Level Set Method of Olsson and Kreiss [10], requires 
no pseudo time marching, has been shown to have excellent conservative [13] and 
boundedness properties [14], is easy to implement and has been shown to have lower 
computational costs than the, otherwise more accurate Volume of Fluid Method 
(VOF) for cases where the interface spans the entire domain [15]. 

However, it has been observed that the Conservative Phase Field Method intro-
duces artificial distortions in the interface [16]. Jain [17] reformulated the anti-
diffusion term in (1), using the signed distance function to introduce the Accurate 
Conservative Phase Field Method (ACPF): 

Dφ 
Dt 

= γ ∇ ·
(
ϵ∇φ − 

1 

4

(
1 − tanh2

(
ψ 
2ϵ

))
n̂
)
. (4) 

Since ψ varies linearly with the distance, as compared to the phase which has 
a sharp variation across the interface it becomes more convenient to calculate the 
normal vector field in terms of the signed distance function: 

n̂ = 
∇φ 
|∇φ| = 

∇ψ 
|∇ψ | . (5) 

The signed distance function can be obtained analytically from the phase:
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ψ = ln

(
φ̃ + α 

1 − φ̃ + α

)
, (6) 

where α is a very small number (10−50 in this paper) introduced to avoid 0 in the 
numerator, φ̃ = max((α, φ), 1 − α), to limit the phase value within bounds. Further, 
the expression inside the bracket is constrained between α and 1/α to avoid the 
calculations getting out of bounds. 

The Accurate Conservative Phase Field Method has been shown to be more accu-
rate than the Conservative Phase Field Method and demonstrates better boundedness 
and reduced truncation error for the calculation of the curvature [17]. 

2 Methodology 

2.1 Accurate Phase Field Method 

The Accurate Conservative Phase Field Method is solved in a collocated grid frame-
work using the second-order Adams–Bashforth algorithm for time marching. The 
domain is first initialized using ones and zeros for the phase, and then the Phase 
Field Method solver is run to initialize the diffused phase field. The diffusion and 
convection terms are treated in a finite volume framework where, while the diffusion 
term is treated using the second-order central difference method, numerous schemes 
are available in the house code GenIDLEST for the treatment of the convection term, 
including second-order central difference, QUICK scheme, and TVD flux limiters. 
The anti-diffusion term is treated using the second-order central difference method 
in a finite difference framework, and the re-initialization parameter (γ) is updated 
every timestep as γ = γ ∗umax [13–15, 17], with a minimum value established as 
γ = 0.1γ ∗uref, where γ ∗ is a constant factor (typically chosen to be 1.0), umax is the 
maximum velocity in the field, and uref is the reference velocity. 

While a boundedness criterion has been well established by Mirjalili et al. [14], 
as a contingency, the phase is bounded by the limits [α, 1] to avoid any unforeseen 
division by zero errors, and the following treatment is provided to ensure phase 
volume conservation: 

1. Calculate φd = φ(1 − φ) for each node. 
2. Calculate phase volume: 

V (t) = ∫
 

φd , (7) 

where  is the volume of the domain and phase volume difference:

 V (t) = V (t = 0) − V (t). (8)
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3. Apply the correction: 

φc = φ +  V φd 
∫ φdd . (9) 

This can be considered to be a first-order operation in moving the interface 
uniformly throughout the domain by a distance dL in the normal direction to incur a
 V change in phase volume. 

2.2 Conservation of Mass and Momentum 

The dynamics of two-phase incompressible immiscible flows are determined by the 
incompressible Navier–Stokes Equations: 

∇ ·  u = 0, (10) 

ρ

(
∂u 
∂t 

+ ∇  ·  (uu)
)

= −∇ p + ∇  ·  (μ∇u) + ρ g, (11) 

where p is pressure, u is the velocity, g is the acceleration due to gravity, and density 
(ρ) and dynamic viscosity (μ) are approximated using Eq. (3). Capillary forces have 
been neglected in this paper. 

These simulations are performed using the in-house FVM CFD code Generalized 
Incompressible Direct and Large Eddy Simulation of Turbulence (GenIDLEST) [18] 
using the fractional step method. A collocated grid framework is adopted, where 
phase, the signed distance function, velocity, pressure, density, and viscosity are 
stored at cell centers and a fully explicit second-order Adams–Bashforth algorithm 
is adopted for time marching. At each time step, the following steps are performed: 

1. Predict a velocity field u∗ using the momentum equation and interpolate to cell 
faces to calculate cell face fluxes c using the available pressure field, p0. 

2. Solve for the phase using the following steps: 

a. Calculate the signed distance function ψ and the term S = 
1 
4

(
1 − tanh2

(
ψ 
2ϵ

))
n̂ at cell centers. Calculate the divergence of S to obtain 

the source term. 
b. Use cell face velocity fluxes to calculate the convection term and use second-

order central difference to obtain the diffusion term. 
c. Find the new phase values by using the second-order Adams–Bashforth 

method. Adjust the phase between the limits [α, 1] and apply the correction 
for phase volume conservation. Update density and viscosity. 

3. Use u∗ interpolate to cell faces to calculate cell face fluxes c∗.
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4. Using predicted cell face flux values c∗, calculate pressure correction with the 
variable coefficient Poisson equation using a preconditioned BICG-STAB solver: 

∇ ·
(
1 

ρ 
∇(

p' t
)) = ∇  ·  c∗. (12) 

5. Update the pressure as p = p0 + p', where p0 is the pressure at the previous 
timestep. Use the pressure correction to update the velocity, u, field, and the cell 
face velocity fluxes, c. 

3 Validation and Verification 

Five generic test cases were considered for numerical verification of the Phase Field 
Method: 

a. Droplet in Shear flow 
b. Zalesak Disk 
c. Rayleigh Taylor Instability 
d. Solitary Wave 
e. Dam Break Problem. 

The first two are the standard test cases for evaluating advection schemes [19], 
whereas the latter involves solving the full Navier–Stokes coupled with the Phase 
Field Method. 

3.1 Droplet in Shear Flow 

In this standard test case introduced by Rider and Kothey [20], a droplet of radius 
0.15 is introduced at the position (0.50, 0.75) in the domain of [0,1] × [0,1] with a 
prescribed velocity field given by the following stream function: 

ψ = 
1 

π 
sin2 (π x) sin2 (π y) cos(π t/T ), (13) 

where T = 4. 
The droplet is allowed to deform as much as possible, and at t = T /2, the velocity 

field is reversed, and the circular droplet is restored. The initial and final shapes are 
compared to calculate the shape error as 

Shape Error =
∑
i, j 

|φt=0(i, j) − φt=T (i, j )| x y. (14)
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Fig. 1 Shape errors for 
droplet in shear flow test case 
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Table 1 Shape error 
comparison for droplet in 
shear flow test case between 
conservative phase field 
(CPF) and accurate 
conservative phase field 
(ACPF) methods 

Grid size  t Shape error 

CPF ACPF 

32 × 32 2.00e − 3 5.23E − 02 5.43E − 02 
64 × 64 1.00e − 3 1.63E − 02 1.40E − 02 
128 × 128 5.00e − 4 3.74E − 03 3.57E − 03 
256 × 256 2.50e − 4 1.11E − 03 8.66E − 04 
512 × 512 1.25e − 4 4.37E − 04 2.88E − 04

Five simulations for grid sizes 32 × 32, 64 × 64, 128 × 128, 256 × 256, and 
512 × 512 were performed with the parameters ϵ = 1.0 x , γ = 1.0umax using 
both the Conservative Phase Field (CPF) and Accurate Conservative Phase Field 
Method (ACPF). The shape errors were compared with the results of Jain [17], and 
a near second-order rate of convergence, comparable to previous studies (Fig. 1), is 
observed. It is also observed that the Accurate Phase Field Method is more accurate 
than the Conservative Phase Field Method (Table 1). The final shapes were also visu-
ally compared for different grid sizes (Fig. 2) to the exact solution and convergence 
is observed for higher resolutions. 

3.2 Zalesak Disk 

In this standard test case introduced by Zalesak [21], a circular disk of radius 15 with 
a notch of width 5 and height 25 is introduced at the position (50, 75) in the domain
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Fig. 2 Phase field contour line for φ = 0.5 for the droplet in shear flow test case

of [0, 100] × [0, 100] with a prescribed rigid body velocity field: 

ux = π 
50 − y 
314 

, uy = π 
x − 50 
314 

. (15) 

We set ϵ = 0.7 x , γ = 2.5umax. The problem is non-dimensionalized with 
lref = 100.0 and uref = 1.0. This test case is used to test the ability to preserve sharp 
corners; the slotted disk should be convected as it is by the flow field undergoing 
minimal possible deformations [19]. The initial and final shapes at T = 0 and 
T = 628 are compared in Fig. 3 for grid sizes 128 × 128, 256 × 256 and 512 × 512, 
with  t = 0.064 x , and it is observed that higher resolutions are able to preserve 
the sharp corners better.

3.3 Rayleigh Taylor Instability 

The first dynamic test case considered is the evolution of Rayleigh Taylor instability 
for low Atwood numbers. Such instability occurs due to the action of gravitational 
forces when a heavier fluid sits on top of a lighter fluid. 

The domain [0, D] × [−2D, 2D] is filled with two fluids in equal volumes of 
density ratio prescribed by Atwood number At = (ρ1 − ρ0)/(ρ1 + ρ0) = 0.5 and 
equal viscosity. For the phase, we use, γ ∗ = 1.0 and ϵ = 2.0 x . The interface is 
located at y(x) = 0.1D cos(2π x/D). The reference velocity is uref = √

gD  and 
time is non-dimensionalized using tref = D/uref. The Reynolds number is Re = 
ρ1uref D/μ = 3000, the Froude Number is Fr = uref/ 

√
gD  = 1 and surface tension 

forces are neglected. No-slip boundary conditions are used on the top and bottom
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Fig. 3 Zalesak disk: final 
shape for grid sizes 128 × 
128, 256 × 256, and 512 × 
512

walls and periodic boundary conditions are used on the left and right sides of the 
domain. 

We studied this case for two grid sizes 200×800 and 400×1600. These simulations 
were performed in a multi-block framework, with 16 blocks stacked over each other 
in the ŷ direction. 

The phase contour profile for the evolution of the instability is given in Fig. 5. We  
also compare the y-coordinates of the top and bottom of the interface with previously 
performed numerical simulations [13, 22, 23] and good agreement is observed, as 
seen in Fig. 4. Here, the time is non-dimensionalized using Atwood Number, as 
t∗ = (t/tref)

√
(At).

3.4 Solitary Wave Run-Up 

This test case is used to quantify the effects of viscous damping and study the inter-
action of the interface with solid walls for high-density ratios. In a two-dimensional 
domain [−h, h] × [0, 20h], the water free surface is prescribed using the following 
elevation profile: 

A(x, t = 0) = A0 

cosh2
(
x 
√
0.75A0

) . (16) 

We use h = 0.1m, and the theoretical wave speed is Cw = √
gh = 1m/s. We  

use g = 10 m/s2 for the sake of convenience. The density and viscosity of water and
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Fig. 4 Evolution of the y-coordinate of the top and bottom of the interface with time for Rayleigh 
Taylor instability 

Fig. 5 Evolution of the interface for Rayleigh Taylor instability for grid sizes 400 × 1600 (black) 
and 200 × 800 (red)
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Fig. 6 Evolution of solitary wave for A0/h = 0.5 

air are prescribed as ρa = 1.2 kg/m3 , μa = 1.8e − 05 Pa s, ρw = 1000 kg/m3 and 
μw = 1.0e − 03 Pa s, the Reynolds number is Re = ρwCwh/μw = 1.0 × 105, and 
the Froude number is Fr = uref/ 

√
gh = 1. 

A grid of  400× 200 is employed with a fixed time step size t/tref = 1.0× 10−4. 
These simulations were performed on 25 blocks in the x̂ direction. For the phase, 
γ ∗ = 1.0 and ϵ = √

Acell are used. TVD flux limiters are used to calculate the 
density cell face values for pressure correction. Figure 6 depicts the evolution of the 
solitary wave for A0/h = 0.5. For  A0/h = 0.5, a maximum phase volume change 
of | V /V0| ≈ 5.15 × 10−6% is observed, and the wave speed is ∼ 1.0625 m/s, 
which is close to the theoretical wave speed. 

We first study the wave run-up height (Arunup) as a function of the wave amplitude 
when the wave is at x = 10 ( Ac) in Fig. 7. The results compare favorably against 
both, previously performed numerical simulations [24, 25], and the experiment by 
Chan and Street [26].

We also study the viscous damping effects, by comparing the evolution of wave 
amplitude for A0/ h = (0.1, 0.3, 0.5, 0.7, 0.9), starting from t/tref = 6 (when the 
wave is free from the wall) to t/tref = 14, with the analytical solution predicted by 
Mei et al.  [27]: 

A−1/4 
max = A−1/4 

0 max  + 0.08356 
Cwt∗ 

h

/(
1 

Reh1/2

)
, (17) 

where A0max  is the wave amplitude at t/tref = 6, t∗ = t − 6tref and Amax is the 
wave amplitude. The numerical solutions show good agreement with the perturbation 
solutions for low values of A0max  (Fig. 8), while higher viscous damping is observed 
for higher amplitudes; this is expected as the small amplitude approximation is only 
valid for A0max/h ≤ 0.1.
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Fig. 7 Wave run-up versus 
wave amplitude when the 
wave is at x/h = 10

Fig. 8 Evolution of wave amplitude versus time to quantify viscous damping effects 

3.5 Dam Break Problem 

This free surface problem involves simulating the collapse of the water column. 
A water column of height 2L and width L is prescribed in the bottom left corner 
of the domain: [0, 4L] × [0, 4L]. The same material properties as in the solitary 
wave example are used, surface tension forces are neglected, and acceleration due 
to gravitation is g = −9.81 m/s2 . L = 0.146 m is used as a reference length, uref = √
g(2L) = 1.6295 m/s is used as a reference velocity which leads to the Reynolds
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Number Re = ρwurefL/μw ≈ 2.38×105 and the Froude Number Fr = uref/ 
√
gL  ≈ 

1.414. For the phase, γ ∗ = 1.0 and ϵ = 4.0 x are used. 
TVD flux limiters are employed to calculate convective terms in both, phase and 

momentum equations, and density cell face values and a no-slip boundary condition 
are applied to all the domain boundaries. The simulation is first performed for a two-
dimensional uniform grid of size 600 × 600 with a fixed time step size  t/tref = 
2.5 × 10−5. 

This simulation was repeated on a non-uniform grid of size 400×400 with the grid 
refined to x = 2L/600 at the left, right, and the bottom walls, with a fixed time step 
size  t/tref = 0.625 × 10−5. For the phase, γ ∗ = 1.0 and ϵ = 7.6808 

√
min(Acell) 

is used. Both simulations were performed on 25 blocks (5 in each direction). We 
compare the position of the surge front versus time for both the simulations with 
previously performed numerical simulations [13, 28] and experiments [29, 30] and 
a good agreement is observed as seen in Fig. 9. 

A maximum phase volume change of | V/V0| ≈ 5.06 × 10−4% and 9.23 × 
10−3% was observed for the uniform and non-uniform grids respectively between 
t = 0 and t = 4tref.

Fig. 9 Evolution of the wave front position of the collapsing water column with time 
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4 Conclusion 

We implemented the Accurate Conservative Phase Field Method in a Finite Volume 
parallel multi-block collocated grid framework, and with the help of the droplet in 
shear flow test case and observed that it is more accurate than the Conservative 
Phase Field Method. The implementation was also verified against standard test 
cases such as Zalesak Disk, Rayleigh Taylor Instability, Solitary Wave, and the Dam 
Break Problem, and showed good agreement with theoretical, experimental, and 
previously performed numerical results. The method shows excellent phase volume 
conservativeness, even in cases where we have very high-density ratios. 

Acknowledgements We would like to thank the Virginia Tech Advanced Research Computing 
(ARC) for providing the computational resources required for this work. 

Nomenclature 

φ Phase 
ψ Signed distance function [m]
ϵ Interface width parameter [m] 
γ Re-initialization parameter [m/s] 
γ ∗ Scaled Re-initialization parameter 
∇ Gradient operator [1/m]
 Material properties 
n̂ Normal vector field 
V (t) Phase volume [m3] 
u Velocity [m/s] 
p Pressure [Pa] 
ρ Density [kg/m3] 
μ Dynamic viscosity [Pa s] 
g Acceleration due to gravity [m/s2] 
At Atwood number 
Re Reynolds number 
Fr Froude number
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Numerical Investigation of Inertance 
Type Pulse Tube Cryocooler for Space 
Applications 

R. Ashish, Raghuvara K. Hebbar, T. N. Prateek, Karthik R. Kashyap, 
and K. S. Rajendra Prasad 

1 Introduction 

Cryogenics is a highly operational technology in space missions for cooling sensi-
tive electronic equipment that also finds applications in the military, medical, and 
other fields. Significant progress has been made in the last 50 years to develop cryo-
genic technologies and advance our knowledge of our surroundings. To enhance the 
performance and reliability of the cryocooler, it is necessary to focus on phase shift-
imparting devices that improve the effectiveness of the pulse tube, regenerator and 
reservoir. In recent years, the IPTC has become extremely popular for its simplicity 
and compactness. 

2 Literature Review and Objective 

The numerical model of the IPTR was developed in Ansys Fluent by Cha et al. [1]. 
Flow straighteners have been attached with pulse tubes to suppress the streaming 
effect in the cryocooler. Kanao et al. [2] report to be one of the earliest uses of the 
IPTR. They measured performance as a function of the diameter and length of the 
tube, as well as frequency. Dodson et al. [3] conducted a study on the oscillating fluid 
flow in an inertance tube with varying geometries using CFD simulation. Their study 
involves solving nonlinear Ordinary Differential Equations (ODE) numerically with 
the Fluent software to predict the input acoustic power and the phase shift between the 
mass flow rate and pressure at the inlet of the inertance tube. Dang et al. [4] simulated 
a single-stage coaxial PTC, which achieved a cold end temperature of 29.7 K under 
no-load conditions, by integrating the inertance tubes with a gas reservoir. Chen [5]
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employed the CFD simulation method examine the thermodynamic cycles in an IPTR 
system. Ren and Dai [6] demonstrated an inline type single-stage IPTC operated by 
a linear compressor. A no-load temperature of 34.2 K at 35.2 Hz without a double-
inlet phase shifter was achieved by their cryocooler model. Kumar [7] reported the 
numerical study of a 3D IPTR system from a design perspective. Liu [8] modeled a 
single-stage PTC, which achieved a cold end temperature of 26.9 K under no-load 
conditions and cooling power of 2 W at 35 K. It implemented an inertance tube 
and reservoir as the only phase shifters. In this work, it has been observed that the 
numerical analysis can be further developed in the below-mentioned aspects. 3D 
simulation of the cryocooler challenges the designer to analyze a cryocooler model 
within a given timeframe. In many situations, it becomes impossible due to high 
computational overheads. Hence, the 2D axis-symmetric model is easily adaptable. 
Modeling the compressor in a cryocooler assembly is complex; hence, a User-Defined 
Function (UDF) is developed to mimic the action of the compressor. A sinusoidal 
oscillating pressure pulse is given by the UDF which is coupled to the inlet of the 
transfer line, thereby eliminating the need for modeling a compressor. The system 
was simulated by keeping solid material properties constant. However, variable solid 
properties have been proved to yield a better cooling on further analysis. Initially, 
the piecewise linear scheme was employed to obtain the function for variable solid 
properties. On further research, polynomial regression predicts a possibility for better 
approximation of the variable solid properties. Changes in pulse tube geometry have 
been designed. Inward and outward tapering with varying angles have been simulated 
which eliminates the use of conventional flow straighteners. The objective of this 
study is to overcome the limitations associated with the recent numerical modeling 
trends of an IPTC using the Ansys/Fluent CFD platform. Specifically, the IPTC 
model proposed by Cha et al. [1] has been analyzed to address these limitations. 
Firstly, the obtained results have been subjected to validation to ensure the reliability 
and accuracy of the numerical methodology. Subsequently, the same IPTC assembly 
has been modeled and analyzed to overcome the encountered challenges, and the 
corresponding issues and difficulties have been consolidated and examined in detail. 

3 Methodology 

3.1 Geometry of the Cryocooler Components 

A two-dimensional axis-symmetric, schematic of the modeled IPTC system is shown 
in Fig. 1. Three models of the pulse tube geometry are designed, which are, a straight 
pulse tube, inward tapered pulse tube of 1o taper and an outward tapered pulse tube 
of 1o taper. The detailed dimensions are given in Table 1. Wall thickness is neglected 
(Fig. 2).
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Table 1 Details of IPTC 
dimensions S. 

No. 
Components Radius (m) Length (m) 

1 Transfer line 1.55E − 03 1.01E − 01 
2 Aftercooler (AFT) 4.00E − 03 2.00E − 02 
3 Regenerator 4.00E − 03 5.80E − 02 
4 Cold heat exchanger (CHX) 3.00E − 03 5.70E − 03 
5 Pulse tube 2.50E − 03 6.00E − 02 
6 Hot heat exchanger (HHX) 4.00E − 03 1.00E − 02 
7 Inertance tube 4.25E − 04 6.84E − 01 
8 Reservoir 1.30E − 02 1.30E − 01 

Fig. 2 Schematic of a the straight pulse tube, b 1° inward tapering pulse tube and c 1° outward 
tapering pulse tube 

3.2 Discretization of the Present Models 

Finite element mesh of IPTC assembly has been generated after designing the geom-
etry of the proposed models. All the components of the cryocooler are meshed using 
4-node quadrilateral elements. Number of elements and nodes obtained in each model 
is given in Table 2 (Fig. 3). 

Table 2 Details of mesh 
Geometric model Elements Nodes 

Model 1 5493 6944 

Model 2 43,083 47,431 

Model 3 28,517 32,193
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Fig. 3 Mesh diagrams of a the straight pulse tube, b inward tapering pulse tube, and c outward 
tapering pulse tube 

3.3 Boundary Condition 

The detailed boundary conditions of the models are given in Table 3. A UDF is devel-
oped using a C program to mimic the compressor action. Helium is chosen as the 
working fluid for the model owing to its lowest critical temperature, high volumetric 
heat capacity, and high thermal conductivity when compared to other available gases. 
Aftercooler (AFT), regenerator, cold-heat exchanger (CHX), and hot-heat exchanger 
(HHX) are modeled as porous zones and their boundary conditions are determined 
using viscous resistance and inertial resistance. The PISO scheme with a PRESTO 
option is used for pressure velocity coupling to correct the coupling equation. The 
IPTC with straight pulse tube model has been studied under two cases based on 
constant and variable solid material properties, individually. In the first case, constant 
theoretical values of thermal conductivity and specific heat of the solid materials are 
considered. In the second case, the material properties are depicted to vary as a func-
tion of temperature. In further cases, variable material properties are analyzed under 
piecewise linear scheme and polynomial function scheme, independently. Piecewise 
linear scheme incorporates a linear variation of material properties as a function of 
temperature.

User-Defined Function: 
#include"udf.h" 
DEFINE_PROFILE(unsteady_pressure, thread, position) 
{ 
face_t f; 
real t = CURRENT_TIME; 
real freq =30.0; 
real w = 2*M_PI*freq; 
begin_f_loop(f,thread) 
{ 
F_PROFILE(f,thread,position) = 101325.0*(16.0 + 5*sin(w*t)); 
}
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Table 3 Details of boundary conditions 

S. No. Components Wall material Boundary conditions 

1 Transfer line Steel (SS304) Adiabatic 

2 Aftercooler (AFT) Copper (OFHC) Isothermal 

3 Regenerator Steel (SS304) Adiabatic 

4 Cold heat Exchanger (CHX) Copper (OFHC) Adiabatic 

5 Pulse tube Steel (SS304) Adiabatic 

6 Hot heat exchanger (HHX) Copper (OFHC) Isothermal 

7 Inertance tube Steel (SS304) Adiabatic 

8 Reservoir Steel (SS304) Adiabatic

end_f_loop(f,thread) 
} 
Sine wave is created with a mean pressure of 16 bar and amplitude of 5 bar 

representing the compressor action. Recurring loop of the sinusoidal pressure is 
applied with a frequency of 30 Hz. 

3.4 Mathematical Modeling 

Fluent solver solves the equation for conservation of mass, momentum, and energy 
for the transient 2D axis-symmetric model. Momentum equation is solved in both 
axial and radial direction. The energy equation for the solid matrix inside the porous 
and non-porous regions considered by neglecting the swirl assumptions. The general 
form of conservation equations is discussed. 

Conservation of mass: 

∂ρ 
∂t 

+ ∇.(ρ�v) = Sm (1) 

Conservation of momentum: 

∂ 
∂t 

(ρ�v) + ∇.(ρ�v�v) = −∇  p + ∇.
(
τ
) + ρ �g + �F . (2) 

Energy conservation equation: 

∂ 
∂t 

(ρ E) + ∇.(�v(ρ E + p)) = ∇. 

⎛ 

⎝keff∇
∑

j 

h j �ϕ j + (τ.�v) 

⎞ 

⎠ + Sh, (3) 

Sh = 0, for non - porous zones, (4)
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Fig. 4 Cooling curve obtained by validation of Cha et al. model 

Sh = 
μ 
α

�v + 0.5C2|�v|�v, for porous zones. (5) 

In this study, k − ε model is implemented to simulate the flow across the porous 
media. The corresponding k − ε standard equations are taken from Ansys [9]. 

3.5 Validation 

Validation test is carried out against the cryogenic journal published by Cha et al. [1] 
model. Cold end temperature of 87.2 K is achieved under no-load conditions. The 
results obtained from validation is in line with the experimental results of Cha et al. 
model as shown in Fig. 4. 

4 Results and Discussion 

Simulation of the mentioned geometric models of IPTC is carried out, results are 
analyzed, and the optimum angle of the pulse tube which provides better cooling is 
determined. Further, IPTC’s performance characteristics are presented. 

4.1 Role of Material Properties in Cryocooler Working 

Thermal conductivity and specific heat of the solid materials are considered in the 
following cases.
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Fig. 5 Comparison of cooling curves of case 1 and case 2 

Case 1: Constant Material Properties 

Results are analyzed for constant material properties, and the cooling curve is shown 
in Fig. 5. Temperature of 110.7 K has been obtained at the cold end. 

Case 2: Variable Material Properties 

The variation of material properties, namely thermal conductivity and specific heat, 
as a function of temperature is implemented. The cooling curve is shown in Fig. 5. 
Temperature of 87.2 K has been obtained at the cold end. 

The cooling effect obtained from the variable material properties provides better 
results in comparison with constant material properties. 

4.2 Effect of Inward Taper in Pulse Tube on Cooling 

In Model 2, an inward taper angle of 1° is applied to the pulse tube. Piecewise linear 
scheme and polynomial function scheme are implemented in the model, as two cases, 
independently. 

Case 3: Effect of Piecewise Linear Scheme in Inward tapered Pulse tube 

Piecewise linear scheme, that is, linear variation of material property as a function 
of temperature, has been applied to the setup. Cold end temperature of 86.1 K has 
been achieved in this case. The cooling curve is shown in Fig. 6.

Case 4: Effect of Polynomial Function Scheme in Inward tapered Pulse tube 

Polynomial regression scheme, which obtains the best fitting curve, has been applied 
to the setup. The cooling curve is shown in Fig. 7. Cold end temperature of 45.3 K
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Fig. 6 Cooling curve of case 3

Fig. 7 Cooling curve of case 4 

has been achieved in this case. This scheme produced better results compared to the 
piecewise linear scheme owing to its more precise curve fitting line. 

4.3 Effect of Outward Taper in Pulse Tube on Cooling 

An outward taper angle of 1° is given to the pulse tube in Model 3. The effect of 
outward taper is studied under two cases similar to the analysis of Model 2. 

Case 5: Effect of Piecewise Linear Scheme Outward Tapered Pulse tube 

Piecewise linear scheme, that is, linear variation of material property as a function 
of temperature, has been applied to the setup. The cooling curve is shown in Fig. 8. 
Cold end temperature of 157.2 K has been achieved in this case.
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Fig. 8 Cooling curve of case 5 

Case 6: Effect of Polynomial Function Scheme in Outward tapered Pulse tube 

Polynomial regression scheme, which obtains the best fitting curve, has been applied 
to the setup. The cooling curve is shown in Fig. 9. Cold end temperature of 137 K 
has been achieved in this case. 

The cooling performance obtained by inward tapering of the pulse tube is higher 
in comparison with that obtained by outward tapering.

Fig. 9 Cooling curve of case 6 
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4.4 Effect of Vortex Formation in Pulse Tube 

Vortex is a whirling formation in a fluid. The hydrodynamic and thermodynamic 
asymmetries along the cryocooler system induce pressure drops, which in turn 
leads to vortices. The generation, evolution, and shedding of these vortices lead 
to streaming. The pressure drops generated due to abrupt changes of the pulse tube 
cross sections at both hot and cold ends can be calculated. 

Vortices in Straight Pulse tube 

Vortices are formed in the straight pulse tube which hinders the performance of the 
cryocooler mainly due to minor losses and pressure drops. Generally, vortices are 
formed throughout the cryocooler components. However, the present work focuses 
on the vortices generated in the pulse tube region. Figure 10 shows the vortices 
formed in the straight pulse tube. 

Vortices in Inward Tapering Pulse tube 

Complete elimination of vortices in any cryocooler model is practically impossible, 
although one can try to minimize the vortex formation to a certain extent. Tapering 
of the pulse tube has been implemented in the present work by acknowledging this 
fact. Vortices appeared near the cold end of the inward tapered pulse tube and faded 
away across the length, as shown in Fig. 11. The time duration and the size of these 
vortices are very short. 

Vortex formation near the hot end of the PT 

Fig. 10 Vortex formation in straight pulse tube 

Vortex formation near the cold end of PT 

Fig. 11 Vortex formation in the inward pulse tube
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Vortex formation in the mi -section of PT 

Fig. 12 Vortex formation in the outward pulse tube 

Vortices in Outward Tapering Pulse tube 

In outward tapered pulse tube, vortices are observed at the mid-section, as shown 
in Fig. 12, similar to the case of straight pulse tube. The intensity of these vortices 
hardly reduces across the length of the pulse tube. The vortices in this case exist 
dominantly throughout the cycle. Hence, this model of pulse tube geometry is least 
favorable. 

5 Conclusions 

In the present study, different cases are simulated by varying the pulse tube geometry 
and solid material properties to obtain optimum results. UDF, which mimics the 
compressor action and generates the oscillating pressure function, assisted in proper 
functioning of the system. Based on these inputs, results are analyzed and the pulse 
tube geometry which provides greater cooling is determined. It is observed that vortex 
formation is inevitable in all the cryocooler models that are studied. However, it is 
proved that vortex-induced streaming in inward tapering pulse tubes is significantly 
lower compared to that in straight pulse tubes and outward tapered pulse tubes. An 
operating frequency of 30 Hz and pressure oscillation between 11 and 21 bar is 
implemented to obtain a no-load temperature of 45.3 K using a 1° inward tapered 
pulse tube. 

Acknowledgements We are grateful to all the faculty staff and lab in charge of the Department of 
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Nomenclature 

ρ Density [kg/m3] 
t Time [s] 
∇ Divergence Operator 
F External body forces 
∂ Differential Operator
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S Generation of energy per unit volume of time 
v Velocity[m/s] 
g Gravity acceleration [m/s2] 
E Total energy [J] 
K Thermal Conductivity [W/m-K] 
S Source Term 
τ Stress Tensor 
h Enthalpy [J/kg] 
ϕ Porosity 
μ Dynamic Viscosity [kg/m-s] 
α Permeability 
C2 Inertial Resistance [m−1] 
p Pressure [Pa] 
Rg Universal Gas Constant [J/kg-K] 
T Temperature [K 
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CFD Modeling of High-Pressure 
Subcooled Flow Boiling in Vertical Pipes 

Saikrishna Nadella and Naresh Kumar Maheshwari 

1 Introduction 

When the heat flux at a heated wall reaches to such a high value that forced convection 
and conduction solely cannot maintain the wall temperature below the saturation 
temperature of coolant, vapor bubble nucleation starts. Various local phenomena that 
occur near the wall during boiling enhances the heat transfer several folds making 
it an attractive option in many industries for component cooling. The overall heat 
transfer performance of boiling process depends on various parameters ranging from 
microscopic surface characteristics to macroscopic system variables (pressure, mass 
flux, etc.). Owing to the complex multi-parameter dependency of various multi-
scale processes involved in this phase change process, the predictive models are still 
evolving. 

Eulerian-Eulerian Two Fluid (EETF) model in conjunction with Wall Heat Flux 
Partitioning (WHFP) model are proven to provide suitable framework for compo-
nent scale boiling flow simulation [1, 2]. However, this framework still need signif-
icant number of closure relations derived mechanistically/experimentally as input. 
Availability of validated correlations for high-pressure condition is scarce [2] due 
to difficulty in performing experiments and measurements at high pressure, high 
temperature conditions. 

Evolving nature of the computational models brings the attention of researchers 
to open-source codes like OpenFOAM which have flexibility to incorporate and test 
new models. EETF and WHFP models along with various closure models proposed 
for simulation of subcooled boiling flows were incorporated in OpenFOAM. It is 
necessary to perform extensive evaluation studies of the present model and solver 
against experimental data to establish the capabilities and to identify the areas of 
improvement.
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2 Literature Review and Objective 

Krepper et al. [1] performed CFD studies of subcooled flow boiling in CFX solver 
with a set of closure relations and validated against the experimental data of [3, 
4]. They observed that the proposed model has a general validity range from 30 to 
110 bar, up to 1.2 MW/m2 and at about 1000 kg/m2/s. They also highlighted that 
lift and wall lubrication forces have negligible effect on cross-section averaged void 
fraction profiles, while they influence radial distribution of vapor. Rezhak et al. [5] 
performed a comparison of OpenFOAM with CFX for adiabatic air–water mixture 
flows. They noted that even with implementation of same CFD model in OpenFOAM 
as in CFX, the predictions from OpenFOAM could not be matched with CFX solver 
without fine-tuning of some model parameters. Fu and Anglart [6] implemented 
the EETF and WHFP models along with Interfacial Area Concentration Transport 
Equation in OpenFOAM and compared the results with few experimental data. They 
also noted that the requirement to fine-tune the turbulence dispersion coefficient to 
obtain accurate predictions of void fraction. Yang et al. [7] performed parametric 
studies in OpenFOAM to evaluate various nucleation site density models at near 
atmospheric pressure in vertical annulus. 

Due to the complexity of the phenomena and uncertainty in applicability of various 
closure relations, the predictions of state-of-the-art CFD models also deviate from 
experiment to experiment. Fine-tuning of various model constants was necessary in 
various validation exercises [1, 5–8]. Therefore, unlike earlier studies with Open-
FOAM, current study aims to investigate the performance of the solver on the exper-
imental data of [3, 4] with large range of operating conditions, covering the pressure 
range of 15–150 bar, mass flux of 500–2000 kg/m2/s and heat flux of 0.4–2 MW/m2. 

3 Materials and Methods 

OpenFOAM version 7 [9] is used in current study. The EETF and WHFP models 
implemented in OpenFOAM7 along with all other necessary closure models are very 
briefly given in the following subsections. Specific details of implementation of these 
models may be referred from OpenFOAM7 source code. 

3.1 Eulerian-Eulerian Two Fluid (EETF) Model 

The conservation equations of Eulerian-Eulerian Two Fluid model are given below. 

∂ρl αl 

∂t 
+ ∇.(ρlU l αl ) = ṁvl − ṁlv, (1)
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∂ρl αlUl 

∂t 
+ ∇.(ρl αlUlUl ) = −αl∇ p 

+ ∇.
(
αl Rl,eff

)+ ρl αl g + Fvl + ṁvlUv − ṁlvUl , (2) 

∂ρl αl (hl + Kl ) 
∂t

+ ∇.(ρl αlUl (hl + Kl )) 

= αl 
∂ p 
∂t 

+ ∇.
(
αl αl,eff∇hl

)+ ṁvl
(
hl f  + Kv

)

− ṁlv(hl + Kl ) + Hl f  A f
(
T f − Tl

)+ ρl αl g.Ul , (3) 

∂ρvαv 

∂t 
+ ∇.(ρvUvαv) = ṁlv − ṁvl , (4) 

∂ρvαvUv 

∂t
+ ∇.(ρvαvUvUv) 

= −αv∇ p + ∇.
(
αv Rv,eff

)

+ ρvαv g + Flv + ṁlvUl − ṁvlUv, (5) 

∂ρvαv(hv + Kv) 
∂t

+ ∇.(ρvαvUv(hv + Kv)) 

= αv 
∂p 

∂t 
+ ∇.

(
αvαv,eff∇hv

)+ ρvαv g.Uv 

+ ṁlv
(
hv f + Kl

)− ṁvl (hv + Kv) + Hv f A f
(
T f − Tv

)
. (6) 

Equations 1–6 are continuity, momentum, and energy conservation equations of 
liquid phase and vapor phase, respectively. Due to space constraints the meaning 
of all the symbols used in this paper are summarized in Nomenclature section. The 
symbols in bold face are vectors/tensors. 

3.2 Wall Heat Flux Partitioning (WHFP) Model 

WHFP model is used to maintain the heat balance at the wall considering various 
heat transfer mechanisms like evaporation, quenching, and forced convection. 
OpenFOAM7 has this model implemented in the form given below based on [10] 

q = qE + qC + qQ +
(
1 − fLiquid

)
qV , (7) 

fLiquid =
 
1 − 1 2 e

−20(αl−αcrit) αl ≥ αcrit 

1 
2

(
αl 

αcrit

)20αcrit 

αl < αcrit 
, (8)
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where αcrit = 0.2. 
The functional forms of various heat flux components as implemented in 

OpenFOAM7 are given below 

qC = αt,l A1 
dhl 
dn

|||
|
w 
, (9) 

qE = 
1 

6 
A2Eddepρvw fdepL

∗, (10) 

qQ = 2A2αwCpw fdep 

/
0.8/ fdep 

(παw)/ρw

(
Tw − T ∗ 

l

)
, (11) 

qV = αt,v 
dhv 

dn

||||
w 
. (12) 

αt,i is calculated from turbulent thermal wall functions using formulation of [11]. 
The liquid temperature T* 

l in Eq. (11) is determined from turbulence thermal wall 
function at y+ = 250 to avoid grid dependence [1]. The area fractions A1, A2 and A2E 

are defined as follows: 

A2 = min
(π 
4 
d2 
dep N Al , 1

)
, (13) 

A1 = 1 − A2, (14) 

A2E = min
(π 
4 
d2 
dep N Al , 5

)
, (15) 

Al = 4.8 fLiquide− Ja  80 ; Ja  = 
ρlwCpw

(
TSat,w − Tl

)

ρvw L 
. (16) 

The total wall heat flux is also given by Fourier law as 

q = 
αl γl,eff(Tw − Tl )

∆l
+ 

αvγv,eff(Tw − Tv)

∆l 
. (17) 

The implementation of this wall boiling model in OpenFOAM7 is in such a way 
that the effective thermal conductivity of liquid phase at wall includes contributions 
from convection, evaporation, and quenching heat transfer mechanisms. 

By inserting Eqs. (17)–(7), the latter is iteratively solved to obtain the heated wall 
temperature and partitioning of heat flux among the flux components given in Eq. (7). 

For nucleation site density and bubble departure diameter, the correlations 
of Lemmert and Chawla [12] and Tolubinsky-Kostanchuk [1] are chosen as 
recommended by [1, 8]. They are given by
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N = 2101.805 (Tw − Tsat)1.805 , (18) 

ddep = min

(
0.6 [mm] ∗ exp

(
− 
Tsat,w − Tl 

45

)
, 1.4 [mm]

)
. (19) 

For bubble departure frequency the correlation given by Cole [1] is used.  

3.3 Interfacial Forces 

The interfacial forces represented by Flv and Fvl (=−  Flv) inEqs. (2) and (5) comprise 
of drag, lift, wall lubrication, turbulence dispersion, and virtual mass forces. 

In the current study, only virtual mass, drag, and turbulence dispersion forces are 
taken into consideration based on observations from [1, 8]. 

3.3.1 Drag 

The relative motion between bubbles and surrounding liquid leads to a resisting force 
on bubbles against the relative motion. This is accounted by drag force with following 
formulation. 

Fdrag = −  
3 

4d2 
b 

CDRerelμl αv(Uv − Ul ). (20) 

To determine the drag coefficient CD in the above expression, the correlation of 
Ishii and Zuber [1] is used. This correlation takes into consideration large range of 
Reynolds number and Eotvos number and incorporates the effect of bubble distortion 
on the drag force. 

3.3.2 Virtual Mass 

Virtual mass force acts on bubbles accelerating in surrounding liquid. It is modeled 
as 

Fvm = −Cvmρl αv

(
DlUl 

dt 
− 

DvUv 

dt

)
. (21) 

Cvm is virtual mass coefficient given by 0.5.
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3.3.3 Turbulence Dispersion 

The liquid phase turbulence causes dispersion of vapor bubbles. This force is modeled 
by following relation given by [9] 

F =
(
3 

4 
CDRerel 

ρl αvνl 

d2 
b

)
× 

νl,turb 

σt 
×
(
1 

αl 
+ 

1 

αv

)
∇αv. (22) 

σt is taken as 0.7. 

3.4 Interfacial Heat and Mass Transfer 

Heat transfer across the interface between liquid and vapor phases is determined 
using two-resistance based formulation. In this method, every cell in computational 
grid contains three different temperature data, viz. liquid, vapor, and interface. Heat 
transfer resistance is offered on both liquid and vapor sides of the interface. Heat 
transfer from liquid and gas to interface is modeled as follows: 

ql f  = Hl f  A f
(
Tl − T f

); qv f = Hv f A f
(
Tv − T f

)
. (23) 

Since the vapor phase predominantly exists in bubble form in subcooled boiling 
flow, these heat transfer coefficients are calculated by Ranz-Marshall correlation [1] 
on liquid side and by Nu = 10 on vapor side. Tf assumes the saturation temper-
ature at local pressure. The heat transfer across the interface is utilized in phase 
change depending on the temperatures of liquid and vapor and saturation temperature 
corresponding to local pressure. Mass transfer rate is thus calculated as 

ṁvl = 
Hl f  A f

(
T f − Tl

)+ Hv f A f
(
T f − Tv

)

L∗ , (24) 

L∗ = 

⎧ 
⎨ 

⎩ 

hv f − hl heat trans. with evap. 
hv − hl f  heat trans. with cond. 
hv f − hl f  pure sensible heat trans. 

(25) 

The above definition of L* takes care of sensible heat transfer as well as phase 
change consistent to energy conservation equations (Eqs. 3 and 6). 

Mass transfer due to evaporation of liquid at the heated wall is calculated based 
on WHFP model and given as source term to EETF model as follows: 

ṁlv = qE 
hv,sat(p) − hl,c 

. (26)
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This expression takes care of sensible heating of liquid in wall adjacent cell to 
saturation temperature and supply of latent heat for vaporization. 

3.5 Turbulence Model 

Turbulence of liquid phase is modeled with SST k-ω model [1], while vapor phase 
turbulence is assumed to be negligible in subcooled boiling flow. Contribution from 
bubble induced turbulence is accounted in the liquid phase effective viscosity by 
Sato et al. [1] model. 

3.6 Bubble Diameter 

The bubble diameter is a very important parameter which affects the interfacial 
forces and interfacial heat transfer between liquid and vapor phase. To determine 
the diameter of bubble surrounded by subcooled liquid, following expression [13] is  
implemented in OpenFOAM7 by the authors and used. 

db = 

⎧ 
⎨ 

⎩ 

0.00015 Tsub > 13.5 
−0.0001Tsub + 0.0015 0 < Tsub ≤ 13.5 
0.0015 Tsub ≤ 0 

. (27) 

4 Validation Data 

The experimental data for the current study is obtained from [3, 4] for subcooled flow 
boiling in vertical pipes, because of large range of operating conditions investigated 
by [3, 4]. The conditions for which the simulations are performed are summarized 
in Table 1.

Maximum absolute error in vapor volume fraction was reported as ± 0.04 in full 
range of operating conditions.
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Table 1 Experimental data [3, 4] used for validation 

S. No. ID (mm) Pressure p (bar) Mass flux G (kg/m2/s) Heat flux q (MW/m2) 

1 15.4 15 900 0.38 

2 30 900 0.38 

3 45 900 0.38 

4 24 15 900 0.38 

5 30 900 0.38 

6 45 900 0.38 

7 15 900 0.8 

8 30 900 0.8 

9 45 900 0.8 

10 12 30.1 990 0.98 

11 44.1 994 0.90 

12 68.9 405 0.79 

13 68.1 998 0.44 

14 68.9 965 0.78 

15 68.4 961 1.13 

16 67.4 988 1.70 

17 70.1 996 1.98 

18 68.9 1467 0.77 

19 67.9 2024 0.78 

20 68.1 2037 1.13 

21 108.1 966 1.13 

22 108.1 1564 1.16 

23 108.4 1959 1.13 

24 147.9 1878 0.42 

25 147.4 1847 0.77

5 Case Setup in OpenFoam 

5.1 Geometry, Mesh, and Boundary Conditions 

Three 2D-axisymmetric wedge models with included angle of 5° are prepared to 
cover both the experimental datasets, with 15.4, 24, and 12 mm inner diameters (ID) 
with uniform hexahedral mesh using blockMesh utility. 

For the inlet, values are specified for velocity and other scalars. At outlet, pressure 
is specified and zero normal gradient boundary condition is used for all other scalars 
and velocity field. At wall, boiling model is enabled with specified heat flux. No slip 
condition is given for liquid, while slip is allowed for vapor at the wall.
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5.2 Material Properties 

The properties of water in both liquid and vapor phases are specified as constant, 
from [14], at saturation temperature (T sat) corresponding to operating pressure. The 
enthalpy of both the phases at temperature other than T sat is calculated based on 
specific heat capacity specified at T sat. 

5.3 Solver Settings 

PIMPLE algorithm is used for pressure–velocity coupling. Local Time Stepping 
(LTS) technique of OpenFOAM is used to obtain steady state results. Second-order 
discretization schemes are used for all the terms in Eqs. (1–6). 

6 Results and Discussion 

6.1 Grid Independency Study 

Multiple grids are generated with combinations of 10, 20, 40, and 80 cells in radial 
direction and 150 and 300 cells in axial direction. Cell size is maintained uniform 
in both directions. Experimental data of [3] with 15.4-mm-inner-diameter tube of 
2 m length, 900 kg/m2/s mass flux and 570 kW/m2 heat flux is chosen for this 
study. Cross-section averaged vapor volume fraction, bulk liquid temperature and 
wall temperature are plotted for various grids in Figs. 1 and 2. It can be observed that 
grid variation in axial direction doesn’t have any influence on the results. The grid 
variation in radial direction continues to show effect on cross-section averaged vapor 
volume fraction profiles, while its effect on temperature data is insignificant. As noted 
in literature earlier [2], grid dependency is one inherent problem of EETF and WHFP 
models due to various closure relations. It was also mentioned that different grid sizes 
perform well for different experimental datasets. So, an optimum mesh with respect 
to accuracy results for whole range of operating conditions and computational effort 
to be chosen. So, the grids 20 × 150, 32 × 150, 16 × 130 are chosen for 15.4, 24, 
and 12 mm ID test sections in the current study.

6.2 Validation with Experimental Data 

Figures 3, 4 and 5 show the comparison of void fraction predictions from current 
study with experimental data of [3], while Figs. 6, 7, 8, 9 and 10 show the comparison 
of the predicted void fraction with experimental data of [4]. The legend entries in



150 S. Nadella and N. K. Maheshwari

Fig. 1 Grid independency 
study: void fraction 

Fig. 2 Grid independency 
study: temperature

these figures can be read as G [kg/m2/s]_q [MW/m2]_p [bar]. The known principles 
on effect of pressure on void fraction profiles and the quality at onset of intense 
boiling [4] are well captured by the model. For example, with increase in pres-
sure, the void fraction at same thermodynamic quality, increases at the beginning 
of non-equilibrium zone and decreases near the end of non-equilibrium zone [4]. 
This leads to cross-over in the void fraction profiles as can be seen in Figs. 3–5 and 
10. With increase in pressure, the thermodynamic quality at which intense boiling 
starts, decreases. Qualitative and quantitative accuracy of predictions are given by 
correlation coefficient (r) and Root Mean Square Deviation (RMSD), respectively. 
The qualitative trends in the data are well predicted by the model (r > 0.95 for 23 
out of 25 cases and r > 0.98 for 16 out of 25 cases studied), while significant quan-
titative deviations observed (RMSD for 15.4 and 24 mm ID runs are 0.02–0.06 and 
0.06–0.12, respectively, against reported maximum experimental error of ± 0.04 
[4]).
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Fig. 3 Effect of pressure on 
vapor volume fraction at G = 
900 kg/m2/s, q = 0.38 MW/ 
m2 (ID = 15.4 mm) 

Fig. 4 Effect of pressure on 
vapor volume fraction at G 
= 900 kg/m2/s, q = 
0.8 MW/m2 (ID = 24 mm)

Figures 6 and 7 show the effect of heat flux on void fraction profiles at 70 bar 
and 150 bar, respectively. The general trends of void fraction profiles are predicted 
well at 70 bar (r ≥ 0.99) and reasonably at 150 bar (r = 0.96–0.97). At 70 bar and ~ 
1000 kg/m2/s, the predictions are good (RMSD = 0.03–0.06) for q ≤ 1.13 MW/m2, 
while they become poorer with rise in heat flux (RMSD > 0.08). At 150 bar and ~ 
1850 kg/m2/s, void fraction is significantly (RMSD > 0.12) over predicted for both 
heat fluxes, 0.42 and 0.77 MW/m2. 

Figures 8 and 9 show effect of mass flux on void fraction at 70 bar and 110 bar, 
respectively. At 70 bar and ~ 0.8 MW/m2, the void fraction predictions vary from 
under-prediction at 405 kg/m2/s (RMSD = 0.07) to over-prediction at 2024 kg/m2/s 
(RMSD = 0.05), with good match at 965 kg/m2/s (RMSD = 0.03). At 110 bar and
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Fig. 5 Effect of pressure on 
vapor volume fraction at G 
= 900 kg/m2/s, q = 
0.38 MW/m2 (ID = 24 mm) 

Fig. 6 Effect of heat flux on 
vapor volume fraction at 
about 70 bar (ID = 12 mm)

~ 1.13 MW/m2 also, similar trend is observed. Predictions are good at 966 kg/m2/s 
(RMSD = 0.03) and poorer with rise in mass flux (RMSD = 0.1 for 1959 kg/m2/s). 

From Figs. 7, 8 and 9, it can be seen that the thermodynamic quality at which 
onset of intense boiling is predicted, shifts toward lower values for mass fluxes above 
1000 kg/m2/s. 

Figure 10 shows effect of pressure on void fraction profiles for ~ 1000 kg/m2/s. 
The prediction accuracy improved with increase in the pressure, from RMSD = 0.09 
at 30 bar to RMSD = 0.03 at 108 bar.
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Fig. 7 Effect of heat flux on 
vapor volume fraction at 
about 150 bar (ID = 12 mm) 

Fig. 8 Effect of mass flux 
on vapor volume fraction at 
about 70 bar (ID = 12 mm)

7 Conclusions 

EETF and WHFP model framework available in OpenFOAM7 is evaluated with 
experimental data of large range of operating conditions using generally recom-
mended closure models. It is found that the examined model gives good predictions 
(r = 0.97–0.999; RMSD = 0.02–0.06) in the common parameter range of, mass flux 
~ 1000 kg/m2/s, heat flux below 1.2 MW/m2, and pressures from 30 to 110 bar for 
pipe diameters of 12 and 15.4 mm. Similar observations were reported earlier with 
ANSYS CFX [1]. The RMSD values need to be seen against the reported maximum
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Fig. 9 Effect of mass flux 
on vapor volume fraction at 
about 110 bar (ID = 12 mm) 

Fig. 10 Effect of pressure 
on vapor volume fraction at 
about 1000 kg/m2/s (ID = 
12 mm)

error of ± 0.04 in void fraction measurement [4], as experiment-wise uncertainties 
were not reported. 

Further investigation is required with respect to grid dependency of these models 
and their implementation. 

This study brings out the general applicability and accuracy of the investigated 
CFD model and OpenFOAM solver for subcooled boiling flows. This study is 
expected to serve as baseline for further research in improving the CFD model and 
their implementation and testing in OpenFOAM.
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Nomenclature 

U Velocity [m/s] 
p Pressure [Pa] 
prgh Reduced pressure (= p − ρg.z) [Pa] 
g Gravitational acceleration (= 9.81) [m/s2] 
Fij Force by phase i on phase j [N] 
Reff Tensor with viscous and Reynolds stresses [N/m2] 
h Enthalpy [J/kg] 
q Heat flux [W/m2] 
K Kinetic energy [J/kg] 
ṁi j Mass transfer from phase i to phase j [kg/m3/s] 
Hif Heat transfer coefficient between phase i and interface [W/m2/K] 
Af Interfacial area density (= 6αv/db) [1/m]  
T Temperature [K] 
Cp Specific heat capacity [J/kg/K] 
CD Drag coefficient 
f dep Bubble departure frequency [1/s] 
ddep Bubble departure diameter [m] 
N Nucleation site density [1/m2] 
d/dn Wall normal gradient [1/m] 
Di/dt Total derivative with respect to phase i [1/s] 
L* Ref. Eq. (26) [J/kg] 
Eo Eotvos number 
Re Reynolds number 
r Correlation coefficient 
α Volume fraction (as in αl and αv) [–] or γ /Cp (as in αt,l ) [kg/m/s] 
ρ Density [kg/m3] 
ω Turbulence dissipation frequency [1/s] 
γ Thermal conductivity [W/m/K] 
μ Dynamic viscosity [Pa s] 
ν Kinematic viscosity [m2/s] 

Subscripts 

l Liquid phase 
v, V Vapor phase 
f Interface 
t Turbulent 
eff Effective 
w Near wall properties 
Q Quenching
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E Evaporation 
C Convection 
c Wall adjacent cell center 
sat Saturation state 
sub Subcooling 
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Potential Flow Around Square Cylinder 
with Rounded Corners 

Dhaval T. Solanki and Dharmendra S. Sharma 

1 Introduction 

The fluid flow around square-shaped structures are observed in wide range of applica-
tions such as offshore floating platforms, piers of bridges, skyscrapers and suspension 
bridges. In many of these applications, the square structures are furnished with sharp 
corners or modified corners. The corner modifications such as chamfered, recessed, 
and rounded corners of square structures are provided for the purpose of drag reduc-
tion, suppression of flow induced vibration, passive flow control, and enhancement 
of strength of structures by avoiding stress concentration. 

Many researchers have studied flow behaviour around square cylinders with sharp 
corners by using different numerical [1–6] and experimental methods [7–11]. The 
effects of chamfered corner modification [12, 13] and recessed corner modifications 
[14] are considered by some of the researchers in their studies. While, the rounded 
corner modification on square structure is emphasised by many researchers in exper-
imental [15–17] and numerical [18–20] studies. Hu and Zhou [21] considered square 
cylinder with radius at the corners in the study of wake behind the square bodies. 
The effect rounded corners on the heat transfer from the surface of square cylinder 
is investigated by Alam and Zafar [22]. Dey and Das [23] numerically studied the 
effect of different radius of corners on boundary layer thickness, velocity magnitude 
and pressure co-efficient distribution, and drag force acting on square cylinder. In 
their study, Dey et al. [24] have used Artificial Neural Network (ANN) to predict the 
aerodynamic behaviour of square cylinder with the radius at the corners in steady 
flow regime. Hinsberg et al. [25, 26] have conducted wind tunnel experiments on
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rounded corner square cylinder to study the effect of roundness and incident angle 
on aerodynamic load. 

The potential flow [27–29] model can also be adopted to investigate the effect of 
rounded corners on the flow parameters of flow over square cylinder at large Reynolds 
number. The potential flow around square cylinder can be obtained by mapping the 
area outside the circle to the area outside the square geometry. Such solution of 
potential flow around the square cylinder with sharp corners is attempted by Tian 
and Wu [30] by using Schwarz-Christoffel mapping along with complex potential 
function. Kim and Kim [31] gave the approximate analytical solution of potential flow 
around the square cylinder with sharp corners by using series multipolar expansion. 
The potential flow around rounded corner polygonal cylinder is given by Solanki 
and Sharma [32] using hypotrochoidal mapping [33–36]. 

In present research article, the potential flow around rounded corner square 
cylinder is investigated using complex variable method. The mapping function is 
developed from the parametric equations of hypotrochoid to map the area outside 
the circle to the area outside the rounded corner square geometry. The effect of corner 
roundness, flow angles, and vortex around the cylinder on the hydrodynamic param-
eters is studied. The comparison of the present results of velocity magnitude and 
pressure co-efficient with the results derived from ANSYS and available literature is 
done. 

2 Mathematical Method 

The mathematical formulation to obtain the potential flow around the square cylinder 
with the corner radius ρ is discussed in this section. The complex potential function 
WU (ζ ) for uniform flow, Wc(ζ ) for circulatory flow, and Wv(ζ ) for vortex around 
the cylinder are superimposed to obtain solution of potential flow. This solution is 
mapped around the square cylinder with different corner radius (ρ) by using  the  
hypotrochoidal mapping function. 

2.1 Mapping Function 

The mapping function is developed here to map the square geometry with finite radius 
at the corners and sides of which are hypotrochoids. The hypotrochoid is the curve 
sketched by point fixed on a circle (rolling/generating circle) rolls inside another 
circle (directing circle) of larger relative size without slipping. For the directing circle 
of radius four time larger than the radius of rolling circle, the parametric equations 
of the of hypotrochoids are given as follow: 

x(θ ) = 3r cos(θ ) − h cos(3θ ); (1a)
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y(θ ) = 3r sin(θ ) + h sin(3θ ), (1b) 

where r is the radius of rolling circle, h is the distance between the point tracing 
the curve and the centre of rolling circle. The radius at the corners of the mapped 
square geometry depends on the value of h. For  h = 0, the circle, and for h = r , the  
square with sharp corners is mapped. For any other value of 0 < h < r , the square 
is mapped with finite radius at the corners. Therefore, the corner radius ‘ρ’ can be 
defined which is the function of parameter h and r. The general formula for radius 
of curvature is 

ρ1 =

[
1 +

(
dy 
dx

)2
]3/2 

d2 y 
dx2 

. (2) 

The corner radius in above relation can be normalised as ρ = ρ1/c, where c = 3r 
is the radius of circle traced by the centre of rolling circle. By substituting derivatives 
of parametric Eq. (1) in above relation, the normalised corner radius is 

ρ = 
(r − h)2 

r (r + 3h) 
. (3) 

By substituting the ‘h’ from above relation as a function of corner radius ‘ρ’ in  
the parametric Eq. (1) of hypotrochoid, the following mapping function is developed 
to map the area outside the square shape with finite radius at the corners from the 
area outside the circle (refer Fig. 1a), 

Z = 
−4r

(
3ρ − √

ρ(9ρ + 16) − 6ζ 4 + 2
)

8ζ 3 
. (4)

For the corner radius ρ = 1 the circle is traced, and for ρ = 0 the square geometry 
with cusps is generated. For 0 < ρ  <  1, the square with finite corner radius can 
be mapped. Figure 1b shows the mapping geometries with different corner radius 
mapped using the mapping function (Eq. 4). 

2.2 Complex Potential Function 

The complex potential functions are presented here for uniform potential flow, point 
vortex flow, and circulatory flow around the circular cylinder.
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Fig. 1 a Conformal mapping of outer region of a circle to the outer region of a square with rounded 
corners and b the square geometries with different corner radius ρ

2.2.1 Uniform Potential Flow: WU 

The complex velocity potential function for uniform potential flow at an angle of 
attack α in complex ζ -plane around the circular cylinder is given as 

WU = U
(

ζ eiα + 
a2 

ζ 
e−iα

)
, (5) 

where ‘U ’ is a freestream velocity of uniform potential flow and ‘a’ is the radius of 
circular cylinder. 

2.2.2 Point Vortex Around the Cylinder: W v 

The complex velocity potential for the vortex outside the circular cylinder can be 
obtained by means of Milne-Thomson circle theorem [37–40]. For the vortex element 
of strength γv at ζv = rvei θv outside the circular cylinder, the complex potential 
function is written as 

WU = − i γv 

2π 
log

(
ζ − ζv 

ζ − ζ −1 
v

)
. (6) 

Above complex potential function produces the circulation −γv around the 
cylinder.
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2.2.3 The Circulatory Flow: W c 

To change the net circulation around the cylinder without changing the circulation γv 
of vortex at ζv , the point vortex of strength γc at ζ = 0 can be placed. The complex 
velocity potential function for such circulatory flow is written as 

Wc = − i γc 
2π 

log(ζ ). (7) 

The total complex velocity potential function is the superposition of complex 
potential functions for cases considered above and written as. 

W = WU + Wv + Wc. (8) 

The net circulation around the cylinder due to superposition of uniform, vortex 
and circulatory flow is −γv − γc. 

By using above complex velocity potential and conformal transformation (Eq. 4) 
together, the potential flow can be obtained over the square cylinder with finite radius 
at the corners. The velocity around the square cylinder can be obtained by taking 
differentiation of total complex potential function as shown below, 

V = vx − i vy = c 
dW 

dζ 
dζ 
dZ 

. (9) 

For the corner radius ρ = 1, the mapping function takes the form Z = 3r ζ , which 
maps the circle in ζ -plane to the circle in Z -plane with reduced size by the factor of 
3r , and increases the velocity around the cylinder by the factor of 1/3r in Z -plane. 
To avoid the effect of size of cylinder on the velocity and other velocity dependent 
flow parameters, the factor c = 3r is introduced in Eq. (9). 

By substituting differentiation of complex potential function and mapping 
function in the Eq. (9), the velocity around the square cylinder is obtained as 

V = −  
ζ 4 
2r

(
i γc 
2πζ  − Ue−i α ζ 2 (ei2α ζ 2−a2 ) 

ζ 2 + iγv ζv(|ζv |2−1) 
2π (ζv−ζ )(ζv−ζ |ζv |2 )

)
(
3ρ − √

ρ(9ρ + 16) + 2ζ 4 + 2
) . (10) 

The pressure distribution around square cylinder can be obtained in terms of 
non-dimensional pressure co-efficient Cp  as given below, 

Cp  = 1 − 
ζ 8 
4r2

(
i γc 

2πζ  U − e
−i α ζ 2 (ei2α ζ 2−a2 ) 

ζ 2 + iγv ζv(|ζv |2−1) 
2πU (ζv−ζ )(ζv−ζ |ζv |2 )

)2

(
3ρ − √

ρ(9ρ + 16) + 2ζ 4 + 2
)2 (11)
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3 Results and Discussion 

In order to understand flow behaviour around square cylinder, the above mathe-
matical relations are coded in MATLAB. The geometrical parameters (a, ρ, r ) and 
the flow parameters (U , α) are the independent inputs and velocity V and pressure 
co-efficient Cp  are the dependent output parameters. Some of the results obtained 
using present method are compared with the results obtained considering the inviscid 
flow model in ANSYS and with existing literature. The square cylinder of rounded 
corner in ANSYS Design Modeller is sketched by importing key-points extracted 
from MATLAB code. 

3.1 Uniform Potential Flow 

The streamlines of uniform potential flow of free stream velocity U = 1 with zero 
circulation (γc = 0) and without vortex flow (γv = 0) around circular cylinder and 
the square cylinder for the corner radius ρ = 0.2 are shown in Fig. 2. 

The velocity and pressure contours for uniform flow around the square cylinder for 
the corner radius ρ = 0.2, obtained using mathematical method presented above and 
obtained through ANSYS are shown in Fig. 3a–d. The maximum velocity Vmax/U = 
2.26 and minimum value of pressure co-efficient Cpmin = −4.13 are obtained using 
present method which are in close confirmation with the results Vmax/U = 2.27 and 
Cpmin = −4.19 obtained using ANSYS for same corner radius. The velocity and 
pressure co-efficient variation on the surface of square cylinder is shown in Fig. 3e, f.

Fig. 2 Streamlines of uniform potential flow over a circular cylinder and b square cylinder with 
corner radius ρ = 0.2 (U = 1, γ v = 0, and γ c = 0) 
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The velocity and pressure distribution on the surface of square cylinder using present 
method is identical to that obtained using ANSYS. 

The absolute velocity and co-efficient of pressure on the surface of square cylinder 
for different corner radius ρ = 1, 0.8, 0.6, 0.4, and 0.3 is shown in Fig. 4. The

Fig. 3 Flow parameter contours around square cylinder with ρ = 0.2, a velocity contour (present 
method), b contour of pressure co-efficient (present method), c velocity contour (ANSYS), d pres-
sure co-efficient contours (ANSYS), e comparison of velocity distribution, and f comparison of 
pressure co-efficient on square cylinder boundary (U = 1, γ v = 0, and γ c = 0) 
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maximum values of velocity and pressure are found at the corners of cylinder. These 
extremum values of flow parameters decrease with increase of corner radius, and at 
corner radius ρ = 1, the velocity and pressure profile are found similar to that of 
circular cylinder. The velocity and pressure profiles for square cylinder with corners 
radius ρ = 0 are not shown, as the flow parameters attains the infinite value at the 
sharp corners (cusps) of the hypocycloidal cylinder. 

The variation of maximum velocity and the minimum pressure co-efficient at 
the corners of square cylinder with the corner radius is shown in Fig. 5. For  
the corner radius ρ = 0.01, the flow parameter attained the values, Vmax/U = 
6.7052, Cpmin = −43.9298 at the corners of square cylinder, which converges to 
Vmax/U = 2, Cpmin = −3 at the corner radius ρ = 1.

Fig. 4 Flow parameter distribution on square cylinder a absolute velocity and b pressure co-
efficient 
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Fig. 5 Velocity V max and 
pressure co-efficient Cpmin 
around square cylinder with 
the corner radius ρ 

As the square cylinder is reduced to the circular cylinder for the corner radius 
ρ = 1, the result of pressure co-efficient at this corner radius using present method 
is compared with that obtained using ANSYS and results from existing literature for 
circular cylinder in Fig. 6. The results are quite identical, and such comparison of 
results at corner radius ρ = 1 validates the method used here for the flow around 
square cylinder with rounded corners. 

Fig. 6 Pressure co-efficient on cylinder surface for corner radius ρ = 1 using present method is 
compared with pressure co-efficient on the surface of circular cylinder using ANSYS and with 
results from existing literature
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The flow angle ‘α’ is also one of the factors affecting the flow parameters around 
the cylinder. The extremum values of flow parameters on square cylinder with respect 
to the flow angle between 0◦ ≤ α ≤ 90◦ is shown in Fig. 7. 

The velocity Vmax/U and pressure co-efficient Cpmin are found to increase with 
angle of attack α. For  α = 45◦, the flow parameters attain the maximum values at the 
corners consisting the diagonal which is normal to the flow direction. At α = 45◦, the  
direction of freestream velocity is tangent to these corners. The stagnation points of 
the flow lie at the corners located at the end of diagonal aligned to the flow direction. 
The surface velocity distribution and pressure profile for angle of attack α = 45◦ is 
shown in Fig. 8.

For the flow angles other then α = 45◦, the direction of freestream flow is no 
longer remain normal to the diagonal (tangent to the corners) of square, and the 
extremum values of flow parameters are found lower than that obtained at α = 45◦.

Fig. 7 Variation of flow 
parameter a velocity V max 
and b pressure co-efficient 
Cpmin with angle of attack α 
at different corner radius ρ 
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Fig. 8 Velocity profile (left) and pressure co-efficient profile (right) for ρ = 0.1 and α = 45◦

3.2 Effect of Presence of Vortex Around Square Cylinder 

The effect of vortex around to the square cylinder on the flow parameters is investi-
gated for different locations and strength of vortex. The streamlines of the flow around 
the square cylinder due to the vortex of strength γv = 5 located at ζv = 2eipi/6 super-
imposed with uniform potential flow is shown in Fig. 9 (γc = 0). The presence of 
vortex near the cylinder not only changes the streamlines of flow but also changes 
the magnitude of velocity and pressure around the cylinder and the locations of 
extremum values of flow parameters.

The velocity distribution around the square cylinder for vortex of unit strength 
(γv = 1) located at different radial distances rv = 1, 1.2, 1.4, 1.6, 1.8, 2 and rv = 50, 
and at angle θv = 45◦ is shown in Fig. 10a. It is observed that the magnitude of 
velocity increases significantly at the corner of square cylinder near to the vortex. 
The changes in magnitude of velocity decrease as the vortex moves away from the 
cylinder, and at larger distance from the cylinder, the effect of presence of vortex 
vanishes and velocity distribution found similar as isolated square cylinder in uniform 
potential flow.

In Fig. 10b, the velocity distribution for the vortex of unit strength located at 
unit radial distance and different angular distance (θv = 0◦, 30◦, 45◦, 60◦, and 90◦) 
is shown. The magnitude of velocity increases significantly on the cylinder surface 
adjacent to the vortex. The maximum velocity is found for the vortex location θv = 
45◦ at the corner of square cylinder (θ = 45◦). 

The effect of change in vortex strength (γv) located at a fixed distance ζv = 5+ 5i 
(γc = 0) on the velocity distribution is shown in Fig. 11. The magnitude of velocity 
on the upper surface of square cylinder increases and at the lower surfaces decreases 
by the same magnitude while increasing the strength of vortex (γv).

The presence of vortex near the cylinder also changes the pressure distribution 
on the cylinder surface and as a result of it the hydrodynamic forces and torque are
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Fig. 9 Streamlines of uniform potential flow superimposed with vortex of strength γ v = −2 
located at ζ v = 2ei pi/6 around the square cylinder (γ c = 0)

induced on the square cylinder. Such results are not discussed and presented here to 
limit the length of paper. 

The uniform potential flow around the finite corner radius square-shaped cylinder 
and the effect of vortex around the cylinder discussed above can be extended to the 
vortex street behind the cylinder as a representation of vortices separated from the 
surface of cylinder to capture some of the viscous effect. Also, the potential flow 
can be obtained around the square cylinder with flat sides and sharp corner with the 
application of Schwarz-Christoffel mapping. 

4 Conclusions 

The potential flow around the rounded corners square cylinder is obtained using 
complex variable approach. The mapping function is developed to map the area 
outside of circle to the area outside the square cylinder. Also, the mathematical 
formulation for the calculation of velocity and pressure around the cylinder is 
presented.

(1) The magnitude of velocity and pressure around the square cylinder are found to 
obtain the maximum values at the corners of cylinder and found increase with 
decrease of corner radius. 

(2) The magnitude and location of flow parameters around the square cylinder are 
also found to be dependent on the flow direction (angle of attack).
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Fig. 10 Velocity distribution at the boundary of square cylinder due to the presence of a vortex 
of unit strength located at angles θ v = 0◦, 30◦, 45◦, 60◦, 90◦, and at unit radial distance, b vortex 
of unit strength located at different radial distances rv = 1, 1.2, 1.4, 1.6, 1.8, 2, 50, and at angle 
θ v = 45◦

(3) The velocity and pressure attain maximum value for the flow direction normal 
to the diagonal of square cylinder (at 

(4) α = 450). These extremum values of flow parameters are found to be located 
at the corners at the end of the diagonal normal to the flow direction. 

(5) The effect of presence of vortex around the cylinder is studied for different radial 
and angular locations of vortex around the cylinder. It is found that the magnitude 
of velocity and pressure increases significantly on the cylinder surface in the 
vicinity of vortex. The effect of presence of vortex decreases as the vortex moves
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Fig. 11 Change in velocity profile on the boundary of square cylinder due to the presence of vortex 
of strength γ v = 1, 2, 3, 4, and 5 located at ζ v = 5 + 5i and γ c = 0 at the origin

away from cylinder and at large distance the effect die out and flow parameters 
around the cylinder are found similar as isolated single cylinder.

(6) The magnitude of velocity and pressure on cylinder surface changes significantly 
with the change of vortex strength. 

Nomenclature 

Cp Co-efficient of pressure 
R Radius of directing circle 
U Free stream velocity 
V Velocity around square cylinder 
W Complex potential function 
Z Complex plane 
a Radius of circular cylinder 
h Distance between curve tracing point and the centre of generating circle 
r Radius of rolling circle 
u Real part of velocity V 
v Imaginary part of velocity V 
x, y Parametric equations of mapping functions 
θ Angular dimension 
α Angle of attack 
ρ Radius at the corners of square cylinder 
ζ Complex plane 
ζv Location of vortex around cylinder
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γv Strength of vortex around cylinder 
γc Strength of vortex at origin of cylinder 
rv, θv Radial and angular location of vortex 
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Numerical Simulation and Validation 
of NACA0012 Airfoil to Predict Its 
Performance During the Stalling 
Condition 

Dishant Sharma and Rahul Goyal 

1 Introduction 

Current energy demand, decreasing fossil fuel reserves, and stringent environmental 
restrictions all contribute to the widespread adoption of renewable energy sources 
such as wind and solar. The most effective method for harnessing wind energy 
is the wind turbine. The advancement of vertical axis wind turbines (VAWTs) is 
crucial to the future of wind power because of its viability in low-wind environ-
ments, especially in urban areas [1–4]. VAWTs have advantages over horizontal 
axis wind turbines (HAWTs) in omnidirectional behaviour, higher scalability, better 
performance in chaotic, unstable, and turbulent flow conditions, lower maintenance, 
and higher overall efficiency for the entire wind farm [5–7]. In contrast, due to insta-
bility in terms of flow disturbances around the blade, rapid and cyclic changes in the 
angle of attack introduce dynamic stall. 

The complicated chain of events known as dynamic stall occurs when an airfoil 
is subjected to rapid changes in angle of attack that go beyond the situation known 
as static stall. In the case of a two-dimensional flow, the dynamic stall processes 
during blade pitching involve the formation, growth, and shedding of the vortex 
structure. Qualitative characteristics of dynamic stall include the gradual reversal 
of the boundary layer from the trailing edge, the breakdown of the flow due to the 
bursting of laminar bubbles, and the emergence of a turbulent separation towards the 
leading edge. One common unwanted phenomenon in VAWTs is the appearance of a 
wake on the blade [8]. Downstream wind turbines experience an increase in aerody-
namic loads due to the intense turbulent wake flow’s influence on the development of 
dynamic stall characteristics [9]. Laneville and Vittecoq reported that for tip speed 
ratio (TSR, λ) less than or equal to 4, the dynamic stall phenomenon dominates for 
VAWTs [10]. As λ values fall below 4, the dynamic stall changes from a light to a
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deep stall. The deep dynamic stall had four main stages: attached flow at a lower 
angle of attack (AoA), formation of leading edge vortex (LEV), shedding of LEV 
from the suction surface of the airfoil, and reattachment of the flow [11, 12]. This 
investigation on the dependence of λ on stall formation has uncovered a problem 
that will require further investigation. The formation and growth of LEV on suction 
side of the airfoil increases lift, and the shed off of this vortex from the surface of the 
airfoil causes transitory variations in the continuous torque delivery, lift, and drag 
performance metrics, resulting in decreased turbine power. It poses a severe problem 
to VAWTs since vibrations and induced noise reduce stability and efficiency [13]. 

The primary focus of the current work is to conduct a rigorous quantitative investi-
gation of the performance characteristics, boundary layer flow features on the airfoil, 
lift and drag fluctuations, and angle of attack changes for a single-bladed rotor 
system. The dynamic stall phenomenon, which affects turbine efficiency, is given 
special attention. The current simulation runs at a moderate Reynolds number with 
a NACA0012 blade profile based on one of the Lee and Gerontakos [14] experi-
ments’ oscillating cases during the deep stall condition, where the AoA varies as 
α(t) = 10◦ + 15◦ sin ωt and the reduced frequency is 0.1. This case merited choice 
because it involved an investigation into deep stall regime conditions and yielded 
higher performance outcomes in comparison to other situations found in the litera-
ture [14]. The Lee and Gerontakos [14] experimental work serve as a basis for this 
numerical work’s validity, and the observations drawn from the results are covered 
in the sections that follow. The work comprises of grid independency test (GIT), then 
followed by validation of numerical results with aforementioned experimental work. 
It was observed that the results obtained are in good agreement with experimental 
for all critical points except one. Details of which have been explained in the results 
section. Additionally, velocity vectors around the airfoil have been obtained to offer 
a visual depiction of the described underlying flow physics. 

2 Numerical Methodology 

The experimental work by Lee and Gerontakos [14] was performed numerically 
using commercial software ANSYS [15]. The available numerical model in the 
literature was re-developed using ANSYS-ICEM and ANSYS-Fluent solver. The 
experimental results of the literature [14] were used to validate the current results. 
The two-dimensional study that was conducted on the NACA0012 airfoil of 150 mm 
chord length consists of a computational domain, which was separated into two zones: 
the size of the stationary zone was 35D × 20D, and the size of the rotational zone was 
1.5D for the current scenario, as shown in geometry Fig. 1. Here, D is typically the 
diameter of the turbine, but due to the single-blade rotor case, D is the chord length 
of the airfoil. The distance between the inlet of the domain to the rotor centre was 
10D, which is kept to avoid errors of overestimation [16]. In order to maintain the 
uniform pressure coefficient at the outlet, a distance of 25D was considered from the 
rotor centre. The domain width was calculated considering a less than 5% blockage
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Fig. 1 Computational domain geometry of the NACA0012 airfoil comprises both fixed and rotating 
zones 

ratio. The diameter of the rotating core was 1.5D for the present case to get a better 
grid generation capability. The dimensions of the flow domain were determined after 
taking into account the impacts of blockage ratio and the uncertainty caused by the 
boundary wall. A non-conformal interface with sliding mesh technique between the 
fixed and rotating domains allows the single-bladed rotor to rotate. 

The moderate mainstream Reynolds numbers for the current cases are in the range 
of 100,000–150,000. The experimental static stall angle of the symmetric NACA0012 
airfoil is around 13°. 

Re = 
ρVC  

μ 
. (1) 

The local coefficient of friction (Cf') calculated using the empirical relation given 
by Eq. (2) [17] 

Cf' =  (2 log  Re  − 0.65)−2.3 . (2) 

Equation (3) is used to compute the wall shear stress (τω) 

τw = 0.5Cf'ρV 2 . (3) 

The frictional velocity can be computed as 

ut =
(

τw 

ρ

)0.5 

. (4) 

An inflation with a first layer thickness of 0.01585 mm is given on the edge of 
the airfoil, ensuring precision at airfoil’s boundary zone. Equation (4) is used to  
determine the blade’s first layer thickness [18] 

y+ =  
ρut y 

μ 
. (5)
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ICEM grid generation software [15] was used to construct the grid for the entire 
domain. To accurately resolve the viscous sublayer and visualize the flow around 
the airfoil wall, the y+ is taken into account by refining the grid near the surface and 
keeping the value less than 1, which can be depicted numerically also as a range 
along the chord length as shown in Fig. 2b. The growth rate of 1.2 for the boundary 
layer mesh was considered. Turbulence models were also chosen depending on the 
y+ values. Grid-dependent investigations were conducted to determine the optimal 
grid size for the computing domain. Table 1 of the result section displays the findings 
acquired from the grid-dependent investigations for one of the critical angles. The 
mesh matrix for the present case, like skewness, orthogonal quality, aspect ratio and 
overall quality are in good agreement. 

The transient, incompressible, two-dimensional flow condition with URANS 
equations and Reynolds stresses was modelled using a 5-equation turbulent model 
with 1-equation of intermittency. The current study employed the SAS-based SST 
k-ω turbulence model. The SST-SAS turbulence model exhibits scale adaptivity in

Fig. 2 a Close view of the structured mesh near to the airfoil and b variation of the wall y+ of the  
NACA0012 airfoil along the chord length position 
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contrast to conventional RANS models. It can dynamically resolve turbulent struc-
tures in an unsteady flow field while keeping URANS capability in steady flow 
regions. This can be achieved by including the von Karman length scale into the 
turbulence scale equation, which can be found in the reference [15]. 

For computation, the density of air and viscosity is taken as 1.225 kg/m3 and 
1.7894 × 10–5, respectively. In the cell zone condition, the rotating and stationary 
mesh motion is provided with 18.535 rad/s rotational velocity. The boundary condi-
tions consist of inlet as velocity type having 13.15 m/s magnitude and direction 
in the x axis. The turbulence intensity is kept 0.08 and turbulent length scale as 
0.0105. The outlet boundary condition is pressure outlet and walls as no slip and 
stationary. For momentum, the spatial discretization technique is Bounded Central 
Differencing, while for other functions, it is QUICK. For the pressure–velocity 
coupling, the SIMPLE scheme is employed, and the transient formulation is done 
using the Bounded second-order implicit. All of the equations should meet the conver-
gence criterion of less than 10–4. To obtain reliable findings, the time step calculation 
needs to be carried out in consideration of CFL criteria. The time step size of 1.88 × 
10–5 is computed considering the courant number less than unity and the rotational 
velocity of the rotating domain. The CFL number obtained for the present case using 
Eq. (6) is 0.36, ensuring grid and numerical stability [19]: 

CFL = V
Δt

Δx 
. (6) 

After ten revolutions, the data for the current case was obtained, and the findings 
of an additional four revolutions were analysed. 

3 Results and Discussion 

3.1 Grid Independence Test 

The grid independent test was carried out for the present case. Three grids were 
generated and conducted the simulation for each one. Table 1 displays the findings 
that were acquired from the grid independent investigations for one of the critical 
angles (21°). Based on the observed values of lift and moment coefficient, Grid 2 
is chosen for the remainder of the study due to the insignificant change in lift and 
moment coefficient values and the lower computational cost and time requirements.
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Table 1 Details of the computational grid and its performance characteristics 

Case No. of cells Moment coefficient (Cm) Lift coefficient (CL) 

Grid I 74772 0.59 1.83 

Grid II 149212 0.61 1.96 

Grid III 301492 0.60 1.97 

3.2 Validation of Numerical Model 

The experimental findings of Lee and Gerontakos were used to validate the current 
numerical work and compared with the SAS-SST turbulence model results. The 
anticipated lift coefficient for the critical angle of attacks was plotted in Fig. 3a. 
The results demonstrate good agreement with the experimental values as stated in 
Table 2. The current numerical results showed good agreement on comparing with 
the experimental and numerical results of the literature [14, 20, 21]. The coefficients 
of lift obtained from this study for various angles of attack are close to the exper-
imental values. The modelling predicts the onset of static stall around a 12° AoA, 
which is consistent with experiment. An increase in angle of attack up to 24° results 
in an increase in coefficient of lift. The onset of dynamic stall is noted around a 24° 
AoA. As the AoA reaches to 25° during upward motion, a reverse downward move-
ment of the airfoil up to 0° AoA was commenced, resulting in a fall in predicted 
lift coefficient in accordance with experiment. It is important to note that the agree-
ment to experiment failed during the transition from 24.9° to 24.5°. Although the 
experiment demonstrated an increase in lift coefficient during this event in an other-
wise decreasing trend, simulation was unable to detect this rise and instead predicted 
a drop. However, the current results have significant improvement in prediction of 
aerodynamic forces compared to the numerical work of Rahman et al. [20] due to the 
better turbulence model, the structured mesh, the number of grid elements, the time 
step size, and the number of revolutions. Singh and Páscoa’s [21] results are quite 
comparable to the current case, but the percentage of error is reduced for 7 critical 
points. This may be due to optimum geometry parameter selection and number of 
revolutions.

In the upward motion of the airfoil, the predicted values of the lift and drag 
coefficients by the SST-SAS turbulence model were in good agreement with the 
experimental findings. During the downward movement, secondary vortex formation 
causes an increase in lift for a small range of AoA that the current model unable to 
predict. 

However, it is able to capture and better anticipate the events of post-stall, reat-
tachment, and fully attached flow to the airfoil, as depicted in Fig. 3a. The current 
model manages to predict closely the drag coefficient for the onset of transition event 
at 12° AoA but overestimates the drag coefficient values for the event turbulence 
separation α ≈ 17° and near to stall α = 24°, as illustrated in Fig. 3b. 

Figure 4 presents a comparison of the performance in terms of lift to drag coef-
ficient ratio with the change in the angle of attack for upward motion case. The
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Fig. 3 a Variation of CL with AoA and b variation of CD with AoA of the NACA0012 airfoil

numerical values that are anticipated to occur during the pre-stall and dynamic stall 
conditions are underestimated up to 21°. This is because the drag coefficient values 
were overestimated, as can be seen in Fig. 3b. In comparison with the numerical 
results of Singh and Páscoa’s [21], the present CL/CD numerical results demonstrate 
good agreement with the experiment at α ≥ 21°. This quantitative comparison of 
lift, drag, and lift to drag coefficients with experiment and numerical references [14,
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Table 2 Comparing the 
experimental results of Lee 
and Gerontakos [14] at  
critical points with the current 
numerically calculated lift 
coefficient 

AoA Experimental Present numerical Error (%) 

12 1.15 1.145 0.43 

21 1.97 1.96 0.5 

22 2.04 2.09 − 2.45 
24 2.41 2.25 6.63 

24.9 1.41 1.45 − 2.83 
24.5 1.45 1.42 2.06 

14 0.77 0.74 3.89 

1 0.04 0.03 25

20, 21] demonstrates good agreement and the capabilities of SST-SAS turbulence 
model. Utilizing more advanced turbulence models in future research, such as LES, 
will allow more accurate prediction of important events such as turbulence separation, 
near-stall conditions, and the formation of secondary vortices. 

The aforementioned performance matrices for the current case can be explained 
further with the velocity vector fields as shown in Fig. 5. The important observations 
of the flow physics involved for the pitching airfoil in deep dynamic stall condition 
are as follows:

For α < 12°: Over the entire range of the AoA, the flow continues to be laminar 
and adhered to the suction surface of the airfoil. Figure 5a shows flow detachment

Fig. 4 Performance variation of CL/CD with AoA of the single-bladed rotor system 
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Fig. 5 Velocity vector plots during the upward motion of the airfoil for critical AoA

near the end of the trailing edge, which was previously confirmed experimentally by 
Lee and Gerontakos [14]. 

For 12° ≤ α ≤ 21°: The development of flow transition and reversal is observed 
with the increase in AoA. Flow reversal from trailing edge propagates towards the 
leading edge, as shown in Fig. 5b. 

For 21° ≤ α < 25°: With the increase in AoA, turbulent boundary layer breakdown 
can be visualized due to formation of dynamic stall vortex and adverse pressure 
gradient as shown in Fig. 5c, d. It rapidly increases the lift and drag coefficients 
which can be seen in Fig. 3a, b. 

4 Conclusions 

The current work presents an understanding of the flow dynamics, effect of change 
in angle of attack on aerodynamic performance in terms of lift and drag fluctuations 
for a single-bladed rotor. A rigorous quantitative investigation of the performance 
characteristics, boundary layer features, and the dynamic stall phenomenon on the 
airfoil which affects turbine efficiency is given special attention. For validating the 
experimental results and to visualize the vortex formation, Scale Adaptive Simula-
tion is incorporated with SST k-ω turbulence model. The current numerical results of 
aerodynamic forces exhibit good agreement with the experiment for pre-stall events 
when compared to the numerical references [14, 20, 21]. Lift coefficient values are 
obtained with a percentage error of less than 4% for six critical AoA’s out of eight.
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The remaining two AoA’s (24° during upward motion and 1° during downward 
motion) are observed with a percentage error of 6.63 and 25%. The flow reversal 
and progression depicted by velocity vectors aids in visualizing the crucial turbulent 
boundary layer events that occur over the airfoil. The generation, development, accu-
mulation, and shedding of vortex structures from the suction surface of an airfoil are 
clearly observed using velocity vectors. It can be seen that the flow reversal started at 
around 12° AoA near to the trailing edge due to adverse pressure gradient. It is also 
observed from the velocity vectors that the flow reversal propagates from trailing 
edge to leading edge as the AoA increases but the boundary layer remains attached 
to the airfoil up to 21° AoA. Further increase in AoA results in turbulent boundary 
layer breakdown and formation of LEV, which further develops and convects over 
the suction surface of the airfoil, resulting in a rapid increase in lift. The shedding of 
vortex after further increment in AoA results in abrupt aerodynamic losses yielding a 
compromised airfoil performance. An important subject of application of the present 
analysis is the VAWT which relies on multiple airfoils for development of lift and 
consequent rotational shaft power. The analysis thereby serves to be a tool in perfor-
mance prediction of VAWTs and may be used to identify, assess, and improve in 
future scope the optimal working conditions of these turbines. 

Nomenclature 

AoA(α) Angle of attack (°) 
CFL Courant–Friedrichs–Lewy [–] 
LEV Leading edge vortex [–] 
NACA National Advisory Committee for Aeronautics [–] 
SAS Scale Adaptive Simulation [–] 
SST Shear stress transport [–] 
SIMPLE Semi-Implicit Method for Pressure Linked Equations [–] 
QUICK Quadratic Upstream Interpolation for Convective Kinematics 
Re Reynolds number 
c Airfoil chord [m] 
CL Lift coefficient [–] 
CD Drag coefficient [–] 
Cm Moment coefficient [–] 
Cf' Skin friction coefficient [–] 
δ Boundary layer thickness [mm] 
λ Tip speed ratio [–] 
ρ Density of air [kg/m3] 
D Turbine diameter [m] 
V Free stream velocity [m s−1] 
μ Dynamic viscosity [kg m−1 s−1] 
k Turbulence kinetic energy [m2s−2] 
ω Specific turbulence dissipation rate [s−1]
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θ Azimuthal angle (°) 
τω Wall shear stress [N m−2] 
μt Frictional velocity [m s−1] 
y+ Non-dimensional distance [–] 
y First layer thickness [mm] 
κ Reduced frequency [–] 
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Effect of Vent Position on Temperature 
Inhomogeneity Inside Apple Storage 
Package: A Numerical Study 

Harshad Raghuwanshi, K. R. Aharwal, and Narendra Gajbhiye 

1 Introduction 

Special attention is needed to retain the shelf life, freshness, and quality of the 
food produce in post-harvest handling. Among the various methods of post-harvest 
handling, pre-cooling is one of the methods to maintain the quality and freshness of 
the food produce [1]. Temperature management is one of the crucial factors in the 
post-harvest handling of food produce. In the pre-cooling process, the field heat is 
removed from the harvested produce which reduces the metabolism of the product, 
hence retarded the deterioration process during storage and transportation. Low-
temperature treatment of food produce also reduces microbial growth, moisture loss, 
enzymatic activities, and ethylene production. The low cost and high efficiency of 
the forced air pre-cooling technique make it widely accepted. This technique uses a 
fan to force the cold air over the produce package. This cold air takes the heat from 
the food produce and leaves through the ventilation in the packaging system. The 
packaging used to store the food produce hinders the direct contact of cold air with 
the product. Also, the design of the packaging complicates the airflow distribution. 
Thus, optimization of the packaging design is a crucial area to be explored.
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2 Literature Review and Objective 

Vent area, shape, size, position, and stacking arrangement are some crucial design 
factors in the designing of food produce packaging. Han et al. [2] experimentally 
and numerically observed the effect on cooling heterogeneity inside the package 
by increasing the number of vent holes in the existing package filled with apples. 
In another numerical study, by the same authors cooling profile was observed after 
increasing the layers of the apples from two to four in a single package with varying 
the shape of the vents [3]. Wang et al. [4] numerically investigated the commercial 
packaging of strawberries by varying the shape of the vents for cold air and observed 
their effect on cooling performance. Han et al. [5] found that increasing the air inflow 
rate of cold air beyond a limit results in high energy consumption, excessive moisture 
loss, and chilling injury. To minimize moisture loss, plastic liners and poly liners can 
be used. Gruyters et al. [6] compared the cooling performance of traditional corru-
gated boxes with reusable plastic crates (RPC). Authors found that the performance 
of the RPC is better than the corrugated boxes for cooling uniformity and energy 
usage but they observed that the higher air flow rates result in chilling injury. 

Apart from the packaging design, the tray placed in between the layers of the food 
produce also influences the airflow distribution inside the package. Gong et al. [7] 
numerically investigated the effect of the tray size placed between the apple layers. 
The complex package structure associated with the tray and food produce stacking 
results in complications of airflow distribution. This results in the cooling hetero-
geneity inside the package and consequently lowers the effectiveness of pre-cooling 
of the product. Bishnoi et al. [8–10] performed several experimental investigations on 
the airflow distribution and cooling heterogeneity in a cold room filled with products. 

In the past few years, several experimental and numerical investigations are 
performed for optimizing the storage conditions of the food produce. Many 
researchers work on the optimization of vent shape, size, area, and stacking arrange-
ment. The present study is focused on the effect of the position of the vent holes on 
the existing packaging of the apples. A 3-D CFD model of the package filled with 
apples is investigated numerically to find the optimum vent location on the package. 

3 Numerical Models 

3.1 Computational Domain 

In the present study, a package filled with apples is placed in a 2.45 m long duct. The 
dimensions of the package are 0.27 m × 0.2 m × 0.45 m with 0.006 m thickness are 
considered. Four circular vents of 0.02 m diameter are kept at both sides of package 
perpendicular to the airflow. The schematic diagram of the duct with the apple filled 
package is shown in Fig. 1. A total of 24 apples are stored in each package in two 
layers. Each layer consists of 12 apples with a baffle plate in between them. The
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baffle plate material assumed to be same material as of package with a 0.003 m 
thickness. Numerical simulations are conducted for three different positions of the 
vents on the package. The dimensions of the package with three different package 
designs termed A1, A2, and A3 are shown in Fig. 2. 

Fig. 1 Duct designed for the forced air pre-cooling with the package of apples 

Fig. 2 a Dimensions of the package under study, b existing package design A1, c proposed package 
design A2, and d proposed package design A3
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3.2 Governing Equations for Computational Domain 

To solve the transient energy field and airflow in the computational domain, the 
Reynolds-averaged Navier Stokes (RANS) equations are used. The constant fluid 
properties are considered, and viscous heating is neglected in the present study. The 
governing equations used in the present study are as follows. 

Conservation of Mass 

∂ρ f 
∂t 

+ 
∂ui 
∂ xi 

= 0 (1)  

Conservation of Momentum 

ρ f 
∂ui 
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Conservation of Energy 
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The Reynolds stresses in Eq. (2) can be expressed based on Boussinesq hypothesis: 

−ρ f ui 'u j ' =  νt ρ f
(

∂ui 
∂x j 

+ 
∂u j 
∂ xi

)
− 

2 

3 
ρ f kδi j (4) 

where νt is the kinematic eddy viscosity and k is the turbulence kinetic energy. 

k = 
1 

2 
ui 'u j ' (5) 

Effective turbulent thermal conductivity λeff is expressed as 

λeff = λ f + 
CPf νt ρ f 

Prt 
(6) 

Here, Prt is the turbulent Prandtl number and it is taken as 0.85. 
Published study suggests that two equation eddy viscosity SST k − ω turbulence 

model gives better accuracy and convergence compared with other turbulence models 
(Standard k − ε, RNG  k − ε, Standard k − ω turbulence model) [2, 7]. Hence, two 
equation eddy viscosity SST k − ω turbulence model is used in the present study 
with RANS equations. Following are the transport equations of SST k−ω turbulence 
model [11] that are used.
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Turbulence Kinetic Energy 
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Specific Dissipate Rate 

∂ω 
∂t 

+ U j 
∂ω 
∂x j 

= αS2 − βω2 + ∂ 
∂x j

[
(ν + σωνT ) 

∂ω 
∂x j

]
+ 2(1 − F1)σω2 

1 

ω 
∂k 

∂ xi 
∂ω 
∂ xi 
(8) 

Kinematic Eddy Viscosity 

νt = a1k 

max(a1ω, SF2) 
(9) 

where F1 and F2 are blending functions and Pk is the production limiter and it is 
expressed as: 
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where the values of the constants are 
β∗ = 9 

100 , σk1 = 0.85, σk2 = 1, σω1 = 0.5, σω2 = 0.856. 

3.3 Modeling Assumptions 

The following assumptions are used in the present numerical study. 

(1) The fluid is considered as incompressible. 
(2) Apples are modeled as spherical object with 0.09 m diameter. 
(3) The heat of respiration of apples is considered to be 60 W/ton [12].
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4 Boundary and Initial Conditions 

The following boundary conditions are used in present study. 

4.1 Inflow Boundary 

For the inlet air through the package vents, inlet velocity and temperature are kept 
at 2 m/s and 2 °C, respectively. 

4.2 Outflow Boundary 

At the outlet of the duct, pressure outlet condition is specified, while a zero gradient 
condition is applied for all the velocity components. 

4.3 Wall Boundaries 

No-slip boundary condition is specified for duct, package, baffle, and apple surface. 
The walls of the duct are considered insulated walls. 

4.4 Initial Conditions 

Since the product is pre-cooled before storing it in the cold room, the initial tempera-
ture of the duct and apples is considered as 27 °C before calculations. The properties 
of the material used in the present study are given in Table 1.

5 Simulation Procedure and Mesh 

The ANSYS FLUENT 2020 R1 solver is used in the present study. First order implicit 
method and second-order upwind scheme is used for transient formulation and spatial 
discretization, respectively. The tetrahedral hybrid mesh is generated with ANSYS 
mesher. At the product’s surface, boundary layer mesh is used with Y+ value less 
than 0.95. To obtain the appropriate grid size, grid size independence test is carried 
for four different grid sizes as given in Table 2. The change in wall shear stress at 
fruits surface for grid M3 and M4 is found to be negligible. Therefore, M3 is used
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Table 1 Properties of the materials 

Input material properties [2] 

Material Property Value (unit) 

Air Density 1.286 (kg m−3) 

Dynamic viscosity 1.73 × 10–5 (Pa * s) 
Specific heat capacity 1004.8 (Jkg−1K−1) 

Thermal conductivity 0.242 (Wm−1K−1) 

Apple Density 837.22 (kg m−3) 

Diameter 0.009 (m) 

Specific heat 3821.96 (Jkg−1K−1) 

Thermal conductivity 0.4508 (Wm−1K−1) 

Package material Density 220 (kg m−3) 

Specific heat 1700 (Jkg−1K−1) 

Thermal conductivity 0.05 (Wm−1K−1)

in further numerical study. The enlarged view (near the wall boundary) with the full 
mesh of the duct is shown in Fig. 3. 

Table 2 Grid size independence test 

Grid name Total number of grid elements Wall shear stress on the fruit 
surface (Pa) 

Change in % 

M1 731,914 2.72 × 10–3 –-

M2 1,231,356 2.79 × 10–3 2.50 

M3 2,510,842 2.83 × 10–3 1.41 

M4 3,914,535 2.84 × 10–3 0.35 

Fig. 3 Full and enlarged view of mesh



192 H. Raghuwanshi et al.

Fig. 4 Validation of the numerical model with the experimental results 

6 Validation of the CFD Model 

The present CFD model is validated with the experimental results from the published 
research [2]. The temperature of the product with respect to time is plotted for two 
different locations (F6 and S6) in plane 1 and plane 2. The numerical results show a 
good agreement with the experimental results, as shown in Fig. 4. 

7 Results and Discussion 

In the present study, the cooling profile for three different package designs is numer-
ically simulated. A time step of 60 s with 20 iterations per time step is used for 
transient simulation. To observe the effect of different vent positions on the package, 
two horizontal planes and two product locations (one in each plane) are identified. 
The planes and locations are shown in Fig. 5a, b, respectively. 

Fig. 5 a Location of the planes for temperature and velocity profile and b locations of temperature 
measurement
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Fig. 6 Velocity contour and turbulence kinetic energy at plane 1 after 300 min of cooling time 

7.1 Temperature and Velocity Distribution 

The air velocity distribution and associated turbulence kinetic energy is shown in 
Fig. 6 at plane 1 after 300 min of cooling time. An insignificant difference in the 
velocity distribution is observed among all three designs (A1, A2, and A3) because 
of the compact stacking of the apples inside the package. The temperature contours 
after 300 min of cooling time are plotted at plane 1 and plane 2 for all three designs 
and shown in Fig. 7. It is seen from the Fig. 7 that the temperature of the product 
at the rear part of the package is cooled down to a lower temperature in A2 and A3 
when compared with A1. A maximum cooling is reported in design A3 among other 
two designs.

7.2 Temperature Inhomogeneity 

Dispersion degree of dimensionless temperature parameter Yi is used to define the 
temperature inhomogeneity at any plane. This dimensionless temperature parameter 
has been reported in previous studies [5, 13]. 

Yi = T i,t − Ta/T in − Ta (14)
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Fig. 7 Temperature contours at plane 1 and plane 2 after 300 min of cooling time

where 

Yi is the dimensionless temperature parameter, 
T i,t is the temperature of the product at time t, 
T a is the air temperature, 
T in is the initial temperature of the product. 

The above dimensionless parameter is used to calculate the temperature inhomo-
geneity as: 

σ = max

{
Yi − 

1 

n 

n∑
i=1 

Yi

}
− min

{
Yi − 

1 

n 

n∑
i=1 

Yi

}
(15) 

The variation of product temperature with time is plotted in Fig. 8a and tempera-
ture inhomogeneity in three designs is shown in Fig. 8b. It is observed that changing 
the positions of the vent hole on the package changes the temperature inhomogeneity 
significantly. The maximum temperature inhomogeneity is observed in package 
design A1, while it is minimum for design A3. After 300 min of cooling time, the 
temperature inhomogeneity is found to be reduced by 25.8% in design A3 compared 
with design A1.
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Fig. 8 a Temperature profile at F6 and S6 location for all the designs with respect to the time and 
b temperature inhomogeneity in all the three package designs after 300 min of cooling time 

8 Conclusion 

The temperature distribution inside the package filled with apples with different vent 
positions is investigated numerically. The obtained results of design A1 show good 
agreement with the experimental results. It is found that temperature inhomogeneity 
inside the package is dependent on the vent position and it reduces in design A3. After 
300 min of cooling time, the temperature inhomogeneity is reduced up to 25.8% for 
A3 compared with existing package design A1. 

Nomenclature 

ρ f Density of fluid [kg m−3] 
λ f Thermal conductivity of fluid [Wm−1K−1] 
CPf Specific heat of fluid [Jkg−1K−1] 
νt Kinematic eddy viscosity [m2s−1] 
k Turbulence kinetic energy [m2s−2] 
λeff Effective turbulent thermal conductivity [Wm−1K−1] 
Prt Turbulent Prandtl number 
Yi Dimensionless temperature parameter 
T i,t Temperature of the product at time t [°C] 
T a Temperature of air [°C] 
T in Initial temperature of the product [°C] 
σ Temperature inhomogeneity



196 H. Raghuwanshi et al.

References 

1. Duan Y, Wang GB, Fawole OA, Verboven P, Zhang XR, Wu D, Opara UL, Nicolai B, Chen 
K (2020) Postharvest precooling of fruit and vegetables: a review. Trends Food Sci Technol 
100:278–291 

2. Han JW, Zhao CJ, Yang XT, Qian JP, Fan BL (2015) Computational modeling of airflow 
and heat transfer in a vented box during cooling: optimal package design. Appl Therm Eng 
91:883–893 

3. Han JW, Qian JP, Zhao CJ, Yang XT, Fan BL (2017) Mathematical modelling of cooling 
efficiency of ventilated packaging: integral performance evaluation. Int J Heat Mass Transf 
111:386–397 

4. Wang D, Lai Y, Zhao H, Jia B, Wang Q, Yang X (2019) Numerical and experimental 
investigation on forced-air cooling of commercial packaged strawberries. Int J Food Eng 
15(7):1–14 

5. Han JW, Zhao CJ, Qian JP, Ruiz-Garcia L, Zhang X (2018) Numerical modeling of forced-air 
cooling of palletized apple: integral evaluation of cooling efficiency. Int J Refrig 89:131–141 

6. Gruyters W, Defraeye T, Verboven P, Berry T, Ambaw A, Opara UL, Nicolai B (2019) Reusable 
boxes for a beneficial apple cold chain: a precooling analysis. Int J Refrig 106:338–349 

7. Gong YF, Cao Y, Zhang XR (2021) Forced-air precooling of apples: airflow distribution and 
precooling effectiveness in relation to the gap width between tray edge and box wall. Postharvest 
Biol Technol 177:111523 

8. Bishnoi R, Aharwal KR (2020) Experimental investigation of air flow field and cooling 
heterogeneity in a refrigerated room. Eng Sci Technol Int J 23(6):1434–1443 

9. Bishnoi R, Aharwal KR (2021) Experimental evaluation of cooling characteristic, airflow 
distribution and mass transfer in a cold store. J Food Process Eng 44(2):1–11 

10. Bishnoi R, Aharwal KR (2022) Experimental and theoretical analysis of mass transfer in a 
refrigerated food storage. Heat Mass Transf 

11. Menter FR (1994) Two-equation eddy-viscosity turbulence models for engineering applica-
tions. AIAA J 32(8):1598–1605 

12. Hoang HM, Duret S, Flick D, Laguerre O (2015) Preliminary study of airflow and heat transfer 
in a cold room filled with apple pallets: comparison between two modelling approaches and 
experimental results. Appl Therm Eng 76:367–381 

13. Jia B (2021) The effect of alternating ventilation on forced air pre-cooling of cherries



RANS Simulations of Ground Effects 
on Flow Past Airfoils with Increasing 
Camber 

Dilip Lalchand Parmar, Deepak Kumar Singh, and Arjun Sharma 

1 Introduction 

The surface pressure distribution and lift coefficient on an airfoil is affected by an 
impermeable wall placed in proximity below it [1, 2]. Under suitable conditions, a 
cushioning effect below the wings is produced which could be helpful in take-off 
or landing configurations. Such a ground effect also results in drag reduction and 
improved lift-to-drag ratios. Ground effect is beneficial for vehicles flying above 
ground or water [1, 3, 4, 5] as well as automotive applications. 

Ground effects on flow around an airfoil are explained on the basis of flow induced 
by the image of the airfoil in the presence of an impermeable wall. More fluid 
is directed away from the wall towards the upper surface of the airfoil creating a 
region of high pressure between the lower surface and wall. There is also a strong 
dependence on surface profile of airfoil section [1, 6] and flow parameters such as 
angle of attack and Reynolds number. 

2 Literature Review and Objective 

There are several computational [7–10] and experimental [1, 3, 6] studies reported 
on the effects of the presence of an impermeable wall on the lift characteristics of an 
airfoil. Usually, ground effects are observed for gap ratios less than 1, where the ratio 
of wall distance from trailing edge to chord length is referred to as the gap ratio. The 
general observations are that, for a given airfoil section, there is an increase in lift 
coefficient above a certain angle of attack when gap ratio is decreased. The increase 
in lift occurs due to presence of large high-pressure region between the airfoil and
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wall, which is primarily an inviscid effect of wall impermeability. A reduction in 
drag coefficient is also observed with a decrease in gap ratio. There could be non-
monotonic trends in lift and drag coefficients as the gap ratio is decreased [6]. The 
surface profile on the lower side of airfoil forms a converging–diverging passage 
and has an effect on surface pressure distribution. At large angles of attack, flow 
separation on upper surface of airfoil can occur, which results in formation of a 
thick wake and large drag coefficient. In their computational study for a NACA4406 
airfoil, at angle of attack of 4° and gap ratio of 0.1, Jung et al. [3] observe that 
there is an increase in lift coefficient and decrease in drag coefficient with increasing 
Reynolds number (in the range 2 × 105–2 × 109), which contributes to large values 
of lift-to-drag ratio at high Reynolds number. They also obtain the largest value of 
lift coefficient for an airfoil with least thickness (among four digit NACA44 series) 
at Reynolds number of 2 × 106 and gap ratio of 0.1 at angle of attack of 2o. 

Previous study by the authors [8] on NACA4412 in ground effect shows that for 
an angle of attack of 0°, the values of lift coefficient remain almost constant for gap 
ratios above 0.4 and decrease when gap ratio is decreased below 0.4. For 10° angle 
of attack, an increase in lift coefficient is observed with decreasing gap ratio. Such 
trends are also noted in the experimental study of Ahmed et al. [1] at same flow  
configurations. The effects of airfoil camber on variation of lift coefficient with gap 
ratio at angles of attack of 0° and 10° are examined in the present study. 

For wing-in-ground-effect studies, the flow results depend on boundary condi-
tions imposed on the wall. Barber et al. [7] note that a moving wall boundary 
condition (with free-stream velocity imposed at the wall), in the frame of reference 
attached to the airfoil, is a realistic representation of the physical problem. In the 
present study, ground effects on airfoils of different camber are studied using steady 
Reynolds-averaged-Navier-Stokes (RANS) equations n two dimensions. A moving 
wall boundary condition is used. The Reynolds number considered in the study is 
3 × 105 based on free-stream velocity and airfoil chord length. An airfoil section is 
characterized primarily by mean camber and thickness [2]. For the airfoil sections 
considered in the present study, only mean camber is varied; it increases progressively 
for NACA 0012, 4412 and 8412 sections. The presence of mean camber increases 
the value of effective angle of attack for the airfoil. The zero-lift angle of attack is 
zero for symmetric 0012 section, and negative for cambered sections, 4412 and 8412 
[2]. 

3 Materials and Methods 

Steady Reynolds-averaged-Navier-Stokes (RANS) simulations are performed to 
study the effect of presence of an impermeable flat wall on flow past cambered airfoils. 
Four-digit NACA airfoil sections with increasing camber, 0012 (symmetric), 4412 
and 8412, are considered in the present study. The airfoil sections have a maximum 
thickness of 12%.
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The Reynolds number based on airfoil chord length and free-stream velocity is 
Re = U∞c/υ = 3 × 105. The angles of attack considered in the present study are 
α = 0◦ and 10°. The simulations are conducted for three different values of gap-to-
chord ratio (h/c, , referred to as gap ratio in the remainder of this study): 1, 0.4 and 
0.15. 

A finite-volume based commercial solver, FLUENT [11], is used. A steady, 
pressure-based SIMPLEC algorithm [11] with two-dimensional solver setting is 
used with working fluid as air. A multi-block, structured grid around the airfoil 
surface is used for simulations. No-slip boundary condition is applied on the airfoil 
surface. A moving wall condition, with velocity same as the free-stream velocity, is 
applied at the wall. Uniform velocity inlet with pressure outlet condition is applied. 
The incoming turbulence intensity is set to zero. An approximate shear-free condi-
tion (using symmetry condition in fluent) is specified at the upper domain boundary. 
Spalart–Allmaras (SA) turbulence model [12] with standard model constants are used 
for RANS calculations. A second-order method with upwinding is used to solve the 
equations for momentum and modified turbulent viscosity. SA model has been used 
in a wide variety of turbulent flow simulations. The study of a laminar separation 
bubble formed at moderate Reynolds number using SA model is also reported [13]. 

A grid with approximately 4.75×105 quadrilateral volumes is used. Grid indepen-
dence of results and model validation study, for flow past NACA4412 airfoil placed 
above an impermeable wall, are reported by the same authors in another study [8]. It 
is observed in the previous study [8] that RANS simulations using SA model yield 
results in good agreement with reference to experimental data [1] for the same flow 
configuration. 

4 Results and Discussion 

4.1 RANS Simulations 

The pressure distribution around a symmetric NACA0012 airfoil, for free-stream 
angles of attack α = 0◦ and 10◦, are shown for varying values of gap ratio in Fig. 1. 
For α = 0◦ it is observed that when the airfoil is placed sufficiently far away from 
the wall (h/c = 1), the flow around airfoil remains symmetric resulting in net-zero 
lift. An asymmetry in pressure distribution on the upper and lower surfaces of the 
airfoil begins to appear when the airfoil is brought closer to the wall (h/c = 0.4). 
Considerably larger negative lift is generated (seen in Fig. 2), for gap ratio of 0.15, as 
pressure on the lower side decreases while pressure on the upper side remains almost 
unchanged. At a higher angle of attack, α = 10◦, , pressure on the lower surface of 
airfoil increases as the wall is approached. The pressure on the upper side of airfoil 
remains almost unchanged. The result is an increase in net lift coefficient (shown in 
Fig. 2) as gap ratio decreases when α = 10◦.
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Fig. 1 Values of surface 
pressure coefficient are 
shown for NACA0012 
section at α = 0◦ and 10◦ for 
gap ratios of 1, 0.4 and 0.15 

Fig. 2 Lift coefficients 
obtained for NACA0012, 
4412 and 8412 airfoil 
sections from RANS 
simulations at α = 0◦ and 
10◦ are shown for varying 
gap ratios 

The surface pressure distribution for NACA4412 section is shown in Fig. 3. At  
α = 0◦, for all gap ratios, the pressure on the lower surface is higher than that on the 
upper surface, resulting in net positive lift. When gap ratio decreases, there is a slight 
decrease in pressure on the lower side, while pressure variation on the upper side 
remains unchanged. Thus, the lift coefficient decreases with decreasing gap ratio. At 
α = 10◦, the values of pressure coefficient increase on both upper and lower surfaces. 
However, the rise in pressure is asymmetric; it is larger on the lower side compared 
with the upper side, resulting in an increase in lift coefficient with decreasing gap 
ratio.

In case of NACA8412 airfoil section, for α = 0◦, an increase in lift coefficient is 
observed when gap ratio is decreased below 0.4 (refer to Fig. 2). This is in contrast 
to decreasing lift coefficients observed for 0012 and 4412 sections at α = 0◦ for gap 
ratios below 0.4. As shown in Fig. 4 at α = 0◦, the rise in pressure on the lower
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Fig. 3 Values of surface 
pressure coefficient are 
shown for NACA4412 airfoil 
at α = 0◦ and 10◦ for gap 
ratios of 1, 0.4 and 0.15

side is larger than that on the upper side when the wall is approached. Thus, there 
is an increase in lift coefficient with decreasing gap ratio. Similarly, at α = 10◦ a 
slightly larger increase in pressure is seen on both upper and lower surfaces. The 
pressure rise is asymmetric (more on the lower side), which results in an increase in 
lift coefficient when gap ratio is decreased. 

Increase in values of lift coefficient at same α, for different airfoil sections, are 
consistent with an increase in effective angle of attack. The variations in surface 
pressure with gap ratio, for different airfoil sections, suggest a value of effective 
angle of attack, which determines increasing or decreasing trend in lift coefficients 
with decreasing gap ratio. 

A comparison of surface pressure coefficients for the three airfoil sections is 
shown in Fig. 5 for α = 10◦ and gap ratio of 0.15. Gradually varying, higher pressure 
coefficients are seen on lower sides of 4412 and 8412 airfoil sections (with higher

Fig. 4 Values of surface 
pressure coefficient are 
shown for NACA8412 airfoil 
at α = 0◦ and 10◦ for gap 
ratios of 1, 0.4 and 0.15 
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Fig. 5 Comparison of 
surface pressure coefficients 
is shown for NACA0012, 
4412 and 8412 airfoil 
sections at angle of attack of 
α = 10◦ and gap ratio, h/c = 
0.15 

camber). A steepening of surface pressure gradient is observed near the leading 
edge on the suction side as the gap ratio is decreased. The variations in surface 
pressure on suction side are much more gradual in case of 8412 section. The minimum 
pressure magnitude is much higher and pressure gradient much steeper for 0012 
section compared with 4412 and 8412 sections, which makes the boundary layer 
more susceptible to early separation if the angle of attack is increased further. For 
0.1 < x/c < 0.8, the values of surface pressure coefficients on suction side are lower 
for 8412 section compared with 4412 and 0012 sections. The factors described here 
contribute to higher lift coefficient for airfoil sections with higher camber. 

Pressure variations in the flow field around different airfoil sections are depicted 
in Fig. 6, at  α = 10◦ and gap ratio of 0.4. It is clear that a larger region of high 
pressure exists in the gap between the airfoil and wall in case of 8412 section. The 
minimum pressure magnitude is smaller and pressure gradient much gradual in case 
of airfoil sections with higher camber. The presence of an impermeable wall has a 
blocking effect on the wall-normal velocity component and creates a low-velocity 
and high-pressure flow in the gap. NACA8412 airfoil section with higher camber 
is more effective in decelerating the flow in the gap and redirecting the flow away 
towards the upper side of airfoil surface. The values of surface pressure coefficients 
are also affected by details of section profiles, e.g. laminar separation bubbles of 
small size are observed on upper side of 4412 airfoil at α = 10◦ and on lower side 
of 8412 airfoil at α = 0◦.

Pressure variations in the flow field, at α = 0◦, and same gap ratio of 0.4 are 
shown in Fig. 7. A zone of negative pressure coefficient exists between the lower 
surface and wall which contributes to negative lift in case of NACA0012 section. The 
low pressure zone is smaller in case of NACA4412 section. The upward lift in case 
of 4412 section is positive but decreases with decreasing gap ratio (Fig. 2). In case of 
8412 section, the region between the lower surface and wall is a high-pressure zone 
which contributes to an increase in lift coefficient with decreasing gap ratio.
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Fig. 6 Contours of pressure coefficient in the flow field are shown for NACA0012, 4412 and 8412 
airfoil sections at angle of attack of α = 10◦ and gap ratio, h/c = 0.4
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Fig. 7 Contours of pressure coefficient in the flow field are shown for NACA0012, 4412 and 8412 
airfoil sections at angle of attack of α = 0◦ and gap ratio, h/c = 0.4 

4.2 Irrotational Flow Calculations 

Irrotational flow calculations are done for 0012, 4412 and 8412 airfoils at α = 0◦ to 
study the effect of proximity of wall, through the impermeability condition, on surface 
pressure distributions and lift coefficients. The method used in the calculations is the 
same as described in the previous study by the authors [8]. 

A gradual rise in pressure on both sides of airfoil surface is obtained with 
decreasing gap ratio, a trend also seen in RANS simulations [8]. The increasing 
or decreasing trend in lift coefficients with decreasing gap ratio depends on the 
asymmetry in pressure increase on the upper and lower sides of an airfoil. The lift 
coefficients obtained from calculations based on irrotational flow theory are shown
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Fig. 8 Lift coefficients 
obtained for NACA0012, 
4412 and 8412 airfoil 
sections from irrotational 
flow calculations are shown 

in Fig. 8. An increasing trend in lift coefficient with decreasing gap ratio is obtained 
for 8412 airfoil at α = 0◦, same as that in RANS simulations. A decreasing trend in 
lift with decreasing gap ratio at α = 0◦ is obtained for 0012 and 4412 airfoils which 
is also noted in RANS simulations. However, the values of lift coefficient obtained 
on the basis of irrotational flow theory are larger in magnitude than those obtained 
from RANS simulations. 

Since it is the asymmetry in the increase in pressure on the upper and lower sides 
of the airfoil that contributes to increase in net lift coefficient, flow separation near 
the trailing edge has a larger effect on surface pressure distribution at higher angle 
of attack, α = 10◦. 

5 Conclusions 

A comparative study of ground effects on symmetric (NACA0012) and cambered 
(NACA4412 and 8412) airfoils is performed using incompressible, steady Reynolds-
averaged-Navier-Stokes (RANS) simulations and calculations based on irrotational 
flow theory. The effects of wall proximity on surface pressure distributions and lift 
coefficients are studied. Reynolds number based on free-stream conditions is 3×105. 
RANS simulations are conducted at two values of angle of attack, α = 0◦ and 10◦ 

for different gap ratios. As noted in prior study by the authors [8], the pressure 
distribution obtained from RANS simulations for NACA4412 is observed to be in 
good agreement with experimental data [1] available at same flow configurations. 

For an angle of attack of 0◦, lift coefficients remain almost constant with changes 
in gap ratio from 1 to 0.4 for NACA 0012, 4412 and 8412 airfoil sections. The asym-
metry in changes in surface pressure on upper and lower sides becomes increasingly 
important when gap ratio is decreased below 0.4 for both symmetric and cambered 
airfoils. For an angle of attack of α = 0◦, the lift coefficients are observed to decrease,
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whereas for α = 10◦, lift coefficients increase with decreasing gap ratio for both 
NACA4412 and 0012 airfoils. For NACA8412 airfoil, an increasing trend in lift 
coefficient with decreasing gap ratio is noted at both angles of attack, α = 0◦ and 
10◦. With increase in airfoil camber, a large reduction in minimum pressure magni-
tude and surface pressure gradients on upper side of airfoils is observed at different 
gap ratios. A high-pressure region develops between the lower airfoil surface and the 
wall with decreasing gap ratio, the extent of which increases with increase in airfoil 
camber. 

Nomenclature 

c Chord length [m] 
h Trailing edge to wall distance (gap size) [m] 
α Angle of attack (°) 
CL Lift coefficient 
CD Drag coefficient 
Cp Pressure coefficient 
ρ Density of air [kg/m3] 
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Numerical Investigation to Study 
the Effective Position of Air Conditioner 
in an Office Room 

Vikrant Narad, Pratik Malu, Pooja Giri, Sagar Borole, Aryan Naikare, 
and Pramod Kothmire 

1 Introduction 

In any office building, there are many heat sources like computers, laptops, led lights, 
etc. In most offices there is a problem regarding the thermal comfort of a person. A 
person expects to work in a comfortable environment. Scientifically, our bodies are 
designed to function within a very tight range around 37 °C. The person will shiver 
or sweat if the temperature changes a little also. An uncomfortable temperature in an 
indoor office room can affect the work speed and way of working. These all things 
can be done by HVAC for an office room. The CFD simulation and analysis for 
the problem is performed by applying different boundary conditions on the office 
room. Ansys software with version ANSYS2021 R1 is used for simulation. Ansys 
is a limited-scale analytics software used to mimic computer models of buildings, 
electrical appliances, or machine components to analyze power, durability, elasticity, 
temperature distribution, electromagnetism, fluid flow, and other features. A semi-
coupled CFD model that combines the benefits of both completely coupled and 
totally segregated CFD models has been proposed by Zhang et al. This technique 
shortens the necessary time while maintaining the accuracy of the simulation [1]. 
Elhelw offered a design improvement strategy that took the uncertainties related to 
cooling load estimation into account. Consideration is given to the effects of the seven 
elements’ uncertainty, including interior heat sources and exterior weather conditions 
[2]. Gagarin et al. have described a special way of heat load computing of heating 
and ventilation systems. This method allows refining the calculations of heat losses 
of the building [3]. In their modelling and analysis of an office building in a tropical 
climate, Kosonen et al. took into account how much energy the HVAC system and
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lighting use. Window solar shading, interior air quality, and energy efficiency are all 
taken into account [4]. 

2 Literature Review and Objective 

Computational fluid dynamics is used by Srivastava et al. to build and maintain air-
conditioning systems while taking into account the various air flow patterns that influ-
ence system effectiveness. The entire set of geometry, meshing, and CFD simulation 
results are displayed [5]. With the help building simulator catherine et al.’s investi-
gated the effects of inaccurate occupancy predictions on Hvac operation. Because 
SPOT operates on a finer temporal scale than MPC-based HVAC, it can decrease 
the effects of prediction errors on energy consumption and occupant comfort, which 
has been found to be true despite its effectiveness in increasing customized comfort 
[6]. In this research effort, Sung et al. created an indoor air quality control system 
utilizing the IoT smart house architecture. The objective of this study was to develop 
fast responses to elevated pollution levels and poor air quality in order to shield 
people from the physical and mental illnesses brought on by protracted exposure to 
an unfavourable environment [7]. A thorough strategy for making the most of the 
potential for energy savings in smart homes has been outlined by Christian et al. 
The knowledge base that serves as the foundation for the suggested system design 
enables the incorporation of previously unconsidered data. We were able to make 
certain decisions using the data, which made more difficult higher-level control jobs 
easier [8]. 

Becker et al. developed a simple approach for estimating how much energy may be 
saved in private residences by using an occupancy-based heating strategy. By using 
an unsupervised classification method to build an occupancy schedule, they were able 
to deduce occupancy patterns from unlabelled electricity usage data [9]. In this study 
paper, Ahmed et al. define passive design strategy as a method of building design that 
makes use of the architecture of the structure to cut energy use and enhance thermal 
comfort. In order to establish workable passive cooling solutions for structures with 
internal heat gains in a particular climate region, a chart for six Queensland towns was 
constructed by comparing the local climatic conditions with a standard chart [10]. 
A digital twin framework for MPC on actual and virtual buildings is described by 
Arendt et al. The study showed that the suggested system can enable the application 
of energy-saving measures while maintaining comfort levels equivalent to those 
maintained by current control strategies used by a commercial building management 
system [11]. Shaker et al. presented adverse condition and critical event prediction 
is an important subject in a variety of applications and is very closely related to 
the area of fault detection. ACCEPT was used in this paper to detect and predict 
faults in an actual commercial building. The proposed method employs PCA and 
has applications in a variety of fields, as well as being used to generate fault data for 
analysis purposes in this work [12]. Akata et al. describe the impact of a building-
integrated photovoltaic system (BIPV) on room air temperature in a tropical region
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has been investigated in this study. The primary parameter of BIPV is building 
orientation; openings that create a horizontal flow of air can significantly reduce the 
increase in building indoor air temperature caused by BIPV facade integration [13]. 
Leissner et al. introduced the NeGeV project which will provide a new solution that 
demonstrates the operation of the exhaust system by using phase switches to obtain 
effective heat during cooling needs. With the development of intelligent system 
controls, the project will demonstrate the integration capabilities of the system into 
a smart grid system to change the load and control efficiency [14]. 

Although many academics have worked on HVAC, this paper focuses exclusively 
on an office environment with various air velocities. This paper’s unique objective is 
to create a comfortable environment in an office space by placing air conditioners in 
various locations throughout the space at various speeds. A heating, ventilation, and 
air-conditioning (HVAC) system’s major goals are to offer thermal comfort and aid 
in maintaining acceptable indoor air quality through proper ventilation and filtration. 
Systems for controlling the temperature, airflow, ventilation, and air conditioning of 
an entire building are known as heating, ventilation, and air-conditioning (HVAC) 
systems. On hotter days the HVAC can provide the necessary cooling for the office 
staff to work properly and be comfortable. 

3 Materials and Methods 

It’s an office room. It comprises four tables, on the top of tables there are four 
computers demonstrated in the shape of rectangle. The chair-like structure in the 
figure is of the person and there are four people in the office. Six led lights are 
mounted on the roof and has a square-like structure. It also has a central AC or the 
four-way cassette with four inlets. The square box at the centre is the outlet. The 
material used is aluminium. The dimensions of the office room are 7500 mm × 5500 
mm × 3500 mm. There are in total three cases considering central air conditioning, 
side wall air conditioning and floor air conditioning, respectively. The case 1, 2, 3 
denotes central A.C. geometry, side wall A.C. geometry, floor A.C. geometry of an 
office room, respectively (Figs. 1 and 2).

3.1 Meshing 

Meshing is done to divide the figure into small square-like parts and then the equations 
are applied to get accurate results.

1. The first stage is adding the local sizing. The face-sizing is given to the inlet, 
light, computer, table and the person with a target mesh size of 0.02, and body 
sizing is given to the solid that is the office room with a target mesh size of 
0.07 mm.
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Fig. 1 Geometry creation of 
an office room area 

Case 1 Case 2 

Case 3 

Fig. 2 Different geometry cases to study the air- conditioning in office room

2. Surface meshing with a maximum size of 0.07 mm. 
3. Created the boundary regions. 
4. Followed by boundary creation comes the volume meshing. The office is filled 

with poly hex-core meshing with cell sizing 0.16. It uses polyhedral elements 
in the transition zone with a hexahedral element core, providing the optimal 
combination of mesh elements. 

5. The next step is improving the quality of mesh by 0.5 (Fig. 3).
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Fig. 3 Meshing performed 
on three different office 
rooms 

Case 1 

Case 2 

Case 3 

3.2 CFD Simulation 

Computational fluid dynamics (CFD) allows engineers to visualize flow speed, 
density, thermal impact, and chemical concentration in any region where flow occurs. 
Software is used for CFD simulation on ANSYS2021 R1. This helps developers to 
analyze problem areas and come up with better solutions. CFD is widely used in the 
construction industry to analzse and improve the structure of the HVAC system. 

In an office environment, the thermal comfort is evaluated. Scalable wall functions 
are made possible by performing the analysis using the realizable k-epsilon model. 
The velocity and pressure are coupled using the SIMPLEC method. The emissivity 
ratio of every surface in the office space was close to 0.9. Due to the fact that they do
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Table 1 Boundary 
conditions S. No. Conditions Values 

1 Temperature of room 17 °C 

2 Velocity 0.5, 1.5, 2.5, 3, 4.5 m/s 

3 Relative humidity 50% 

4 Heat flux for person 50 W/m2 

5 Emissivity of person 0.98 

6 Wall emissivity 0.9 

7 Heat flux for light 120 W/m2 

8 Emissivity 0.85 

9 Heat flux for computer 180 W/m2 

10 Emissivity of computer 0.9 

not lose heat, the table and walls are regarded as adiabatic. 2000 iterations or so were 
completed. The solutions are then calculated and the outcomes. In the figure below, 
the temperature and velocity contours are displayed. The vector diagram displays 
the airflow in the office space. 

3.3 Boundary Conditions 

See Table 1. 

4 Results and Discussion 

With reference to the objective, the results are calculated and compared with the 
ASHRAE conditions. According to ASHRAE, temperature up to 22.2 °C and air 
speed low up to 0.1 m/s and occupants lightly clothed involved in activities like 
reading, the person will feel slightly cool. The recommended humidity should hover 
between 35 and 55 ± 5%. 

4.1 Case 1 

The office space is made comfortable by the air flow velocity of 3 m/s, which is taken 
into account by the four-way cassette design. By measuring the air’s velocity and 
temperature around a person, the velocity and temperature contours can be utilized 
to observe how comfortable they are. The measurements for the temperature and 
velocity surrounding a person are 295.5 K (22.5°) and 0.1 m/s for a 3 m/s velocity
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v = 2.5 m/s v = 3 m/s 

Fig. 4 Case 1 velocity contours 

and 298 K (25°) and 0.13 m/s for a 2.5 m/s velocity. Therefore, in case 1, 3 m/s air 
flow velocity creates the most comfortable environment (Fig. 4). 

4.2 Case 3 

There are 20 ventilated paths in the floor AC ventilation system. As a result, it will 
reach the comfortable state quicker than in the other two scenarios. The simulation 
takes into account two air flow velocities of 0.5 and 1.5 m/s. Given that the air 
temperature and airflow velocity are 294.5 K (21.5°) and 0.1 m/s, respectively, the 
arrangement with 0.5 m/s airflow velocity offers a comfortable environment. When 
simulating airflow at 1.5 m/s, it is found that the office space becomes cooler than the 
comfortable level and the velocity surrounding one individual is larger than 0.1 m/ 
s. The airflow’s temperature and velocity are 290 K (17°) and 0.25 m/s, respectively 
(Fig. 5). 

v = 2.5 m/s v = 3 m/s 

Fig. 5 Case 1 temperature contours
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4.3 Case 2 

For the side wall ventilation design, there are two air flow velocities: 3 and 4.5 m/ 
s. As in instance 1, where we were able to attain the comfort condition at 3 m/s air 
velocity, case 2 begins with the same air flow velocity. Given that the air around a 
person has a velocity of 0.1 m/s and a temperature of 296 K (23°), the velocity of 
4.5 m/s creates a comfortable environment. The room’s temperature is not uniform 
throughout, more so for the area close to the AC and less so for the area far from the 
AC (Figs. 6, 7, 8 and 9). 

v = 3 m/s v = 4.5 m/s 

Fig. 6 Case 2 velocity contours 

v = 3 m/s v = 4.5 m/s 

Fig. 7 Case 2 temperature contours 

v = 0.5 m/s v = 1.5 m/s 

Fig. 8 Case 3 velocity contours
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v = 0.5 m/s v = 1.5 m/s 

Fig. 9 Case 3 temperature contours 

4.4 Comparative Analysis 

The results have been quantified using the histogram graphs. Temperature is noted on 
the X-axis and the volume of air in that temperature. It also shows the volume covered 
by the air in the office room area. The volume of air in a particular temperature range 
is shown by the bar figures. It is easy to interpret from the above histogram graphs 
that the air flow in case 1 covers the maximum volume of room than the other two 
cases, i.e. around 88–90% of the volume in the temperature range of 293–295 K. In 
case 2, 62–64% of air volume ranges between 293 and 295 K. Similarly, the case 3 
graph shows 68% of air volume in the range of 292–294 K. 

From the above observations, the four-way air-conditioning system turns out to 
be the best ventilation system for the selected office area (Fig. 10).

5 Validation of Result 

According to ASHRAE Standard 55-2017, thermal environmental conditions for 
human occupancy note that for thermal comfort purposes, temperature could range 
from between approximately 19–27 °C. From results the air flow in case 1 covers 
the maximum volume of room than the other two cases, i.e. around 88–90% of the 
volume in the temperature range of 20–22 °C which is best for human comfort. 

Hence the results are validated with ASHRAE Standard.
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Fig. 10 Histogram graphs 
of three cases demonstrating 
the distribution of air volume 
at different temperature 
ranges

Case 1 four-way cassette design 

Case 2 Side wall ventilation design 

Case 3 floor AC ventilation system 
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6 Conclusion 

CFD simulations in an office room area are calculated. Comfort conditions achieved 
by using different air flow velocities are evaluated and analyzed. The three designs of 
the office room area are similar but ventilated by different configurations of ventilated 
air conditioner. With reference to ASHRAE the air temperature and velocity around 
the person should be 295k and 0.1 m/s. 

The observations produced by using CFD are as follows: 

(1) Four-way cassette/central AC performed better than other ventilated configura-
tions. 

(2) Though the floor AC required low air flow velocity to attain the comfort condi-
tion, as it had ten air flow inlets, it cannot be considered as an energy efficient 
design. 

(3) The sidewall AC attained the comfort condition in half of the office area, the 
other half had slightly high air temperature. The air flow velocity is not the same 
in both the parts. The people near AC will experience slightly higher temperature 
and air flow velocity than the people away from the side wall AC. 

(4) The four-way cassette and floor AC have equal air flow distribution in the office 
area, hence the air velocity near the person is equal at all places. Whereas, the 
side wall AC is mounted at one side of the wall, hence the air temperature and 
velocity will not be the same in the office area. 
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Prevention of Expansion Shock 
by the Control of Numerical Dissipation 
of Upwind Schemes 

Abhishek Mondal, Anoop K. Dass, and Atul K. Soti 

1 Introduction 

Euler equations are frequently solved in the context of many aerospace design prob-
lems. These equations govern the dynamics of inviscid compressible flows. The 
unsteady Euler equations demand the design of a stable, robust and accurate scheme 
that works for a variety of challenging situations. The Euler equations allow discon-
tinuous solutions in the forms of shocks, contact discontinuities, slip surfaces and 
expansion waves with sonic points [1]. The addition of artificial viscosity for the 
purpose of capturing shocks was first pioneered by von Neumann and Richtmyer 
[2]. With further research in this field, it became clear that the addition of explicit 
numerical diffusion is essential for numerical stability in case of central discretization 
of the flux terms. Pure central differencing of the Euler fluxes leads to instabilities 
because the direction of wave propagation is not respected, upwind schemes on the 
other hand are so designed as to respect the direction of signal propagation and hence 
they are generally stable because the strategy itself used to construct the schemes. 
They also provide better nonlinear stability near shocks. The FVS scheme of van 
Leer [3] is known to be highly robust but has high numerical diffusion which leads to 
smearing of discontinuities. Gudonov’s scheme [4] laid the foundation for a variety 
of upwind schemes, the primary drawback of which was that it was computationally 
expensive as it involves an exact Riemann solver. The expansion shock phenomenon 
suffered by the Steger and Warming Scheme [5], the first major FVS scheme, was 
remedied by the dissipative van Leer scheme. Later, the quest for better accuracy 
gave rise to a number of FVS and FDS upwind schemes. A few important ones are 
Roe’s FDS scheme [6], Liou and Steffen’s AUSM scheme [7], Edward’s LDFSS 
Scheme [8], Zha-Bilgen’s scheme [9], Jameson’s CUSP scheme [10], etc. Majority 
of these schemes have relatively low dissipation and the ability to capture shocks

A. Mondal (B) · A. K. Dass · A. K. Soti 
Department of Mechanical Engineering, IIT Guwahati, Assam 781039, India 
e-mail: abhishek.mondal@iitg.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 3, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-6343-0_17 

221

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6343-0_17&domain=pdf
mailto:abhishek.mondal@iitg.ac.in
https://doi.org/10.1007/978-981-99-6343-0_17


222 A. Mondal et al.

accurately. However, the question whether these schemes satisfy the entropy condi-
tion has received less attention. Merely not giving an expansion shock in a particular 
test problem is not a definitive proof of satisfying the entropy condition. However, if a 
scheme is seen to give expansion shock in a certain test case, we can justifiably say that 
it violates the entropy condition. In this paper, we experiment with two such schemes, 
namely, Roe’s scheme and Zha-Bilgen scheme. Through a test case designed by Zha 
[11], we first demonstrate that for the quasi-one-dimensional nozzle flow through 
a convergent-divergent nozzle, both these schemes give expansion shocks at the 
throat, thus violating the entropy condition. Roe’s FDS scheme is an important event 
in the development of approximate Riemann solvers as a natural progression to the 
Gudonov’s scheme which involves an exact Riemann solver. Although, it provides 
high accuracy for a range of problems, Roe’s FDS scheme suffers from limitations 
such as computational cost [7], carbuncle phenomenon and expansion shock [12]. 
Being a remarkable scheme with low dissipation, the Roe’s scheme has received 
considerable attention from researchers and several so-called entropy fixes have been 
suggested [13–15]. We also demonstrate that one such entropy fix, namely, Hyman 
and Harten’s [14] entropy fix rids the scheme of its entropy condition violation at the 
throat. It has been widely demonstrated that the entropy fixes cures Roe’s scheme 
also of the strong-shock carbuncle phenomenon. Thus, the Roe’s scheme gives a 
very accurate and powerful method when acting in conjunction with various entropy 
fixes. 

In this paper, we observe that all these entropy fixes are based on the modification 
of the Roe’s flux function and the strategy cannot be seamlessly extended to other 
schemes that violate the entropy condition. Not denying the effectiveness of these 
entropy fixes for the Roe’s scheme, we ask ourselves—‘Is it possible to adopt a 
general strategy that provides a common cure to all entropy condition violating 
upwind schemes’? The answer seems to be ‘yes’, and that is the problem we address 
in this paper. We first demonstrate that by adopting this general strategy the expansion 
shock given by the Roe’s scheme can be eliminated as effectively as the entropy 
fixes found in literature. We then experiment with the other upwind scheme of Zha-
Bilgen that violates the entropy condition. We first demonstrate that this scheme also 
gives an expansion shock at the nozzle throat and then go to show that the common 
strategy we propose remedies the problem effectively for this scheme as well. This, 
we feel justifies the claim that our strategy is likely to work with all entropy condition 
violating upwind schemes. The cure for entropy condition violation we propose has 
its roots in the dissipation regulation (DR-LLF) of a central scheme proposed in [1]. It 
has already been observed that an upwind flux function can be first cast in the form of 
a central flux function plus some dissipation term. The diffusion regulation strategy 
proposed in the DR scheme can be easily applied to the dissipation term inherently 
associated with an upwind scheme. In the next section, we explain the methodology 
adopted and then substantiate our claims with numerical results. It may be noted 
that we solve the nozzle flow problem using the quasi-one-dimensional (quasi-1D) 
version of the Euler equations using finite volume discretization.
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2 Problem Definition and Numerical Procedure 

2.1 Geometry 

The Sod’s problem [16] is a classic-bench-marking problem often used to test the 
performance of numerical schemes for hyperbolic conservation laws. Figure 1 shows 
a shock tube of length L = 15 m, in the middle there exists a diaphragm separating 
two gases of different pressures and densities into two sections, the driver with higher 
pressure and driven section with lower pressure. Initially, the gases on both sides of 
the diaphragm are at rest. Once the diaphragm is broken at t = 0 it leads to flow 
in the tube; the Mach number variation is studied numerically vs. analytically for 
validation. There are two problems, namely Sod’s first and second problem. For the 
first problem the pressures in the driver and driven section are 1000 and 100 kPa, 
respectively while the densities are 1 and 0.125 kg/m3. For the Sod’s second problem 
the pressures in the driver and driven section are1000 and 10 kPa, respectively while 
the densities are 1 and 0.01 kg/m3. For both the cases the gases are at rest initially. 

The geometry of the nozzle chosen for analysis is a converging–diverging nozzle 
designed and tested at NASA Langley Research Centre namely nozzle A2. The 
geometry is formed to be a converging and diverging section with slope angles of θ 
and β, respectively. The sections are connected via a circular-arc as shown in Fig. 1. 
The geometry is symmetric in nature. The mathematical equations describing the 
geometry [7] are given below: 

y = x tan θ + ht, 0 ≤ x ≤ L1 (1) 

y = −  
/
r2 c − (x − xc)2 + yc, L1 ≤ x ≤ L2 (2) 

y = (x − xt) tan β + yt, L2 ≤ x ≤ L3 (3) 

In the above equations, θ =−22.33°, β = 1.21°, L1 = 4.74 cm, L2 = 5.84 cm, L3 = 
11.56 cm, xc = 5.7814 cm, yc = 4.11 cm, rc = 2.74 cm, xt = 5.84 cm, yt = 1.37 cm. 
The minimum area of the nozzle is located at xc where yt is the throat radius (Fig. 2).

Fig. 1 Schematic of Sod’s shock tube problem 
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Fig. 2 A2 nozzle NASA 

2.2 Governing Equations 

In case of the quasi-1D nozzle problem, the physics is governed by the Euler equation. 
In the Cartesian coordinates it is expressed as: 

∂U 

∂t 
+ 

∂ F 
∂x 

− H = 0, (4) 

where, 

U = AQ, F = AE . 

Here, U is the vector of conserved variables and F is the flux vector. 

Q = 

⎡ 

⎣ 
ρ 
ρu 
e 

⎤ 

⎦, E = 

⎡ 

⎣ 
ρu 

ρu2 + p 
(e + p)u 

⎤ 

⎦, H = 
dA 

dx 

⎡ 

⎣ 
0 
p 
0 

⎤ 

⎦. 

Additionally, as we have three governing equations and four unknown’s density, 
momentum, energy and also the pressure term. To close this system, we use the below 
equation. 

p = (γ − 1)
(
e − 

1 

2 
ρu2

)
(5) 

In the above equation, ρ is the density, u is the velocity in the x-direction, p is the 
static pressure, e is the total energy, i.e. the sum of internal and kinetic energy per 
unit volume and A is the cross-sectional area of the nozzle (Fig. 3).

We use the finite volume method (FVM) formulations to discretize the above 
governing equations and obtain the following formulation for cell ‘I’ and time level 
‘n’.
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Fig. 3 Computational 1D 
finite volumes with cell 
interface

Qn+1 
i = Qn 

i − ∆t

(
1

∆x Ai

(
Fi+ 1 

2 
− Fi− 1 

2

)
−

(
Hi 

Ai

))n 

(6) 

It is to be noted that the same formulations are applicable to the Sod’s shock tube 
problem with Ai = 1 and Hi = 0. 

2.3 Artificial-Viscosity Form of Central Schemes 

It is known that central discretization of the flux terms for the Euler equations which 
are hyperbolic in nature leads to numerical instabilities. The stabilization is achieved 
by the explicit addition of a numerical diffusion term. Hence, we solve a modified 
Euler’s equation which contains second-order derivatives which exhibit viscous-like 
effects. The presence of excessive numerical diffusion smears out the discontinuities 
and therefore it becomes critical to control the diffusion term by the introduction of 
a diffusion regulation parameter. The flux expression in general can be derived as 
follows: 

∂U 

∂t 
+ c 

∂ F 
∂x 

= 0. (7) 

In the above equation, c is the speed of wave propagation. Since, the direction of 
signal propagation is important for the discretization of the flux terms, we express c 
as the algebraic sum of two parts as shown in Eq. 6. 

c = 
c + |c| 

2
+ 

c − |c| 
2 

(8) 

In the above equation, it is to be noted that if the magnitude of c is positive, the 
second term becomes zero, while in case c is negative, the first term becomes zero. 

∂U 

∂t 
+ 

c + |c| 
2 

∂ F 
∂x 

+ 
c − |c| 

2 

∂ F 
∂x 

= 0 (9)  

Now, the upwind scheme can be applied appropriately to each of the flux term. 
Expressing the flux terms as shown below allows us to apply upwind differencing
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without concern about the direction of wave propagation. 

Un+1 − Un

∆t
+

(
c + |c| 

2

)
Fi − Fi−1

∆x
+

(
c − |c| 

2

)
Fi+1 − Fi

∆x
= 0 

Finally, the flux terms can be collected to express the above as the sum of a central 
scheme and an additional diffusion term. 

Un+1 = Un − ∆t 

2∆x 
{c(Fi+1 − Fi−1)} + D, (10) 

where D is the numerical diffusive flux given by 

D = |c| ∆t 

2∆x 
(Fi+1 − 2Fi + Fi−1). (11) 

In the above equation, the diffusive flux term is regulated by the introduction of 
the diffusion regulation parameter Φ [1], this parameter is set based on the jump 
in Mach number across the cell interface and its magnitude in comparison with a 
parameter δ [1], the recommended value of which is 0.5. 

Un+1 = Un − ∆t 

2∆x 
{c(Fi+1 − Fi−1)} − ΦD (12) 

2.4 Numerical Procedure 

In case of the Sod’s shock tube problem, the pressure, velocities and densities are 
known throughout the domain at the initial condition. The properties in the tube 
are uniform with a single discontinuity, therefore, it can be classified as a Riemann 
problem, the analytical solution to which is well-known [1]. It is to be noted that most 
of the analytical calculations needed are trivial, but numerical techniques need to be 
employed to find the pressure ratios across the shock as there is no straightforward 
way to solve the implicit equation relating the pressures p1 and p2 as shown in Eq. 13. 

p4 
p1 

= 
p2 
p1 

⎡ 

⎢⎢⎣1 + 
γ − 1 
2a4 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 
u4 − u1 − 

a1 
γ 

p2 
p2 

− 1 
/

γ −1 
2γ

(
p2 
p2 

− 1
)

+ 1 

⎫ 
⎪⎪⎬ 

⎪⎪⎭ 

⎤ 

⎥⎥⎦ 

−2γ 
γ −1 

, (13) 

where a is the speed of sound and the subscripts denote the corresponding region in 
the shock tube in Fig. 1.
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For the nozzle problem, we assume that the inlet of the nozzle is connected to an 
infinite reservoir, for which the pressure and temperature are taken as the reservoir 
conditions of 101,325 Pa and 300 K, respectively. For the entry boundary condition 
for isentropic transonic flow, we apply the method of characteristics for specifying the 
correct number of boundary conditions, i.e. the inlet and outlet boundary conditions 
needed are specified based on the number of characteristics entering and leaving the 
corresponding boundary. The number of variables at the inlet is specified equal to 
the number of characteristics entering through the same, whereas, the number of 
variables to be extrapolated from the interior of the domain is equal to the number 
of characteristics leaving the domain. 

In the quasi-1D nozzle problem, there are three characteristic waves crossing any 
point in the domain simultaneously. For the case considered, two characteristics enter 
and one leaves the computational domain. Therefore, we fix two variables at the inlet 
and extrapolate one from the interior. In the outlet for the supersonic case, three 
characteristics leave the domain. So, all the variables are extrapolated from within 
the computational domain. 

The numerical formulation is done using FVM, while the two schemes chosen for 
study are the Roe and Zha-Bilgen scheme. For the purposes of comparison with the 
analytical case, the area-Mach number relation [17] mentioned in Eq. 14 is solved 
using Newton–Raphson method.

(
A 

At

)2 

= 
1 

M2

[
2 

γ + 1

(
1 + 

γ − 1 
2 

M2

)] (γ +1) 
(γ −1) 

, (14) 

where At is the area at the throat of the nozzle. 
For the numerical solutions, we use a uniform structured 1D grid. The Roe’s 

scheme involves solving the approximate Riemann problem for every grid point. The 
Zha-Bilgen scheme on the other hand involves splitting the fluxes into a convective 
and pressure parts. 

2.5 Grid Independence Test 

The grid independence test is performed on the Sod’s second problem for a variety 
of grid sizes. We observe that the numerical results for N = 200 has reasonable 
accuracy. Here, for the purpose of resolving the entropy violation we choose lesser 
number of grid points. Although, choosing a large number of points may give better 
agreement with the analytical results, it also reduces the jump at the sonic point thus 
making it more difficult to identify and resolve the same (Fig. 4).
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Fig. 4 Comparison of results for various grid sizes 

2.6 Code Validation 

The FVM formulations of the Zha-Bilgen and Roe’s schemes are validated by 
comparing with the well-known Sod’s shock tube problem [16] along with its analyt-
ical solution. For the shock tube problem, the time step at which the plots were verified 
is t = 0.005 s and the chosen value of Courant–Friedrichs–Lewy (CFL) number is 
0.1. Additionally, it is also demonstrated that the analytical solution of the quasi-1D 
nozzle problem is in good agreement with the Roe’s scheme when the well-known 
Hyman and Harten Fix is applied to the same as shown in Fig. 6. 

We observe in the Fig. 5 that the numerical results are in good agreement with the 
analytical solution. Next, the code of the quasi-1D nozzle problem is also validated 
by plotting the analytical results along with the Roe’s scheme with the incorporation 
of a well-known entropy fix name.

In the Fig. 6 for the plot without the fix, we observe that the Roe scheme exhibits 
a strong-shock at the throat of the nozzle. We choose one of the many well-known 
existing entropy fixes for the Roe scheme, namely Hyman and Harten Fix [14]. As 
expected this rids the scheme of its entropy violation condition and no jump is visible 
in the throat region.
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Fig. 5 Comparison with analytical results of Sod’s first shock tube problem 

Fig. 6 Demonstration of Hyman and Harten’s entropy fix for Roe’s scheme

3 Results and Discussion 

The numerical computations are performed on a structured 1D mesh using the FVM 
formulations using an in-house code written in C language. Firstly, Sod’s second 
shock tube problem is implemented as it is expected that both the Zha-Bilgen as well 
as the Roe’s scheme will produce a jump near the sonic region.
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Fig. 7 Entropy violation for Roe and Zha-Bilgen schemes: shock tube problem 

It can be observed from Fig. 7 that there is a jump in the expansion front near the 
sonic region where Mach number is equal to one. The results of the same is shown 
in Fig. 7. 

It can be seen in the Fig. 7 that the violation of the entropy condition which caused 
a jump has been resolved upon incorporating the diffusion regulation parameter 
and setting the value optimally so as to minimize smearing, while simultaneously 
resolving the jump near the sonic point. It is also worth noting that reducing the 
dissipation regulation parameter any further would cause the schemes to become 
unstable (Fig. 8).

Secondly, the quasi-1D nozzle problem is addressed. For transonic flow, we 
observe a jump near the throat, i.e. the sonic point. For the isentropic transonic 
case, it is expected that the velocity or Mach number will gradually increase from 
subsonic to supersonic speeds without any jumps. However, at the sonic point the 
Zha-Bilgen and Roe’s scheme is expected to show a jump in the throat near the sonic 
region due to the violation of the entropy condition as shown below in Fig. 9.

Finally, the present problem which involves the control of the diffusion regulation 
parameter to resolve the entropy violation is explored. 

In the Fig. 10, a minimal amount of dissipation is added so as to handle the 
existing issues with minimal smearing of the results as diffusion inherently smooths 
out discontinuities and imparts stability to the numerical calculations.
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Fig. 8 Entropy violation fix for Roe and Zha-Bilgen schemes using dissipation regulation

Fig. 9 Entropy violation for Roe and Zha-Bilgen schemes: nozzle problem

4 Conclusions 

A number of upwind schemes are seen to give expansion shocks in some flow situa-
tions involving the Euler equations, which is a direct violation of physical laws. As 
the Euler equations are frequently used in the aerodynamic design of various objects 
such as wings, eliminating these nonphysical solutions is an extremely important



232 A. Mondal et al.

Fig. 10 Entropy violation fix for Roe and Zha-Bilgen schemes using dissipation regulation

CFD activity. This work proposes a general remedy to the problem of expansion 
shock demonstrated by some upwind schemes. To substantiate our claim, we take 
two well-known schemes that are known to violate the entropy condition, namely the 
Roe’s scheme and the Zha-Bilgen scheme. We use these schemes to solve the quasi-
1D Euler equations that govern the transonic flow in a convergent-divergent nozzle. 
As expected both these schemes give expansion shocks at the nozzle throat, where the 
flow turns supersonic from subsonic, thus violating the entropy condition. A number 
of entropy fixes have been proposed for the Roe’s scheme, we use one of these to 
show that it remedies the problem of expansion shock at the throat. However, we 
observe that this remedy is not general in nature and is largely scheme-dependent. 
This motivates us to find a general cure for all upwind schemes that violate the 
entropy condition. This general strategy consists in first casting the upwind scheme 
in the form of a central-plus-dissipation scheme, and then regulating the diffusion 
proposed in a scheme named DR-LLF [1] scheme. Our numerical results clearly 
demonstrate that the expansion shock given by both Roe’s and Zha-Bilgen schemes 
are completely eliminated by suitably adjusting the diffusion regulation parameter. 
In the case of Roe’s scheme, the entropy fix proposed earlier and our diffusion regu-
lation strategy are seen to be equally effective. In the case of Zha-Bilgen scheme our 
diffusion regulation strategy is highly effective in eliminating the expansion shock 
at the throat. As the method proposed in this work is likely to remedy the problem of 
entropy condition violation exhibited by any upwind scheme, the framework is very 
general. In this paper, we present case studies involving only two upwind schemes. 
Work is in progress to determine which other upwind schemes violate the entropy 
condition and then examine how our general cure remedies the problem.
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Nomenclature 

A Cross-sectional area (cm2) 
At Cross-sectional area of throat (cm2) 
D Numerical diffusion (–) 
F Flux vector in the x-direction (–) 
ht Throat radius (cm) 
I Cell number (–) 
J Flux Jacobian matrix (–) 
L Left side of cell interface (–) 
SSSL1 Length of converging section (cm) 
L2 Length of converging and curved throat region (cm) 
L3 Length of nozzle (cm) 
M Mach number (–) 
Po Stagnation pressure (Pa) 
rc Radius of curvature of the throat (cm) 
R Right side of cell interface (–) 
T o Stagnation temperature (K) 
U Vector of conserved variables (–) 
β Angle of diverging section (°) 
θ Angle of converging section (°) 
γ Ratio of specific heats (–) 
ρ Density of fluid (kg/m3) 
Φ Diffusion regulation parameter (–) 
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Numerical Investigations of Flow 
in Cuboidal Liquid Metal Battery 

Kaustubh Thakurdesai and Avishek Ranjan 

1 Introduction 

Electrical grids operate by balancing the demand and supply levels and integration 
of renewables (solar and wind) which are inherently intermittent requires storage. 
Liquid metal battery (LMB) is a promising candidate for reliable and non-degradable 
energy storage at grid scale at low cost. Practical LMBs invented at MIT [1] and 
manufactured by a start-up AMBRI are already in use in the United States. A typical 
LMB consists of electrolyte, sandwiched in between two electrically conducting 
liquid metals or its alloys of different electronegativity, inside a casing as shown in 
Fig. 1(a). These layers are immiscible and self-segregate due to their densities, thus 
making LMB assembly simple and cost-effective.

During discharge, metal ions produced at the anode due to oxidation travel through 
the electrolyte and are reduced at surface of the cathode. The opposite happens during 
charging after which the negative electrode is replenished. Fluid flow inside the LMB 
can cause a short circuit, when the liquid metals separated by the electrolyte will 
come in contact with each other. Tayler instability (TI), MHD interface instabilities, 
electro-vortex flow (EVF) and thermal convection are some phenomena that may 
cause interface disruptions inside the LMB [2, 3]. EVF is generated inside an LMB 
due to converging or diverging current, which has a nonzero curl, thus driving the 
flow away from the sidewalls and forming vortices (Fig. 1(b)).
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Fig. 1 LMB and EVF [2] 
representation

(a) LMB    (b) EVF 

2 Literature Review and Objective 

The structure of an LMB is simple to comprehend but its flow processes are complex 
due to the multiphysics coupling involved including interfaces. Hirt and Nicols [4] 
proposed the VOF algorithm to model interfaces and Deshpande et al. [5] presented 
a comprehensive study of the ‘interFoam’ solver and evaluated its performance on 
various test cases. Kelley and Weier [3] reviewed the fluid mechanics, challenges and 
opportunities associated with LMBs. Herreman et al. [6] used a multiphase MHD 
solver to study the EVF in cylindrical LMBs and concluded that it can lead to short 
circuits in moderately sized LMBs. Xiang and Zikanov [7] simulated the interfacial 
instability using OpenFOAM and studied the role of density differences across the 
interface in the stability of a cuboidal LMB. Mandrykin et al. [8] performed studies 
about EVF formation in cylindrical cell for varying electric current and cell aspect 
ratio. Liu et al. [9] proposed a new grid structure to be incorporated as part of LMB 
geometry for improving the LMB efficiency. 

While the geometry considered by Xiang and Zikanov [7] had uniform current, in 
practical LMBs the current diverges from the current collector leading to EVF which 
can distort the interface. For this work, we have developed a solver in OpenFOAM 
to test the LMB safety with regards to interface disruption and short circuit due to 
the EVF. This solver was developed by modifying and merging two existing solvers, 
‘epotBFoam’, which is an in-house MHD solver developed earlier in our group by 
Ranjan and Jindal [10] and ‘interFoam’, which is a VOF-based solver in OpenFOAM. 
The ‘epotBFoam’ solver is an extended version of the potential-based or induction-
less MHD solver, ‘epotFoam’, developed by Tassone [11]. We describe the governing 
equations and numerical methodology below, after which we present our results and 
conclude.
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3 Numerical Methodology 

3.1 The ‘epotBInterFoam’ Solver 

The ‘epotBInterFoam’ solver is based on the induction-less approximation approach 
to solve the MHD governing equations by using the Biot-Savart’s law for calculating 
the magnetic field ‘B’, coupled to ‘interFoam’ for simulating two fluid phases. MHD 
flow occurs when there is motion of an electrically conducting fluid, having velocity 
‘u’ in presence of magnetic field. During the flow, induced current ‘σ(u × B)’ gives  
rise to a new induced magnetic field that augments the existing magnetic field. The 
total magnetic field interacts with the induced current density ‘J’ to produce Lorentz 
force per unit volume equal to ‘(J × B)’, which acts on the fluid to inhibit its 
relative movement with the magnetic field. Equations (1–3) represent the Maxwell’s 
equations and the Ohm’s law [12]. The Navier–Stokes (N–S) equation with Lorentz 
force and interfacial tension term is (4). Ampere’s, Faraday’s and Ohm’s laws (1–3) 
with solenoidal B can be combined to give MHD induction Eq. (5). ‘σ ’, ‘μ’ and ‘μ0’ 
refer to conductivity, dynamic viscosity and permeability of free space, respectively. 

∇ ×  B = μ0J and ∇ ·  J = 0 (1)  

∇ ×  E = −  
∂B 
∂t 

and ∇ ·  B = 0 (2)  

J = σ (−∇φ + u × B) (3) 

∂(ρu) 
∂t 

+ ∇  ·  (ρuu) = −∇  p + μ∇2 u + Fl + ρg + fσ (4) 

where, 

Fl = J × B and ∇ ·  u = 0 

∂B 
∂t 

= ∇  ×  (u × B) + λ∇2 B, where λ = (μ0σ)−1 (5) 

∇2 φ = ∇  ·  (u × B) (6) 

B(r) = 
μ0 

4π

∫
J
(
r′) × 

r − r′

|r − r′|3 dV
′ (7) 

In the induction-less approach, valid for liquid metals, we ignore the induced field 
and employ the potential (φ)-based formulation of the MHD equations, represented 
by Eqs. (3) and (6). Biot-Savart’s integral is implemented for calculating the magnetic
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Table 1 Details of six test 
cases Case Width (cm) Depth (cm) Voltage (V) 

C1 2 1.5 0.0017 

C2 2 1.5 0.003638 

C3 0.8 0.6 0.00306 

C4 0.8 0.6 0.00764 

C5 1.2 0.6 0.00306 

C6 1.6 0.6 0.00306 

field due to applied current using Eq. (7). 

∂α 
∂t 

+ ∇  ·  (αu) = 0 (8)  

ρ = αρ1 + (1 − α)ρ2 (9) 

The Lorentz force calculated from the current density and magnetic field is added 
to the N–S equation. ‘interFoam’ solves Eq. (4) and the continuity Eq. (8) to calculate 
the phase fraction ‘α’, using which properties like density ‘ρ’, etc., are calculated 
by using Eq. (9). Separate files calculating the ‘Alfven courant number’, related to 
the MHD flow and the ‘alpha Courant number’ related to the multiphase flow are 
combined to calculate the Courant number which is monitored and kept <1. The six 
cases considered in this study at different applied voltages and geometries of current 
collectors are mentioned in Table 1. 

3.2 Geometry and Details of Simulation 

The LMB geometry constructed for our simulations is a thin cuboidal structure with 
a very small cuboidal protrusion provided at the top which represents the current 
collector of a practical LMB. Electric potential is applied on the top layer of this 
current collector. Henceforth, we will address this top layer as ‘inlet’. The bottom 
layer or the LMB base will be called as ‘outlet’. Case 3 geometry and mesh are 
shown in Fig. 2.

Geometry and mesh for all cases were created using ‘blockMesh’ utility. LMB 
dimensions for all the cases, excluding the inlet dimensions are 10 cm × 6 cm  × 
1.5 cm along the x, y and z axis, respectively. Electrolyte layer height along the vertical 
y-axis is 1 cm, above which there is 5 cm high negative liquid metal region. Current 
collector height for all cases is 0.1 cm. To capture the interface phenomena more 
accurately, elements near the interface are provided with finer resolution as shown 
in Fig. 2(b), using ‘simpleGrading’ mesh utility in ‘blockMeshDict’ file, for which 
the ratio of cell length along y-axis of the smallest cell to the largest cell for both the 
liquids is 0.1. As seen in Fig. 3, upper region (blue) is the negative metal electrode
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Fig. 2 (a) Geometry and  
(b) Mesh of LMB  for case 3

(a) Geometry  (b) Mesh 

and lower region (red) represents the electrolyte. Short circuit or design failure of an 
LMB occurs when the two liquid metal electrodes come in contact with each other, 
which is equivalent to the situation when the negative metal electrode touches the 
outlet in our model. These two-layered simulations are less computationally intensive 
compared with the three-layered systems. To focus the study on EVF and save on the 
computational costs, the depth was kept to 1.5 cm. Any further reduction in depth 
along z-axis does not facilitate clear EVF formation, as it appears to be very feeble 
and is barely visible. An important issue for this simulation was about assigning 
conductivity to the domain. There is usually a large difference in the magnitudes 
of electrical conductivities of the liquid metal (~106) and that of the electrolyte 
(~102). This is a major issue from computation point of view. As a first step towards 
overcoming this problem, a single weighted average value [7] of the conductivity 
can be considered for all cells of the LMB as per Eq. (10). 

σequivalent = αmetalσmetal + αelectrolyteσelectrolyte (10) 

The phase fractions of the liquids at initial time are 1/6th and 5/6th of the total 
volume of the LMB for the electrolyte and liquid metal, respectively. A concern with 
this weighted average approach is that the interface conductivity calculated using 
Eq. (10) is of ~ 106 range. As a step towards overcoming this problem, we have 
taken harmonic mean of conductivities [7] of both liquids for the cell boundaries 
adjacent to the interface as per Eq. (11). 

σequivalent =
(
dN/d 

σmetal 
+ dP/d 

σelectrolyte

)−1 

(11)

Fig. 3 Conductivity at 
interface for solver 1 
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σequivalent = 
2 ∗ σmetal ∗ σelectrolyte 

σmetal + σelectrolyte 
(12) 

‘dN’ and ‘dP’ are the distances from the interface to cell centres of elements adja-
cent to the interface. ‘d’ is the distance between cell centres of interface adjoining 
elements. For our cases, ‘dN’ = ‘dP’ = d/2, which reduces Eqs. (11)–(12). In ‘epot-
BInterFoam’, conductivity is modelled in a graded manner around the interface, 
as shown in Fig. 3. Since the deformations visible in our results were limited to 
maximum three or four layers adjacent to the interface, actual conductivity of the 
metal and electrolyte was assigned to the domain beyond these layers. Linear inter-
polation was used to define conductivity for layers adjacent to the interface, such 
that the interface has the harmonic mean conductivity value. Boundary conditions 
for ‘α’ and ‘σ ’ are set using ‘funkySetFields’ utility. For the modelling of conduc-
tivity, we have developed two solvers. Our solver 1 models conductivity in a graded 
manner around the interface, using Eq. (12). On the other hand, our solver 2 assumes 
a constant weighted average value for conductivity calculated using Eq. (10) for  
all elements in the domain. Even though solver 2 models conductivity in a simpler 
manner but it may not be very ideal since it is likely to assign the electrolyte cells 
very high conductivity. 

The ‘funkySetFieldsDict’ file contains code written to define conductivity in the 
domain, which is divided into four regions along the y-axis with different linear 
equations defining the respective conductivity in each region. The first region spans 
from the first cell layer above the interface till the third layer below the interface. 
The second region starts from the second layer above the interface till the fourth 
layer above the interface. The third and the fourth regions are the parts of the domain 
below and above the interface, respectively, which are not defined under first or 
second region and are assigned conductivity values of their corresponding liquids. 
Conductivity equation for first layer is defined such that the interface has the value of 
the harmonic mean, calculated using Eq. (12), while the boundary common to third 
region has electrolyte conductivity. Similarly linear equation for second region is 
defined such that its boundary adjacent to fourth region has liquid metal conductivity 
and the common boundary of first and second region has the same conductivity. 
Material properties are assigned using data from [6]. Magnesium (Mg) liquid metal 
has density and conductivity equal to 1577 kg m−3 and 3.57×106 Sm−1, respectively. 
Electrolyte (KCl–MgCl2–NaCl), has density and conductivity equal to 1715 kg m−3 

and 213 S m−1, respectively. Table 1 describes the geometry of the inlet of the 6 LMB 
cases along with applied voltages. 

(C1, C2) and (C3, C4) have same inlet dimensions. Thus, we have four different 
geometries. Figure 4 shows the inlet for different cases. Inlet for C3 and C4 is shown 
in Fig. 2(a).

To model conductivity in the LMB more accurately, we have also modified the 
‘epotBInterFoam’ solver (S1) to implement dynamic modification of conductivity. 
We will refer to this modified solver as solver 3 (or S3). The implementation of 
dynamic model is done such that the conductivity of each individual cell changes 
during the simulation based on the composition of liquid metal and electrolyte present



Numerical Investigations of Flow in Cuboidal Liquid Metal Battery 241

(a) C1 and C2    (b) C5   (c) C6 

Fig. 4 Inlet protrusions

inside that cell by linear interpolation. Results of C2 simulated using solver 3 are 
presented at the end of next section and a comparison of the results is performed with 
C2 results obtained using the solvers 1 and 2. Following equation is implemented in 
solver 3 for carrying out the linear interpolation: 

σequivalent = σm − αe ∗ (σm − σe). (13) 

Here, ‘σm’ and ‘σe’ stand for the liquid metal conductivity and the electrolyte conduc-
tivity respectively. ‘αe’ refers to the phase fraction of electrolyte. Equation (13) is  
used to modify the conductivity of all cells of the LMB during all iterations happening 
during the simulation run. As a result of implementation of Eq. (13), we have linked 
the current to conductivity of the domain, which in turn varies based on the phase 
fraction of the components of LMB. Mesh sensitivity analysis was performed on C1 
and C3 by increasing the mesh along y-axis by 20% and 50% [represented in Fig. 5 
by suffixes (I) and (II), respectively]. Instantaneous and time averaged velocity plots 
along jet centreline, on the vertical mid-plane of the LMB for C1 and C3 respectively 
at 10 s are shown in Fig. 5. 

The mesh sensitivity for C1, as shown in Fig. 5(a), gives an error < 2% at all points. 
All other cases are unsteady in nature. They either are on the verge of short circuit 
or they have very feeble and diffused jets since the very beginning, thus giving more 
velocity fluctuations. The time averaged velocity profiles for C3 at 10 s are presented 
in Fig. 5(b). Since C3 is unsteady in nature, at this time instant we get maximum 
error of around 10% in this plot, which is likely to reduce when the simulation will

(a) C1 (b) C3 

Fig. 5 Mesh sensitivity analysis for (a) C1 and  (b) C3  
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be run for more number of time steps. Results obtained for the ‘damBreak’ case, 
using ‘interFoam’ matched to a very large extent with results obtained using solver 
1 with no current and magnetic field. 

4 Results and Discussion 

All the results presented are along the jet centreline, on the vertical mid-plane of 
the LMB. Seven set of contours are presented for each case, where the images 
sequentially represent: jet emerging from inlet, jet just before striking the interface, 
jet impingement on the interface, beginning of significant vortex formation, vortex 
formation in final stages with solver 1, vortex formation in final stages with solver 2 
and electrolyte phase fraction (αe) showing significant interface deformation. 

4.1 Case 1 (C1) and Case 2 (C2) 

C1 and C2 have the same inlet width but with different electric potential and with 
the depth along z-axis equal to the LMB depth as seen in Fig. 4(a). Voltage supplied 
at inlet for C2 is increased to the extent that the current density observed for C1 
at the interface is equal to current density at outlet for C2, which means current is 
larger at the interface for C2 leading to larger Lorentz force. Simulation results for 
C1 and C2 are shown in Fig. 6. High-speed jets just emitting out from the inlet can 
be seen in Fig. 6(a), (h). We can see the high-speed jet speeding towards the interface 
and eventually hitting the interface. After this, the flow is horizontal and along the 
walls to form a vortex. In Fig. 6(g), we can see minor deformation of the interface 
in phase fraction. LMB current collector design for C1 can be termed as safe since 
the liquid metal does not appear to touch the outlet at any time instant. However, this 
situation may drastically change when the voltage supplied is increased any further, 
as observed for C2 results.

Figure 6 (f), (m) show velocity profile computed by solver 2. We can observe 
from these results that the maximum and the overall velocity magnitude is in general 
higher and more chaotic for solver 1 than for solver 2 for the same inlet geometry. 
This may be due to relatively higher conductivity assigned to the liquid metal by 
solver 1, compared with solver 2. 

4.2 Case 3 (C3) and Case 4 (C4) 

Inlet sizes for C3 and C4 are reduced compared with C1 and C2. Electric potential 
for C3 at inlet is defined to get same current density at the interface as observed in 
C1. Voltage supplied at inlet for C4 is increased to give the current density observed
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Fig. 6 C1, C2 velocity and  
phase fraction comparison

  (c) C1: |u| at t = 4 s                     (j) C2: |u| at t = 2 s        

(d) C1: |u| at t = 5.5 s                    (k) C2: |u| at t = 3 s                

 (e) C1: |u| at t = 10 s                     (l) C2: |u| at t = 5 s            

(f) C1: |u| at t = 10 s                      (m) C2: |u| at t = 5 s 
          (solver 2)                                       (solver 2)       

 (g) C1: at t = 10 s                      (n) C2: at t = 3 s             

 (a) C1: |u| at t = 2 s                      (h) C2: |u| at t = 1 s          

 (b) C1: |u| at t = 3 s                    (i) C2: |u| at t = 1.5 s    

at C3 interface equal to the current density at C4 outlet. Short circuit happens in C4, 
which can be seen in Fig. 7 (l), (m), where the liquid metal pierces the interface and 
touches the outlet. It is observed from Fig. 7 that interface deformations for C3 and 
C4 are significantly more than C1. This is due to the reduction in inlet width which 
increases the strength of EVF. For C3, the LMB design appears to be safer than C2
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as the liquid metal stays far from outlet most of the time. In Fig. 7 (i), (m), the jet 
can be seen piercing the interface at 0.75 s.

Thus, we conclude that LMB design for C4, at given voltage is unsafe and ought 
to be rejected. Solver 2 results for C4 also indicate short circuit at 0.75 s.

Fig. 7 C3, C4 velocity and  
phase fraction comparison 

 (a)C3: |u| at t = 0.5 s                   (h) C4: |u| at t = 0.25 s

  (b) C3: |u| at t = 1 s                    (h) C4: |u| at t = 0.5 s                

 (c) C3: |u| at t = 1.5 s                  (i) C4: |u| at t = 0.75 s 

 (d) C3: |u| at t = 4.5 s                  (j) C4: |u| at t = 1.25 s 

 (e) C3: |u| at t = 7.5 s                   (k) C4: |u| at t = 1.5 s 

 (f) C3: |u| at t = 7.5 s                   (l) C4: |u| at t = 0.75 s              
         (solver 2)                                       (solver 2) 

  (g) C3: at t = 2.5 s                   (m) C4: at t = 0.75 s 
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4.3 Case 5 (C5) and Case 6 (C6) 

C5 and C6 have geometries similar to C3 but with an increment of 50% and 100% inlet 
width respectively along x-axis, when compared with C3. Inlet voltage remains same 
as in C3. This case is simulated to analyse the LMB stability when inlet geometry is 
changed for constant voltage. 

Since inlet width along x-axis has increased, a lesser interface deformation is 
expected compared with C3. The interface deformation seen in Fig. 8 (g), (n) is 
much less than that in C3. This could be because the voltage supplied is same as in 
C2, but the inlet width has increased, giving a reduced jet intensity. It can be seen in 
Fig. 8 (k), the jet has started to become diffused just at 4.5 s. Once again this shows 
that voltage has significant effect on interface stability. It can be seen in Fig. 8 that 
C6 has feebler jet impingement and EVF than C5 due to further increase in inlet 
width with voltage remaining same. Results obtained from solver 2 for all cases are 
presented for fully developed EVF. Next, we perform comparison of velocity profiles 
from solvers 1 and 2 for C1, C2, C3 and C6 at time when jet strikes the interface, 
which is at 4, 2, 1.5 and 2.5 s, respectively, along the jet centreline on the vertical 
mid-plane is shown in Fig. 9. Solver 1 and 2 results are represented by suffixes (S1) 
and (S2), respectively.

It is observed that velocity predicted by solver 1 is larger than solver 2. This is 
expected since solver 1 assigns a higher conductivity value to the liquid metal than 
solver 2. During the simulation run, we observed solver 1 results to be more chaotic 
than solver 2, which is again likely due to difference in modelling of conductivity. 

4.4 C2 with Dynamically Changing Conductivity 

In the solvers 1 and 2, the conductivity in each cell remained constant throughout the 
simulation. This static behaviour of the conductivity model in solvers 1 and 2 does not 
consider the change in composition of cells near interface, happening due to interface 
deformation. As a result of this, the cells having very high composition of liquid metal 
may still represent the electrolyte conductivity and vice versa. This is undesirable 
since the conductivities of liquid metal and electrolyte differ by an order of ~ 104 

magnitude. The modelling of conductivity in the solver 3 is implemented such that for 
all the cells at any given point of time during the simulation, if the value of ‘αe’ (phase 
fraction of electrolyte) equals 1, then the conductivity of electrolyte is assigned to that 
cell. Similarly, if for any cell ‘αe’ equals to 0, then the liquid metal’s conductivity is 
assigned to that cell. Based on these two extremes, a linear interpolation is performed 
for all the cells for assigning the equivalent conductivity [Eq. (13)]. Based on the 
‘αe’ value during the simulation, conductivity is dynamically modified for each and 
every cell during all iterations, thus changing the current density. Images shown in 
Fig. 10 depict phase fraction, conductivity and velocity at mid-plane cross section
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Fig. 8 C5, C6 velocity and  
phase fraction comparison

(a) C5: |u| at t = 1 s                     (h) C6: |u| at t = 1 s 

 (b) C5: |u| at t = 1.5 s                   (i) C6: |u| at t = 2 s 

 (c) C5: |u| at t = 2.5 s                    (j) C6: |u| at t = 3 s 

 (d) C5: |u| at t = 4 s                      (k) C6: |u| at t = 4.5 s 

 (e) C5: |u| at t = 7 s                      (l) C6: |u| at t = 8.5 s 

   (f) C5: |u| at t = 7 s                   (m) C6: |u| at t = 8.5 s 
           (solver 2)                                     (solver 2) 

    (g) C5: at t = 5 s                       (n) C6: at t = 5 s 



Numerical Investigations of Flow in Cuboidal Liquid Metal Battery 247

Fig. 9 Velocity magnitude 
along jet centreline on the 
vertical mid-plane for solvers 
1 and 2. The black dashed 
line indicates the initial 
location of the interface

(a) C1 and C2 

(b) C3 and C6 

along z-axis for C2 using the dynamic conductivity modification model at time t = 
5 s.

We can see by comparing the images in Fig. 10 that the shape of interface in 
(b) is exactly the same as in (a). This shows that the conductivity has been linked 
with the phase fraction for each cell and changes according to its values during the 
simulation. Following Fig. 11 compares the velocity profiles of C2 taken along y-axis 
of mid-plane of LMB along the z-direction, using all the three solvers: ‘myInterFoam’ 
(Solver 1), ‘epotBInterFoam’ (Solver 2) and the modified solver having dynamic 
conductivity model (Solver 3) at time t = 5 s.

We can see from Fig. 11 that different conductivity models predict different veloc-
ities for the same LMB geometry, with the same potential difference. Even though 
the overall shape appears to be similar, there are significant differences in the velocity
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Fig. 10 Phase fraction, conductivity and velocity for C2 at t = 5 s using dynamic conductivity 
approach

Fig. 11 Velocity comparison for C2 at time t = 5 s using results from solvers 1, 2 and 3. The black 
dashed line indicates the initial location of the interface

magnitudes, particularly near the interface. This is more pronounced for C2 since it 
is an unstable case on the verge of short circuit.



Numerical Investigations of Flow in Cuboidal Liquid Metal Battery 249

5 Conclusion 

We have studied electro-vortex flow (EVF) in cuboidal LMB with different inlet 
(current collector) geometries and applied voltages. Results presented in this paper 
indicate that electric potential and the inlet width both contribute towards the stability 
of an LMB with respect to the EVF. We also developed a solver ‘epotBInterFoam’ 
in OpenFOAM and used this solver to test a given LMB geometry for its safety 
which can be used for other geometries as well. We have found that for constant 
width difference between inlet and outlet, the LMB becomes more unstable with 
increasing supply of electric voltage and similarly for constant electric voltage, LMB 
stability tends to increase with reducing difference between inlet and outlet widths. 
Short circuit occurred in the C4, where 0.00764 V was sufficient to disrupt the LMB 
functioning. Lastly, we also used a modified version of ‘epotBInterFoam’ to model 
the changing conductivity for case 2 (solver 3) and compare the results with those 
from solvers 1 and 2. Presently, we are trying to implement current continuity across 
the interface by including the conductivity jump across the interface while solving 
the Poisson’s equation to obtain current distribution inside the LMB. This makes 
the problem numerically very stiff and therefore requires very fine mesh near the 
interface. We expect that most of our results before the electrolyte rupture should 
be valid even with the calculation of interface currents. However, if the interface 
becomes unstable, this can lead to interfacial instabilities. 

Acknowledgements We thank the Science and Engineering research board (SERB) for the grant 
which funded this research. 

Nomenclature 

d Distance between cell centres (m) 
f σ Surface tension force (kg/m2s2) 
g Acceleration due to gravity (m/s2) 
p Pressure inside fluid (N/m2) 
r Distance to cell centres (m) 
u Fluid velocity (m/s) 
B Magnetic field (T) 
E Electric field (V/m) 
F l Lorentz force per unit volume (kg/m2s2) 
J Current density (A/m2) 
V Volume (m3) 
α Phase fraction of the liquid (–) 
μ Dynamic viscosity (kg/ms) 
μ0 Permeability of free space (N/A2) 
ρ Density of fluid (kg/m3) 
σ Electric conductivity (S/m) 
ϕ Electric potential (V)
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Numerical Investigation on Effect 
of Appendage on Heat Transfer 
in a Backward-Facing Step (BFS) 

P. Nagarajan and S. Soma Sundaram 

1 Introduction 

Separated flow over a step occurs in a many engineering problems and applica-
tions. The simple geometry has complex features, which has been studied by many 
researchers. The recirculation length, separation bubbles, reattachment points and 
coherent structures developed in the BFS are major areas where study has been 
focused on. The geometry generates a primary recirculation region downstream of 
the step. This region is of interest for heat transfer studies. Any modification in the 
BFS to enhance mixing increases the pressure drop across the channel. Hong et al. 
[1] examined the flow and heat transfer characteristics in a range of Prandtl numbers 
(0.07 ≤ Pr ≤ 100). The influence of inclination angle was reported. They found 
that increasing the inclination angle enhanced the reattachment but decreased the 
wall friction coefficient. Barkley et al. [2] studied bifurcation analysis of the flow 
at a critical Reynolds number of 748 and found that critical Eigen mode of flat roll, 
localized at recirculation zone behind the step edge. A centrifugal instability was 
generated by secondary flow within separation zone. The main flow was found to be 
a Taylor–Gortler-type instability. 

Biswas et al. [3] studied the effect of expansion ratios. The Reynolds number 
varied from, 1 to 400. A corner vortex with approximately constant size was obtained 
in concave corner behind the step. Nie and Armaly [4] compared the variation of 
two-dimensional analysis over a three-dimensional one on heat transfer studies in 
a BFS. The Reynolds number was varied from 150 to 450. The results of 2D case 
included short distance from step (X/S = 30). It was found that primary reverse flow 
was high and it developed strong vortices in span-wise flow. The strength of the 
vortex was maximum near the step as sudden expansion generated a higher velocity 
gradient.
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Chen et al. [5] examined the velocity and temperature fields of incompressible 
steady flow in a low Reynolds number backward-facing step. Analysis was carried 
out with and without the insertion of a cylinder downstream from the step. Insertion 
of cylinder enhanced the convective heat transfer. The thermal performance is found 
to increase by approximately 33% at Reynolds number = 170. Yılmaz and Öztop [6] 
studied the effect of step heights, step length and the Reynolds number on the fluid 
flow. A second step had been used as a control device for enhancing heat transfer. 
The results showed that turbulent intensity and heat transfer rate were increased with 
increasing Reynolds number. Additionally, the ratio of step height was more effective 
parameter than the length of step for enhancement of heat transfer. 

Kanna and Das [7] performed numerical analysis to study the local Nusselt 
number, interface temperature and average Nusselt number in the solid region for a 
conjugate heat transfer study of backward-facing step. The hydrodynamic solution 
was determined using stream function-vorticity formulation. To compare conjugate 
and non-conjugate case Reynolds number (Re), Prandtl number (Pr), thermal conduc-
tivity (K) and thickness of the slab (b) were varied. Reduced thermal layer thickness 
and high thermal gradients were reported in conjugate case. The Prandtl number 
increment caused the decrement in temperature gradient and increment in Nusselt 
number. In non-conjugate case the effect of thermal conductivity on Nusselt number 
was studied. It was found that when thermal conductivity increased, the Nusselt 
number also increased. When thickness of the slab was increased the Nusselt number 
reduced in non-conjugate case. 

Kumar and Dhiman [8] numerically studied the heat transfer enhancement in 
laminar forced convection flow over a benchmark problem, with obstruction in form 
of an adiabatic circular cylinder. The effect of different cross-stream positions of the 
circular cylinder for various Reynolds numbers in the range of 1–200 was studied. The 
peak and average Nusselt number increased with Reynolds number. The heat transfer 
enhancement was up to 155% compared with the unobstructed case. Selimefendigil 
and Öztop [9] studied the forced convection of ferrofluid over a backward-facing 
step at a Reynolds number of 1–200. With increasing magnetic dipole strength, the 
flow field was directed downstream of the step and cylinder towards the bottom 
wall. The magnetic dipole strength was used to control the length and size of the 
recirculation zone. For Reynolds number under study the maximum and average 
Nusselt numbers increased as the magnetic dipole strength increased. Additionally, 
the external magnetic field acted in a way that decreased the local heat transfer in 
some locations. When the cylinder rotated clockwise, more flow was entrained in its 
wake and some of it was directed towards the bottom of the cylinder. At Re = 10, the 
maximum and average heat transfer increased with cylinder rotation, but at higher 
Reynolds numbers, the peak value of the Nusselt number and its location changed 
slightly with cylinder rotation compared with the motionless cylinder case. 

D’Adamo et al. [10] observed that reattachment length caused by the shear layer, 
occurred at a natural frequency. When using plasma actuators to actively control 
a backward-facing step flow, power consumption was reduced since the flow was 
less sensitive to forcing amplitude. Hilo et al. [11] presented turbulent flow in BFS 
obtained by different parameters and conjugate shapes. At an amplitude height of
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4 mm and Reynolds number of 5000, better heat transfer was observed in a trape-
zoidal bottom wall. Ahmed et al. [12] studied the heat transfer in a micro-scale 
backward-facing step channel by using turbulators. The usage of rectangular wing 
vortex generator, enhanced the heat transfer providing low pressure. 

Li et al. [13] performed studies on active control on BFS. The non-dimensionalized 
perturbation frequency at Strouhal number of 0.22 resulted in a minimized recircu-
lation region and maximum heat transfer. Guo et al. [14] studied backward-facing 
rounded ramp with C-D riblets. It was observed that flow separation reduced, and 
the total pressure losses reduced to 3.75% times of riblets height. Talib and Hilo 
[15] examined the effect of corrugated wall in BFS. The Nusselt number and friction 
factor increased up to 40.7% and 46.2% in the study. 

Based on the literature, it can be seen that both active and passive control methods 
have been studied on the BFS to enhance heat transfer. However, little researches 
have been done for passive control methods in step itself. This motivated the present 
study, to study the effect of inclusion of the appendages on the step. The height of 
the appendages and its orientation has been altered and its effect on heat transfer 
has been reported. The flow is considered to be laminar and the simulation has been 
carried out for four different Reynolds numbers (1, 10, 100 and 1000). 

2 Simulation Methodology 

The geometry considered for the simulation is taken from literature [8]. The height 
of the step is set as ‘S’. The distance of step from the inlet is 10S, while the distance 
from exit is 40S. An expansion ratio of 2 is used in the present study. The length of the 
appendage has been varied from 0.16S to 0.84S in steps of 0.16S. The computational 
domain for an appendage length YA/S = 0.5, placed vertically (90°) is shown in Fig. 1. 
The effect of varying the angle of appendage has also been studied, by placing the 
appendage horizontally (0°) and at an angle of 45°. 

Fig. 1 Schematic diagram for BFS problem with obstruction case geometry
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Table 1 Mesh details in 
backward-facing step Mesh Cells X1/S Average Nusselt number 

Coarse 19,000 2.58 2.153 

Medium 40,000 2.80 2.147 

Fine 93,000 2.78 2.155 

The mesh has been created in a systematic manner. The computational domain 
has been divided into three regions. The primary region is close to the step while 
secondary and tertiary regions are far away. The primary region is given a fine mesh 
compared with secondary and tertiary regions. Grid independence study has been 
carried out on three different meshes with 19,000 cells, 40,000 cells and 93,000 
cells. The length of the primary recirculation and average Nusselt number for the 
three meshes are given in Table 1. The results are found to be consistent to the mesh 
of 40,000 cells and it has been selected for further studies. The boundary conditions 
at the bottom wall after the step is considered as an isothermal wall with no-slip. 
The inlet of the computational domain is considered as mass flow inlet and mass 
flux corresponding to Reynolds number 1, 10, 100 and 1000 has been provided. The 
outlet boundary condition has been modelled as outflow. All walls except the bottom 
wall of steps are considered insulated and no-slip conditions. 

Air with a density of 1.223 kg/m3, viscosity of 1.7894 × 10–5 kg/ms, specific heat 
of 1006.43 J/Kg-K and thermal conductivity 0.0242 W/mk has been selected as the 
working fluid. The Prandtl number for air is 0.7. 

Numerical simulation has been carried out in FLUENT software. The viscous 
model has been chosen as laminar flow and the energy equation has been turned on 
as heat transfer calculations are carried out. 

The governing equations of continuity, momentum and energy have been solved 
for the effect of appendage on heat transfer in a backward-facing step under the 
conditions of steady flow, incompressible and Newtonian fluid, two-dimensional 
and constant flow. The governing equations are given below: 

The continuity equation: 

∂U 

∂ X 
+ 

∂V 

∂Y 
= 0. 

The x-momentum equation: 

∂UU 

∂ X 
+ 

∂VU  

∂Y 
= −∂ P 

∂ X 
+ 

1 

Re

(
∂2U 

∂ X2 
+ 

∂2U 

∂Y 2

)
. 

The y-momentum equation: 

∂UV  

∂ X 
+ 

∂ VV  

∂Y 
= −  

∂ P 
∂Y 

+ 
1 

Re

(
∂2V 

∂ X2 
+ 

∂2V 

∂Y 2

)
.
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The conservation of energy equation: 

∂(UT  ) 
∂ X

+ 
∂(VT  ) 

∂Y 
= 

1 

Re Pr

(
∂2T 

∂ X2 
+ 

∂2T 

∂Y 2

)
, 

where U, velocity in X direction; V, velocity in Y direction; P, pressure; T, Temper-
ature; Re is Reynolds number and PR is Prandtl number. Coupled equations have 
been used to solve the differential equations. The least-square cell-based method has 
been used for second-order accuracy in the finite volume method. 

3 Results and Discussion 

The results obtained by solving two-dimensional, steady, incompressible, laminar, 
non-reacting flow equations are explained in this section. The effect on varying 
the appendage length (YA/S) and its orientation, for various Reynolds number, on 
the convective heat transfer is explained. The variation in the Nusselt number, fric-
tion coefficient, pressure coefficient and performance evaluation criteria (PEC) is 
discussed. 

Contours of streamlines are shown in Fig. 2. The contours are provided for a 
Reynolds number of 1000. The unobstructed case (a) is found to have a primary 
recirculation region of length X r/S = 1.833. The secondary bubbles are formed on 
the top wall. The variation in the streamline upon inclusion of the appendage, with 
various YA/S is shown in Fig. 2b–f. It can be seen that there is not much variation in 
the length recirculation with an inclusion of appendage of YA/S = 0.16. However, 
upon increasing the appendage length further to YA/S = 0.666 and YA/S = 0.833, the 
length of the primary recirculation region increases. The effect of adding appendage 
results in increasing of the velocity at the step location. The increase in velocity has 
been observed by closing of streamlines. To study the effect of orientation of the 
appendage, two cases appendages (YA/S = 0.3333 and YA/S = 0.5) oriented to flow 
directions and one case with appendages (YA/S = 0.333) oriented at an angle of 45°.

It has been observed that the recirculation length is not much affected with the 45° 
orientations, but an increase in the recirculation length is noted in other two cases. 
With an increase in the primary recirculation length, a decrease in the secondary 
recirculation region is observed. The velocity streamline plots have the same expan-
sion ratio, but the recirculating length increases as the Reynolds number increases. 
For other cases with Re < 1000, a recirculation region with lesser length has been 
observed. 

The average Nusselt number has been obtained by the mean of the local Nusselt 
number determined in the bottom wall of the computational domain. The variation 
of average Nusselt number with Reynolds number is shown in Fig. 3. According to 
literature [8], the Nusselt number increases as the Reynolds number increases. The 
same trend has been observed in the present study. The appendages YA/S = 0.84 
has highest improvement of Nusselt number compared with another appendages.
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Fig. 2 Velocity streamlines 
through backward facing 
step with various 
appendages: a Unobstructed 
step; b YA/S = 0.33; c YA/S 
= 0.50; d YA/S = 0.84; 
e YA/S = 0.33 and 0°; f YA/ 
S = 0.33 and 45°

An increment of five times has been observed for Re = 1000. The increase in the 
primary recirculation region formed in appendage YA/S = 0.84 causes better mixing 
and hence an increase in the Nusselt number is observed.

Figure 4 presents the variation of pressure coefficient with Reynolds number along 
with appendage. The Reynolds number is incremented from 1 to 1000. The variation 
of pressure coefficient has been observed to occur at higher Reynolds number (Re 
= 1000). The pressure coefficient increases with appendage length is increased. The 
pressure coefficient for Re = 1000 is higher at YA/S = 0.84.
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Fig. 3 Average Nusselt 
number (Nuavg) Reynolds 
number for an appendage

Figure 5 presents the variation skin friction coefficient with Reynolds number (Re) 
along the appendages. The skin friction has been observed to be highest at Re= 1000. 
The skin friction coefficient is found to be almost constant for variation in Reynolds 
number. However, for Reynolds number of 1000 a variation in skin friction coefficient 
has been observed with introduction of appendage. The skin friction coefficient 
increases when the appendage length is increased. The skin friction coefficient Re 
= 1000 is highest at YA/S = 0.84. The skin friction coefficient has been observed to 
be a constant for YA/S = 0.50 and 0°, YA/S = 0.33 and 0° and YA/S = 0.33 and 45°. 
The values are same as that of unobstructed and are not shown here for the sake of 
brevity.

Figure 6 shows the performance evaluation criteria (PEC) for variation of 
Reynolds number and appendage length. The heat transfer enhancement has been 
obtained by mixing, which generally causes the pressure coefficient to rise. It is one
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Fig. 4 Pressure coefficient 
Reynolds number for an 
appendage

Fig. 5 Skin friction 
coefficient (Cf) with  
Reynolds number for an 
appendage
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Fig. 6 Performance 
evaluation criteria with 
Reynolds number for an 
appendage 

of the important characteristics to calculate the efficiency of utilizing an appendage 
by the PEC. 

PEC =
(

Nu 
Nuo

)
(

f 
fo

) 1 
3 
, 

where Nu is the Nusselt number and f is the factor of the new channel (backward-
facing step with appendage), while Nuo is the Nusselt number and f o is the friction 
factor of the original channel (backward-facing step). The method of calculation of 
PEC is obtained from literature [11]. When the PEC value is greater than 1, the heat 
transfer improvement is higher than the rise of pressure efficient PEC value increases 
with appendage length. However, the highest increase occurred at appendages of YA/ 
S = 0.33 and 0° in a Reynolds number at 10. For a Re = 1, with the inclusion of 
appendage the increment in heat transfer is lesser compared with pressure coefficient. 
It can be seen in Fig. 3 that the better heat transfer is obtained for YA/S = 0.84 when 
compared with YA/S = 0.33. However, it also has a higher friction coefficient as 
shown in Figs. 4, 5. Correspondingly, the PEC of YA/S = 0.33 is higher than YA/S 
= 0.84, for a Reynolds number of 1000.
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4 Conclusions 

In this present study, the convection heat transfer in laminar two-dimensional BFS 
geometry is studied. The effect of various appendages and their orientation in the 
flow and the heat transfer enhancement of separated flow have been numerically 
explored. The numerical simulations have been carried out with air as working fluid. 

Accordingly, the current findings are: 

• Introduction of appendage improved heat transfer over the BFS. 
• Appendage YA/S = 0.84, provided highest improvement of Nusselt number. The 

Nusselt number increased by five times than unobstructed step for a Reynolds 
number of 1000. 

• However, it is found the appendage will cause higher pressure coefficient than 
increase in the heat transfer. The BFS with the appendage YA/S = 0.84 presented 
the highest average skin friction coefficient compared with other appendages. 

• The Nusselt number gradually increases as Reynolds number increases. 
• Appendage YA/S = 0.33 and 0° has the highest performance evaluative criteria 

PEC 1.507. 

The turbulent flow over the modified in BFS with appendages and their influence 
on heat transfer will be considered for future work. 
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Accelerated CFD Computations 
on Multi-GPU Using OpenMP 
and OpenACC 

Harshad Bhusare and Somnath Roy 

1 Introduction 

The computational fluid dynamics is an important branch of fluid mechanics for 
simulating fluid flows. The accuracy of those results depends on order of the numer-
ical scheme, grid size, floating-point precision which is computationally expensive. 
Modern General Purpose Graphical Processing Units (GP-GPU) has higher floating-
point computing capability (FLOPS) due to the large number of cores present when 
compared with a central processing unit (CPU). For carrying out a direct numerical 
simulation (DNS) with high Reynold’s number (Re) the computational load is N ∼ 
Re9/4. The higher order finite difference method is computationally expensive and 
those solvers can be ported to GPUs for getting accurate results. Since the devel-
opment of NVIDIA’s CUDA architecture, the usage of general purpose GPU (GP-
GPU) has increased drastically, due to its simple implementation and its capability 
of conducting highly parallel calculations. Thibault et al. [1] ported a 3D incom-
pressible Navier–Stokes solver using CUDA programming language on multi-GPU. 
Thibault were able to get a speed-up of 21× on two GPUs when compared with a 
single CPU. On a large-scale problem they were able to get 3x performance when 
compared with a single to a single GPU. The Jun-hui Wang et al. simulated surface 
water flow process with a higher resolution model and accelerated the computation 
using a single GPU [2]. The Ali Uzun et al. carried out direct numerical simulation 
based on a flow solver accelerated on GPU [3]. Chuang-Chao Ye et al. showed that 
their accelerated code on a Tesla V multi-GPUs were able to get a speed-up of 2000× 
when compared with a CPU [4]. The Da-li Li et al. ported the Euler solver on central 
processing unit (CPUs) to three different CPU/GPU heterogeneous platforms which 
gave a highest speed-up of 260× on their MUSCL Scheme [5]. There has been an
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ease in programming and porting in-house codes onto a GPU platform due to emer-
gence of OpenMP [6] and OpenACC [7], a directive-based programming model. The 
OpenACC architecture allows the user to divide the workload, making application 
porting more easier and efficient. Cappello et al. [8–10] proposed a hybrid program-
ming model that combined MPI with p-threads using OpenMP. They showed that by 
combining shared memory and message passing models, it is possible to improve 
the efficiency of particular codes. Heterogeneous processors, which combine many 
CPUs and GPUs, are a popular choice for porting complicated scientific programmes 
[11]. The Jianqi Lai et al. were able to carry out hypersonic flow computations on a 
multi-GPU platform which are compute intensive tasks. They were able to get speed-
up of 77× for coarser mesh and 147× speed-up for finer mesh on four GPUs. The 
compute unified device architecture (CUDA) + MPI was used for parallel computing 
platform and programming model for GPUs to implement the algorithm on heteroge-
nous architecture [12]. The incompressible Navier–Stokes solver was implemented 
by Cohen and Molemaker based on the Boussinesq approximation with double preci-
sion [13]. Goddeke et al. [14] investigated finite element model for fluid mechanics 
computations on GPU platform. GPUs have also been widely reported for Euler 
solvers and incompressible Navier–Stokes solvers [1, 5, 15, 16]. 

In this present study, a hybrid programming model is implemented on Poisson 
solver of the in-house 3D incompressible Navier–Stokes code running on a single 
node based on OpenMP and OpenACC directive-based programming language 
utilizing multi-GPU. A direct numerical simulation (DNS) is performed on a simple 
3D lid-driven cavity on this multi-GPU parallelized code. 

2 Methodology 

The conservation equations for mass and momentum for an unsteady incompressible 
flow of a Newtonian fluid in non-dimensionalized form are given by Eqs. (1) and (2) 
and are expressed as [17] 

∂ui 
∂ xi 

= 0 (1)  

∂ui 
∂xi 

+ 
∂ui u j 
∂x j 

= −  
∂p 

∂ xi 
+ 

1 

Re 

∂2u 

∂x2 j 
+ Fi (2) 

where 

xi Spatial coordinates 
ui Velocity field 
p Pressure 
Fi Body force term
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Fig. 1 Location of variables 
in staggered grid 

The Marker and Cell (MAC) algorithm were used to solve those Navier–Stokes 
equations [18]. The pressure values are located at cell centres, and the velocities 
are located at cell sides, in a staggered grid shown in Fig. 1. The solutions for the 
next time step are predicted directly by Eq. (3) and analogous y and z momentum 
equations. 

ûn+1 
i, j,k = un i, j,k − δt

(
p‘ i, j,k − p‘ i+1, j,k 

δx

)

− 0.5 ∗ δt
[
3(conv − diff)n i, j,k − (conv − diff)n−1 

i, j,k

]
(3) 

Here, the projected velocity for the (n + 1)th time step is u
∧
, which is not divergence 

free. The terms “conv” and “diff” denote discretized forms of
(
u ∂u 

∂ x + v ∂u 
∂ y + w ∂u 

∂ z

)
= 

0 and 1 Re

(
∂2u 
∂x2 + ∂2v 

∂y2 + ∂2w 
∂ z2

)
, respectively. The “convective” term is discretized using 

a second-order upwind technique, while the “diffusive” term is discretized using a 
second-order central difference method. 

The pressure Poisson’s equation is solved using Red-Black Successive Over 
Relaxation (SOR) algorithm. 

Pressure Updation Step: 

pn+1 
i, j,k = pn i, j,k + p‘ i, j,k (4) 

where p‘ i, j,k is obtained from solution of Poisson Eq. (5). 

∇2 p‘ = 
1 

∇t 
∇. ̂u (5)
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(Div)i, j,k − δt

[
p‘ i+1, j,k − 2 p‘ i, j,k + p‘ i−1, j,k 

δx2
+ 

p‘ i, j+1,k − 2 p‘ i, j,k + p‘ i, j−1,k 

δy2 

+ 
p‘ i, j,k+1 − 2 p‘ i, j,k + p‘ i, j,k−1 

δz2

]
= 0 (6)  

where 

(Div)i, j,k = 
ûn+1 
i, j,k − ûn+1 

i−1, j,k

�x
+ 

v̂n+1 
i, j,k − v̂n+1 

i, j−1,k

�y
+ 

ŵn+1 
i, j,k − ŵn+1 

i, j,k−1

�z 
. (7) 

Velocity Correction Step 

un+1 
i, j,k − un i, j,k = δt

(
p‘ i, j,k − p‘ i+1, j,k 

δx

)
(8) 

Similarly, other two velocity components are determined using y and z momentum 
equations. 

3 OpenMP and OpenACC 

OpenACC [7] uses a directive-based approach to heterogeneous programming, where 
a programmer is required to add pragmas, i.e. compiler directives to the serial 
code to designate which parts of the function should be accelerated in a loop. The 
updated source code, including directives is subsequently processed by the OpenACC 
compiler, which generates programmes that can run on accelerators which is basi-
cally a GPU. There are a variety of other directives that allow for performance 
optimization and adjustments depending on the programmer. The OpenMP [6] is a  
shared-memory parallel programming model. The fundamental distinction between 
the two standards is that OpenMP permits ordinary OpenMP directives to be mixed 
with accelerator directives, whereas OpenACC directives are especially developed 
for offloading computation to accelerators. Data movement between the host and the 
device must also be carefully considered by the programmer otherwise, performance 
will be inefficient.
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4 Parallelization: Strategy and Implementation 

Parallel programming is further complicated by the diverse architecture of current 
computing clusters with accelerators. This is due to the differences in CPU and 
GPU hardware architecture, as well as the requirement to migrate data between 
the two and the requirement to perform the copy operations concurrently wherever 
possible [7]. In order to get the most out of the computer cluster, new techniques 
and algorithms must take advantage of the underlying architecture. To put it another 
way, algorithms that succeed on CPU alone may struggle on hybrid systems. As a 
result, prior to adopting a numerical method for heterogeneous systems, it is critical 
to analyze algorithmic bottlenecks. When a CPU algorithm is naively ported to a 
GPU, it may result in inadequate performance. Here, in our legacy code, the most 
time-consuming part was the solution of pressure Poisson equation which is based 
on Red–Black Successive Over Relaxation (RB-SOR) technique. Hence, the RB-
SOR part was multi-GPU parallelized using hybrid programming model based on 
directive-based application porting interface (API), i.e. OpenMP and OpenACC. 
We use threads to operate a GPU and each thread is coupled with one GPU for 
parallelization of the Poisson solver on multiple GPUs. When the data directive of 
copyin/copyout/copy/create is used in a loop, the compiler creates the data memory 
allocation. The execution of several GPUs cannot be parallelized since memory 
allocation is a blocking operation. In OpenACC, this is inescapable because the 
compiler generates all runtime functions, and the placement of these procedures 
cannot be random. Our answer is to build a series of threads, each of which manages 
one GPU’s context, is shown in Fig. 2. This implementation is task-based where, 
we have an nth GPU connected to a CPU host, and the host first spawns n-threads, 
each with its own GPU. The thread with the assigned sub-domain calls the attached 
GPU based on device-id assigned and the task within the loop is offloaded on that 
particular GPU. These tasks include memory allocation on GPU, memory freeing, 
data transmission, kernel/parallel constructs launch and so on.

For compiling flags passed to PGI compiler were −fast −acc −mp -O3, where 
−acc is required for invoking OpenACC directives and −mp for invoking OpenMP 
directive and the O3 is for third-level optimization. The OpenACC Programming and 
Best Practices [19] Guide can be referred for more information on the OpenACC 
directives and programming. 

5 Validation and Verification 

A flow inside a 3D lid-driven cavity is simulated for Reynold’s number Re=3200 
and the configuration of the domain is as shown in Fig. 3. The geometry aspect ratio 
for x:y:z was chosen to be 1:1:3. The no-slip boundary conditions were applied at 
bottom and side walls with upper lid moving with a velocity U lid.
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Fig. 2 Figure represents the flow chart of the computational algorithm along with domain decom-
position and fork-join model of OpenMP with each thread been assigned to a GPU is also represented 
within the char

Fig. 3 Configuration of the domain 

A. Grid Independence Study 

Table 1 represents the grid independence study for the results obtained from the 3D 
lid-driven cavity at Re= 3200. Here, the results were represented for the umin velocity 
at y = 0.5 along the centre plane. The results obtained for two different mesh sizes 
don’t differ much and are within 0.5% range for the minimum u velocity. Further, 
the grid used for obtaining the results was (100 × 100 × 300) cells.

B. Validation 

The velocity profiles at the centre plane were validated with the experimental dataset. 
It can be seen that the simulated results were in good agreement with that of 
experimental data.
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Table 1 Grid independence 
study for Re = 3200 Mesh % Change 

(100 × 100 × 300) (160 × 160 × 480) 
umin −0.333994 −0.337536 0.01061 

ymin 0.040631 0.040625 0.00015

Fig. 4 Average u-velocity 
profile along symmetry plane 
and average v velocity along 
symmetry plane at Re = 
3200 

The velocity profile shown in Fig. 4 is the u velocity at the plane centre line x = 
0.5 at z = 1.5, and v velocity at the plane centre line y = 0.5 at z = 1.5 and validated 
using experimental data from Freitas et al. [20]. 

6 Results and Discussion 

A. Performance Metrics 

The HPC clusters are accompanied with large amount of resources, i.e. CPUs and 
GPUs and they consume a lot of energy. So it is advisable to use it efficiently and 
utilize the resource effectively. To analyze the performance of parallelized code, there 
are some parameters that can be calculated and compared for performance. Some of 
these parameters are defined below. 

(1) Speed-Up/Scalability: 

Speed Up (S) = 
Ts 
Tp 

, (9)
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where 

Ts Serial, timing 
Tp Parallel, timing 

(2) Efficiency: 

Efficiency(E) = Ts 
p ∗ Tp 

, (10) 

where p = No.of processors. 
Tables 2 and 3 represent the performance of our parallelized code ran on single 

node on PARAM Shakti High Performance Computing cluster (Fig. 5). 

B. Flow Inside a Turbulent 3D Lid-driven Cavity 

Flow inside a 3D lid-driven cavity is simulated for Reynolds number Re = 10,000 
and the configuration of the domain is as shown in Fig. 6.

(1) Boundary Conditions.: A Dirichlet type of boundary conditions were imposed 
on the walls for the cubic cavity as follows:

Table 2 Computation timings 

Grid size [millions] CPU [s] GPU [s] 

Single Multiple Single Multiple 

0.375 7.598 3.802 2.149 2.424 

1.305 27.549 14.127 2.375 2.615 

3.000 61.841 31.508 3.232 2.784 

7.875 167.625 84.401 4.463 2.925 

10.125 213.350 109.035 5.052 3.545 

15.625 335.559 171.934 6.363 5.469 

Table 3 Speed-up and efficiency 

Speed-up Efficiency (%) 

Single versus 
multi-CPU 

Single versus 
multi-GPU 

CPU versus GPU CPU vs 
multi-GPU 

1.999 0.886 3.536 3.134 44.31 

1.950 0.908 11.601 10.535 45.40 

1.963 1.161 19.136 22.211 58.04 

1.986 1.526 37.560 57.302 76.28 

1.957 1.425 42.234 60.185 71.25 

1.956 1.689 52.735 61.354 84.48
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Fig. 5 Total runtime of the Poisson’s equation solution is compared with CPU’s timing for different 
domain sizes

Fig. 6 Configuration of the 
domain

Right and left walls at x = (0, nx) : u = v = w = 0 
Front and rear walls at z = (0, nz) : u = v = w = 0 
The Bottom wall at y = 0 : u = v = w = 0 
At the Top wall at y = ny : u = Ulid, v  = 0 

The above Fig. 6 shown is the geometry of the cubic domain with top lid moving 
with Ulid velocity. The �x was chosen to be 4 ∗ 10−3 and the number of cells in x, 
y, z direction as (250 × 250 × 250), respectively. The time step �t was taken as 
1 ∗ 10−3. 

The time-averaged mean velocity profiles at the centre plane z = 0.5 are shown 
in Fig. 7 and those were averaged over a time period of 50 s and validated against 
the experimental data present from the paper Prasad and Koseff [21]. The mean u-
velocity profile computed was able to capture the most values near the lower wall and
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also captured well near the mid-section of the cavity, but it slightly under-predicted 
the upper wall rms values. The mean v-velocity profile closely matched experimental 
data, and were overall in agreement with the experimental data profile [21]. 

For turbulent statistics the urms and vrms velocities were normalized and averaged 
values are computed at the centre line at y = x = 0.5 and were compared with the 
experimental data from Prasad and Koseff [21]. The present simulation was able to 
compare well with the experimental rms values inside the cavity. The profiles are as 
shown in the Figs. 8 and 9. 

Fig. 7 Average u velocity 
along y axis at x = 0.5 and 
average v velocity along 
x axis at y = 0.5 on the plane 
of symmetry at z = 0.5 

Fig. 8 Mean streamwise 
u rms velocity profile at x = 
0.5 at Re = 10,000
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Fig. 9 Mean streamwise 
v rms velocity profile at y = 
0.5 at Re = 10,000 

The Figs. 10 and 11 depicts the various averaged streamline plots at x and y mid-
planes. In each plane there is a formation of corner vortices. The streamlines were 
examined in those cross-section planes of the cavity, where counter rotating vortices 
can be observed in the YZ-plane streamlines. The three dimensionality effects can 
be clearly observed as there is the formation of corner and Taylor Grtler like (TGL) 
vortices in the XZ-plane. 

Fig. 10 Mean streamwise 
contour along mid x-plane
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Fig. 11 Mean streamwise 
contour along mid y-plane 

7 Conclusion 

The hybrid programming strategy for multi-GPU within a single node using OpenMP 
and OpenACC was investigated in this paper. 

(1) We were able to get a speed-up of 61 × on two GPUs NVIDIA V100 when 
compared with Intel Xeon CPU and 1.6 × two GPU’s speed-up when compared 
with a single GPU. 

(2) The maximum efficiency we got for multi-GPU was 84% for the domain size 
of 15 million. 

(3) On multi-GPU, we tested the hybrid architecture with these 3D lid-driven cavity 
case and saw a significant performance boost. 

We demonstrate the efficacy of our approach by exploring the 3D lid-driven cavity 
results, where a large domain is decomposed into multiple sub-domains, after which 
each sub-domain is offloaded to a GPU attached to a thread. We can simplify multi-
GPU programming while still getting considerably higher performance than the 
hybrid paradigm by using the proposed directive modification. The parallelized code 
was further validated by simulating 3D lid-driven cavity at Re = 3200, and the 
results were in good agreement with the experimental data present in literature. 
Turbulence was explored in a 3D lid-driven cavity at Re = 10,000, the mean and 
rms velocity profiles were matched against the experimental data. The averaged 
streamlines showed various vortices formation in the x and y mid-planes. 
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Nomenclature 

Re Reynolds number– 
DNS Direct Numerical Simulation– 
CPU Central Processing Unit– 
GPU Graphical Processing Unit– 
PFLOPS Peta Floating Points Operation– 
HPC High Performance Computing– 
API Application Programming Interface– 
CUDA Compute Unified Device Architecture– 
FDM Finite Difference Method– 
MAC Marker and Cell– 
SOR Successive Over Relaxation– 
TGL Taylor Görtler Longitudinal Vortices– 
< . > Averaged Quantity 
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CFD Analysis of Different Designs 
of Greenhouse 

Abhishek Pawar, Sachin Halikhede, Atharva Umbarkar, Aniket Kedar, 
Pratiksha Waghmode, and Pramod Kothmire 

1 Introduction 

A greenhouse is a structure with walls and a roof that is made of transparent material, 
such as glass. There are different designs of greenhouses which can be categorized 
into three types: unheated, heated, and refrigerated. Various techniques are used to 
manage air temperature, relative humidity, and vapor-pressure deficit. The climate 
which is created naturally in the greenhouses is used in the tropical and sub-tropical 
regions to produce food and commercial crops. The production of such crops is very 
much dependent on how much efficient the greenhouse is considering ventilation. 

The ventilation depends on the local climate of the region. The main objective of the 
greenhouse is to make the least possible disturbance in the environment of the plants. 
By controlling the environment in the greenhouse, we can maximize the yields of 
crops. This occurs due to the appropriate functioning of the photosynthetic process. 

Natural ventilation in a greenhouse is a simple and efficient method that requires 
a much low level of maintenance when we compare the operating costs with forced 
ventilation greenhouses. By studying and finding the optimum design, we can main-
tain the temperature, control the ventilation, and also control the humidity which 
will facilitate the healthy growth of plants inside [1]. Natural ventilation is mainly 
dependent on the climatic conditions of the surrounding or outside environment as 
this type of ventilation requires the flow of air between two environments which in 
turn gives less control in maintaining the inside climate [2]. This problem mainly 
occurs in the summer season. This problem also occurs due to some fault in designs 
which generates an unsuitable environment inside the greenhouse. 

The efficient working of greenhouse working on natural ventilation is mainly 
dependent on various factors such as the shape and size of the vents, the amount of 
slope of greenhouses, the geometry of the greenhouse, the direction and velocity of
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wind, the distance between vent and ground, etc. [3]. In the case of natural venti-
lation, we can have configurations such as roof ventilation, side ventilation, or a 
hybrid of both. For the investigations of the study, various methods are used such 
as the experimentation method which is by directly setting up the required struc-
ture and analyzing it using sensors, but this method has limited applications as we 
cannot recreate any climatic region for experimentation. Another method is the use 
of computational fluid dynamics (CFD) which can provide fast and accurate results 
and simulations at a much lesser cost than an experimental setup. This method helps 
us to describe the temperature distribution and airflow in the greenhouse. 

2 Literature Review and Objective 

The goal of this project is to create a computer simulation of natural ventilation in 
greenhouses. To maximize the efficiency of natural ventilation, the design of green-
houses must be optimized. This can be done by creating a computer simulation 
that will analyze different designs and their respective effects on the environment 
inside the greenhouse. Different techniques are used to manage growing conditions, 
including air temperature, relative humidity, and vapor-pressure deficit. Different 
research papers showcased only the reduction of any one of the influencing parame-
ters at a time, i.e., length or width but not simultaneously. Only a few research papers 
mentioned the concern of leakages of air through greenhouses [4]. 

To build an optimized design of a greenhouse that will allow efficient airflow 
with uniform temperature and velocity distribution. To perform analysis for different 
velocities in different directions of air. To build a leakage-proof design of the green-
house. To increase the height of the side walls to get better temperature distribution 
and flow of air through the greenhouse. Additionally, in the ventilation process, 
humidity plays a major role in the analysis of the CFD model of the greenhouse but 
the buoyancy effect which is a major driving parameter for the humidity is yet to be 
analyzed which will be very fruitful for future purposes. 

Edwin A. Villagrán, Esteban J. Baeza Romero, and Carlos R. Bojacá investigated 
the ventilation efficiency in three different greenhouses which were Colombian Wood 
(TG) and alternative types of multi-span greenhouses (Curved DMG and Gothic 
GMG) which have larger ventilation areas both on roof as well as sides. They found 
that the DMG and GMG greenhouses have 3.4 times higher ventilation rates than 
that of TG, also there was more uniformity in the average temperatures [1]. 

Sang-Yeon Lee, In-Bok Lee, and Rack-woo Kim studied the coastal reclaimed 
lands for the construction of single-span greenhouses which used natural ventila-
tion, this was different than other researchers as the characteristics of winds in the 
coastal lands were different from the other places which called for careful evalua-
tion. The validation of CFD results were done by wind tunnel experiments [2]. M. 
Vivekanandan, K. Periasamy, C. Dinesh Babu, G. Selvakumar, and R. Arivazhagan 
have used the greenhouse for drying it and stated that solar drying in greenhouse 
is much more effective than open air drying. The study is about choosing the best
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shape for the optimum shape, while keeping the same volume in each of the shape 
considered [5]. 

To create the best possible environment for the crops inside, natural ventilation 
must be used as efficiently as possible. The management of growing circumstances 
involves a variety of methods, such as controlling air temperature, relative humidity, 
and vapor-pressure deficit. Different research studies solely focused on the lowering 
of one affecting parameter, such as length or width, at a time. Few research studies 
have discussed the issue of air leakages via greenhouses. To construct a greenhouse 
with an improved design that will enable effective airflow with consistent temperature 
and velocity distribution. To do analysis for various air velocities in various directions. 
Creating a greenhouse with a leak-proof design. Increasing the side walls height will 
improve temperature distribution and airflow through the building. 

3 Materials and Methods 

This analysis is done through CFD Software, ANSYS R22 R1 is being used for 
performing the analysis. In addition to it, Fusion 360 is also being used for sketching 
the different types of different greenhouses. The designs are created in Fusion 360 and 
are imported into Ansys Mechanical. The geometry created has a cuboidal environ-
ment consisting of four greenhouses of even type and peach type of which dimensions 
are specified in Table 1. For analyzing the system under Ansys, we cannot create the 
model in surfacing as Ansys Fluent has difficulty in detecting surfaces, so we have 
given a thickness of 0.1 m to the model so that it is easier for the analysis (Fig. 1a, 
b). 

The model with the environment is created as shown in Fig. 2. As the model created 
has two regions fluid-air and solid-greenhouse, we subtract the solid greenhouse 
region so that we can work on the fluid region for the result [6]. This is done by 
using Boolean-Subtract in Ansys Mechanical. A comparative study was carried out 
on the even-type design consisting of the inlet of air firstly parallel to the greenhouse 
inlet and then at an angle of 45° to the greenhouse. This would determine which

Table 1 Specifications of 
greenhouse dimensions Specifications of greenhouses (Unit—m) 

Parameters Single span greenhouses 

Even span type Peach type 

Width (W) 9 8.2 

Ridge height (R) 4.95 3.9 

Eave height (E) 2.7 1.6 

Length (L) 45 45 

Width of the side Vent (V) 1.35 1.2
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Fig. 1 Type of greenhouse a Even-span type b Peach type

alignment is better suited for the greenhouse and the result would be applied for the 
further temperature and velocity analysis. 

For the comparative analysis between parallel and 45° flow, a separate geometry 
with an environment domain has been considered having arrangement of 2 × 2 for  
analysis. For the temperature and velocity analysis four closed greenhouses have

Fig. 2 Even span type model of greenhouse 
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been used for analysis. Figure 2 shows the model of even-type greenhouse in single 
span. 

The model made here is to actual scale so, while meshing we used an element size 
of 1000, 900, and 800 mm. Edge sizing was applied on the inlets for finer meshing. 
The meshing was checked for quality. The named selections for the inlet and outlet 
were also specified for ease. The element size was varied to check for the mesh 
independence study. The mesh image is depicted in Fig. 3 and the element quality 
checking is in Fig. 4. 

The mesh check shown in Fig. 4 shows the meshed element quality in even-type 
and peach-type greenhouse, respectively, observation shows that there are very few 
elements that are below the required quality, most of the elements pass the quality 
check having a value above 0.75.

Fig. 3 Meshing result on two types of greenhouse geometries a Meshing on even-type geometry 
b Meshing on peach-type geometry
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Fig. 4 Element quality check on even type of greenhouse a Top view b Isometric view

The boundary conditions were inlet velocity at the inlet of the environment created 
which was stated as 1 m/s considering normal airspeed. For the temperature analysis, 
air temperature was set to 305 K. For this study, energy model was turned on and the 
viscous realizable k-epsilon, standard wall function was used. The described model 
is depicted in Fig. 5. 

Considering the greenhouse in open solar load on the walls of greenhouse, specific 
temperatures were assigned to the walls and light transmission of about 80% and 
temperature of 310 K were assigned to upper walls. The walls surrounding inlet and 
outlet were assigned a transmittivity of 50% and a temperature of 305 K. The other 
walls were also assigned transmission of 50% and temperature of 305 K. The bottom 
of the greenhouse, i.e., soil was assigned a temperature of 309 K and set as opaque.

Inlet 

OutletUpside Wall 

Surround Wall 

Fig. 5 Boundary conditions: Upwind wall, outlet, inlet, surround wall 
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The calculations were performed for 400 iterations. The resulting residual graphs 
are shown below. This study is based on the velocity and temperature analysis of the 
environment of the greenhouse and the internal velocity analysis of the greenhouse. 

4 Results and Discussion 

The results of the comparative study of the parallel and 45-degree flow for the even-
type greenhouse are depicted below. This study depicts that the parallel flow is much 
better than the 45-degree flow as the velocity is reduced drastically, which is the most 
important requirement for the growth of plants in the greenhouse. 

From the velocity contours, we can see that the even-type geometry having wind 
flow direction parallel to the greenhouse is having a more drastic reduction in the 
velocity than the 45-degree air flow model depicted in Fig. 6. 

Fig. 6 Velocity contour of a Parallel flow and b 45-degree flow of even-type geometry of 
greenhouse
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Table 2 Velocity comparison 
between different types of 
flows 

Direction of air Minimum velocity in m/s 

Parallel 0.5–0.6 

45° 1.1–1.4 

Fig. 7 Vector plot of the even-type geometry in an environment 

Through the Fig. 6, we can analyze that the parallel flow of air in the greenhouse 
is best for the reduction of the speed of air in the greenhouse. Therefore, for the 
further analysis of peach-type geometry, we directly use the parallel flow of air as 
unlet to the greenhouse. The data obtained were compared at a particular point for 
velocity and the results are organized in the Table 2. 

The even-type geometry when considered under an environment shows the direc-
tion of air flow as followed in Fig. 7, this states that the air going in not just goes 
into the nest greenhouse, some part of it strikes walls and flows again in the same 
greenhouse with a reduced velocity, the next greenhouse therefore has less entering 
velocity than the previous one and the air in inlet is mixture of direct air and some 
recycled air, thereby reducing the velocity of air as it moves through greenhouses. 

The velocity contours and temperature contours of even-type geometry are shown 
below in Fig. 8. In these contours we can state that temperature of around 306 K 
dominates most of the even type of greenhouse, there is very little effect of the 
solar load and the soil temperature on the inside temperature of the greenhouse. 
Considering the velocity, it is varying from 0.5 to 0.7 m/s in the domain, there is a 
spike of greater velocity on the inlet varying almost 0.8–0.9 m/s.

In peach-type geometry, the yellow green zone of velocities 0.5–0.75 is less 
compared with the even type of greenhouse. The peach-type greenhouses in Fig. 9 
show an even more decrease in the overall average velocities which is beneficial 
for healthy plant growth. The peach-type greenhouse while observing temperature 
contour shows the dominance of 305 K of temperature, also the peach-type green-
house shows faster reduction in temperature than even type in Fig. 10. The temper-
ature is also more uniform in peach-type greenhouse than in even type. This study 
shows that the peach-type greenhouse is better than the even-type greenhouse for
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Fig. 8 Result of analysis as a Temperature contour and b Velocity contour for even-type greenhouse

Fig. 9 Result of analysis as a Temperature contour and b Velocity contour for peach-type 
greenhouse
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efficient plant growth. The peach-type geometry gives higher and even distribution 
of the lower velocity inside the greenhouse than the even type of geometry (Fig. 11).

This graph shows that, there is a very minute change in the velocities on changing 
the mesh element size, which shows that the results are not that much affected by 
the change in the mesh sizing

Fig. 10 Temperature vs. 
height graph of a Even-type 
and b Peach-type greenhouse
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Fig. 11 Variation of velocity 
at a certain point concerning 
change in mesh element size 
for even-type greenhouse
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5 Conclusions 

In this analysis study, we have considered some of the designs of greenhouses which 
are named as even—span and peach, which have different dimensions and uses that 
which they were differing from each other but giving some optimal results by taking 
all the designs mentioned above. In this study, we have performed the analysis on 
even–span type greenhouse and peach type where we have taken boundary conditions 
as velocity and the temperatures. 

The analysis shows that the parallel type positioning is much better in reducing the 
velocity inside the greenhouse than the 45-degree alignment, which was compared 
for the even-type greenhouse and between the even type and peach type, the peach 
type shows more uniformity in velocity reduction and in distribution of temperature. 
The peach type gives lower temperature of almost 305 K over more area of the 
greenhouse, also the lower velocity is dominating more in peach-type greenhouse, 
giving it an advantage over the even-type greenhouse. 
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CFD Analysis of Catalytic Convertor 
to Optimise the Back Pressure 
and Velocity 

Mahesh Shindge, Prathamesh Dhamnikar, Salman Tamboli, Rohit Fulzele, 
Omkar Gatlewar, Arpita Funde, and Pramod Kothmire 

1 Introduction 

The catalytic converter is a crucial element in lowering exhaust emissions from vehi-
cles without modifying the engine’s basic design. The stainless-steel container that 
holds the catalytic converter, which is attached along the engine’s exhaust pipe, is 
made of a porous ceramic material. In converters, the ceramic is frequently a single 
honeycomb structure with several flow holes. Spark ignition engines exhaust emis-
sions contain nitrogen oxides (NOx) (20 g/kg of fuel), carbon monoxide (CO) (200 g/ 
kg of fuel), and organic compounds such as unburned or partially burned hydrocar-
bons (UHC) (25 g/kg of fuel). The passages comprise of many shapes, including 
square, triangular, hexagonal, and sinusoidal [1]. The use of three-way catalysts to 
minimise combustion engine emissions is common. The majority of contemporary 
gasoline-powered cars employ a “three way” converter since it transforms due to the 
use of a catalytic convertor and advancements in IC engines. 

The catalyst (alloys of high thermal stability materials) is introduced into the 
diesel oxidation catalyst (DOC), which results in an increase in back pressure. It 
is possible to argue that the presence of (DOC) results in an increase in the back 
pressure of the engine, which raises fuel consumption. Due to the positive impact 
catalytic converters have on engines, they serve as a considerable source of engine 
back pressure [2]. A ceramic monolith substrate is utilised to provide a standard 
shape and design for the catalytic converter’s geometry. The catalytic converter’s 
internal flow and pressure can be measured using CFD, with the transient 3D model 
of the monolith focusing on thermal effects and using the plug flow assumption for 
the channel flow [3]. CFD’s primary objective is to select the ideal wire mesh grid 
size, canister material, shape, and size such that exhaust gases enter the catalytic 
converter with as low-pressure loss as is practicable, enhancing engine performance.
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The experimental catalytic converter result shows that the back pressure obtained is 
virtually identical to the result of CFD. We obtain decreased back pressure through 
both experimental testing and CFD analysis, and as a result, the engine’s network 
production per cycle, which is reliant on the amount of pumping work required, is 
reduced when we employ DOC [4]. When using CFD, it can be observed that the 
engine’s efficiency may be raised without compromising the emission requirement 
by using the appropriate simulated parameters, such as the inlet boundary condition, 
the optimum catalyst size, and the right positioning for the DOC [5]. 

A catalytic converter is crucial for reducing dangerous pollutants like NOX, CO,  
unburned HC, and particulate matter that cause global warming. On the other hand, 
the catalytic converter generates exhaust back pressure, which reduces volumetric 
efficiency and increases fuel consumption. Therefore, it is essential to analyse the 
catalytic converter [6]. This comparison or analysis compares and contrasts full-scale 
with reduced-scale geometries. The primary distinction is the simultaneous resolution 
of the flow issue throughout the entire device with the catalytic reaction, diffusion, and 
heat effects. The fluid’s qualities depend on the species and temperature. Piecewise 
polynomial fits from the FLUENT database are used to compute the specific heat 
and other thermodynamic properties. 

2 Literature Review and Objective 

These sections presented experimental study of catalytic convertor completed by 
different researchers mentioned below: CFD and Experimental Analysis of Catalytic 
Convertor to Optimise the Effect of Back Pressure, in this paper, Likesh A. Dahake 
works on the comparison of CFD with experimented result for validation. The main 
objective of the study is to design a diesel oxidation catalyst for the purpose of 
minimising the back pressure and pressure drop of DOC [1]. Design and Analysis 
of a Spiral Flow Catalytic Convertor: Pankaj Kumar gives a comparison between 
optimised design and conventional design by solving the Bernoulli equation. Aim 
of the study is to propose the design which contains arrangement of catalyst on 
the periphery, inclined at angle which will affect in greater surface area for catalytic 
reaction [2]. A Computational Flow Analysis for Optimising the Inlet Diffuser Design 
in Automotive Catalytic Converter: In this paper, S SRI Vaishnav studied the flow 
pattern and porous concentration in three-way catalytic converter with two catalysts 
separately by metallic plate of platinum and palladium to optimise the flow path of 
the exhaust which will affect in increasing the potency of the catalyst [3]. Catalytic 
Converter Design and Analysis Using Computational Fluid Dynamics (CFD): In 
this paper, K. Sathish Kumar has done the comparison of back pressure using CFD 
simulation on the various models of catalytic convertor. The study gives an alternative 
material like platinum, palladium, and rhodium, which are used as filler materials on 
surface of the ceramic honeycomb structure [4].
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This section presented the results of numerical studies on catalytic converters 
completed by the researchers listed below. Modelling the Effect of Flow Maldistri-
bution on the Performance of a Catalytic Converter: In this paper, Gaurav Agrawal 
conducted numerical study of the interaction between flow, reactions, and thermal 
effects in a planar two-dimensional model of a catalytic convertor. Also observed the 
effect of single and double channel monolith on the catalytic convertor [5]. Effect 
of Back Pressure Using Catalytic Convertor on the Lambarghini 340 Engine. In this 
paper, R.E. Hayes has done the CFD analysis on a full-size catalytic converter. The 
major focus of the study is on the optimisation of geometry by manipulating factors 
like monolith cell density, the diffuser angle, and the aspect ratio for better flow 
uniformity and a reduction in back pressure [6]. 

Hyes et al. [7] have done the CFD analysis to study the pressure drop and unifor-
mity index of an existing exhaust system with a close-coupled catalytic converter. 
From his findings for better flow uniformity, he has suggested some improvement by 
analysing the individual flow contribution to the total pressure drop and flow unifor-
mity [7]. Marcos et al. [8] work on simulation studies of nitrogen oxide catalytic 
reduction. Paper shows the CFD analysis on the monolith three-way catalyst and the 
validation of CFD results with experimental analysis. From the literature, author has 
studied the effect of temperature on emission of NOx, CO, and C3H6 [8]. The CFD 
analysis by different shapes done by S. Ramasubramanium [9] as well as numerical 
study for maldistribution on the performance of catalytic converter is investigated 
[10]. P. Thangapadian did the design and analysis of monolith for catalytic convertor 
and studied its effect on flow distribution and heat transfer [11]. 

It is evident from the literature that, the study on different diffusion angles of 
catalytic convertor and its effects on back pressure and velocity which affects the 
performance of catalytic convertor, is not yet completed. In current performance of 
catalytic convertor, it is noticed that back pressure increases, which mainly affects 
the overall efficiency of catalytic convertor and fuel economy of vehicle. The main 
goal of this study is towards increasing overall efficiency and check its effect on 
performance of catalytic convertor. The technical objectives and parameters for doing 
this study is to decrease back pressure and increase velocity. This study focuses on 
the investigation of back pressure and velocity by changing the diffusion angles. 

3 Materials and Methods 

3.1 Materials 

The catalytic convertor material is selected as aluminium because aluminium has the 
properties to transfer heat into the environment. The cost of aluminium is minimum 
than other metals with same property. It has a lower weight, which will reduce the 
cost of transportation. Through the catalytic convertor, the fluid is passed. The carbon
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monoxide fluid was selected because the exhaust gases contain maximum amount of 
carbon monoxide. Carbon monoxide enters from the inlet and exits from the outlet. 

3.2 Geometry 

The geometry created for catalytic convertor with different diffusion angles 34, 27, 
and 20 is named as model 1, model 2, and model 3, respectively. Model 2 is considered 
as the base model and geometry is modified by increasing and decreasing diffusion 
angle by 7-degree variation. Model 2 is considered for simulation and CFD analysis 
is performed. The geometry of the catalytic convertor has same dimensions with 
diffusion angle variation. Due to the change in the diffusion angle, length of the inlet 
section also is changed slightly. 

The CFD simulation was performed for three different geometries with different 
angles and the results are summarised. Figure 1 presents the simulation geometry for 
model 1. The geometry is divided into three parts, the first part is the inlet, consisting 
of the inlet to the inlet porous area; the second part is the substrate, which is situated 
inside the porous area; and the last part is the outlet, which is from porous outlet to 
outlet section of the catalytic convertor.

Diffusion angles for different models are mentioned in Table 1. There are three 
models created with different diffusion angles. The angle formed by the converged 
section and the base line parallel to the central axis is known as the diffusion angle.

3.3 Mesh Selection 

Meshing is the method of converting the big geometry into number of parts, which is 
known as an element. For catalytic converters, a simple mesh is generated and then 
used as mesh refinement tool. For simple meshing, the quality of the meshing is not 
suitable for analysis, so the mesh refinement option is used to enhance the quality 
of the meshing. In the mesh refinement, the size of the element is selected as fine. 
To enhance the element quality, the boundary portion is selected and it is divided 
into number of divisions. All the circular edges are divided into the 300 number of 
divisions, so that the mesh refinement can take place and the quality of the mesh 
element is enhanced. The quality of the meshing depends on various parameters like 
element quality, aspect ratio, Jacobean, etc. The Statics tool is used to check the 
quality of refined meshing and quality check parameters are presented in Table 2. 
For all the models, the same procedure is followed for the meshing. From the statics, 
it is studied that the aspect ratio has a range between 11.85 and 1.04, but the number 
of elements is at its minimum range. This shows that the mesh is accurate and able 
to solve the iterations.
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Fig. 1 Different geometry to study CFD analysis a Model 1 b Model 2 (base model) c Model 3

Table 1 Model name with 
diffusion angle Model name Diffusion angle (°) 

Model 1 34 

Model 2 (base model) 27 

Model 3 20

Table 2 Quality check 
parameters for meshing Sr. No Mesh quality Maximum value Minimum value 

1 Aspect ratio 11.857 1.0428 

2 Element quality 0.99757 0.16756 

3 Jacobian ratio 4.3257 1 

3.4 Grid Independence Analysis 

Figure 2 shows the grid independence test for the catalytic convertor. It is observed 
that for the fine grid, the computation time is greater than the coarse grid. The 
convergence criteria for the meshing element is shown in terms of pressure drop. 
Tests show that the by increasing number of divisions then the number of elements is
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Fig. 2 a Meshing performed on catalytic convertor. b Variation of pressure with number of divisions 

increasing, it results in reducing pressure drop at the greater number of the element. 
It means that the pressure drop is decreased by very less per cent. While increasing 
the number of divisions by 100, it reduces the pressure drop by 7.04% and time 
required for the computation is increasing by 30 min. From the test, it is observed 
that the results are changed with respect to change in the grid size. 

It means that coarse mesh is best suited for the analysis, because it will be reducing 
the cost and time of the computation. The coarse mesh is selected for the simulation. 

3.5 Boundary Conditions 

The investigation of the numerical results is based on the model selection, given 
boundary conditions and number of iterations. The catalytic convertor is simulated
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Table 3 Boundary 
conditions Sr. No Boundary condition Magnitude 

1 Velocity inlet 10.38 [m/s] 

2 Pressure outlet 1 [bar]  

3 Turbulence intensity 5% 

4 Temperature at inlet 723 

5 Fluid porosity 1 

6 Viscosity resistance 2,180,000 [1/m] 

by giving different boundary conditions. Table 3 presents the boundary conditions 
used to simulate the catalytic converter. At the inlet of the catalytic convertor, inlet 
is defined as a velocity inlet and the outlet is defined as a pressure outlet. For the 
velocity inlet, velocity is given as 10.34 and the turbulence intensity of gases is given 
as shown in Fig. 1 and table, 5% throughout the flow. For the outlet, the pressure is 
defined as atmospheric pressure. 

The porous zone is defined separately by using cell zone conditions. The porous 
zone needs some parameters to define porosity in the fluent. The cell zone condition 
defined the porosity of the fluid as 1 and the viscosity resistance at porous area 
of 218000 1/m. At the porous area, the flow is selected as laminar and the porous 
material as solid. 

3.6 Governing Equations 

The steady state with pressure focused methodologies were used to carry out the 
numerical simulation. The values of mass and momentum under steady state condi-
tions are determined using the partial differential equation. Basic methods are used to 
determine pressure and velocity, and second order discretion equations are employed. 
On the basis of all the governing equations, numerous experiments have been carried 
out using simulation. Since the k-epsilon model predicts well far from the boundaries 
(wall) and the k-omega model predicts well close to the wall, it was chosen for this 
analysis. Equations (1) and (2) are used to find the conditions for fluid flow in the 
catalytic convertor tube using continuity and Navier Stokes Eq. (3). 

∂ρ 
∂t 

+ ∂ρU1 

∂x1 
+ ∂ρU2 

∂x2 
+ ∂ρU3 

∂x3 
= 0 (1)  

Newton’s second law is followed by the momentum balance. The body and surface 
pressures are under the influence of two forces. The momentum equation is given by 
CFD software 

ρ

(
u 

∂U 

∂x 
+ v 

∂v 
∂x

)
= −ρg − ∂ρ 

∂ x 
+ u ∂

2 y 

∂x2 
, (2)
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where ρ is the density kg/m3, t is the time in s, U and V are velocity components, 
Cp is the specific heat in J/kgK, and u, v are velocities along x and y directions, 
respectively. 

4 Results and Discussion 

4.1 Validation of CFD Analysis 

Om Guhan et al. [6] studied the pressure drop and flow uniformity of the LCV exhaust 
system. The total pressure drop for the exhaust system was 182 MPa. For catalytic 
converters, the pressure drop was analysed at 72 Mpa. The present study shows total 
pressure drop of around 27.188 Mpa, which is less than the Guhan et al. [6] study. 
From this study, it was concluded that a lesser pressure drop was achieved, which 
was efficient for the catalytic convertor. Guhan et al. [6] have obtained pressure at a 
porous inlet of 19.52 Mpa. The present study shows 14.13 Mpa and for the porous 
outlet, the pressure drop was 16.51 Mpa and this study presents 12.81 Mpa. It shows 
that the pressure drops which is analysed in the present study is less than the Guhan 
study and it is due to computational features. 

Python code performs velocity validation. Python code has been generated to 
calculate velocity at various points. The continuity equation is used in the code to 
calculate the velocity at the catalytic convertor’s outlet as well as at the porous area. 
The velocity validation is discussed in detail in the Fig. 3.

             Code Result 

              CFD Results  

(a) (b) 

Fig. 3 a Validation of code result and CFD Results for total velocity. b Validation of code velocity 
and CFD velocity at porous outlet
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The code results are shown in Fig. 3a above. The velocity for model 1 using code is 
1.635 and 1.716 m/s using CFD analysis, which is also obtained for models 2 and 3. It 
has been discovered that by decreasing the diffusion angle, the length of the catalytic 
convertor may increase, causing the velocity to decrease. Some assumptions have 
been made in the code. Consider the fact that some constants are used in numerical 
analysis to solve governing equations. In numerical results, the velocity variation is 
greater. However, in the analytical coding, the value of constant added as a one is not 
considered for matching the trends. The velocity of a porous outlet is increased by a 
decrease in diffusion angle which results increase in velocity at porous outlet area. 

4.2 Effect on Total Pressure 

The back pressure is an important phenomenon because it affects thermal efficiency 
of the engine. When the back pressure increases, the thermal efficiency of the engine 
decreases. The back pressure depends on pressure drop in an exhaust system at the 
outside of engine. Figure 4 shows the variation of pressure in the catalytic convertor by 
increasing the diffusion angle. The pressure at the inlet of catalytic convertor is higher 
and at the outlet it is decreasing. It means that when the gases come from engine, 
they have high pressure and the pressure is reduced in the catalytic convertor. From 
the total pressure counter, it is calculated that when the diffusion angle is decreased 
by 7°, the total pressure is increased. It means that the pressure drops increased, but 
in the case of the increase in the angle by 7°, the total pressure is less and it will 
reduce the pressure drop inside the catalytic convertor.

Pressure drop is critical in determining engine power consumption. When pressure 
drops more at outlet of the exhaust system, it means that the fuel consumption by 
the engine is more due to the work required to exhaust the gases. Figure 4 shows the 
pressure drop for the different models with different diffusion angles. It is studied 
that the increase in diffusion angle got minimum pressure drop and decreasing angle 
results in maximum pressure drop. When the pressure drop is maximum, it should 
have a minimum work input to extract the gases. 

4.3 Effect of Pressure at Porous Inlet and Outlet 

In the case of the catalytic convertor, the maximum pressure drops happened due to 
the barriers of the porous materials used to convert the harmful gases into harmless 
gases. Figure 4 presents the pressure distribution over the porous inlet and outlet. 
At the porous inlet, the pressure is higher at the near wall of the catalytic convertor 
because of the divergent section. When the gases come from the engine, they directly 
bombard the porous material. At that time, the pressure acting on the wall of the 
catalytic convertor is greater than the centre pressure. But it is observed that at the 
outlet of the porous medium, the pressure is distributed over the porous surface. At
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Fig. 4 a Contour for pressure distribution in the catalytic convertor. b Change in pressure drop at 
different models

a higher diffusion angle, the pressure at the porous inlet and outlet is high when 
compared with the base geometry and lower diffusion angle. It shows when gases 
come from the inlet of a catalytic converter, their velocity increases at the divergent 
section and their pressure decreases for the decrease in diffusion angle. 

Figure 5 presents the pressure drop at the porous inlet and porous outlet. The 
pressure drop at the porous inlet and porous outlet is greater for the model no. 1, and 
the pressure drop is decreased with an increase in the diffusion angle at the porous 
inlet and outlet.
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Fig. 5 a Contour for pressure distribution at porous inlet. b Contour for pressure distribution at 
porous outlet. c Pressure drop at porous inlet and outlet for different models 

4.4 Variation of Velocity 

Velocity variation is an important parameter in defining the performance of the 
catalytic convertor. When the velocity is high, the rate of passing gases through the 
catalytic convertor is greater. It means that there is a reduction in pressure drops inside 
the catalytic convertor. Model 2 shows the basic geometry with a 27-degree diffusion 
angle. Results for the velocity variation are compared with model 1, which has an 
increased diffusion angle by 7°, and model 3, which is designed with a decrease 
in diffusion angle by 7°. Figure 6 presents the change in velocity at the substrate 
section. For a decrease in diffusion angle, the velocity at the substrate is increased by 
3.94% from the base model increased in diffusion angle, the velocity at the substrate 
is decreased by 4.6%. An increase in the diffusion angle has an effect on the velocity 
variation inside the substrate. When velocity inside the substrate is decreased, then 
the chemical reaction rate also decreases and the efficiency of the catalytic convertor 
decreases.

Total velocity variation is shown in the Fig. 6b. It shows that when the diffusion 
angle decreased, then velocity also decreased due to increase in the surface area.
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Fig. 6 a Variation of 
velocity at substrate area for 
different models. b Total 
velocity variation in the 
catalytic convertor

Also, increased in diffusion angle the velocity is increased and it is more efficient 
for the catalytic convertor. 

4.5 Variation of Velocity at Porous Inlet and Porous Outlet 

Velocity variation at the porous inlet and outlet defines the rate at which the reaction 
takes place at the substrate area. When the velocity is high at the porous inlet, it 
means that the gases will be passed at a very high rate through the porous material. 
It decreases the chances of proper chemical reaction taking place. Figure 7 presents
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the velocity variation at the porous inlet and porous outlet. The velocity at the upper 
portion and lower portion is studied. The velocity at the lower section is studied more 
and it shows the direction of velocity from the inlet to the outlet. The uppermost 
portion of the section velocity is shown in negative. It means it shows the direction 
of the gases after striking on the porous section is less and the direction of the gases 
in reverse direction. 

The velocity variation and the performance of the catalytic convertor are analysed. 
It is observed, velocity at the porous inlet and porous outlet for model 1 is higher than 
the base geometry and model 3. The greater the diffusion angle, the greater the gas 
strike rate on the porous material, but when the diffusion angle decreases gradually, 
the velocity also decreases. When the diffusion angle increases, then friction from the 
inlet to the porous inlet increases, so the velocity decreases. But as the diffusion angle 
increases, the harmful gases directly hit the porous inlet and having less friction, the 
velocity at the porous inlet is higher. At porous outlet, velocity increased slightly 
compared with the base model and model 1. After study, the velocity at the porous
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Fig. 7 a Contour for velocity distribution at porous inlet. b Contour for velocity distribution at 
porous outlet. c Velocity variation at porous inlet and outlet for different models 
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inlet for model 1 was increased by 25.04% compared with the base model. The 
velocity at the porous outlet has decreased by 26.97%. In model no. 3, the velocity 
at the porous inlet decreased by 19.44%, and it decreased by 5.76 % at the outlet of 
the porous section. 

5 Conclusion 

The present study investigated the pressure drop and velocity change at the various 
locations of the catalytic convertor. The results are summarised below: 

It is studied that for an increase in the diffusion angle by 7°, the pressure drop is 
increased by 6.03% in the base model. But when diffusion angle is decreased by 7°, 
then pressure drop is increased, then pressure drop is reduced by 9.72% in the base 
model. The pressure drops in the model 1 at the porous inlet is higher than the base 
model. But for model 3, the pressure drop at the porous inlet is decreased compared 
with the base model. 

Velocity has changed with respect to various locations. At the porous inlet, the 
velocity is greater for model 1 than the base model and lower for model 3 than the 
base model. When the angle increased by 7°, the velocity increased by 25.04%, and 
when the angle decreased by 7°, the velocity decreased by 19.44%. 

For the variation in the diffusion angle, the pressure and velocity also changed, but 
the change in the pressure drop for the increase in the angle is less and the velocity 
change is also less. It shows that an increase in the diffusion angle is suitable for the 
catalytic convertor up to standard particular limit. 
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Numerical Analysis of Solid–Liquid 
Disengagement in a Continuous 
Precipitator Relevant to Plutonium 
Reconversion 

Saroj K. Panda, P. Vishnu Anand, Vivek K. Mishra, R. Rajeev, 
K. A. Venkatesan, and K. Ananthasivan 

1 Introduction 

In nuclear reactor operations, the fission of 235U generates energy, neutrons and 
fission products which are radioactive in nature. During fission reaction, the fertile 
238U absorbs neutrons and produces 239Pu which is a fissionable product. The spent 
fuel discharged from the nuclear reactor contains significant amounts of uranium 
and newly formed plutonium which can be reused as a fresh fuel to the reactor. The 
PUREX-based reprocessing which is an aqueous liquid–liquid extraction technology, 
used to recover Pu and U from the spent nuclear fuel. The radioactive nature of the 
materials involved in the process sets it apart from traditional chemical processes. 
After recovery of Pu and U nitrate solutions using solvent extraction, the nitrate 
solution goes through the reconversion processes that include precipitation, filtration 
and calcination processes to form plutonium oxide (PuO2) for the deployment of 
plutonium-based fuels in nuclear reactors. However, presently used batch equipment, 
especially thickener/precipitator needs a thorough design optimization to convert it 
into glove-box adaptable continuous equipment to accommodate high throughput in 
the future big reprocessing plants. The change in design of the process equipment 
from batch to continuous operational would minimize the frequent human exposure 
to the radioactive material during loading/unloading operations.
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2 Literature Review and Objectives 

The design and development of the continuous solid–liquid separation process for 
plutonium reconversion is a complex practice and requires rigorous experiments to 
understand the in detail hydrodynamics and robust computational models to predict 
the precipitation and separation (solid particles from liquid phase) characteristics. 

Different methods are adopted over the years for the conversion of plutonium 
nitrate solution to plutonium oxide [1] for fresh fuel fabrication. Continuous process 
offers uniform product characteristics and processes higher throughput in comparison 
with the batch processes [1]. Lanthanides are considered as surrogate to plutonium 
for major development work in non-radioactive conditions [2]. In this regard, cerium 
is considered as a common surrogate to plutonium, often used for equipment testing 
and development [3, 4]. The experimental investigation of precipitation kinetics and 
dissolution characteristics of cerium (III) oxalate was carried out by Chang, 1987 
[3] using continuous precipitation, whereas, Zhaogang, 2008 [5] investigated the 
effect of precipitation conditions (i.e. agitation speed, temperature and feeding mode 
of the phases. Further, Mei, 2009 [6] investigated the effect of different operating 
parameters such as concentration of reactant, impeller speed and temperature on 
particle size distribution (PSD) and morphology of cerium oxalate. 

Alike the aforementioned experimental investigations, there is a paucity of 
research on the development of computational model and related research on the 
subject. In our preliminary investigations, we have performed experiments as well 
as CFD simulations to study the sedimentation of cerium oxalate particles [7, 8]. 
The aforementioned literature studies reveal that, no research has addressed in detail 
measurements and CFD analysis of the design optimization of glove-box adaptable 
continuous Pu reconversion equipment. Therefore, the present work is focused on the 
development of the computational model and performing simulation in a continuous 
precipitator using cerium oxalate as solid phase (dispersed) and mixture of oxalic + 
nitric acid as liquid phase (continuous). The parameters such as concentrations of 
cerium, oxalic acid, and nitric acid and impeller speed, etc., on the performance of 
precipitator/thickener for optimal operational condition to handle radioactive mate-
rial are utmost important. The objective of the present work is the preliminary inves-
tigation of the solid–liquid disengagement process in a continuous precipitator to 
understand the detailed hydrodynamics and to use the predicted results from CFD 
as a guideline for further development of the equipment. 

As mentioned earlier, Eulerian-Eulerian CFD simulations were performed to 
understand the solid–liquid hydrodynamic inside the precipitator. Initial predictions 
were compared with the experimental data which were obtained using mixture of 
nitric acid (HNO3)+ oxalic acid (C2H2O4) and cerium oxalate [(Ce2(C2O4)3.10H2O] 
to ascertain the predictive capability of the computational model.
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3 Problem Statement 

The solution domain consists of a continuous precipitator of height (h) 0.9 m, and 
diameter (d) 0.08 m was considered for solid–liquid simulations. The schematic 
of such a laboratory-scale precipitator and computational mesh is shown in Fig. 1. 
The column has two feed inlet pipes, one for cerium nitrate and other for oxalic acid. 
However, no reactions were considered while performing the simulations. Therefore, 
to mimic the solid–liquid slurry inside the precipitator, instead of feeding two liquids 
through inlets, both solid and liquid with proper stoichiometric proportions were fed 
to the precipitator. The mass flow rate of solid and liquid in both the inlets are 
different as per the plant condition. Initial dimension of the column has an overflow 
outlet situated at 0.85 m height from the bottom to collect particle overflow during 
operation. The column has a motor and shaft-pitch blade arrangement for mixing of 
the phases to form the precipitate. 

Fig. 1 Schematic 
representation of 
a Laboratory-scale 
precipitator and b Meshing 
at different regions
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Table 1 Phase properties used for the simulation 

Details of the fluid Density (kg/m3) Viscosity (kg/m-s) 

Cerium oxalate (solid) 2500 – 

Mixture of oxalic acid and nitric acid (liquid) 1058 0.0009 

4 Materials and Methods 

4.1 Materials Used 

The phase properties used for the simulations are mentioned in Table 1. Alike exper-
iments where the two liquid phases getting mixed inside the precipitator and contin-
uously formed cerium oxalate [(Ce2(C2O4)3.10H2O] (as per Eq. 1), no liquid–liquid 
reaction was considered in the simulation. However, knowing the total weight of the 
solid recovered from each set of experiments at different cerium concentrations and 
liquid flow rate at both the inlets, the solid and liquid feed at both the inlets was 
calculated and used as the input parameters in simulations. Therefore, the mixture of 
oxalic acid and nitric acid was considered as continuous phase (liquid) and cerium 
oxalate as dispersed phase (solid). 

2Ce(NO3)3 + 3H2C2O4 + H2O ↔ Ce2(C2O4)3 · 10H2O (1)  

4.2 Computational Model and Boundary Conditions 

The solid–liquid disengagement process was carried out using cerium oxalate 
as the solid phase and the mixture of oxalic + nitric acid as liquid phase in 
the column. Eulerian-Eulerian approach which is based on the interpenetrating 
continuum approach has been used to perform all the simulations. The two-fluid 
model was used by taking the constant average solid particle with drag as the 
interphase momentum exchange model. 

The mass conservation equations are 

∂ 
∂t 

(αl ρl ) + ∇  ·
(

αl ρl 

→ 
Ul

)
= 0 (2)  

∂ 
∂t 

(αsρs) + ∇  ·
(

αsρs 

→ 
Us

)
= 0 (3)  

The momentum conservation equations are
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where the stress tensors were calculated as τ = −μ
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represents interphase momentum exchange terms between the phases and defined 
as 
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Drag force was considered as the interphase momentum exchange ( 
→ 
M) between 

the phases. The Gidaspow drag model [9], which is one of the most widely used 
drag models for handling the solid particles in a multiphase flow system [10–12], 
was used in this work and defined as 

CDl−s =
24 

αlRes

[
1.0 + 0.15(αlRes)

0.687
]

(9) 

where Red =
(
αcρc

∣∣∣ �Uc − �Ud

∣∣∣dd
)
/μc is termed as the particle Reynolds number. 

Different boundary conditions were implemented to perform the solid–liquid 
simulations. The pressure outlet boundary condition was specified at the top surface 
of the equipment, whereas mass flow outlet was considered at overflow outlet. Mass 
flow inlet was considered at both the inlets. The impeller blade was given the rotation 
condition to perform the mixing. The inner and bottom wall were specified as no-
slip boundaries. The SIMPLE scheme was used for the pressure–velocity coupling, 
whereas discretization of the spatial derivatives in mass and momentum conserva-
tion equations was achieved using QUICK scheme. The temporal derivatives were 
discretized using the second-order implicit scheme to obtain better predictions.
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5 Results and Discussion 

The results are presented in terms of solid phase overflow (mass and volume frac-
tion) from the precipitator, overall solid fraction along the height, pressure and radial 
velocity distributions inside the continuous precipitator. The aforementioned param-
eters were studied by varying the impeller speed (500 and 700 rpm), solid phase 
concentration in liquid phase (5, 15 and 20 g/l) and height of the overflow outlets 
(0.65, 0.75 and 0.85 m). To ascertain the correctness of the results, a thorough grid 
independent study was carried out before performing actual simulations. 

5.1 Solid Phase Volume Fraction Distributions 

The concentration of solid phase entering the precipitator through the inlets was 
varied and its effect was analyzed in terms of solid volume fraction distributions, 
mass and volume fraction at the overflow outlet. The solid phase volume fraction 
distribution at the mid-plane of the precipitator with solid concentration of 5 g/l and 
impeller speed of 500 rpm is presented in Fig. 2. 

The solid particles enter the precipitator through the inlet tubes (at 100 s). Due 
to difference in mass flow rate between the two tubes, the variation in solid volume 
fraction was observed. It takes nearly 140 s for the solid–liquid mixture to enter the 
precipitator through both the pipes. The high solid volume fraction at certain locations 
in the pipe was due to low mass flow rate of solid particles and their accumulation

Fig. 2 Time evolution of 
solid phase volume fraction 
distributions along the height 
of the precipitator using solid 
concentration of 5 g/l at inlet 
and impeller speed of 
500 rpm (overflow height = 
0.85 m) 
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at the bends. As the accumulated mass flows down, high concentration of solid flow 
through the tube is seen. The solid particles entering the precipitator was gradually 
accumulated and concentration of solid particles was increased in the precipitator 
(from 100 to 2000s). With completely filling of the precipitator, the solid–liquid 
mixture flows out through the outlets. The concentration of solid particles in the 
precipitator starts to decrease with outflow of solid–liquid mixture and then becomes 
constant. 

5.2 Effect of Impeller Speed 

The impeller in the precipitator provides proper mixing of solid–liquid phases. The 
solid phase velocity vector and isotherm is presented in Fig. 3a and b, respectively. 
The effect of speed of impeller is investigated by rotating it at 500 and 700 rpm. 
The whirl which is generated below the impeller blade till the bottom centre of the 
precipitator and the effect of rotation is shown in terms of iso-surface. Vorticity is 
the curl of the fluid velocity and considered as the circulation per unit area at a point 
in a flow field. It is important to describe the detailed hydrodynamic inside a process 
equipment to understand the complex fluid flow phenomenon. Since the present 
study is based on Eulerian-Eulerian (EE) approach, individual particle phenomena 
cannot be presented. However, existence of solid particles was presented in terms of 
velocity vector and vorticity inside the settler. The effect of velocity is intense near 
the impeller blades and the outlet of the feed tubes. 

Fig. 3 a Velocity vectors and b Iso-surface around the impeller blades at rotating speed of 500 rpm



312 S. K. Panda et al.

5.3 Mass Flow Rate and Volume Fraction Through Overflow 
Outlet 

The time taken by the solid–liquid mixture to flow out from the precipitator is depen-
dent on combined effect of concentration of solid particle and rotational speed of 
the impeller. The variation in mass flow rate and volume fraction of solid phase 
through the overflow outlet at 500 rpm impeller speed is presented in Fig. 4a and b, 
respectively. 

It is seen that, as the solid phase concentration increases, the time taken for the 
solid–liquid mixture to come out of the precipitator also increases. The time taken 
for solid phase to flow out of precipitator from overflow outlet was nearly 1650 s for 
5 g/l which was increased to 1850 and 1950s when concentration of solid particles 
was increased to 15 and 20 g/l, respectively. The increase in concentration of solid 
phase in the precipitator increases the solid–solid interactions. Thus, the resistance

Fig. 4 Comparison of solid 
phase i Mass flow rate and 
ii Volume fraction through 
overflow outlet at 0.85 m for 
different solid concentrations 
and at impeller speed of 
500 rpm 
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offered to rise in solid–liquid mixture was increased resulting in delay of outflow. 
The increase in rotational speed of the impeller from 500 to 700 rpm increases the 
lift in solid phase (particles). Consequently, the time taken for outflow of the solid 
particles was reduced. 

Furthermore, once the overflow of solid phase started, a peak was seen in case of 
mass flow rate as well as solid volume fraction calculations. This initial peak in both 
the cases (see Fig. 4a and b) is due to the sudden release of concentrated solid mass 
from the outlet which was accumulated inside the precipitator. Thereafter, the release 
of the solid phase from the outlet decreases and attains a steady state pattern from 
4000 s onwards. The overall solid concentration was checked inside the precipitator 
after the overflow started and found to be decreased from bottom to top. 

5.4 Effect of Overflow Outlet Height 

Since, the objective was to design a glove-box adaptable equipment, it is crucial to 
investigate the overflow height position so that all radioactive solid particles can be 
recovered in a stipulated time frame. Therefore, the solid volume fraction distribu-
tions along the height of the precipitator at a fixed interval (2000s) with overflow 
outlet height of 0.65 m, 0.75 m and 0.85 m are shown in Fig. 5a, b and c, respec-
tively. As expected, due to increase in height of overflow outlet, the time taken for 
the solid phase to come out from the precipitator was increased. The solid phase 
started coming out from the overflow outlet was at 1250 s, 1300 s and 1750s when 
the outlet was located at a height of 0.65, 0.75 and 0.85 m, respectively. Due to 
increase in height of the outflow, the concentration of particles in the precipitator 
thus, increasing and drag offered to outflow of mixture. Therefore, the outflow of 
solid–liquid phase from the outflow was further delayed. The effect of variation in 
overflow height was also analyzed in terms of mass flow rate and volume fraction 
through the outlet.

6 Conclusions 

The solid–liquid disengagement in a continuous precipitator with different solid 
concentration, impeller speed and varying overflow outlet position was investigated 
numerically. Based on the results obtained, it was found that the solid concentration 
was the most effective parameter compared with the change in impeller conditions. 

The two-fluid Eulerian-Eulerian CFD model with appropriate boundary condi-
tions and drag model is used for the simulations to predict the solid mass flow rate 
and volume fraction at overflow outlet and solid volume fraction distributions along 
the height of the precipitator. Variations in solid volume fraction was observed in 
the precipitator due to difference in mass flow rates between the two tubes. The high
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Fig. 5 Solid volume fraction distributions along the height of the precipitator with overflow outlet 
height of a 0.65 m, b 0.75 m and c 0.85 m at 2000s

solid volume fraction at certain locations in the pipe was due to low mass flow rate 
of solid particles and their accumulation at the bends. 

As expected, the effect of solid phase velocity is maximum near the impeller blades 
and closer to the tube outlet inside the precipitator. The high rotational velocity near 
the blades causes the increase in solid phase axial velocity. However, the velocity of 
solid phase increases radially from the blades of the impeller and gradually decreases 
towards the wall. The mass flow rate and solid volume fraction were found to be more 
at lower over flow outlet compared with the outlet at the top of the precipitator. 

In addition to the predictions using two-fluid model, a detailed simulation using 
multi-fluid model integrated with the population balance model is utmost important 
to have better improved predictions. Similarly, in detail experiments are required to 
understand the solid–liquid hydrodynamics quantitatively. The study will be benefi-
cial for the development of the continuous Pu reconversion process for the upcoming 
large future reprocessing plants. 

Nomenclature 

CD Drag coefficient – 
ds Particle diameter [µm]
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g Gravitational constant [m/s2] 
l Liquid (continuous) phase –
→ 
M Interphase momentum exchange term [kg/m3.s] 
P Pressure [N/m2] 
Red Particle Reynolds number – 
s Solid (dispersed) phase –
→ 
U Phase velocity [m/s] 
τ Stress tensor [Pa] 
α Phase hold-up – 
ρ Phase density [kg/m3] 
μ Phase viscosity [kg/m.s]. 
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Fluid Flow Analysis in a Partially Filled 
Horizontal Channel with a Metal Foam 
Block—A Numerical Study 

N. Aditya, N. Gnanasekaran, and Ajay Kumar Yadav 

1 Introduction 

The application of metal foams results in a better performance in terms of heat transfer 
but there is an increment in pressure drop [1]. So, channels partially filled with metal 
foam can be used instead of fully filled to achieve lower pressure drops along with 
the increment in the heat transfer performance over channels with no metal foam [2]. 
For channels fully filled with metal foam, convection heat transfer studies have been 
performed in detail [3, 4]. The numerical and analytical analysis is mentioned for 
channels fully filled with metal foam in [5, 6]. Several numerical studies have been 
performed on horizontal channels partially filled with metal foams [7], and further 
numerical studies are required to identify the effects of foam length, inlet velocity, 
and pore density on fluid flow behaviour. 

2 Literature Review and Objective 

Mancin et al. [8] investigated the air heat transfer and fluid flow through aluminium 
open-cell metal foam with different PPI ranging from 5 to 40 with almost constant 
porosity, two heights of foam core 20 mm and 40 mm, and heat fluxes 25, 32.5, 
and 40 kW with different inlet velocities. The effect of height, PPI, and velocity on 
global heat transfer coefficient and pressure drop was emphasized. Bidar et al. [9] 
numerically investigated the forced convection of airflow through a vertical channel. 
Metal foams of different materials were considered in a two-sided vertical channel
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and results were compared with an empty channel. The pressure drop increased with 
velocity and decreased with porosity. Overall Nusselt number was higher for the 
filled channel when compared with the empty channel. Anuar et al. [10] studied fluid 
flow behaviour in a channel partially filled with metal foam. Effects of various pore 
densities 5–30 PPI, inlet velocities 3.9–6.2 m/s, and foam heights 0.004–0.05 m on 
fluid flow behaviour were investigated. Flow patterns outside and inside the metal 
foam block were visualized using particle image velocimetry and infrared thermog-
raphy, respectively. For low PPI foam, more fluid flows straight through the metal 
foam but for higher PPI foam due to higher resistance to flow through the foam, fluid 
flowing through the metal foam tries to escape from the top surface of the foam. 
Different fluid flow patterns were reported for different values of foam height, pore 
density, and inlet velocity. Results show that the pressure drop increased with PPI but 
for very small foam heights this may not be true. Trilok et al. [11] investigated the 
numerical analysis of airflow through a vertical channel with metal foam at the centre 
of the channel. Here porosity, PPI, and length of foam are varied which resulted in 
different values of pressure drop and heat transfer. Moreover, Technique for Order 
of Preference by Similarity to Ideal Solution (TOPSIS) method was used to do a 
trade-off between pressure drop and heat transfer. Jadhav et al. [12] considered six 
different metal foam configurations for the enhancement of heat transfer in a circular 
conduit. Aluminium foam with PPI varying from 10 to 45 and almost the same 
porosity (0.90–0.95) was considered and they are partially filled in the conduit to 
reduce the pressure drop with constant heat flux. To do a trade-off between pressure 
drop and heat transfer, TOPSIS method was considered. 

The present study used computational fluid dynamics to study the fluid flow 
behaviour in a channel partially filled with metal foam. This numerical study was 
conducted to investigate the effects of foam length, PPI, and inlet velocity on the 
fluid flow behaviour inside and outside the metal foam block. 

3 Materials and Methods 

A horizontal wind tunnel (WT) is considered with the dimensions of 1200 mm in 
length, 320 mm in width, and 320 mm in height. WT is partially filled with a metal 
foam block of varying lengths (lf), 320 mm width, and 160 mm height attached to 
the bottom wall of the tunnel. lf is considered as 0.25 lf,max, 0.5  lf,max, 0.75  lf,max, and 
1 lf,max, where lf,max is 320 mm which is the maximum value of lf considered in the 
present study. This way of defining lf is extremely useful in the case, where a part 
of a bottom wall of a tunnel of length lf,max with constant temperature or constant 
heat flux, with different lengths of metal foams attached to it, is analyzed. Here, a 
three-dimensional domain is considered for better calculation of the pressure at the 
flow sections when compared with a two-dimensional domain for a channel flow, 
and the front view is shown in Fig. 1 for better understanding. The three-dimensional 
domain is discretized into a finite number of hexahedral cells to obtain a high-quality 
solution with fewer cells. The orthogonal quality and skewness are maintained close
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Fig. 1 Front view of computational domain 

to 1 and 0 for good-quality mesh. The velocity and pressure of fluid are specified as 
inlet and outlet boundary conditions, respectively. In the present study, three different 
velocities 6.5, 9.5, and 12.5 m/s are taken at the inlet, and 1 atmospheric pressure 
at the outlet. No-slip boundary condition is applied for all the walls. At the clear 
fluid-metal foam interface, interior type condition is given, i.e. continuity in shear 
stress at the interface. 

3.1 Numerical Simulations 

The three-dimensional numerical simulation is carried out using commercially avail-
able ANSYS FLUENT software. Air is considered as the working fluid. Viscous-
standard k-epsilon (two equation), standard wall function model is used for the clear 
fluid and metal foam region. Fluid flows through both the clear fluid and metal foam 
regions. The governing equations solved for the clear fluid region are similar to those 
of empty channel flow. For the metal foam region, the governing equation includes 
the terms of porosity, permeability, and foam drag to include the effect of metal foam 
on fluid flow. The governing equations considered for solving the metal foam region 
are as follows [13, 14]. 

Continuity equation: 

∂(ρf∅ui ) 
∂ xi 

= 0. (1) 

Momentum equation: 

∂
(
ρfui u j

)

∂ x j 
= −∅  

∂p 

∂xi 
+ ∂ 

∂ x j

(
(μf + μt)

(
∂ui 
∂ x j 

+ 
∂u j 
∂xi

))

− ∅
(

μeff 

K 
ui + 

ρfCF √
K 

uui

)
. (2) 

Turbulent kinetic energy equation:
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u j 
∂k 
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Rate of energy dissipation equation: 
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Effective viscosity: 

μeff = μf, (5) 

where 

μt = ρfCμ 
k2 

ε 
, 

Km = ν
[
1 +

(
Cμ 

ν

)
k 

ε0.5

]2 

. 

The values of the constants of the above equations are: 

Cμ = 0.09; σk = 1.0; σε = 1.3; Cε1 = 1.44; Cε2 = 1.92; 

CF = 0.00212 ∗ (1 − ∅)−0.132 ∗
(
df 
dp

)−1.63 

. (6) 

The coupled scheme is used for pressure velocity coupling along with Green-
Gauss Node based as a gradient for early convergence when compared with other 
schemes. So, the computational time is reduced with the same accuracy in final results 
when compared with other schemes. The convergence criteria for the residuals, i.e. 
continuity and velocities are set as 10−4. The properties of metal foam selected for 
numerical study are given in Table 1. 

Table 1 Metal foam 
microstructural properties 
[10] 

Parameters Values 

Pore density (PPI) 5 10 30 

Porosity, ∅(−) 0.92 0.91 0.94 

Permeability, K ∗ 10−7
(
m2

)
2.61 1.65 0.37 

Fibre diameter, df (m) 0.0011 0.00044 0.00027 

Pore diameter, dp (m) 0.0058 0.0026 0.00087
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Table 2 Grid independence 
study Number of elements Inlet pressure (pa) 

176,640 302.60 

207,360 302.78 

253,440 303.16 

316,800 302.96 

423,720 302.4 

Table 3 Validation with 
experimental results Inlet velocity, u0

(m 
s

)
Pressure gradient, �p 

L

( pa 
m

)

Present work Experimental work [10] 

6.5 52.5 47 

9.5 110 100 

12.5 188 180 

4 Results and Discussion 

4.1 Grid Independence Study 

Grid independence study is an essential part of a numerical solution. For 5 PPI metal 
foam block with lf 

lf,max 
= 0.5 and 12.5 m/s inlet velocity, 176,640, 207,360, 253,440, 

316,800, and 423,720 number of elements are considered. The inlet pressure does 
not change much for this range of the number of elements as given in Table 2, so  
253,440 elements have been considered to avoid higher computational time. 

4.2 Validation with Experimental Results 

To validate the methodology in the present work, a 5 PPI metal foam block of 270 mm 
length, 320 mm width, and 51.2 mm height with 6.5, 9.5, and 12.5 m/s inlet velocities 
are considered. Here, the pressure gradient is considered and validated against [10] 
and the validation is given in Table 3. 

4.3 Velocity Profiles 

U is defined as us/u0, where us and u0 are stream-wise velocity and inlet velocity, 
respectively. Figures 2 and 3 show that as the PPI increases, the normalized stream-
wise velocity U increases in the top portion of the channel for any flow section, inlet 
velocity, and lf 

lf,max 
because as the PPI increases the resistance to flow increases and
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Fig. 2 Velocity profiles for different PPI at different axial location for lf 
lf,max 

= 0.5 and u0 = 6.5 m/ 
s

more quantity of fluid will flow from the clear fluid region above the metal foam. 
Figures 2 and 3 also show, as the lf 

lf,max 
increases, the normalized stream-wise velocity 

us/u0 increases in the top portion of the channel for any flow section, inlet velocity, 
and PPI because resistance to flow by metal foam block increases. 

4.4 Streamlines 

Figure 4 shows the velocity contour, pressure contour, and streamlines for u0 = 
6.5 m/s and 30 PPI for different lf 

lf,max 
. So for a particular PPI and inlet velocity 

as the lf 
lf,max 

increases, the deviation of fluid flow from the z direction occurs early 

and recirculation happens closer to the block. Figure 5 shows, for a particular lf 
lf,max 

and PPI the resistance offered by the block is the same. Here as the inlet velocity 
decreases, fluid has more time to bend and flow from above the block without entering 
it. So, more quantity of fluid tries to flow above the block without entering it due to 
which the fluid flowing through the metal foam is more deviated from the z direction 
resulting in the formation of eddies closer to the metal foam block.
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Fig. 3 Velocity profiles for different PPI at different axial location for lf 
lf,max 

= 1 and  u0 = 6.5 m/s

Fig. 4 Velocity contour, pressure contour, and streamlines for u0 = 6.5 m/s  and 30 PPI.  a–c lf 
lf,max 

= 0.25, d–f lf 
lf,max 

= 0.5, g–i lf 
lf,max 

= 0.75
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Fig. 5 Velocity contour, pressure contour, and streamlines for 30 PPI and lf 
lf,max 

= 0.5. a–c u0 = 
6.5 m/s, d–f u0 = 9.5 m/s, g–i u0 = 12.5 m/s  

Figure 6 shows, for a particular inlet velocity and lf 
lf,max 

as PPI increases more 
quantity of fluid tries to go from the top of the block without entering it, as resistance 
to flow from the block increases, due to which the deviation of the fluid flowing 
through the metal foam from the z direction increases resulting in the formation of 
eddies closer to the metal foam block. 

Fig. 6 Velocity contour, pressure contour, and streamlines for u0 = 6.5 m/s  and lf 
lf,max 

= 0.75. 
a–c 5PPI, d–f 10PPI, g–i 30PPI
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Fig. 7 Pressure gradient variation with lf 
lf,max 

4.5 Pressure Drop and Friction Factor 

Figure 7 shows, the pressure gradient increases with inlet velocity for a particular 
lf 

lf,max 
and PPI, as the resistance to flow due to metal foam, channel walls, sudden 

contraction, and sudden expansion in the partially filled channel with metal foam 
increases. The pressure gradient increases with lf 

lf,max 
and PPI, as the resistance to 

flow due to metal foam increases. Here pressures are measured at z = 0.395 m and z 
= 0.805 m for the calculation of pressure drops. Figure 8 shows, the f reduces with 
an increase in inlet velocity for a particular lf 

lf,max 
and PPI, for the cases considered in 

the present study. The friction factor increases with lf 
lf,max 

and PPI.
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Fig. 8 Friction factor variation with lf 
lf,max 

5 Conclusion 

Dimensionless velocity at the upper portion of the channel is higher for higher values 
of PPI and foam length for all the flow sections. The recirculation zones shift near 
to the metal foam block as inlet velocity reduces, PPI increases, and foam length 
increases. The pressure gradient increases with velocity, length and PPI with the 
highest value of 1190 Pa/m for the case of lf 

lf,max 
= 1, 30 PPI, and 12.5 m/s inlet 

velocity. Friction factor reduces with velocity and increases with PPI and length of 
foam with the highest value of 4.2 for the case of lf 

lf,max 
= 1, 30 PPI, and 6.5 m/s inlet 

velocity. 

Nomenclature 

CF Forchheimer coefficient (–) 
df Fibre diameter (m) 
dp Pore diameter (m) 
f Friction factor (–)



Fluid Flow Analysis in a Partially Filled Horizontal Channel … 327

k Turbulent kinetic energy
(
m2 

s2

)

K Permeability (m2) 
lf Length of foam (m) 
lf,max Maximum length of foam (m) 
L Distance between the sections where pressures are measured for calculation 

of pressure drops (m)
�p Pressure drop across distance L (Pa) 
p Pressure (Pa) 
PPI Pores per inch (–) 
us Stream-wise velocity (m/s) 
u0 Inlet velocity (m/s) 
u′
j Fluctuation in mean velocity ui (m/s) 

U Non-dimensionalized stream-wise velocity (m/s) 
∅ Porosity (–) 

ε Rate of energy dissipation
(
m2 

s3

)

μf Viscosity of fluid
(
N−S 
m2

)

μt Turbulent viscosity
(
Ns 
m2

)

μeff Effective viscosity
(
Ns 
m2

)

ν Kinematic viscosity
(
m2 

s

)

ρf Density of fluid
(
Kg 
m3

)
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Numerical Simulation of Combined 
Natural Convection and Radiation Inside 
a Square Enclosure with a Horizontal 
Partition 

Mariyam Ali and Anil Kumar Sharma 

1 Introduction 

Enclosures with different configurations having fluid flow and heat transfer have been 
studied for past several decades to understand the phenomenon of natural convection 
and radiation occurring inside it. While considering different configurations, enclo-
sures with partition came into picture and many gap areas are observed as described 
in the following paragraphs. Thus, in this present research work a square cavity with 
a horizontal partition is considered to study the fluid flow and heat transfer. 

2 Literature Review 

Nag et al. [1] carried out a numerical investigation of natural convection inside a 
differentially heated square cavity. In his study, he considered a horizontal partition 
placed on the vertical hot wall inside the cavity for the analysis. Two types of thermal 
boundary conditions were considered for the horizontal partition. In the first case, 
the partition was considered to have infinite conductivity while in the second case it 
was considered to be adiabatic. It was observed that the material for the horizontal 
partition highly affected the rate of heat transfer inside the square enclosure. When the 
partition is infinitely conducting, the cold wall Nusselt number increases, while on the 
other hand when the partition is adiabatic, the rate of heat transfer decreases. Haghighi 
and Vafai [2] in their research considered a partial horizontal and vertical partition 
placed at hot vertical wall and bottom adiabatic wall, respectively. The partitions 
were assumed to be adiabatic and the Rayleigh number was taken between 103 and
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106. The purpose of this study was to find out the best position of the partitions for the 
maximum heat transfer reduction inside the cavity. After the numerical investigation, 
it was observed that the vertical partition is more effective in reducing the heat 
transfer inside the enclosure. Furthermore, with the horizontal partition the heat 
transfer rate increases to a great extent. Farah Zemani-Kaci and Sabeur-Bendhina [3] 
performed a numerical simulation of unsteady natural convection inside an enclosure 
with partition attached to the hot vertical wall. Air was considered as the working fluid 
and the study was carried out for Rayleigh number 109. The results were shown with 
the help of streamline and temperature contours. It was observed that the partition 
placed at the hot wall had a significant effect of heat transfer and enhances the overall 
heat transfer rate inside the enclosure. Xu et al. [4] carried out a numerical simulation 
of transient natural convection inside a differentially heated cavity with a thin fin on 
the side wall. The thin fin was placed at the center of the hot vertical wall. For the 
present study, the aspect ratio was considered to be 0.24. Also, the dimensions of the 
fin were fixed. The results were presented with the help of streamline and temperature 
contours. Kruger and Pretorius [5] in their research work considered a cavity with the 
vertical walls as adiabatic, bottom wall as hot wall and the top wall as cold wall along 
with conducting horizontal and vertical partitions. They carried out a computational 
study of natural convection inside the enclosure to study the effect of the partitions. 
The Rayleigh number for the study was taken as 9.1 × 107 to 1.9 × 109. The effect 
of these conducting baffles was shown with the help of temperature and velocity 
contour plots and average Nusselt Number. The observation made during the study 
was that the presence of partition inside the cavity affects the overall heat transfer rate 
to a great extent. Also, it was concluded that an enclosure with conducting partition 
can be used to represent an enclosed greenhouse. All these studies focus on natural 
convection characteristics in the enclosure with key influencing parameters such as 
partition material, length with isotherm and adiabatic boundary conditions. However, 
the interaction of surface radiation is not considered and these for the present study 
framed the objective of the present work. 

3 Physical Model and Problem Description 

The cavity considered here is a differentially heated partitioned square cavity with 
horizontal walls as adiabatic, left wall as hot wall considered at a higher temperature 
TH and the right wall as cold wall considered at a lower temperature TC as shown 
in Fig. 1. The fluid considered here is air having a Prandtl number of 0.71. The 
Boussinesq approximation is adopted for the working medium inside the cavity.
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Fig. 1 Computational grid 
for partitioned enclosure 

3.1 Solution Methodology 

The study is carried out using ANSYS FLUENT 2022R1 to solve the governing equa-
tions of continuity, momentum and energy equations with the help of finite volume 
method. The pressure–velocity coupling is done by coupled algorithm and pressure 
interpolation is done by second-order scheme. For the momentum and energy equa-
tion, second-order upwind is adopted and for radiation equation first-order upwind 
is chosen. The value of surface emissivity for all the considered cases is taken as 1. 

3.2 Calculation of Nusselt Number 

The Nusselt number is evaluated based on heat flux obtained after analyzing the flow 
field and heat transfer characteristics inside the enclosure. 

The local and average Nusselt number for hot and cold wall are defined as: 

Nuh = −  
dθ 
dx

∣
∣
∣
∣
x = 0 

Nuc = −  
dθ 
dx

∣
∣
∣
∣
x = 1 

Nuh = 
1 ∫
0 
NuhdY 

Nuc = 
1 ∫
0 
NucdY
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4 Results 

The results are presented in the form of temperature and streamline contours in order 
to completely enumerate the combined effect of natural convection and radiation 
inside a differentially heated square cavity with a horizontal partition placed parallel 
to the adiabatic walls for Rayleigh Number 103 and 105. The effect of Rayleigh 
number, partition length and distance from top wall is studied. For this study, the 
partition thickness and thermal conductivity is assumed to be constant. 

Four different cases 1, 2, 3 and 4 are considered in the present study with their 
subdivisions as a, b and c. In case 1 the length of the partition is taken as l = L. For  
case 2 the length of the partition is considered as l = 3L/4 maintaining a gap of L/ 
4 between the cold wall and the partition. For case 3 two partitions are considered, 
one protruding from the hot wall and the other from the cold wall. The length of the 
partition attached to the hot wall is L/2, while the length of the partition attached 
to the cold wall is L/4 keeping a gap between them as L/4. Case 4 corresponds to 
the inverse situation where the length of the partition attached to hot wall as L/4 and 
length of partition attached to cold wall as L/2, maintaining a gap of L/4 between the 
hot and cold partition. In all the cases the subdivisions a, b and c correspond to the 
situations where the partition distances from the adiabatic top wall are L/4, L/2 and 
3L/4, respectively. 

4.1 Combined Natural Convection and Radiation 

The temperature and streamline contours are shown in Figs. 2 and 3 for Rayleigh 
number 103 and 105, respectively, for combined natural convection and radiation 
within a differentially heated square enclosure with a horizontal partition. The 
temperature contours for Ra 103 are almost parallel to the vertical walls as shown 
in Fig. 2. Also, from the streamline contours, it can be seen that the flow of fluid is 
in clockwise direction resulting in smooth circular curves. For Ra 105 the isotherm 
contours are somewhat distorted causing them to become parallel to the horizontal 
adiabatic walls as shown in Fig. 3. The streamline contours in this case also shows the 
clockwise rotation of fluid flow. The graphs in Fig. 4 show the variation of convective, 
radiative and total Nusselt number with Rayleigh number ranging from 103 to 106 

for case 1 (a, b and c). It can be observed from the graph that the convective Nusselt 
number does not change much from 103 to 104, however at 105 there is a sharp increase 
of 217% to 106. The radiative Nusselt number vs Rayleigh number graph is almost 
a straight line with a continuous increase. The radiative Nusselt number increases to 
925% for Ra increase from 103 to 106. Also, the value of convective Nusselt number 
is greater than that of radiative Nusselt number for considered Rayleigh number 
range. Both of these combined increases the total Nusselt number with increase in 
Rayleigh number.
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Fig. 2 Temperature contours and streamlines for Rayleigh number 103

4.2 Effect of Rayleigh Number 

Figure 5 shows the effect of Rayleigh number on combined radiation and natural 
convection inside a differentially heated square enclosure with a horizontal partition. 
The graph shows the variation of total Nusselt number with Rayleigh number ranging 
from 103 to 106. It is observed that as the Rayleigh number is increased from 103 to 
106 the NuT increases to 447% for case 1b.



334 M. Ali and A. K. Sharma

Fig. 3 Temperature contours and streamlines for Rayleigh number 105

4.3 Effect of Partition Length and Partition Distance 

Figure 6 shows the variation of total Nusselt number with partition length for Rayleigh 
number 103 and 105. Four cases of partition length are considered for the analysis 
as mentioned above. By comparing the values of total Nusselt number for hot wall 
for all the four cases, it is observed that the maximum value of NuT is seen when 
the length of partition is equal to the length of the cavity, i.e., for case 1 when l = L. 
From the graph it can be seen that when the length of partition is varied from l = L/ 
4 to  L, the  value of NuT increases to 75% and 16% for Ra 103 and 105, respectively. 
As for the partition distance from top wall, it can be seen from the graph for the three
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Fig. 4 Variation of convective, radiative and total Nusselt number for combined natural convection 
and radiation for hot wall for ε = 1 in  r case 1 for Rayleigh number 103–106

Fig. 5 Variation of total 
Nusselt number with 
Rayleigh numbers along the 
hot wall for central position 
of partition wall and 
different partition height

cases a, b and c that highest value of Nusselt number is observed for case c when the 
partition is farthest from top wall.
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Fig. 6 Variation of total Nusselt number with partition length for different partition distances from 
hot wall for Rayleigh number 103 and 105, respectively 

5 Conclusion 

The present study of natural convection and radiation occurring inside an enclosure 
with horizontal partition leads us to certain conclusions which could be beneficial 
for future researches in this field. It can be concluded that the convection is almost 
equally participating in the total heat transfer phenomenon as the radiation and in 
some cases even more. It can also be concluded that as the Rayleigh number is 
increased that value of total Nusselt number increases. As for the partition length it 
is observed that greater the length, higher the Nusselt number value, as can be seen 
that when l is increased from L/4 to L the NuT increases to 75% and 16% for Ra 
103 and 106, respectively. Also, as the partition distance is increased from the top 
adiabatic wall the NuT increases, however the change is not much significant. 

Nomenclature 

g Gravity acceleration, ms−2 

L Length of square cavity, m 
h Height of the partition, m 
t Thickness of the partition, m 
S Position of the partition from top wall, m 
NuT Total Nusselt number 
P Dimensionless pressure 
Pr Prandtl number 
Ra Rayleigh number 
kf Thermal conductivity of the fluid adjacent to wall 
T Temperature, K 
θ Nondimensional temperature
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Lateral Migration of Three Particles 
Through a Slit—An Immersed Boundary 
Computational Analysis 

Manjappatta Pazhiyottumana Neeraj and Ranjith Maniyeri 

1 Introduction 

The slit microchannel is used in biological processes like DNA sequencing, protein 
translation, and gene therapy. The slit is present at the center of channel which helps 
in the sampling of biomolecules. For these procedures, normally electric field is 
applied to the channel. To reduce the cost of these procedures and to make them 
simpler, other methodologies rather than electric and magnetic field applications 
are being tested nowadays. Some techniques require pure fluid forces to drive the 
particles (known as passive techniques). The inertial migration of particles in fluid 
flow is such a transport technique. The combined effect of shear and wall induced 
lift forces generates a lateral lift over the particles flowing in the fluid. Both of these 
lift forces act opposite to each other, and this will create an equilibrium position for 
the particles [1]. The inertial migration is studied widely in literature. However, the 
effect of lateral migration in a slit channel is not much analyzed before. 

2 Literature Review and Objective 

In an experiment conducted by Segre and Silberberg [2], the spheres released in a 
tubular flow were found to be concentrating at 0.6 times the radius of the channel. 
This effect was further called Segre–Silberberg effect [3]. This effect is one of the 
basic characteristics of inertial migration. By observing interesting possibilities of 
inertial migration in biological fields and others, a number of experimental [4, 5] and 
analytical works [6, 7] were done by numerous researchers. The numerical methods
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seem to be more precise than analytical ones, and in this direction, a significant 
number of works have been done. The inertial migration of particles was simulated 
by using different computational schemes such fictitious domain method [8] and 
lattice Boltzmann method (LBM) [9]. However, the involvement of fluid–structure 
interaction (FSI) in inertial migration makes immersed boundary method (IBM) [10] 
a suitable methodology for the simulation of the same. We used another version of 
IBM with feedback forcing scheme [11] for studying the lateral migration of single 
cylindrical particle in stepped [12] and constricted [13] channels. The advantage of 
non-straight channels is that they can alter the inertial migration characteristics due 
to the presence of recirculation zones in them. The slit channel is such a type of 
non-straight channel. The slit is present at the center of the channel. It can be used 
for several biological processes such as protein transfusion and DNA sampling. 

Considering the possibilities of a slit channel, the current work tries to explore 
the characteristics of lateral migration of three non-neutrally buoyant cylindrical 
particles in a slit channel. The residence time (time required for particles to pass 
the slit) and equilibrium position are computed from the simulation for different 
slit clearances and angles. The immersed boundary finite volume model constructed 
with the aid of feedback forcing scheme is incorporated to analyze the migration 
characteristics of the particles in the slit channel. 

3 Methodology 

Figure 1 shows the physical model of three particles migration in slit channel. 
The channel is of length L and height H. The gap of slit is denoted by slit clearance 

(Sg). The angle of slit is also shown in Fig. 1 as Θ. The diameter of each particle is 
d, and FSh and FW are induced shear and wall lifts, respectively. Fluid enters from 
left side with Poiseuille flow pattern and exits from the right side with zero-velocity 
gradient conditions. The bottom and top walls possess no-slip boundary conditions. 
The pressure gradient is kept zero at left side, bottom, and top wall, respectively.

Fig. 1 Physical model 
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The particles are separated by a center-to-center distance of 0.25 initially. Both the 
particles and slit rods are modeled using IBM scheme. 

The system of IBM carries two set of discrete grid systems. The Cartesian coordi-
nates x = (x, y) are used to represent the fluid grids, while Lagrangian mesh system 
XP,K(s, t) and XS (position of Lagrangian coordinates on the particles and slit rods 
respectively) is utilized to denote the structure (particle and slit rod), where t and 
s indicate the time and structural point respectively. The terms fP,K(x, t) and fS(x, 
t) represent the Eulerian force density corresponding to particles and the slit rod 
(subscript K denotes the particle number, K = 1, 2 and 3). Velocity and pressure 
[u(x, t) and p(x, t), respectively] of fluid are the other variables of flow, whereas the 
structural variables are the Lagrangian force densities FP,K(s, t) and FS(s, t) (particles 
and slit rod, respectively). It should be noted that all values are non-dimensionalized 
with respect to the height of channel H (characteristic length) and maximum velocity 
in the channel uref (characteristic velocity in the channel). The Lagrangian force 
densities are computed by using feedback forcing scheme as shown in Eqs. (1) and 
(2) [11]. 

FP,K(s, t) = α
{

(UibP,K − UP,K)∆t + β(UibP,K − UP,K) (1) 

FS(s, t) = α
{

(UibS − US)∆t + β(UibS − US) (2) 

where UibP,K and UibS are the velocity of immersed boundary points on the particles 
and slit rods, respectively, obtained from fluid velocity interpolation with the Dirac 
delta function δ [Eqs. (3), (4)]. α and β are negative constants of large magnitude, 
and UP,K denotes the particle velocity [11]. 

UibP,K(s, t) =
{

u(x, t) δ
(
x − XP,K(s, t)

)
dx (3) 

UibS(s, t) =
{

u(x, t) δ(x − XS(s, t)) dx (4) 

where dx denotes the Eulerian grid size. The four-point Dirac delta function is used 
here and it is given by [11], 

δ(x) = 
1 

h2
Φ

( x 
h

)
Φ

( y 

h

)
(5) 

The particle velocity UP,K consists of both angular (ΩK) and translational (UK) 
components as shown in Eq. (6) [14, 15]. Since the slit rods are fixed, US = 0. 

UP,K = UK + ΩK
(
XP,K − XC,K

)
(6) 

where XC,K is the center of particle.
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The particle positions are computed by [16] 

Xn+1 
P,K (s) = Xn 

P,K(s) + UP,K∆t (7) 

The Lagrangian forces are interpolated with Dirac delta function δ to obtain the 
Eulerian force densities fP,K(x, t) and fS(x, t). 

fP,K(x, t) =
{

FP,K(s, t) δ
(
x − XP,K(s, t)

)
ds (8) 

fS(x, t) =
{

FS(s, t) δ(x − XS(s, t)) ds (9) 

where ds is the Lagrangian grid size. The Eulerian force densities are united into one 
single term f(x, t) and are added to the non-dimensionalized Navier–Stokes equations 
as shown in Eq. (10). Equation (11) shows the dimensionless continuity equation. 

∂u 
∂t 

+ u · ∇u = −∇ p + 
1 

Re 
∇2 u + f(x, t) (10) 

∇ ·  u = 0 (11) 

where Re = ρfurefH/μ. Equation (10) is discretized by finite volume method 
(FVM) and semi-implicit methodology on staggered Cartesian grid as given below. 
Equation (10) is discretized using semi-implicit scheme as written in Eq. (12). 

un+1 
i, j − un 

i, j

∆t
+ N

(
un

) = −
(

∂p 

∂xi

)n 

+ 
1 

2Re

(∇2 un+1 + ∇2 un
) + f(x, t) (12) 

where N(un) is the nonlinear convection term. The particle trajectory, fluid flow 
velocity, and pressure are computed using the above equations. The fractional step-
based algorithm [17, 18] is aided to arrive at the solution of the discretized momentum 
equations. The momentum equations are solved with the aid of incomplete Cholesky 
conjugate gradient (ICCG) method for getting the intermediate velocity. Following 
this, the pseudo-pressure is determined which will further help in calculation of the 
actual pressure and velocity of fluid. 

4 Results and Discussion 

The feedback forcing scheme-aided IBM is employed to construct the computational 
model for cylindrical particle migration in a slit channel. The grid independence study 
is carried out by simulating rigid neutrally buoyant cylindrical particle migration in
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a straight channel of 50 × 1 dimension. The Eulerian grids are 0.1, 0.05, and 0.025. 
The equilibrium positions (Y eq) for each grid size are plotted as shown in Fig. 2. 

The equilibrium positions are observed to be same for the Eulerian grid sizes 
0.05 and 0.025. Hence, 0.05 is selected as the optimum grid. As part of validation, 
neutrally buoyant rigid cylindrical particle of diameter 0.25 and 0.35 is released in 
a straight channel of dimension 50 × 1 from same initial position of (1.0, 0.4). The 
Reynolds number is 50.0, and the value of α and β is −4000.0 and −40.0 [11]. The 
center trajectory of the particle is plotted in Fig. 3. 

Fig. 2 Grid independence 
study [variation equilibrium 
positions with Eulerian grid 
sizes (h)] 

Fig. 3 Particle trajectory for 
two diameters 0.25 and 0.35 
(Re = 50.0)
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Table 1 Comparison of 
equilibrium positions Y eq of 
particle in Poiseuille flow for 
two diameters observed in the 
present work with that of 
Huang et al. [19] (Re  = 50.0) 

D Y eq. [19] Y eq (present study) 

0.25 0.291 0.293 

0.35 0.313 0.316 

The particle terminates its lateral motion after a particular position, and this is 
called equilibrium position (Y eq). The equilibrium positions are computed and shown 
in Table 1 along with the findings of Huang et al. [19]. 

It is observed that the values are in good agreement. Moving on, the non-neutrally 
buoyant particles migration in a slit channel of 20 × 1 dimension are simulated. 
The particle diameter is 0.2, and Reynolds number is 50.0. The density ratio (ρ) of  
particle to fluid is taken as 100.0. The slit clearance and angle are 0.5 and π/2. The 
particles are released from initial positions such as (5.0, 0.5), (5.25, 0.5), and (5.5, 
0.5). The slit is present at a horizontal position of 10.0. The initial and final positions 
of three particles are shown in Fig. 4a, b. 

The particles move past the slit and attain the equilibrium position. It is more 
evident from Fig. 5 where particle lateral trajectories are mapped against horizontal 
position and time.

The particle trajectory becomes parallel to horizontal axis after it passes the slit 
placed at 10.0 and attains equilibrium position. However, the equilibrium positions

Fig. 4 a Initial positions of three particles. b Final position of particles (d = 0.2, Re = 50.0, Sg = 
0.5, and Θ = π/2, ρ = 100.0). 
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Fig. 5 Variation of lateral 
positions of particles with 
a horizontal position, b time 
(Re = 50.0, d = 0.2, Sg = 
0.5, Θ = π/2, ρ = 100.0)

coincide for all three particles. This may be due to the same size and initial lateral 
release position of all the particles. From Fig. 5b it is clear that the particles pass the 
slit at different times. The particle which is placed very close to the slit (particle 3) 
passes the slit at the earliest. The time taken to pass the slit is called residence time 
(tr). In the next stage, the slit clearance and angle are changed, and their importance 
in equilibrium position and residence time is studied.
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4.1 Influence of Slit Clearance (Sg) 

The slit clearance is varied in this section, while other parameters such as Reynolds 
number (50.0), particle diameter (0.2), density ratio (100.0), and slit angle (π/2) are 
kept constant. The particle trajectory with time is shown in Fig. 5 for different Sg 
(0.3, 0.4 and 0.5). To avoid complication, only the trajectory of particle 3 in each 
case is plotted. The particle trajectory with time is shown in Fig. 6. 

The equilibrium position of particles stays unaltered with variation in slit clear-
ance. The reduction in slit clearance increases the velocity at the channel center, and 
it should normally increase the effect of shear-induced lift which drives the particle 
equilibrium position toward either wall. However, the size of flow vortex plays an 
important role here. The strength and size of flow vortex increase with shortening of 
the slit clearance. Hence, this will act as a reverse force against the shear-induced lift, 
and hence, the additional effect of increased velocity gets canceled. This may be the 
reason for the unchanged equilibrium position. It is also noticeable from Fig. 6 that 
the particles take lower time to pass the slit for lower slit clearances. The size of the 
secondary flow vortex increases with reduction in slit clearance. Hence, the larger 
flow vortex deflects the particle in horizontal direction, and hence, the residence time 
decreases. The same behavior can be observed from Table 2 where the residence time 
for different slit clearances is tabulated. 

Fig. 6 Particle trajectory 
with time for different Sg 
(Re = 50.0, d = 0.2 and Θ 
= π/2, ρ = 100.0) 

Table 2 Residence time (tr) 
for different Sg 

Sg tr 

0.4 1.476 

0.5 1.518 

0.6 1.567
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4.2 Influence of Slit Angle (Θ) 

Here, the effect of different slit angles on the equilibrium position and residence time 
are analyzed. Three different slit angles such as π/4, π/2, and 3π/4 are selected for 
the study. In all three cases the particle diameter, Reynolds number, density ratio, and 
slit clearance are kept same (0.25, 50.0, 100.0, and 0.5, respectively). The particle 
trajectory with time for different slit angle is shown in Fig. 7. 

The equilibrium position stays unaffected with slit angle. As the slit angle 
increases from π/4 to π/2, the size of secondary flow vortex increases. This will 
deflect the particle away from the wall. However, the same effect is canceled by the 
increase in flow velocity with change in slit angle from π/4 to π/2. When the slit 
angle is 3π/4, then the conditions are similar to that of π/4. The residence time is 
minimum for slit angle of π/2 since the flow velocity is highest and the vortex sizes 
are largest. To confirm the same, the residence time is given in Table 3. 

Fig. 7 Particle trajectory 
with time for different Θ (Re 
= 50.0, d = 0.2, Sg = 0.5, ρ 
= 100.0) 

Table 3 Residence time (tr) 
for different Θ (Re = 50.0, 
d = 0.2, Sg = 0.5) 

Θ tr 

π/4 1.583 

π/2 1.518 

3.0π/4 1.579
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5 Conclusions 

The migration of three rigid non-neutrally buoyant cylindrical particles in a slit 
channel is simulated by incorporating feedback forcing based immersed boundary 
finite volume method. The lateral migration of particles is studied by analyzing the 
equilibrium position and residence time. The particles initially released from left side 
of the slit separated by same center-to-center distance horizontally seem to move pass 
the slit and attain the equilibrium position. Further the effect of slit clearance and 
slit angle on equilibrium position and residence time is investigated. The equilibrium 
position stays unaffected with alteration in both slit clearance and angle. The velocity 
at the center of slit increases with reduction in slit gap and increase in slit angle 
from π/4 to π/2. However, the size of secondary flow vortices near the slit enlarges 
simultaneously. Both of these effects act in opposite direction and cancel out the 
effect of additional lift forces. On the other hand, the residence time reduces with 
shortening the slit clearance. The maximum velocity at slit center occurs for lowest 
slit clearance. The reduction in residence time may be due to this reason. It should be 
also noted that, the residence time is lowest for a slit angle of π/2. The flow velocity 
is highest, and secondary flow vortex size is largest for the same angle. Hence, the 
residence time seems to be lower. 

Nomenclature 

FSh Shear-induced lift 
FW Wall-induced lift 
u Fluid velocity 
t Time 
P Pressure 
Re Reynolds number 
f Eulerian force 
F Lagrangian force 
U Velocity of particle 
Δ Dirac delta function 
X Lagrangian position 
S Lagrangian grid number 
Uib Velocity at immersed boundary point after interpolation 
α, β Large negative constants
∆t Time step 
UP Translational velocity of the particle
ΩP Angular velocity of particle 
XC Coordinate of center of cylinder 
ds Lagrangian grid size
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CFD Simulations for Thermal 
Qualification of a Radioactive Material 
Transport Cask 

Sampath Bharadwaj Kota and Seik Mansoor Ali 

1 Introduction 

Radioactive materials are generally transported in shipping casks approved by the 
national regulatory body. The packages/casks are classified based on the activity and 
material it contains. Among the various types of casks, type B(U)/B(M) packages are 
used to transport significant activity radioactive material, such as teletherapy sources, 
gamma irradiators, and industrial radiography sources. Further, the spent fuel is also 
transported to a reprocessing facility in the type B(U) casks. Such packages are 
designed to withstand accident conditions during transport, and as part of compliance 
with the standards, these need to undergo a series of mechanical and thermal tests. 
The tests include, in sequence, a 9-m drop test, 1-m drop punch test, fire test, and an 
immersion test. 

For thermal qualification of the casks, AERB [1] and IAEA [2] guidelines require 
the cask to be fire tested where the effects of a 30-min fire are to be considered. The 
criteria for the thermal test as stipulated in the [1] are outlined below: 

• For steady-state analysis, the specimen should be in thermal equilibrium under 
an ambient temperature of 38 °C, subject to solar insolation and the maximum 
design internal heat generation rate within the cask from the radioactive contents. 

• Further, the fire test analysis requires the cask to be tested for 30 min in a thermal 
environment that provides a heat flux equivalent to that of a hydrocarbon fuel– 
air fire in sufficiently quiescent ambient conditions to give a minimum average 
temperature of at least 800 °C. 

Type B casks often use lead sandwiched between stainless steel/carbon steel shells 
to provide the necessary shielding from the gamma radiation emitted by the cask’s 
contents. Since the melting point of the lead is low, i.e. 601 K, during the fire test, it is
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expected to melt. During the melting process, the lead could relocate, and shielding 
may be compromised [3]. Generally, compliance with the design standard is ensured 
either by subjecting the actual cask/its representative model to a fire test or by carrying 
out a detailed numerical study simulating the behaviour of the cask during the fire 
exposure period. 

The behaviour of the lead melting process is a complex phenomenon, and the effect 
of Rayleigh convection on overall melting transient needs further investigation as it 
is crucial from the shielding perspective. As this issue is significant to the nuclear 
fraternity, this forms the motivation for the present work. 

2 Brief Literature Review and Objective 

The thermal qualification through analysis is often attempted by solving the 2-D or 
3-D heat conduction equation [4–6], using the enthalpy formulation, ignoring the 
natural convection aspects. It is known that both diffusion and convection (due to the 
molten lead) processes co-occur, and they play an essential role in determining the 
actual fraction of molten lead. It is seen that most studies usually neglect the natural 
convection process associated with molten lead while modelling the fire test, which 
can lead to underestimation of the extent of melting. However, one of the studies 
modelled the convection process without accounting for the high Rayleigh number 
and associated turbulent natural convection expected during the fire test [7]. 

Further, a few authors reported CFD analysis using the porous media formulation 
of dry storage cask. Bae et al. [8] highlighted the packing fraction’s effect on the cask’s 
centreline temperature. Further, Herranz et al. [9] conducted sensitivity studies using 
CFD analysis for a spent fuel dry storage cask and found that heat load distribution 
is the most significant factor for the maximum fuel temperature in the cask. 

Hitherto, the literature on thermal tests for transportation casks has not consid-
ered the more stringent hydrocarbon fuel–air fire curve for the analysis. Further, 
the analysis carried out by [3] has imposed convective boundary conditions based 
on forced convection. Therefore, in the present study, a detailed CFD analysis for 
thermal qualification of a typical type B(U) transport cask was carried out with a 
hydrocarbon fuel–air curve and a constant 800 °C ambient temperature in quiescent 
conditions, and the current study’s findings are compared against the [3]. 

3 Modelling Aspects 

A 2-D axisymmetric model was considered for the simulations, and geometrical 
details employed in the present study were adopted from [3]. The cask has lead 
material sandwiched between the inner stainless steel and outer mild steel. The 
geometrical details are shown in Fig. 1. The cylindrical cask has outer dimensions of 
1785 mm in height and 715 mm in diameter. Further, the inner stainless steel cavity
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Fig. 1 Schematic diagram 
of the set-up 

Table 1 Properties of the materials 

Material ρ (kg/m3) η (W/m K) Cp (J/kg K) 

Lead 10,768 40.28201–0.01853 × T (T < 601 K) 
8.52726 + 0.01192 × T (T > 601 K) 

140 

Mild steel 7800 62.97356–0.03081 × T 510 

Stainless steel 7800 10.21333 + 0.01517 × T 465 

Table 2 Additional 
properties for lead Tref (K) 601 

ρref (kg/m3) 10,768 

β (K−1) 1.2234e−04 

μ (kg/m s) 0.0032 at 601 
0.00232 at 673.15 
0.00154 at 873.15 
0.00123 at 1073.15 

L (J/kg) 26,000 

is 1085 mm in height and 93 mm in diameter. The material properties employed in 
the present study are given in Tables 1 and 2. 

3.1 Assumptions 

• A 2-D axisymmetric domain is considered due to geometrical and thermal 
symmetry. 

• Auxiliary components of the cask were not modelled.
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• During the fire test, differential expansion of the molten lead and outer shell is 
neglected. 

• The heat generation due to gamma interaction with structural materials is 
neglected. 

3.2 Governing Equations 

The conservation equations of mass, momentum, and energy are given by Eqs. (1), 
(2), and (3), respectively. In this study, the enthalpy-porosity technique was employed 
to study the melting of the shielding lead. Instead of explicitly tracking the interface, 
this technique calculates the interface based on an enthalpy balance. 

∂ρ 
∂t 

+ ∇  ·  (ρ→v) = 0 (1)  

∂ρ→v 
∂t 

+ ∇  ·  (ρ→v→v) = −∇  p + ∇  ·  (μ∇→v) + ρ →g − Sφ →v (2) 

∂(ρ H ) 
∂t 

+ ∇  ·  (ρ→v H ) = +∇  ·  (η∇T ) (3) 

The energy equation takes into account both the sensible and latent heat as given 
in Eqs. (4), (5), and (6). For pure metals, as in the current case, both the solidus and 
liquidus temperatures are considered the same as the material’s melting point, in this 
case, 601 K. 

H = h + ∆H (4) 

h = href + 
T{

Tref 

CpdT (5)

∆H = flL (6) 

As given in Eq. (7), appropriate momentum sink terms were added to the 
momentum equations to account for the pressure drop caused by the presence of 
solid material. The mushy zone constant (Amush) is the measure of the damping 
associated with the solidification process. The higher the mushy zone constant, the 
faster material attains zero velocity upon solidification. The value ψ was considered 
as 0.001 to avoid division by zero while estimating the sink term. The value of the 
mushy zone constant was assumed as 106.
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Sφ = 
(1 − fl)2(
f 3 l + ψ

) Amushφ (7) 

The lead is expected to melt when the cask is exposed to a fire accident. The hot 
molten lead would rise inside the cask owing to its lighter density, and higher density 
lead would sink. Hence the density variation was modelled using the Boussinesq 
approximation to capture this phenomenon. The basis of this approximation is that 
though temperature-induced density variation is slight, the buoyancy-driven motion 
is significant. Thus, the effect of density variation is only considered in the buoy-
ancy term of the momentum equation, as given in Eqs. (8) and (9) and is neglected 
elsewhere. The Boussinesq approximation is valid as long as β(T − Tref) << 1. In  
the current set-up, for ∆T of 300 K, this value is around 0.0366. 

(ρ − ρref)g ≈ ρrefβ(T − Tref) (8) 

ρ = ρref(1 − β∆T ) (9) 

The magnitude of the Rayleigh number indicates whether the natural convection 
boundary layer is laminar or turbulent and is calculated using Eq. (10). In the present 
study, for a case where ∆T of 300 K and L of 1.5 m and the rest of the properties as 
given in Table 2, the Ra is around 8.3e11. So, it is safe to consider that the Rayleigh 
number would be on the higher side of 1011 during the fire test, which is in a turbulent 
regime. 

Ra = Gr × Pr = 
ρgβ∆T l3 

μκ 
(10) 

Therefore, the turbulence was appropriately modelled using the k −ω shear stress 
transport (SST) model to account for turbulent convection during the melting process. 
This model is apt for simulating moderate to high Rayleigh number convection-driven 
turbulent flows. The equations for the turbulence kinetic energy (k) and specific 
dissipation rate (ω) are  givenbyEqs. (11) and (12), respectively. This model combines 
k − ω formulation in the near wall region with a modified k − ∈ formulation in the 
far field by means of a suitable blending function. The parameters ┌i , Gi , Yi , Si in 
the turbulence equations represent effective diffusivity, generation, dissipation, and 
source term, respectively. 

∂(ρk) 
∂t

+ ∇  ·  (ρ→vk) = −∇  p + ∇  ·  (┌k∇k) + Gk − Yk + Sk (11) 

∂(ρω) 
∂t 

+ ∇  ·  (ρ→vω) = −∇  p + ∇  ·  (┌ω∇k) + Gω − Yω + Sω (12)
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3.3 Boundary Conditions 

The simulations were carried out in two phases: normal conditions and heating due 
to exposure to fully engulfing fire representing hydrocarbon-air curve and average 
800 °C ambient temperature. 

3.3.1 Normal Conditions 

A steady-state analysis was first carried out in which the outer cask surface was 
subjected to the convective heat transfer with an ambient temperature of 38 °C, 
along with the solar insolation of 800 W/m2 and 400 W/m2 for horizontal and vertical 
surfaces, respectively, as specified in the AERB safety code. The emissivity of the 
cask was assumed as 0.3, with a 7.4 kW heat flux imposed on the inner surface, 
accounting for the decay heat [3]. The boundary condition in a mathematical form 
is as shown in Eq. (13). 

−λs 
∂Ts 
∂n 

= hs,∞(Ts − T∞) + σ∈s
(
T 4 s − T 4 ∞

) − αsqsolar (13) 

3.3.2 Fire Conditions 

During the accidental fire condition, the cask is expected to be fully engulfed in 
the fire for about 30 min. To this end, four cases were simulated with the input 
conditions as given in Table 3. The first case corresponds to the scenario where 
the cask is exposed to the hydrocarbon fuel–air fire curve [as given in Eq. (14) in  
quiescent conditions]. The second case corresponds to the scenario where the average 
flame temperature was maintained at 800 °C for about 30 min. The third case was 
simulated to bring out the effect of convection in the melting process compared to 
the scenario where only diffusion was considered, as in the fourth case. The third 
and fourth cases were carried out at a constant heat transfer coefficient based on the 
Colburn relation with an assumed wind speed of 10 m/s and estimated to be 15 W/ 
m2K [3], except with a conservatively assumed surface absorptivity of 1.0. Further, 
the boundary condition on the outer surface of the cask exposed to accidental fire is 
as given in Eq. (15). During the fire exposure simulations, the surface-specific heat 
transfer coefficients are estimated based on the standard correlations available for the 
lower and upper surfaces of a cold and vertical plate [10]. The variation of surface-
specific heat transfer coefficients for the top, bottom, and vertical surfaces of the cask 
is given in Fig. 2. Later on, this curve-fitted data was employed as a convective heat 
transfer coefficient as a function of ∆T in the form of Ansys Expressions. 

Tf = T∞ + 1080
(
1 − 0.325e−0.167t − 0.675e−2.5t

)
(14)
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Table 3 Simulation set-up conditions 

Case T∞ (°C) h (W/m2K) Effect ∈

1 HC-air curve Figure 2 Diff + Conv 0.8 

2 800 Figure 2 Diff + Conv 0.8 

3 800 15 Diff + Conv 1.0 

4 800 15 Diff 1.0 

Fig. 2 Variation of heat 
transfer coefficients with 
respect to the temperature 
difference between the 
ambient and surface 
temperatures 

λs 
∂Ts 
∂n 

= hs,f(Tf − Ts) + σ∈fT 
4 
f − σαsT 

4 
s (15) 

3.4 Solution Procedure 

The continuity and momentum conservation equations were solved using the 
coupled algorithm available in the Ansys Fluent. This algorithm is a fully implicit 
pressure-based solver, solving the momentum and pressure-based continuity equa-
tions together. Second-order upwind discretisation schemes were used for spatial 
discretisation of pressure, momentum, energy, and two-parameter turbulence equa-
tions. The continuity, momentum, and turbulence equations were considered fully 
converged when the sum of scaled residuals was less than 10–5 and energy was 
considered fully converged when the sum of scaled residuals was less than 10–8. 
The adaptive time step was used for the current simulations, ranging from 1e−05 to 
0.025 s. 

At first, steady-state simulations were carried out for normal conditions in which 
the cask was exposed to solar insolation. After that, this steady-state solution was used 
as an initial condition for the fire test. During the fire test simulation, the boundary
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conditions of ambient temperatures and surface-specific heat transfer coefficients for 
each case are given as inputs in the Ansys Expressions [11]. 

3.5 Mesh Sensitivity Study and Validation 

Grid independence was carried out with an average mesh size of 2, 3, and 5 mm, 
and the respective cells were 146,000, 65,000, and 23,100. The temperature profiles 
plotted on the sectional line AA' is shown in Fig. 3. The steady-state results yielded 
similar results for all three grid sizes; therefore, current simulations were carried out 
on a 3 mm mesh-size grid. 

Experimental validation results for this large-tonnage cask may not be available 
in the literature due to the high expense of validation. Specifically, there are no exper-
imental data about the exposure of this double-bundle radioactive transport cask to 
the hydrocarbon fire curve. As an alternative to these expensive tests, comprehen-
sive simulations that account for all the physics involved in the melting process are 
performed. Nevertheless, the approaches and constants employed in this work are 
derived from the literature, and the current results are in excellent agreement with the 
numerical results [3] discussed in the following section. In fact, regulatory authorities 
recommend either numerical or experimental research for qualifying reasons [1].

Fig. 3 Steady-state 
temperature profile in the 
radial direction along the line 
AA' for various grid sizes 
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Fig. 4 Steady-state 
temperature under normal 
conditions 

4 Results and Discussion 

4.1 Normal Condition 

The cask was subjected to solar insolation, convective heat transfer on the outer 
surface, and heat flux equivalent to the decay heat on the inner surface. It is seen 
from Fig. 4 that the steady-state temperature is maximum in the upper region of the 
inner surface and minimum on the bottom surface. This temperature variation could 
be attributed to the higher value of solar insolation on the top horizontal surface 
compared to zero insolation on the bottom horizontal surface. The minimum and 
maximum temperatures were found to be 339 and 349 K on the outer bottom and 
inner top surfaces, respectively. It could also be observed that the upper region of 
the internal surface is the hottest area because of the decay heat and maximum solar 
insolation on the top outer surface. The maximum temperature encountered in the 
study is lower than the stipulated temperature of 358.15 K. 

4.2 Fire Test 

4.2.1 Hydrocarbon Fuel–Air Curve 

The temporal variation of molten during the fire test is shown in Fig. 5. During the 
hydrocarbon fuel–air fire test simulation, the lead started melting between 680 and 
690 s.

It can be observed that the melting commenced in the edges of the cask, and then 
the melt front propagated into the interior of the domain as time progressed. It can
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Fig. 5 Contours of the liquid fraction of molten lead at various time instances

also be observed that the molten lead quantity is similar in both upper and bottom 
regions up to about 800 s. After that, it can be observed that the quantity of molten 
lead was high in the upper region than in the bottom region. This variation can be 
attributed to the Rayleigh convection encountered in the present case. 

Here, the hot and lighter molten lead adjacent to the outer mild steel wall would 
rise, whereas the denser molten lead in the interior region would sink. The hotter 
molten metal is relocated to the upper region of the cask, thereby significantly 
increasing the portion of the melted lead in the upper region. By the end of the 
1240 s, it was observed that the entire lead melted when exposed to the hydrocarbon 
fuel–air standard curve. 

4.2.2 Constant Ambient Temperature of 800 °C 

Similar trends were observed for case 2, where the cask was exposed to a constant 
ambient temperature of 800 °C. However, as the test was less stringent than the 
hydrocarbon fuel–air test, the portion of molten lead by the end of 30 min was noted 
to be about 70% (Fig. 6).

4.2.3 Effect of Natural Convection 

The effect of natural convection on the quantity of the molten lead present is brought 
out by comparing cases 3 and 4. In case 4, the Boussinesq approximation was 
neglected, effectively solving only the energy equation. It can be observed from 
Fig. 7 that by the end of 30 min, ~ 70% of the mass fraction is molten lead. However, 
when both convection and diffusion processes were considered in modelling, the
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Fig. 6 Contours of the liquid fraction of molten lead at various time instances

amount of melting was ~ 95%. This increase in molten lead signifies the impor-
tance of modelling the convection process during phase change. Therefore, natural 
convection is vital in determining the amount of lead melting. 

Further, the vertical velocities along the sectional line AA' at various instances 
are shown in Fig. 8. It was observed that the vertical velocities are positive near 
the outer wall and negative for the inner region, indicating the circulation to be in 
a counter-clockwise direction. Further, the highest velocities were observed about 
20 min into the transient fire test analysis. The magnitude of peak velocities was 
around ~ 75–80 mm/s, and the velocities were negligible for the intermediate zone, 
as shown in Fig. 8. Further, the negative peak velocities shift towards the inner region, 
representing the melting of the lead. However, the peak velocities start decreasing

Fig. 7 Temporal variation of 
the volume-averaged molten 
lead in the case of 
convection-conduction 
model and conduction-only 
model 
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Fig. 8 Y-velocities along 
the AA' line at various time 
instances 

in magnitude, and this variation could be attributed to the decreased buoyant effect 
and increased frictional losses. 

4.2.4 Comparison with Sanyal et al. [3] 

Sanyal et al. [3] performed two simulations for the current cask design, with an 
average ambient temperature of 800 °C, either considering or ignoring the convection 
effect. It is observed from Fig. 7 that the fire test in case 2 (i.e. constant 800 °C) 
produces a similar amount of 70% molten lead as that of [3], though, in the current 
study, surface and temperature-dependent heat transfer coefficients were employed. 
Further, when the hydrocarbon fuel–air curve was employed, the lead was melted 
entirely even before the completion of the fire test. Therefore, one can consider the 
hydrocarbon fuel–air curve fire test as the most demanding thermal qualification test 
criterion compared to the one presented in [3]. 

Further, when cases 3 and 4 are compared with [3], it was observed that with 
an increase in absorptivity from 0.8 to 1.0, the total molten lead content increased 
from 70 to 95%, where convection effects are considered. Similarly, molten lead 
content increased from 33 to 70% for the cases with ignored convection effects, 
while absorptivity increased from 0.8 to 1.0 

5 Conclusions 

The following conclusions can be drawn from the present study: 

(a) The shielding material was melted entirely when the cask was exposed to a 
hydrocarbon fuel–air fire test by the end of 1240 s.
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(b) The volume-averaged molten lead was estimated to be 69.7% when the cask was 
engulfed in the constant ambient temperature of 800 °C in quiescent conditions. 

(c) The buoyancy-induced natural circulation accelerated lead melting, which was 
observed to be 94.75% and 70.02% in cases 3 and 4, respectively. 

(d) During the melting process, the Rayleigh convection imparted counter-
clockwise circulations within the cask, thereby increasing the melting in the 
upper region. 

Nomenclature 

A Surface area (m2) 
Amush Mushy zone constant 
Cp Specific heat (J/kg K) 
fl Liquid fraction (–) 
G Generation 
g Acceleration due to gravity (m/s2) 
H Enthalpy (J/m3) 
h Heat transfer coefficient (W/m2 K) 
k Turbulence kinetic energy (m2/s2) 
L Latent heat (J/kg) 
l Length (m) 
Nu Nusselt number (–) 
Pr Prandtl number (–) 
Q Heat generation (W) 
q Heat flux (W/m2) 
Re Reynolds number (–) 
Ra Rayleigh number (–) 
S Source (–/m3) 
T Temperature (K) 
t Time (s) 
V Volume (m3)
→v Velocity (m/s) 
Y Dissipation 
x, y, z Coordinates 

Greek symbols 

α Absorptivity (–) 
β Coefficient of volumetric expansion (K−1)
∈ Emissivity (–)
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λ Thermal conductivity (W/mK) 
κ Thermal diffusivity (m2/s) 
ρ Density (kg/m3) 
σ Stefan-Boltzmann constant = 5.67e−08 (W/m2 K4) 
φ Velocity/turbulence quantity (k, ω) in the source terms
┌ Effective diffusivity 
ω Specific dissipation rate (1/s) 
μ Viscosity (kg/ms) 

Subscripts 

∞ Ambient 
b Bottom 
f Fire/flame 
ref Reference 
t Top 
s Surface 
solar Solar insolation 
v Vertical 
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Numerical Study of Twin-Wall Jet 
Interacting with Different Surfaces 

S. V. H. Nagendra and D. V. S. Bhagavanulu 

1 Introduction 

The concept of dynamics of the jet flows has been studied extensively as it is devel-
oped in different ways like a jet coming out horizontally out of an orifice, or a 
nozzle parallel and away from the surface is designated as a free turbulent jet. Wall-
bounded jet flows are further classified into two different forms, i.e., plane wall jet 
and impinging jet. If the jet is parallel to the surface and wall-bounded, it is known 
as an offset jet; similarly, if the jet has a wall jet as well as offset jet configura-
tion, it is known as a twin jet or dual jet. The application of twin jets is found in 
mixing processes in gas turbines, combustion chambers, vertical take-off aircraft, 
film cooling, HVAC, etc. 

Initially reported work on flow characteristics of a wall jet was given by Forthman 
[1]. An extensive review of experimental work done until 1980 is presented by 
Launder and Rodi [2]. Numerical work during the 80s is reviewed by Launder and 
Rodi [3]. Gibson and Younis [4] presented a review on moderately curved jets. Flow 
over the strongly curved surfaces was given by Kobayashi and Fujisawa [5] and 
Gowda and Durbha on different convex cylindrical surfaces [6]. Similarly, a wall jet 
over a convex surface was also studied by Alcaraz et al. [7] and Wilson and Goldstein 
[8], while Neuendorf and Wygnanski [9] studied the effect of surface curvature on 
the development of a two-dimensional wall jet around a circular cylinder. Yukawa 
and Shakuochi [10], Sawyer [11], Rajaratnam and Subramanyam [12], Hoch and Jiji 
[13], and Nozaki [14] have studied the mean flow parameters. Davis and Winarto 
[15] and Agelin-Chaab and Tachie [16] worked on a three-dimensional round offset 
jet using a hot wire anemometer with different offset ratios. They found maximum 
decay rate, spread rates in the extent of 0–120d.
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Fig. 1 Twin jet details generated over a plane surface 

Twin jets as shown in Fig. 1 are studied by Wang and Tan [17], Assoudi et al. [18], 
Anderson and Spall [19], and Kumar [20] and found the mean flow parameters of 
twin jets like intersection point, vortex center, decay of maximum velocity, turbulent 
viscosity, jet half width, momentum flux, etc. 

2 The Experimental Setup and Methodology 

In this study, the mean flow parameters of the twin jet have been studied like mean 
velocity profiles, decay of maximum velocity, jet spread over three different types 
of surfaces, namely plane, inclined, and convex surface as shown in Fig. 2. The  
numerical modeling has been performed using a commercial computational tool. 
The inlet orifice has a diameter of “d”; there are eight stations of investigation where 
the velocity profile values are calculated. Three aspect ratios were selected for all 
three surfaces that are 2.0, 3.0, and 4.0 in the numerical investigation. Further, the 
results are compared with the existing experimental results of wall jet on a plane 
surface and convex surface (3.0 m radius), respectively. In the computational domain 
as well as experimental setup, initial straight portion is taken equal to 20d to provide 
sufficient length for the development of the flow [20], and the experimental setup 
is shown in Fig. 3. The two-dimensional computational domain uses unstructured 
triangular mesh. The RSM model is used for solving the flow regime using second-
order advection scheme.

The exact transport equations for the transport of the Reynolds stresses ρu'
i u

'
j 

may be written as follows:

∂ 
∂t 

.
(
ρu'

i u
'
j

)
+ ∂ 

∂xk  
.
(
ρuku'

i u
'
j

)
= 

Local Time Derivative Cii  ≡ Convection
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Fig. 2 Inclined surface and 
convex surface 

Fig. 3 Schematic diagram of the jet tunnel setup with plane surface
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Dl,i j  ≡ Turbulent Diffusion Gi j  ≡ Buoyancy Production
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+ p
[

∂u'
i 

∂ x j 
+ 

∂u'
j 

∂xl

]
− 2μ. 

∂u'
i 

∂xk 
. 
∂u'

j 

∂xk 
−

Φi j  ≡ Pressure Strain ∈i j≡ Dissipation 

2ρΩk

(
u'
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'
m ∈ikm  +u'

i u
'
m ∈ jkm

)

Fi j  ≡ Production by system rotation 

+ Suser(Source Term) (1)

The terms in these exact equations such as Cij, DLij, Pij, and Fij do not require any 
modeling. However, DTij, Gij, ϕij, and ∈ij need to be modeled to close the equations. 
DTij is a diffusivity term that is modeled using the gradient diffusivity model by Daly 
and Harlow. 

The exit jet Reynolds number is taken as 57,285 for individual orifice. Pressure 
values at the outlet and open boundaries are taken as atmospheric pressure. 

The convergence criteria set for the analysis are 1e−4. The grid independence 
test is also performed for the value of velocity at station 20d and 30d for all three 
surfaces, and the optimized grid size is selected accordingly. 

3 Results and Discussion 

The results are post-processed in the form of X–Y dataset analyzed for different 
parameters like the intersection point of two jets, transforming points of two jets 
mean velocity profiles, and decay of maximum velocity. 

3.1 Intersection and Transformation Point 

The intersection point is the position where the outer layer of the two jets intersects 
each other, and the combination point is the position where the jets shows the char-
acteristics of the wall jet. Table 1 shows the position of the intersection point over 
the different surfaces with different aspect ratios with respect to the diameter of the 
orifice. In the case of aspect ratio 2.0, the intersection point is very nearer to the 
orifice which is about 1d, and the intersection point shifts toward downstream with 
the increase in aspect ratio.

As the fluid moves downward from the two orifices, it starts transforming from 
twin jet to wall jet and the profiles formed between 20 to 22d when the aspect ratio 
is 2.0; as the ratio increases to 3.0, the range changes from 22 to 25d. Similarly 
for aspect ratio 4.0, the position is near to 25d. After the transformation point, the 
velocity profile agrees well with the profile as shown in Fig. 13.
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Table 1 Position of 
intersection point and 
combination point 

Aspect ratio Surface Intersection point Combination point 

AR 2.0 Plane Near 1d 20–25d 

Inclined Near 1d 20–25d 

Convex Near 1d 20–25d 

AR 3.0 Plane < 5d 20–25d 

Inclined < 5d 22–25d 

Convex < 5d 22–25d 

AR 4.0 Plane < 10d 25d onward 

Inclined < 10d 25d onward 

Convex < 10d 25d onward

3.2 Mean Velocity Profiles 

Figures 4, 5, 6, 7, 8, 9, 10, 11 and 12 show the mean velocity profiles drawn between 
U by Umax and Y /Ymax. As two jets move forward, a vortex is formed, and it shows 
a reverse flow pattern before 1d in case of aspect ratio 2.0 and is extending upto10d 
at aspect ratio equal to 4.0. 

At an aspect ratio 2.0, the maximum velocity position is 0.04 of all three surfaces. 
As the aspect ratio increases, the value shows a decreasing tendency, i.e., at 3.0 and 
4.0; it is 0.035 and 0.03, respectively. From the velocity profiles, it is observed that 
with the increase in aspect ratio, the reverse flow occurs at the locations close the jet 
exit. As the jet moves downstream direction, the twin jet transforms in to a single jet 
and forms wall jet profile. This distance increases with the increase in aspect ratio. 
As it is stated earlier that at x/d = 30, the wall jet is formed in all the three cases 
considered in the present work (Fig. 13).

Fig. 4 Mean velocity 
profiles on plane surface 
with AR 2.0
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Fig. 5 Mean velocity 
profiles on inclined surface 
with AR 2.0 

Inclined Plane at 10 Degree Slope 
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Fig. 6 Mean velocity 
profiles on convex surface 
with AR 2.0 
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Fig. 7 Mean velocity 
profiles on plane surface 
with AR 3.0
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Fig. 8 Mean velocity 
profiles on inclined surface 
with AR 3.0 
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Fig. 9 Mean velocity 
profiles on convex surface 
with AR 3.0 
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Fig. 10 Mean velocity 
profiles on plane surface 
with AR 4.0
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Fig. 11 Mean velocity 
profiles on inclined surface 
with AR 4.0 
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Fig. 12 Mean velocity 
profiles on convex surface 
with AR 4.0 
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Fig. 13 Compares the 
velocity profile at 30d
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Fig. 14 Decay of maximum 
velocity over all the surfaces 
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3.3 Decay of Maximum Velocity 

Maximum velocity decay is plotted between x/d versus Um/Uj, it exhibits the decay 
of maximum velocity at different stations of concern as shown in Fig. 14. At aspect 
ratio 2.0, the decay exponent is − 0.18, and it increases to − 0.21 at aspect ratio 
4.0 for the plane surface; for the convex surface, it is − 0.29, − 0.35, and − 0.43, 
respectively. The decay of velocity is faster on an inclined plane when compared to 
plane and convex, and it is − 0.29 for aspect ratio 2.0, and it increases to − 0.43 
and − 0.53 at aspect ratio 3.0 and 4.0, respectively. The decay of maximum velocity 
of the convex surface lies between the plane and inclined surface which is shown in 
Table 2. The decay on convex surface is faster when compared to plane surface, and 
it is slower when compared to inclined surface. This is mainly due to rolling vortices 
which are forming over convex surface. It is also seen that the decay rate of the twin 
jet is significantly slower than the plane wall jet.
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Table 2 Details of decay exponent over different surfaces 

S. no. Type of surface Aspect ratio (h/d) Extent Decay exponent 

1 Plane 2 20–60 − 0.18 
2 Inclined 2 20–60 − 0.29 
3 Convex 2 20–60 − 0.29 
4 Plane 3 20–60 − 0.2 
5 Inclined 3 20–60 − 0.43 
6 Convex 3 20–60 0.35 

7 Plane 4 20–60 − 0.21 
8 Inclined 4 20–60 − 0.53 
9 Convex 4 20–60 − 0.43 
10 Plane Wall jet 20–40 − 1.19 
11 Convex Wall jet 20–40 − 1.45 
12 Plane (CFD) Wall jet 20–40 − 1.55 
13 Convex (CFD) Wall jet 20–40 − 1.3 
14 Plane [17] Dual jet 20–30 − 0.64 

4 Conclusion 

The present paper analyzed the twin jet flow for different surfaces, and flow charac-
teristics are compared with the wall jet. The intersection and transformation points 
are efficiently located. The position of maximum velocity is also determined. The 
mean velocity profile shows good agreement with existing literature at x/d = 30. It 
is also observed that the decay of maximum velocity increases as the aspect ratio 
increases from 2.0 to 4.0 in all three surfaces. Further decay rates also show that the 
twin jets are slower when compared to plane wall jets and convex curved wall jet. 
The decay rate is faster over inclined surface when compared to convex and plane 
surfaces. The location of reverse flow was found closer to the exit for all the aspect 
ratios considered in the present study. 

Nomenclature 

AR Aspect ratio h/d (–) 
PWJ Plane wall jet 
CWJ Convex wall jet 
d Diameter of orifice (mm) 
h Distance between two adjacent orifice (mm)
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CFD Analysis of Data Center Using 
Open-Source Software: OpenFOAM 

Hrishikesh Kulkarni and Dilshad Ahmad 

1 Introduction 

A data center is a facility that hosts information technology (IT) equipment such 
as computers, servers, and power distribution units inside it. While in operation, 
this equipment generates a large amount of heat which results in the reduction of the 
performance of this equipment. To operate this equipment effectively, the temperature 
of this equipment needs to be maintained within prescribed limits as specified by 
Ashrae [1, 2]. This necessitates the dissipation of heat generated during equipment 
operation from the data center to the outside. Generally, the air is used to carry heat 
from this equipment. A data center, therefore, is designed to supply cold air from 
chillers to this equipment and carry heated air away from them. 

A typical data center has a raised floor arrangement which splits it into two parts 
[3]. The upper portion is called ‘room’, while the lower portion is called ‘plenum’. 
The room hosts all types of IT equipment, while plenum facilitates flow of cold 
air from computer room air conditioners (CRACs) to the room through perforated 
tiles. The IT equipment are placed inside racks having multiple sections in it. They 
are provided with cooling fans to dissipate heat from these equipment. The tiles are 
placed near the suction side of the fans so that the cold air from the CRAC directly 
enters the IT equipment through the plenum. During operation of the data center, air, 
while passing through the IT equipment, gets heated up and exhausted at the other 
side of the rack through fan. This hot air is directed to the CRAC for cooling through 
ducts. 

Generally, in a data center, about 40% of the total power consumed is contributed 
by the air conditioning system itself, and thus, cooling cost contributes to a major 
portion of the total cost of data center operation [4]. To reduce this cost, it is necessary 
to have an efficient cooling system for a data center. The most efficient cooling of the
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data center can be achieved by understanding details of the fluid flow and heat transfer 
phenomena occurring inside it. A detailed understanding of airflow and heat transfer 
inside data center is possible by modeling flow and heat transfer with computational 
fluid dynamics (CFD) approach [5]. 

2 Literature Review and Objective 

A number of researchers have used CFD to understand flow and thermal profiles 
inside a data center and have come up with suggestions to improve cooling efficiency 
of the data center. For example, Gao et al. [6] have studied the effect of airflow patterns 
inside data center on cooling effectiveness using CFD simulation. Moreover, a CFD 
approach also provides ways to optimize different equipment arrangement, physical 
parameters, and geometric parameters for effective cooling of equipment inside data 
center [7]. A parametric CFD study of computer room air handling bypass in air-
cooled data centers is done by Ahmadi et al. [8]. In this work, author has carried out 
CFD modeling and simulation using commercially available CFD software, Ansys 
Fluent version 18.1, and results are validated with an experimental data. This work 
also highlights high computational cost associated with CFD analysis and hence 
recommends reduced order modeling. To reduce computational expenses for CFD 
modeling, Summers et al. [9] has done CFD modeling of data center using open 
source and free tool OpenFOAM. This paper tries to demonstrate the effectiveness 
of modeling data center CFD using open-source software OpenFOAM. 

Open Field Operation and Manipulation (OpenFOAM) is a CFD tool written in 
C++. OpenFOAM has good meshing capabilities such as snappyHexMesh, cfMesh, 
and blockMesh. It has number of solvers to model different physics. OpenFOAM 
also comes up with many post-processing capabilities [9]. Looking at the capa-
bilities of OpenFOAM, it is an attractive substitute of commercial CFD software, 
provided OpenFOAM results are as good as that of commercial software such as 
Ansys Fluent™. 

3 Comparison of Results by OpenFOAM and Ansys Fluent 

To demonstrate the capability of OpenFOAM to capture the physics of the data 
center, a comparison between Ansys Fluent and OpenFOAM needs to be done. 
For this purpose, CFD analysis of prototype data center is performed using both 
Ansys Fluent academic version R.15 and buoyantBossinesqueSimpleFoam solver 
of OpenFOAM version 2.3.1. The prototype data center considered has one rack, 
one CRAC, and one tile component. A two-dimensional layout of the prototype data 
center is shown in Fig. 1.

A 3D STL file is generated for this prototype data center. The geometry is meshed 
using snappyHexMesh utility of OpenFOAM. The meshed geometry of the prototype
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Fig. 1 2D layout of 
prototype data center: a floor 
surface, b CRAC, c rack, 
d tile opening

RACK Inlet 

RACK Outlet 

CRAC Return (at top) and  
Supply (at bottom) 

a 

b 
c d 

Fig. 2 Mesh with refined 
tile zone in inset 

data center is shown in Fig. 2 through a section view of a mesh along with tile zone 
in inset. 

3.1 Governing Equations 

The flow and heat transfer are modeled using Navier Stokes equations with steady-
state assumption as given by Eqs. 1, 2, and 3. To model the turbulence, k–∈ model is 
used as shown by Eqs. 4 and 5. The flow resistance at the tile region is modeled by 
considering the tile as porous zone and then applying Darcy-Forchheimer equation 
(given by 6) to model the source term (S) in momentum equations. 

∂ 
∂x j

[
ρu j

] = 0 (1)
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S = (μDi ui ) + 1 
2 
ρ Fi |ukk |ui where i, j = 1, 2, 3 (6)  

In Eqs. 4 and 5, σk , σ∈, C1ε, and C2ε are constants whose values are 1.00, 1.30, 
1.44, and 1.92, respectively. The effect of buoyancy is considered in the momentum 
equation by adding hydrostatic contribution into the pressure term. Since the variation 
of the density induced by the temperature change is small, Boussinesq approximation 
is assumed. 

3.2 Boundary Conditions 

For the prototype data center, boundary conditions, as shown in Tables 1 and 2, are  
applied. For the velocity variable, mass flow rate of air at that boundary is specified 
and velocity is calculated using that specified mass flow rate internally. 

The steady-state simulation is performed using both the simulation tools, namely 
Ansys Fluent and OpenFOAM, and results from both simulations were compared.

Table 1 Boundary conditions for mass flow rate, pressure, and temperature 

Boundary name Mass flow (kg/s) Pressure Temperature (K) 

RACK inlet − 0.3 Zero gradient Zero gradient 

Rack outlet 0.3 Zero gradient Fixed value uniform 310 

CRAC return − 4 Zero gradient Zero gradient 

CRAC supply 4 Zero gradient Fixed value uniform 293 

Wall 0 Zero gradient Zero gradient
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Table 2 Boundary conditions for turbulent kinetic energy and dissipation rate 

Boundary name Turbulent kinetic energy (TKE) Dissipation rate (epsilon) 

RACK inlet Zero gradient Zero gradient 

Rack outlet Intensity 0.05 
Uniform 0.09375 

Intensity 0.05 
Uniform 0.01 

CRAC return Zero gradient Zero gradient 

CRAC supply Intensity 0.05 
Uniform 0.09375 

Intensity 0.05 
Uniform 0.01 

Wall Wall function Wall function

3.3 Validation Results, Discussions, and Conclusion 

Figure 3 shows velocity contours at rack mid-plane for OpenFOAM, whereas Fig. 4 
shows velocity contours the same location for Ansys Fluent. From the contours of 
these two figures, it is seen that velocity distribution is similar. The highest velocity 
of 3.0 m/s is observed at the tile outlet for both the cases. Apart from entire field, a 
slight variation in velocity magnitude of flow at the exit of tile is observed for the case 
of OpenFOAM compared to Fluent. This shows a well-qualitative match between 
both the cases. 

To get a quantitative match, line plots of velocity and temperature were drawn 
as shown in Figs. 5 and 6. Here, a data on a line passing through a point (3.325, 
1.25) and parallel to z (height) direction was extracted. Figure 5 shows the line

Fig. 3 Velocity contour at 
rack mid-plane using 
OpenFOAM
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Fig. 4 Velocity contour at 
rack mid-plane using Ansys 
Fluent

plot of magnitude of velocity for OpenFOAM and Fluent, while Fig. 6 shows line 
plot of temperature for OpenFOAM and Fluent. A close match in the results by 
OpenFOAM and Fluent is seen for both the variables. From this study, it is clear 
that buoyantBossinesqueSimpleFoam of OpenFOAM is as good as Ansys Fluent. 
We can use OpenFOAM to model data center. 

Unlike Ansys Fluent and other commercial CFD software, OpenFOAM does not 
have user interface. It is completely text based. In the absence of help, CFD modeling 
in OpenFOAM becomes very difficult. 

Further, CFD modeling of a commercial data center with number of racks, CRAC, 
and tiles is time-consuming and difficult. A data center operator may not have 
required expertise and bandwidth to carry out such CFD modeling and simulation.

Fig. 5 Plot of velocity 
magnitude
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Fig. 6 Plot of static 
temperature

For example, CFD simulation of an industrial data center of floor area of 1500 feet2 

floor area and containing 33 racks, 4 CRACs, and 39 perforated tiles takes a total of 
four weeks’ time. Out of four weeks’ time, geometry creation and mesh generation 
for this data center may take up to two weeks of man hour. Further, preprocessing 
along with simulation post-processing of the simulation results took another two 
weeks of time. Moreover, CFD simulations are generally carried out using commer-
cial software due to simple GUI and easy to use features. They charge a huge amount 
as a license cost, for example, license cost of Ansys Fluent is about 1.8 million 
Indian rupees per annum (representative value). So, if a data center manager wants 
to improve cooling efficiency of their data center, manager needs to take help of 
a CFD expert for a month and purchase software for 3D modeling, meshing, and 
CFD simulation. This adds an additional task on data center manager along with his 
other responsibilities while adding cost to the total running cost of the data center. 
Therefore, it is desired to have thermal and fluid map of entire data center along 
with suggestion to operate data center optimally without incurring addition cost and 
manpower for running the data center. 

Incidentally, data center components have standard geometry and function. A 
prior knowledge of these components with their location inside the data center can 
be used to create an algorithm to create entire geometry automatically. Further, 
using knowledge of functions of these components can further be used to come 
up with algorithm to automate these processes as well. Moreover, mesh generation 
and CFD simulation can be carried out on OpenFOAM to eliminate license cost 
as well completely. Therefore, with the use of automation of geometry creation, 
preprocessing, simulation, and post-processing eliminates the requirement of a CFD 
expert and use of free software reduces cost of CFD simulation to a great extent. 

4 CFD Modeling for Real Data Center 

In practice, the data center modeling starts with creating two-dimensional layout of 
the data center by physically moving through it and capturing geometric information 
of the components and physical set point details. There are various tools available for
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Fig. 7 2D layout of the real 
data center 

capturing this information. We have used Tata Consultancy Services (TCS) in-house 
access tool to capture this 2D layout. This tool captures layout by capturing compo-
nent locations for CRACs, racks, tiles, any obstructions, etc. as on the Cartesian grid 
with 0.3 m × 0.3 m as smallest block. 

In this file, the geometry of the entire data center is captured in a 2D layout. The 
height of different components and functional details are provided as a property of 
these components. 

Figure 7 shows a 2D layout of an industrial-sized data center. In this layout, (a) 
shows the floor of the data center. The outer boundary of the floor is the outer layout 
of the data center. The data center contains 4 CRACs (b), 33 racks (c), and 39 tiles 
(d). The functional information of each component is provided inside a property box 
attached to that component. 

4.1 Conversion of 2D Layout to 3D Mesh 

Once the geometries for all the component with named surface are created, a bounding 
box for the entire geometry is prepared and background mesh is generated using 
blockMesh utility of OpenFOAM. Details of the bounding box and component geom-
etry files are used to prepare snappyHexMeshDict. Finally, mesh is created using 
snappyHexMesh. Further manipulation of the mesh is done using different utilities 
such as createBaffles, splitMesh, and mergeMesh. To model tile as porous zone, 
cellZones are created using toposet utility of OpenFOAM. The total time required 
to prepare 3D geometry and meshing it with 0.36 million cells on a single core took 
about one hour as opposed to two weeks’ time taken by a CFD expert. Figure 8 shows 
the sectional isometric view of this mesh with tile zone in an inset.
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Fig. 8 Mesh generated 
using snappyHexMesh with 
tile zone in inset 

4.2 Simulation Using OpenFOAM 

Before going ahead for simulation, fluid properties along with initial and boundary 
conditions need to be applied for all the variables over all the patches of the data 
center geometry. Fluid inside the data center is taken as standard air, and all the 
properties of standard air are used. Functional properties of all the components are 
used for application of initial and boundary conditions. Inlet of the CRAC is given 
a mass flow rate outlet, while the outlet of the CRAC is given as mass flow rate 
inlet with a fixed temperature captured in the 2D layout. A rack may have multiple 
sections with or without server in it. Presence of server is modeled as a fixed mass 
flow outlet from the domain at cold side and fixed mass flow inlet at the hot side 
with a jump in the average temperature as compared to the cold side. This jump 
in temperature is calculated based on the thermal load of the server and is applied 
using groovyBC [10]. Part of the rack without server is meshed so that the air can 
flow through it without a heating. Tiles on floor are modeled as porous zone using 
Darcy-Forchheimer law. A Darcy-Forchheimer law assumes homogenous porous 
media and pressure drop across zone are calculated using two scalar factors called as 
pressure loss coefficients. Pressure loss coefficients are related to amount of opening 
of the tile as given by Karki et al. [11]. 

5 Results and Discussion 

Simulated results are post-processed using ParaView. Contour plots at specific planer 
locations are extracted for further analysis. Figure 9 shows a velocity vector for 
airflow inside domain, and vector color shows static temperature. These plots along 
with data for rack inlet temperatures and tile flow rates can be used further for 
obtaining optimum operation of data center.
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Fig. 9 Glyph vector and temperature (in K) at a plane 

6 Conclusions 

In conclusion, we have established that OpenFOAM is as good as Ansys Fluent in 
modeling the physics of a data center. The algorithm is developed to create geometry; 
mesh of the data center can create a mesh as good as that created by a CFD expert. The 
simulation of the generated mesh is converged and provides a physically meaningful 
result. Our solution is found advantageous in terms of cost, time, and human efforts 
required in modeling an industrial-scale data center. 

Acknowledgements Authors like to thank Dr. B. P. Gautham, Chief Scientist, TCS Research, for 
his continuous support in this work and Tata Consultancy Services (TCS) Research for funding this 
work. 

Nomenclature 

ρ Density of air (kg/m3) 
g Gravitational constant 0f 9.81 (m/s2) 
u Velocity (m/s) 
T Temperature (K) 
μ Dynamic viscosity (kg/ms) 
μt Turbulent viscosity (kg/m.s) 
α Coefficient of thermal expansion (/K) 
Cp Specific heat (J/kg K) 
κ Thermal conductivity (W/m K) 
k Turbulent kinetic energy (TKE) (m2/s2) 
Pk TKE production rate (m2/s3)
∈ TKE dissipation rate (m2/s3)
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Picard and Newton-Based 
Preconditioned Nodal Integral Method 
for the Solution of Fluid Flow Equations 

Nadeem Ahmed, Govind Maurya, Alok Kumar, and Suneet Singh 

1 Introduction 

Usually, nonlinear partial differential equations (PDEs) are used to model practical 
problems involving natural processes. Before the advent of computers, people gener-
ally relied on analytical or exact types of solutions to these PDEs. It is challenging 
to solve these PDEs analytically; therefore, finding solutions has long been chal-
lenging for researchers. To handle these PDEs, a variety of approaches, including 
finite difference methods (FDM), finite volume methods (FVM), and finite element 
methods (FEM) [1–4], are available in the literature. These approaches are more 
widely used and provide reassuringly accurate and straightforward solutions, making 
them more popular for solving PDEs. However, they have significant drawbacks 
because obtaining accuracy requires many mesh points (i.e., fine spatial discretiza-
tion). Since each dimension needs a fine mesh to get a correct solution, these methods 
become unaffordably computationally expensive in multidimensional calculations. 
Methods for coarse mesh were developed in the late 1960s to avoid the necessity for 
fine mesh. Solving PDEs using coarser grids rather than fine ones was the primary 
motivation for developing these coarse mesh methods. Nodal methods were created 
among the varieties of coarse mesh techniques to address nuclear industry problems 
like the neutron diffusion equation. The Partial Current Balance Method [5] and the 
nodal green’s function method [6] are the two predecessors of the nodal method. In
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the 1970s, Dorning [7] and Lawrence [8] published a thorough analysis of the nodal 
approaches. Hennart [9] also provided the relationship between point-based and 
nodal approaches. The success of nodal methods in reactor kinetics has prompted 
nodal methods’ application to fluid flow problems. Horak [10] and Doring [11] 
created nodal methods for the first time, utilizing the nodal green’s function approach 
to solve the incompressible Navier Stokes problem. Later, Azmy [12] discovered that 
the Nodal Integral Method (NIM), which is conceptually more straightforward than 
the traditional nodal approach and requires fewer discrete unknowns per node, can 
yield similar results comparable to those produced by the nodal method. 

The Transverse Integration Process (TIP), which transforms PDE into a series 
of ODEs, is the first step in practically all nodal approaches after discretization [7, 
11, 13–16]. NIM captures the better physics of the system as a result of the ODEs 
being solved analytically within each cell. Despite these advantages, the application 
of NIM is only limited to weakly nonlinear problems. Picard-based solvers have 
only been used up till now to converge the NIM solution. The linear convergence 
prevents Picard-based solutions from exploiting the full potential of NIM. More 
effective nonlinear solvers are required to make NIM usable for problems with strong 
nonlinearity. The Newton method emerges as the best choice for solving nonlinear 
problems. Aside from NIM, the computational physics and the applied mathemat-
ical community generally preferred different solution strategies for the solution of 
nonlinear PDEs [17]. The community of applied mathematics highlighted Newton-
based methods to find the solution to Boundary Value Problems (BVPs) [18]. In 
contrast, the computational fluid dynamics (CFD) community has more focused 
on Picard-based solvers [19]. The difference between the predominant approaches 
(Newton and Picard) seems more marked for implicit Initial Value Problems (IVPs). 
There is a slight difference between Picard’s and Newton’s implementations within 
the framework of NIM; therefore, knowing the required steps for implementing 
any approach is also essential. Picard-based methods are often preferred to solve 
nonlinear systems of equations because of their ease of implementation. In contrast, 
the Newton method is complicated to implement because of creating and storing 
the Jacobian matrix at each Newton iteration. The other difference between Picard 
and Newton methods lies in the fact that, with the Picard-based approach, an iter-
ative method can be employed without the need to form matrices for solving the 
linear system. On the other hand, in the Newton-based method, although an iterative 
approach can also be utilized to solve the linear system, dealing with the Jacobian 
matrices remains challenging. Burgers’ equation has recently been solved through the 
utilisation of Jacobian-Free Newton-Krylov (JFNK) method, an efficient version of 
the Newton method. This method, known as JFNK_NIM, employs a physics-based 
preconditioner specifically designed for addressing both one-dimensional (1D) and 
two-dimensional (2D) Burgers’ and Navier-Stokes problems [20–23]. 

In the present work, a comparable methodology is used to understand the under-
lying convergence theory of both the systems (Picard and Newton). The current study 
uses modified nodal integral method (MNIM) [16] to discretize the two-dimensional 
Burgers’ equation. With physics-based preconditioning, the final set of discretized 
equations is solved using the Picard and Newton methods. Iteratively solving the



Picard and Newton-Based Preconditioned Nodal Integral Method … 393

linear system and effectively implementing the matrix-free approach are accom-
plished using the generalized minimal residual method (GMRES). The modified 
MNIM (M2NIM) [15] is used here to construct the preconditioner because it has 
faster convergence with reduced accuracy. In other words, it has only been used to 
solve the weakly nonlinear (lower Reynolds number) problems, despite having a 
quicker convergence rate. As a result, the preconditioner used here is a linearized 
version of M2NIM. 

The solution of the two-dimensional burgers’ equation is obtained at Reynolds 
number 5000. The results are compared with the exact solution to validate the 
different strategies (preconditioned Picard and preconditioned Newton). Numerical 
results are obtained at various Reynolds numbers and grid sizes to compare the 
convergence theory of both methods. Furthermore, spectral analysis is also given 
to demonstrate the effectiveness of Picard and Newton’s preconditioning. The study 
reveals that, although the preconditioner is more effective in the Picard case, Newton’s 
method should still be preferred due to its quadratic convergence. 

2 Nodal Integral Method 

The development of the Nodal Integral Method consists of various steps. A brief 
overview of the process is given in the following essential steps. 

The first step is discretizing the domain in space and time into finite-size brick-like 
elements known as nodes. Each node has length, width, and height as�x = 2a,�y = 
2b, and�t = 2τ, respectively. Following discretization, each node is subjected to the 
Transverse Integration Process (TIP), which converts each PDE into a set of ODEs. 
Transverse-integrated variables are the averaged variables in these ODEs. After that, 
the set of ODEs is divided into homogeneous and non-homogeneous parts. The part 
of the differential equation on the left side that can be conveniently integrated is 
referred to as homogenous. Contrarily, the component that is difficult to integrate is 
referred to as non-homogeneous and is positioned on the right side of the differential 
equation (also known as the pseudo-source term). The non-homogeneous terms are 
expended using the Legendre polynomial up to specific order. The expansion is 
truncated at the zeroth order (constant term) to achieve second-order accuracy. The 
set of ODEs is then solved analytically within each cell, capturing the physics of the 
system in greater detail. The fourth step applies the continuity conditions over each 
node’s interface, which results in a three-point scheme. After that, some physically 
relevant constraint conditions are applied to eliminate the pseudo-source terms. 

The steps in NIM are further elaborated by applying them to the two-dimensional 
Burgers’ equation. The two-dimensional Burgers’ equation is given as 
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Here u and v denote the x-direction and y-direction velocities, respectively, and ‘Re’ 
stands for the Reynolds number. 

In the fluid flow community, the two versions of NIM are more popular, i.e., the 
Modified Nodal Integral Method (MNIM) [16] and Modified MNIM (M2NIM) [15]. 
Before discretization of the space–time domain, the equations (Eqs. 1, 2) for  MNIM  
are rewritten in the local coordinate system in the following form: 
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where u0 and v0 are the node averaged velocity at the current time step. The detailed 
definitions of these velocities are described later. MNIM is more implicit and gives 
a more accurate solution, whereas (M2NIM) has some delayed effect in it, giving 
faster convergence. The different versions of NIM mentioned above (i.e., MNIM 
and M2NIM) are used here to construct the framework of preconditioned Picard 
and Newton (i.e., JFNK) method for the solution of the 2D Burgers’ equation. In 
both versions, the steps for the scheme’s development are almost similar, and only 
the treatment of nonlinear convective terms in the Burgers’ equation is different. In 
M2NIM, the advection term based on the node averaged velocities at the previous 
time step has been added on both sides of the respective momentum equations. The 
first Burgers’ equation (Eq. 3) can be rewritten after adding the advection term with 
the previous time step velocity as 
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where up and vp are the nodes averaged velocities at the previous time step. The 
y-direction equation can also be written in a similar manner. The added term in 
the RHS is referred to as the correction term. It should be noted that there is no 
correction term in MNIM because convective velocities are calculated at the current 
time step. The sole difference between MNIM and M2NIM is that MNIM provides a 
more accurate solution due to larger coefficient nonlinearity, whereas M2NIM only 
contains nonlinearity in the source term, which results in faster convergence. In this 
paper, the Burgers’ equation is discretized using MNIM, and the linearized version 
of M2NIM is used to construct a preconditioner, which maintains both speed as well 
as accuracy. 

The algorithm’s complete discussion and their development process can be found 
in Kumar and Singh’s [20] work. After all the development process, the final set of 
the algebraic equations for MNIM is given as
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where all Fs are the coefficients that contain both linear as well as exponential terms 
in it with respect to the present-time velocities u0 and v0. For example 

A91 ≡ 
− 1 Re + 

b j v0i, j
(
1+eRevi, j

)
−1+eRevi, j 

v2 
0i, j 

, 

A92 ≡ eRevi, j 

−1 + eRevi, j 
− 

1 

Revi, j 
, 

F72 ≡ −  
A92 

A91 
. 

The definitions of the remaining coefficients are available in the referenced publi-
cations [15, 22]. The development process for M2NIM is the same as that of MNIM, 
and the final set of algebraic equations would also be the same as MNIM. However, 
it should be noted that in M2NIM, the exponential term in the coefficients depends 
on the previous time step velocities and therefore needs to be evaluated once at each 
time step, saving significant computational effort. Also, there would be a correction 
term as a source term in the final set of the algebraic equation for M2NIM. Since 
M2NIM is only required to construct a preconditioner, the source term will vanish 
during linearization. 

The velocity at present and the previous time step are given as 

u0 = 
uxt  
i, j,k + uxt  

i, j−1,k + uyt 
i, j,k + uyt 

i−1, j,k 

4
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up = 
uxt  
i, j,k−1 + uxt  

i, j−1,k−1 + uyt 
i, j,k−1 + uyt 

i−1, j,k−1 

4 

where k denotes the node index in the direction of time. v0 and vp can also be written 
in a similar format. 

3 Picard and Newton Preconditioning 

The two-dimensional Burgers’ equation is discretized using MNIM. The final set 
of discretized equations is solved using the Picard and Newton method with the 
help of physics-based preconditioning. The developed algorithm uses the linearized 
version of M2NIM for constructing the preconditioner. The preconditioning can be 
done in two ways: left preconditioning and right preconditioning. Generally, right 
preconditioning is often preferred due to its ease of implementation and intrinsic 
merit for comparing the strategies of different preconditioning approaches. 

A linear system (Ax = b) can be written in terms of right preconditioning as, 

AP−1 Px  = b 

where P is the preconditioning matrix, the right preconditioning described above 
is split into two parts. The linear system ((AP−1)w = b) is repeatedly solved in 
the first part using Krylov subspace methods, and the second part uses x = P−1w 
to determine x. The GMRES method is used to iteratively solve the linear system 
of equations in the first portion, and each GMRES iteration calls for the action of 
P−1. The abovementioned steps would remain the same for both methods (Picard and 
Newton). In the case of Newton’s method, the linear system would be Jδ(x)=−F(x), 
where F(x) is a vector-valued function for a given state vector x and J represents 
the associated Jacobian Matrix at nth Newton iteration. In contrast, the linear system 
for the Picard method would be Ax = b, where A is a coefficient matrix. To make it 
a matrix-free approach, one can use the matrix–vector product approximation [17] 
because the GMRES method only requires the matrix–vector product as a vector to 
carry out the iteration. 

In the present work, the preconditioning of both methods is matrix-free, and steps 
inside the GMRES method would remain the same for both cases. The detail of the 
development process can be found in the recent papers [20–23] on Newton-based 
preconditioners. However, Picard-based preconditioner is developed in the present 
work to understand the effectiveness of the preconditioner. There is a slight difference 
between the implementation processes of both approaches outside the GMRES loop. 
Therefore, it is essential to know the steps of the Picard and Newton-based method 
for an efficient implementation.
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Algorithm 1 Picard algorithm for MNIM. 
1: Time loop starts. 
2: Nonlinear iteration. 
3: Compute u0. 
4: Compute A using the value of u0. 
5: Solve Ax = b using GMRES. 
6: Update u0. 
7: Repeat until convergence. 
8: Time loop end. 

In Picard-based method, the present-time step velocity u0 of MNIM is calculated 
explicitly after each nonlinear iteration and then computes the coefficient matrix A 
using the value of u0 to make a linear system of equations. The linear system Ax 
= b is then solved iteratively using the GMRES method, as shown in Algorithm 1. 
Note that the preconditioning step is present inside the GMRES iteration and does 
not affect to the implementation process. 

Algorithm 2 Newton algorithm for MNIM. 
1: Time loop starts. 
2: Nonlinear iteration. 
3: Compute J and F(x) of nonlinear system. 
4: SolveJδ(x) = −F(x) using GMRES. 
5: Update δ(x). 
6: Repeat until convergence. 
7: Time loop end. 

In Newton-based method (i.e., JFNK), the Jacobian J is calculated from the orig-
inal nonlinear system of MNIM instead of the explicit computation of u0. The linear 
system Jδ(x) = −F(x) is then solved using the GMRES method, as shown in Algo-
rithm 2. As mentioned previously, there is a very slight difference in the implementa-
tion process, but this makes a massive difference in performance which will be clear 
in the following section. 

4 Results and Discussion 

The solutions to the 2D Burgers’ equation are derived in this section for various 
Reynolds numbers and grid sizes. The comparisons between Picard’s and Newton’s 
preconditioning using MNIM are provided to understand the convergence theory. The 
clustering of eigenvalues of preconditioned Picard and preconditioned Newton are 
also provided to demonstrate that the preconditioner using M2NIM is more effective 
in Picard than in Newton.
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Fig. 1 Surface plot at time t = 1-unit for Re = 5000 

4.1 Verification of the Results 

The results of MNIM and PC-MNIM have already been discussed in detail in the 
previous work of Niteen and Singh [20]. The current work shows the results at a 
higher Reynolds number (Re = 5000) to demonstrate the effectiveness of Picard 
preconditioning. 

Both a surface plot and a 2D line plot are used to display the results. The smooth 
wave pattern at t = 1 unit time is depicted in Fig. 1 by using the surface plot. In 
order to compare the numerical and analytical solutions for the velocity (uxy  ) at  
three different time steps (t = 0.3 unit in blue, t = 1 unit in magenta, and t = 1.7 
unit in red), the 2D line graphic is provided (Fig. 2).

Note that the straight line indicates analytical solutions, whereas the dots represent 
all possible numerical solutions. Results are in excellent agreement with the analytical 
solution, proving that the preconditioned Picard is just as stable and accurate as 
Newton in offering the answer for a very high Reynolds number. 

4.2 Comparison of Preconditioned Picard 
and Preconditioned Newton Methods 

In this subsection, we will discuss the difference between Picard’s and Newton’s 
methods in detail. This study focuses on understanding whether Picard precondi-
tioning works well with the developed preconditioner [21] or whether the Newton 
method will win the race again. After using both methods at different Reynolds
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Fig. 2 Velocity (uxy) at three different time steps for Reynolds number 5000

numbers and grid sizes, a comparison of nonlinear iterations is given in Table 1. 
The comparison of the total number of nonlinear iterations is given in Table 1 to 
demonstrate the difference between linear and quadratic convergences of the Picard 
and Newton methods, respectively. 

It is to be noted that these numbers of nonlinear iterations are independent of the 
preconditioning step. In other words, these numbers will remain the same for both 
preconditioned as well as non-preconditioned systems. However, the preconditioning 
step is essential for the comparisons of Krylov iterations. Therefore, a comparison 
of Krylov iteration for the same cases is given in Table 2.

The total number of Krylov iterations is more in the case of the Picard method 
because the nonlinear iteration is already high for Picard. However, the number of 
Krylov iterations per NI can be different, which is essential to know the difference

Table 1 Comparison of nonlinear iterations for Picard and Newton preconditioning for dt = 0.01 
and T = 1 s  

Reynolds number (Re) Grid size (n = m) Total nonlinear iterations 
(NI) 

NI reduction factor (P/ 
N) 

Picard (P) Newton (N) 

500 12 2089 318 6.57 

2500 24 3220 333 9.67 

5000 38 3562 418 8.32 

7500 48 3615 428 8.44 

10,000 64 3814 443 8.61 
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Table 2 Comparison of Krylov iterations for Picard and Newton preconditioning for dt = 0.01 
and T = 1 s  

Reynolds number (Re) Grid size (n = m) Total Krylov iterations 
(KI) 

KI reduction factor (P/ 
N) 

Picard (P) Newton (N) 

500 12 5914 2097 2.82 

2500 24 10,516 2224 4.73 

5000 38 13,423 2880 4.66 

7500 48 14,805 2949 5.02 

10,000 64 16,604 3137 5.30

Table 3 Comparison of Krylov iterations per nonlinear iteration for Picard and Newton precondi-
tioning for dt = 0.01 and T = 1 s  

Reynolds 
number (Re) 

Grid size (n) Picard preconditioning Newton preconditioning 

NI per time 
step 

Krylov 
iterations per 
NI 

NI per time 
step 

Krylov 
iterations per 
NI 

500 12 21 3 3 7 

2500 24 32 3 3 7 

5000 38 36 4 4 7 

7500 48 36 4 4 7 

10,000 64 38 4 4 7 

between these two methods. It is assumed that the developed preconditioner is more 
efficient in the Picard method; therefore, a comparison of the total number of Krylov 
iterations per NI is given in Table 3. 

Interestingly, the Krylov iterations per NI are less in the Picard preconditioning 
case, which means that the developed preconditioner is more effective in the Picard 
method. However, only this comparison is insufficient because the nonlinear iter-
ations per time step are very high for the Picard case compared to the Newton 
method. 

4.3 Spectral Analysis of Preconditioned Picard 
and Preconditioned Newton Methods 

The Newton approach wins the race due to its quadratic convergence in nonlinear 
iterations, despite the developed preconditioner [21] being more effective in the 
Picard case. Additionally, the same idea can be represented using eigenvalues. The 
preconditioning method is said to be effective if the eigenvalues of the product JP−1
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Fig. 3 Eigenvalues of simple Newton, simple Picard, preconditioned Newton, and preconditioned 
Picard for Re = 3000, n = 20, and dt = 0.01 

(preconditioned Newton) or AP−1 (preconditioned Picard) cluster around one. The 
clustering capacity of the present algorithm is shown in Fig. 3. 

In Fig. 3, the cyan dots represent the eigenvalues of J; blue dots represent the 
eigenvalues of A; green dots represent the eigenvalues of JP−1; and red dots represent 
the eigenvalues of AP−1. It is clear from Fig. 3 that the developed preconditioner 
[21] can cluster the eigenvalues in both cases (Newton and Picard). 

The actual eigenvalue pattern can only be observed in the zoomed region, as shown 
in Fig. 4 (red dots shows the eigenvalues of preconditioned Picard and green dots 
illustrate the eigenvalues of preconditioned Newton) because the eigenvalues for the 
preconditioned matrix system are quite small. As expected, the clustering of eigen-
values for preconditioned Picard is better than the preconditioned Newton. Although 
the clustering looks good in the Picard case, it is also not bad for Newton. The 
improvement in Picard’s case is there over Newton’s method but not that significant. 
Therefore, preconditioned Newton wins the race.

5 Conclusions 

The two-dimensional Burgers’ equation is discretized using MNIM. The final set of 
discretized equations is solved using the Picard and Newton methods with the help of 
physics-based preconditioning. The developed algorithm uses the linearized version 
of M2NIM for constructing the preconditioner. A comparison of nonlinear iterations
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Fig. 4 Comparison of the eigenvalue clustering of preconditioned Picard and preconditioned 
Newton for Re = 3000, n = 20, and dt = 0.01

between Picard and Newton is given to illustrate the convergence of both methods. 
Relevant results in Table 1 show that the nonlinear iteration in Newton’s method, 
due to its quadratic convergence, is roughly 8–9 times smaller than in Picard’s case. 
However, when the preconditioner is applied in both cases, the number of Krylov 
iterations per Newton iteration in preconditioned Picard is nearly half that of precon-
ditioned Newton. As a result, we can say that the preconditioner operates more 
effectively in the Picard case than in the Newton method. However, the net effect 
leads to the total computational time being lower for preconditioned Newton method 
due to its quadratic convergence. 

Nomenclature

�x Spatial step size in x-direction
�t Time step size 
τ Temporal coordinate at a node interface 
uxy Averaged u velocity in x and y directions 
uxt Averaged u velocity in x and t directions 
uyt Averaged u velocity in y and t directions 
vxy Averaged v velocity in x and y directions 
vxt Averaged v velocity in x and t directions 
vyt Averaged v velocity in y and t directions
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u0 Averaged u velocity at current time step 
v0 Averaged v velocity at current time step 
i Node index in the x-direction 
j Node index in the y-direction 
k Node index in the direction of time 
NI Nonlinear iterations 
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Influence of Thermo-coupled Flowing 
Fluid on Cell Adhesion: Numerical Study 

Arupjyoti Kakati, Saurabh Gupta, and Arindam Bit 

1 Introduction 

The knowledge of cell control and communication is important for the upkeep and 
processing of customised tissues. The extracellular matrix (ECM) to which cells are 
attached can significantly affect the functions of the cells. According to the “cell 
adhesion model,” a cell has the most chemical connections on its surface the more 
it sticks [1]. Cell adhesion, which is involved in stimulating the signals, emphasises 
cell differentiation, cell migration, and cell survival. In cases of human malignancies, 
the adhesion of cells is reduced. Cancer cells are able to defy the social order due 
to a decrease in the ranges of intercellular adhesiveness, which leads to the loss of 
histological structure. Tumour cells are distinguished by alterations in their adherence 
to the ECM. The adhesivity of highly invasive cancer cells changes the biomechanics 
of endothelial cells. By affixing MDA-MB-231 cells, the stiffness of endothelial cells 
may be reduced by disabling the barrier function of the cells by remodelling of the 
actin cytoskeleton [2]. 

To ensure cell proliferation inside microchannel bioreactors, it is necessary to 
maintain estimated concentrations of solutes, such as dissolved gases, nutrients, and 
metabolic products [3]. Although the process of transferring heat and mass involves a 
high-pressure drop, microchannels are used in studies where exceptionally effective 
heat and mass transfer processes take place, like in the systems of lungs and kidneys.
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2 Literature Review and Objective 

In the case of laminar flows, obstructive elements can be used in a variety of designs 
and sizes to simulate surface roughness [3, 4]. Numerous problems exist with the 
regular element technique, including the influence of rough element shape or coor-
dination on roughness [5–7]. With random-sized rectangular and triangular impedi-
ments, Croce and D’Agaro [6] also presented an alternative finding, and they discov-
ered outcomes that are more in line with the experiment than homogenous rough 
parts. 

The organisation of cellular adhesivity over a channel’s substrate will be greatly 
aided by the presence of specific micropatterning configurations [8]. Compared to 
micro-wells, the effects on cellular adherence are more significant when the micro-
configurations are in the shape of fins and pillars [5, 7]. In this paper, the modula-
tion of the heat and velocity variations within the working fluid was mainly high-
lighted by the impacts of thermo-fluid coupling. Numerical research was done on 
how heat distributions affected the fluid flow with respect to the micro-fins inside 
the microchannel. 

3 Materials and Methods 

Rectangular topologies were used to build microchannels of two different types: 
positive fin associated and negative fin associated. With respect to time, these chan-
nels received a stationary input heat of 324 K as well as a time-dependent heat supply 
that varies from 301 to 324 K with an initial increment of 1 s to the second step, 
followed by an increment of 2 s up to the tenth step, and finally an increment of 5 s 
up to the hundredth step for each interval. Additionally, it was assumed that the input 
velocity was both stationary and time-dependent. The flowing fluid had a fixed fluid 
flow rate of 2e−6 m/s for constant input velocity. The magnitude of input velocity 
fluctuates for time-dependent fluid velocity according to the equation v = vsin(2ft), 
where v = 2e−6 m/s,  f = 1.2 Hz, and the time intervals are the same as for input 
heat. For the circumstances of transient input heat supply and spatially varying input 
heat supply to the fins, the central fin was given a maximum temperature of 324 K 
and transient heat supply as given, and the other fins were provided with temperature 
in accordance with the values as determined by Eq. 3 (for both positive fins attached 
and negative fins attached). Fins’ physical characteristics were thought to be similar 
to those of graphene. Here, water was the working fluid under consideration. 

The microchannels’ height and width were determined to be 50 µm and 200 µm, 
respectively (Fig. 1). At the base of the channel, fins with dimensions of 25 µm 
by 15 µm were arranged for positive orientations in an outward manner from the 
substrate (Fig. 2a), and for negative orientations in an inward direction towards the 
substrate (Fig. 2b). The walls of the microchannels were kept warm using adia-
batic heating, thermal isolation, and boundary conditions that prevented slippage.
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Fig. 1 Schematic of the problem (1: inlet for fluid flow; 2: boundary conditions for the walls; 3: 
material properties of the fluid; 4: material properties of the substrate; 5: solvers used for simulating 
the governing equations; 6: microchannel with topological features; 7: outlet)

Table 1 lists the mesh characteristics used for COMSOL microchannel designing in 
microchannels attached with positive and negative fins. For each construction, the 
fin placements were chosen to follow particular patterns or orders based on their 
distances from the central fins. Figure 2a shows the regular configurations that were 
taken into consideration for this investigation. The first and fourth fins were kept 
at an identical distance (47.5 µm) from the centre fin, while the second and third 
fins were kept at an equal distance (47.5 µm) from the central fin. The negatively 
oriented fin arrangements in the rectangular microchannels are shown in Fig. 2b. The 
placements of the fins were maintained at the same distances as those for positive 
fin orientation as well. For all of the simulations, the fin positions were tallied in 
clockwise directions. 

Three basic forces that influence the flow pattern are taken into account in the 
study of fluid flow. These are the body force brought on by gravity, the pressure 
force brought on by friction, and the viscous force. The Navier–Stokes equation is 
the formula that governs incompressible Newtonian fluid flow for a given volume 
(Eqs. 1a and 1b).

∑ �f = ρ�a = −−→fgrav + −−→fpress + −→fvis = ρ �g − �∇ P + μ∇2 �V (1a) 

ρ

(
∂ �V 
∂t 

+ u 
∂ �V 
∂ x 

+ v 
∂ �V 
∂y 

+ w 
∂ �V 
∂z

)
= ρ �g − �∇ P + μ∇2 �V (1b)



408 A. Kakati et al.

Fig. 2 Rectangular topology (regular configuration): a positive fins attached and b negative fins 
attached

And the energy equation for estimating temperature distribution can be expressed 
by Eq. 2.

�∇.
( �V .T

)
= w 

ρCp 
∇2 T (2) 

The correlation for spatially varying input heat supply to the fins is given by Eq. 3. 

Tfin_4 − Tfin_1 = Tfin_2 − Tfin_3 (3) 

Here, �V is the velocity vector, P is the pressure, T is the temperature, μ is fluid 
viscosity, ρ is fluid density, and w is fluid thermal conductivity [5]. Discretisa-
tion of Eqs. 1 and 2 was made using finite volume method by utilising COMSOL 
Multiphysics 5.5.
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4 Results and Discussion 

The velocity fluctuations inside the microchannels were examined in this work with 
changes in the input heat supply. Here are the contour plots of the velocity amplitudes 
and heat transfer distributions for the arranged fins inside the microchannel (Fig. 3 
corresponds to positive fins attached, and Fig. 4 corresponds to negative fins attached). 
Due to the existence of fin structures inside the microchannels, heat was distributed 
according to the second law of thermodynamics. 

Observations revealed that, when the input fluid’s velocity was independent of 
time, fluidic molecules obtained higher entropies near or between the flow-lines of 
the velocity profile than their corresponding magnitudes for the flow-lines near the 
boundary walls or in the points that were distant from the fin’s walls (Fig. 3.A1, 
B1, and E1). The patterns of flow distributions remained the same, but there was a 
variation in the magnitudes of values obtained by fluid molecules when both input 
values (velocity of flowing fluid and temperature to the fins) were time-dependent 
functions, as demonstrated in Fig. 3.D1, and F1. When the input fluids’ velocities 
varied over time, there was a moderate variation in the magnitudes of the velocities

Fig. 3 For positive fins: velocity (m/s) contour (A1: constant input fluid velocity and constant fin 
temperature, B1: constant input fluid velocity and transient fin temperature, C1: transient input fluid 
velocity and constant fin temperature, D1: transient input fluid velocity and transient fin temperature, 
E1: constant input fluid velocity and spatially varying fin temperature, F1: transient input fluid 
velocity and spatially varying fin temperature); heat distributions (A2: constant input fluid velocity 
and constant fin temperature, B2: constant input fluid velocity and transient fin temperature, C2: 
transient input fluid velocity and constant fin temperature, D2: transient input fluid velocity and 
transient fin temperature, E2: constant input fluid velocity and spatially varying fin temperature, 
F2: transient input fluid velocity and spatially varying fin temperature)
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Fig. 4 For negative fins: velocity (m/s) contour (A1: constant input fluid velocity and constant fin 
temperature, B1: constant input fluid velocity and transient fin temperature, C1: transient input fluid 
velocity and constant fin temperature, D1: transient input fluid velocity and transient fin temperature, 
E1: constant input fluid velocity and spatially varying fin temperature, F1: transient input fluid 
velocity and spatially varying fin temperature); heat distributions (A2: constant input fluid velocity 
and constant fin temperature, B2: constant input fluid velocity and transient fin temperature, C2: 
transient input fluid velocity and constant fin temperature, D2: transient input fluid velocity and 
transient fin temperature, E2: constant input fluid velocity and spatially varying fin temperature)

for the fins’ continuous heat supply (Fig. 3.C1). Additionally, it was found that for 
microchannels with positive fin characteristics, the rate of heat transfer is higher 
when the velocity of the flowing fluid inside the channel is constant (Fig. 3.A2, and 
B2) in contrast to the transfer rate for time-dependent input velocities (Fig. 3.C2, 
D2, E2, and F2). 

Figure 4 demonstrated that the distribution of the fluid inside the microchannel 
with negative fins followed the same pattern of flow. When the temperature that was 
supplied to the fins was a function of time and the positions of the fins for transient 
velocities of input fluid, the values of flowing molecule velocities were marginally 
higher (Fig. 4.C1, D1, and F1) and lower when the velocities of the fluid remain 
constant over the course of flow (Fig. 4.A1, B1, and E1). The distribution of heat 
differed more for the microchannel with negative fins when the input fluid velocity 
was function of time, and the input temperature to the fins was constant with time 
(Fig. 4.B2) than when the input fluid velocity was constant with time and the input 
temperature was function of time (Fig. 4.C2). Figure 4.D2 demonstrated that the rate 
of heat transfer to the flowing fluid increased as both the velocity of the input fluid 
and the provided temperature to the fins varied with respect to time. Additionally, 
the rate of heat distribution transfer was higher in the areas close to the boundaries 
of the walls and fins when the input heat to the fins was a function of their positions 
for the constant velocity at the inlet, as opposed to the rate of heat transfer in the area 
midstream of the flow-lines (Fig. 4.E2).
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It was discovered that positive fins exhibit more entropy fluctuations in the velocity 
distribution than negative fins. The cells that had been seeded had a stronger excitatory 
phase as a result. Furthermore, it was shown that in the case of positive fins, the impact 
of heat transfer on the velocity profile was minimal. The heat distribution profile had 
a dynamic transitory that positively aligned the fins around it. 

This suggested that, without interfering with the patterns of velocity variations, 
it would be conceivable to have heat distribution that is heterogeneous in channels 
with positive fin alignments. However, the distribution of velocity in the channels 
with negative fins had a bigger impact on the rate of heat transfer. The presence of 
positive fins signals the possibility of a thermal effect that could cause stoichiometric 
alterations in the substrate’s biomimetic topographical features through the hetero-
geneous distribution of heat transfer. As a result, cellular morphogenic activity may 
be spatially customised. The null influence of transient heat transfer rate on fluid 
flow characteristics in the channels having fins with positive alignments hints higher 
indications for mechanotransduction of flowing or floating cells near the fin circum-
ference because of momentary fluctuations of entropy of the fluid flowing nearby 
these fins. 

5 Conclusions 

Surface and internal temperature variations result from the rapid heating of a 
substance. Thermal expansion is made possible by rapid heating, and the localised 
material movement that results in thermal strains. According to the energy conser-
vation rule, the entropy changes were more pronounced close to or between the 
fins due to the distribution of heat transmission inside the microchannel. Because of 
the reduced internal energy shifts at specific places, the seeded cells were able to 
stick together better. In contrast to the case of negative fins, the presence of positive 
micro-fins had a greater impact on entropy. 

As a result, the fluid around the fins with varied radii could generate local vortices. 
Due to the transmission of provided heat to the working fluid, fluidic molecules 
displayed a heterogenous entropy variation. The advantage of the suggested method is 
that it allows for the analysis of cell dispersion behaviours over the channel substrate. 
The obstacle of fabricating an inaccessible wavy pattern for various tissue profiles 
inside some annular structures, such as the trachea, blood arteries, and oesophagus, 
may be overcome using this technique. 
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Nomenclature 

f Force (N) 
ρ Density of fluid (kg/m3)
�a Acceleration (m/s2) 
P Pressure (N/m2)
�V Velocity (m/s1) 
T Temperature (K) 
Cp Specific heat capacity (J/kg/K) 
μ Viscosity (Pa s) 
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CFD Analysis of Drag Reduction System 
(DRS) in Cars 

Sandeep Kulkarni, Pranav Malasane, Nimesh Zanje, Yogesh Metkari, 
Niranjan Ghadge, Sneha Athawale, and Pramod Kothmire 

1 Introduction 

In 2011, a groundbreaking innovation known as the Drag Reduction System (DRS) 
was introduced in the Formula One domain. This technology allows the extension 
of the flap wing for overtaking assistance when engaged. During practice and qual-
ifying, drivers have the freedom to utilize DRS within specified zones, provided 
they are within one second of the vehicle in front at the DRS detection point. The 
system automatically deactivates when the driver applies the brakes after activation, 
returning the rear wing flap to its original configuration. Since its debut, Formula 
One teams, including Formula Society of Automotive Engineers (SAE) teams, have 
adopted DRS to reduce drag in specific track zones [1]. The impact of vehicle design 
on Formula One car efficiency is also noteworthy. The rear wings of F1 cars, func-
tioning oppositely to airplane wings, generate about 15–20% of the total downforce 
in conjunction with the back diffuser [2]. Utilizing a rear wing package concur-
rently reduces drag and increases downforce, influencing a sports car’s top speed 
and acceleration. 

A low-density zone develops behind an item when the fluid around it is moved. 
A low-pressure area was created as a result. To determine the drag force, use 

F (drag) = C 

2DAV2 

The front wing’s construction prevents the automobile from rising off the ground. 
As a result, the front wing is made to have the airfoil’s opposite form. The front wing 
endplates are of utmost significance. Because the wheels of F1 cars are mounted 
close to the chassis, downforce is boosted [7]. The vehicle can operate safely thanks
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to the rear wings, which counteract the detrimental effects of aerodynamic activity. 
In addition, it is shown that the connection between the coefficients of drag and 
downforce is suitable up to an angle of attack of 20 degrees. Furthermore, it is 
acknowledged that the dynamic performance of the F1 would be enhanced by the 
application of various composite materials like Kevlar or zylon-based [8]. A DRS 
would unquestionably be beneficial due to the huge drag reduction it causes at 15° 
and –10° angles of attack [9]. This study looks at how the thickness and chord 
length of the wing flap affect airflow at the rear wing, as well as the aerodynamic 
behavior of airflow around the rear wing. The results demonstrate that decreasing 
downforce occurs as the flap wing aerofoil’s thickness is increased. By optimizing 
the relative positioning of airfoil components, it is possible to achieve comparable 
downforce values while lowering drag for a certain configuration of a multi-element 
wing (number of elements in the wing). The objective of this research is to increase 
downforce while lowering drag on the vehicle [10]. In 2021, a comparison of several 
automobile attachments was done. 

In 2021, a comparison of automobile attachments, including a GT spoiler with 
a diffuser, demonstrated a maximum drag reduction of 16.53%. While classical 
wind tunnel testing remains a reliable method for studying vehicle aerodynamics, 
Computational Fluid Dynamics (CFD) is recognized as a flexible and cost-effective 
alternative. Well-controlled CFD analysis can accurately predict a pre-designed 
vehicle’s aerodynamic drag coefficient within 6–8%, providing a valuable tool for 
understanding and optimizing vehicle aerodynamics [3]. 

Observing existing literature, the study notes a lack of systematic investigations 
into the fundamentals of drag reduction processes, inspiring the researchers to address 
this gap. The current work focuses on systematically exploring how drag reduction 
contributes to increased vehicle efficiency using CFD techniques, addressing chal-
lenges outlined in the literature. The study specifically examines pressure and velocity 
while calculating drag coefficient, lift coefficient, drag force, and downforce, along 
with a comparative analysis of various NACA airfoils. 

2 Literature Review and Objective 

The research conducted by B. Vidhya Darshini, titled "Modeling and CFD Analysis of 
F1 Rear Wing," focuses on investigating the airflow dynamics through the rear wing 
of an F1 car using Computational Fluid Dynamics (CFD) modeling. The primary 
objectives of this study are to explore the aerodynamic behavior of the airflow around 
the rear wing and assess the impact of flap wing chord length and thickness on 
the airflow. The study reveals that an increase in flap wing airfoil thickness leads 
to a reduction in downforce. However, through careful optimization of the relative 
positioning of airfoil elements, it is possible to achieve comparable downforce values 
while concurrently minimizing drag for specific multi-element wing configurations. 
The aim is to maintain comparable downforce levels while alleviating drag on the 
vehicle [4]. Traditionally, the lower side of airfoils tends to be thicker. The downforce
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exerted on the lower airstream decreases the surface area, resulting in increased flow 
speed and decreased pressure [5]. This study emphasizes two additional benefits of a 
spoiler on the overall pressure force: an augmented pressure force on the rear side of 
the vehicle due to the spoiler’s diffuse impact and an increased pressure on the spoiler 
itself. The reduction of maximum lift is observed by using the same airfoil with a 
decreased attack angle [6]. F1 cars, distinguished by their advanced aerodynamics, 
effortlessly cut through the air and manipulate airflow toward the rear wings. This 
design minimizes drag and lift forces on the vehicle body, enhancing stability at high 
speeds. The study emphasizes the importance of reducing fuel consumption through 
a low-drag car body during straight-line travel, while acknowledging the challenge 
of common low-drag car body forms causing a decrease in downforce on the rear 
tires. The addition of rear diffusers or wings to sports vehicles mitigates these effects. 
Experimental and numerical studies on a passenger car model, specifically a 1/5th-
scale model FIAT Linea, were conducted to examine pressure distributions and drag 
forces at different blockage ratios in wind tunnels at Uludag University and Ankara 
Wind Tunnel. 

The literature review underscores the critical need for drag reduction to maximize 
both aerodynamic efficiency and fuel economy, especially considering the exponen-
tial rise in drag with increases in speed. Front wings, rear spoilers, and underbody 
design all contribute to the downforce a car produces. Adjustable rear spoilers, such 
as those in Formula One, play a crucial role in enhancing straight-line and turning 
speeds. 

The subsequent sections of the research are organized into three segments post-
literature review. The first focuses on CFD analysis of all airfoils, including contour 
examination. The second aims to calculate coefficients of drag, lift, downforce, and 
drag force. The third objective involves comparing the drag force and downforce of 
the three airfoils to determine the most effective design. 

3 Methodology 

Contemporary advancements in aerodynamics predominantly rely on Computational 
Fluid Dynamics (CFD) to facilitate cost-effective exploration of concepts and refine-
ment of designs during the early stages of development. This study employs CFD 
analysis to investigate the impact of pressure on the airfoil and the variation in 
velocity around it, specifically focusing on National Advisory Committee of Aero-
nautics (NACA) airfoils—NACA 2408, NACA 2412, and NACA 2415. The analysis 
involves utilizing Ansys student software to assess drag and lift, while the geometry 
is designed using CATIA V5.
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3.1 Geometry Creation 

Various NACA airfoils are employed to configure the geometry for the double flap 
Drag Reduction System (DRS). Two airfoils, each with chord lengths of 250 mm for 
the main airfoil and 175 mm for the flap, are utilized to construct the 2D geometry. 
To establish a 10 mm gap between the two airfoils, the Y-axis coordinates of the flap 
are elevated by 10, and the airfoil coordinates are extracted from airfoil tools. Both 
airfoils are enclosed within a rectangular boundary with dimensions of 500 mm by 
800 mm (height by width). The computational domain is set up with a front side 
extension of 8 times the width (w) and a rear side extension of 12 times the width 
when w equals 800 mm. For the analysis, conventional Drag Reduction System 
parameters, featuring a width of 1500 mm and a height of 500 mm, are considered. 
The impact area A, representing the frontal area of the object encountering air, is 
crucial for comprehending drag and lift, with a frontal area of 0.75 m2 in this inves-
tigation. The material within the domain is maintained as air, a fluid characterized 
by standard parameters (density: 1.225 kg/m3; viscosity: 1.7894e-05 kg/m s). Three 
NACA airfoils—NACA 2408, NACA 2412, and NACA 2415—are subjected to a 
CFD simulation, with identical gap positions of 10 mm. Despite the variation in 
chord lengths between the two airfoils, both adhere to the same standard (Fig. 1).

3.2 Mesh Selection 

Meshing is the process of converting geometry into a collection of small elements, 
each referred to as an element. In this study, a straightforward mesh with linear order is 
employed for geometry meshing, and mesh refinement is applied to enhance accuracy. 
To achieve optimal results, a fine-element mesh is generated. The element size is 
maintained at a constant 50 mm for all cases in the study. Mesh quality is assessed 
through statistical data presented in Table 1 reports. The element quality spans from 
0.2631 to 0.9994, and the aspect ratio ranges from 1 to 2.957, with all elements 
exhibiting the same value. Aspect ratios below 5 indicate that the generated elements 
possess high quality, affirming that the meshing is well-suited for the analysis (Fig. 2).

3.3 Grid Independence Analysis 

The grid independence test is conducted on the NACA 2408 airfoil, utilizing the 
coefficient of lift to coefficient of drag (cl/cd) ratio as a pivotal parameter. The 
investigation focuses on observing how the results vary in response to changes in the 
element size. Figure 3 demonstrates the discernible impact of altering the element size 
on the cl/cd ratio. In the context of the Drag Reduction System, a higher cl/cd value 
signifies a superior outcome. Minimizing drag force during straight motion is crucial
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Fig. 1 a Double flap DRS geometry with 10 mm gap and b air domain around the geometry

Table 1 Quality check 
parameters Sr. No Parameter Maximum Minimum 

1 Element quality 0.9994 0.2631 

2 Aspect ratio 2.957 1 

3 Jacobian ratio 4.8969 1

for achieving high speed, while increasing drag during cornering enhances traction. 
The cl/cd ratio experiences a noteworthy increase of 14.99% when the element size 
is reduced from 100 mm to 50 mm. It is important to note that this enhancement 
in performance is accompanied by a marginal increase in the computation time, 
approximately 0.5 seconds per iteration.
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Fig. 2 Meshing around airfoil with 50 mm element size

Fig. 3 Variation of cl/cd 
ratio with respect to element 
size 
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During the study, it is observed that more computational time is required for fine 
elements and observed spikes in residual graph. We determined that 50 mm element 
size is appropriate for this study. For all cases, the element size is kept at 50 mm. 

3.4 Boundary Condition 

To conduct a numerical study, modeling is carried out based on specified parameter 
values. The selection of the k-omega model is motivated by its demonstrated efficacy 
in boundary studies. The boundary conditions are outlined in Table 2 The focus of the 
study involves examining the airflow around the airfoil, for which the SST k-omega 
model is deemed more suitable compared to the k-epsilon model. Several crucial
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Table 2 Boundary 
conditions Sr. No Condition Value 

1 Fluid Air 

2 Airfoil material Aluminum 

3 Model SST k-omega 

4 Solution method Simple 

5 Inlet velocity 43.85 m/s 

6 Outlet pressure 1e+5 Pa 

parameters, including impact area and air velocity, play a pivotal role in determining 
drag and lift values. The reference values for these parameters are as follows: area = 
0.75 m2, air velocity 7 = 43.85 m/s (in the A direction), ambient temperature 288.16 
K, and a specific heat ratio of 1.4. The report definition encompasses the coefficient 
of drag (cd), drag force (downforce), coefficient of lift (cl), and lift force. To mitigate 
the occurrence of negative lift values, the force vector is set to -1 in the y direction, 
mirroring the conditions encountered in the Drag Reduction System (DRS). 

4 Results and Discussion 

The analysis results were obtained using Ansys Fluent 2022, encompassing evalua-
tions on three distinct airfoils with the aim of attaining specific outcomes. These 
objectives involve the generation of pressure and velocity contours, alongside 
assessing various forces to facilitate airfoil comparisons. To ensure the robustness of 
our findings, reference has been made to previous research work, as guided in [1]. 

Both drag force and cl/cd values exhibit a consistent trend across the selected 
airfoils. Notably, the NACA 2415 airfoil emerges as the optimal choice, demon-
strating superior performance characterized by low drag and high downforce 
Figure 4a illustrates the consistent decrease in drag force values across the different 
airfoils, with the magnitude in the current work slightly lower than in the refer-
enced research due to variations in CFD models employed. Figure 4b depicts compa-
rable cl/cd values between the two studies, with only the 2415 airfoil showing slight 
variations.

Pressure Contour 

The pressure plot for the three airfoils reveals a circular pressure distribution at the 
upper side of the Drag Reduction System (DRS), positioned between the two airfoils. 
This pattern signifies that downforce is more pronounced when the DRS is in a closed 
position, affirming the underlying physics governing the DRS mechanism. Notably, 
the maximum pressure attained follows a proportional order: NACA 2415 > NACA 
2408 > NACA 2412 (Fig. 5).
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Fig. 4 Graph shows 
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Velocity Contour 

The velocity significantly decreases upon exiting the Drag Reduction System (DRS), 
as illustrated in Fig. 6a. In contrast, Fig. 6b depicts a reduction in velocity that 
eventually returns to normal Figure 6c demonstrates a swift recovery to normal 
velocity over a short distance. This observation implies that when a vehicle equipped 
with the DRS, as illustrated in Fig. 6c, continues its movement, the trailing air quickly 
reverts to its original velocity, minimizing the presence of turbulence or "bad air" 
left behind.

Coefficient of Drag and Drag Force 

Figure 7a depicts a graph illustrating the drag coefficient plotted against the number 
of iterations. Notably, after 15 iterations, the drag coefficient stabilizes, indicating a 
consistent value. Turning off the Drag Reduction System (DRS) results in a loss of 
traction during turns, with a drag coefficient (Cd) value of 0.1128. Comparative Cd 
values for NACA 2408 and NACA 2415 stand at 0.1406 and 0.1044, respectively.
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(a) 

(b) 

(c) 

Fig. 5 Pressure plot for DRS geometry with a NACA 2408, b NACA 2412, c NACA 2415
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(a) 

(b) 

(c) 

Fig. 6 Velocity contour of DRS with a NACA 2408, b NACA 2412, c NACA 2415



CFD Analysis of Drag Reduction System (DRS) in Cars 425

(a) 

Drag=99.7N 

(b) 

Cd=0.1128 

Fig. 7 Graph shows a coefficient of drag versus number of iterations (NACA 2412), b drag force 
versus number of iterations (for NACA 2412) 

In Fig. 7b, the drag force values (in Newton) for NACA 2408, 2412, and 2415 are 
presented as 124.24, 99.70, and 92.24, respectively. These values provide insights into 
the aerodynamic performance of the different airfoils. Moreover, Figure 7c reveals 
the coefficients of lift for NACA 2408, 2412, and 2415, corresponding to 0.8431, 
1.2983, and 1.3752, respectively. The downforce values (in Newton) for these airfoils 
are 744.79, 1146.85, and 1214.73, respectively. 

5 Conclusions 

The computational fluid dynamics (CFD) analysis employs the SST K-omega model 
to derive essential values for drag force, downward force, lift coefficient, and drag 
coefficient. In comparison to the NACA 2412 and NACA 2408 airfoils, the NACA 
2415 airfoil exhibits a remarkable 8% reduction in drag and 34% less drag than
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the NACA 2408 airfoil. Additionally, the NACA 2415 airfoil generates 6% more 
downforce than the NACA 2412 and 30% more than the NACA 2408 airfoil. The 
ratio of the coefficient of lift to the coefficient of drag is also higher for the NACA 
2415 airfoil. Consequently, the descending order of airfoils based on performance is 
established as NACA 2415 > NACA 2412 > NACA 2408.While this study focuses 
solely on the rear wing, it is crucial to recognize that the side and front wings of racing 
vehicles play a significant role in aerodynamics, contributing to approximately 30% 
of the overall downforce. Future research endeavors should consider these additional 
elements, as various components of racing cars exert an influence on overall vehicle 
aerodynamics. 
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1 Introduction 

Various new technologies are now available for the development of high-
performance, safe, and reliable propulsion systems [1]. A nozzle commonly used 
in rocket engines is a device with a simple, specially shaped tube with a simple 
configuration that includes a fixed convergent section followed by a fixed divergent 
section and joined by an intermediate throat [2]. A jet plume with a high temper-
ature is exhausted at supersonic speed when a rocket is launched, so the nozzle is 
designed such that the combusted hot exhaust converges after leaving the combustion 
chamber and then is entropically expands after the throat [3]. It is essential to under-
stand the external and internal flow simulations of the rocket nozzle to develop a space 
launch vehicle with high reliability as, because of chemical erosion, the distribution 
of erosion rate and nozzle profile are changing with time [4, 5]. A rocket engine 
uses a propelling nozzle to accelerate hot exhaust to produce thrust by expanding 
and accelerating combustion products to high supersonic velocities. This is based on 
Newton’s third law of motion [6]. 

Chemical thermal energy produced in the combustion chamber is transformed into 
kinetic energy by the nozzle. The nozzle converts the combustion chamber’s low-
velocity, high-pressure, and high-temperature gas into high-velocity, lower pressure, 
and lower temperature gas [7]. The internal nozzle flow development of a solid rocket 
is crucial to nozzle performance and design. Numerous physical processes taking 
place inside the nozzle are strongly and directly influenced by the mean velocity 
field, real pressure distribution, and turbulence characteristics, in particular [8]. A 
rocket engine nozzle begins by converging before being constricted in the middle, 
or throat, and finally diverging. Consequently, it is known as a converging–diverging 
nozzle. Primarily, the flow in the throat is sonic, which means that its Mach number
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is one at the throat and becomes supersonic in the diverging section of the nozzle 
[9]. As a small angle enhances the actual component of exit velocity and generates 
a high specific impulse, which is a measure of rocket efficiency, it produces more 
thrust [10]. As the exhaust passes through the diverging section, its static pressure 
and temperature decrease, which results in exit velocity and directly affects the thrust 
produced at the end. The mass flow rate through the engine, the exit velocity of the 
flow, and the pressure at the exit of the engine all affect the amount of thrust the engine 
produces. The values of these three flow variables are all determined by the rocket 
nozzle design [11]. The pressure ratio increases with increasing discharge coefficient 
for small divergence angles, but the Mach number and other parameters vary with 
the angle of divergence [12]. The separation front enters an infection region, which 
is immediately downstream of the inflection point and is characterized by a negative 
wall pressure gradient produced by viscosity, identical to that of conventional nozzles, 
at the start of the transition [13]. High expansion resources are needed for increased 
high-altitude performance; however, this leads to over-expanded flow conditions at 
altitudes closer to sea level. The occurrence of significant side loads, or forces that 
act laterally to the actual direction of the thrust during the very transient startup and 
shutdown operations, is the most severe restriction on the over-expanded operation of 
conventional nozzles [14]. The De-Laval nozzle on the hybrid rocket motor causes 
overexpansion at small chamber pressure and thrust, and the hybrid rocket motor 
may easily adjust thrust by changing the oxidizer mass flow rate [15]. 

It is common practice to use either experimental or analytical results to determine 
the accuracy of the CFD models by comparing the results in the analysis of conver-
gent–divergent nozzles using Computational Fluid Dynamics. The performance of 
any rocket nozzle in all practical approaches is always less than the theoretical 
approach [2]. In order to examine shockwaves and boundary layers and create shock-
wave location as an analytical output, Stewart Keir studied a variety of theoretical 
and experimental data and analyzed them. Based on that analysis, new modifications 
to the studied designs were made in order to obtain a better output [16]. The expan-
sion ratio of the nozzle has a direct impact on its efficiency. The structure of a fixed 
expansion ratio is provided by the conventional nozzle. Variable structure nozzles 
have emerged as a research hotspot in order to adapt to the maximum usage of solid 
rocket motor gas energy [17]. 

The major focus in the literature is addressed the work on the De-Laval nozzle. 
Literature reveals that the De-Laval nozzle, which is a convergent–divergent type 
nozzle, is the most efficient nozzle among all others. This is mainly because the 
Mach number and velocity of fluid flow are continuously increasing with continu-
ously decreasing pressure. There is a lot of ambiguity in the literature as no one has 
systematically illustrated the fundamental science for estimating the performance of 
nozzles. So, we have tried to attempt the best geometry for a rocket nozzle, which is 
proposed in our work considering various parameters like Mach number and number 
of inlets. In this contest, the present scope of our work is CFD analysis of different 
rocket nozzles so as to achieve pressure, temperature, and velocity. For the present 
work, we have considered the geometry and boundary conditions of Falcon 9 as 
shown in Fig. 1. The Falcon 9 is a reusable, medium-lift launch vehicle that can
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Fig. 1 Nozzle used for 
Falcon 9 spacecraft [21] 

carry cargo and humans into Earth orbit. Also, a comparative study of nozzles is 
to be performed for different Mach numbers and exit velocities. This will help us 
to understand how the flow properties like turbulent intensity and thrust vary. Basi-
cally, different nozzles are analyzed to attain supersonic flow and to achieve the 
maximum thrust without flow separation by considering various parameters like 
velocity, turbulent intensity, Mach number, and geometry. 

2 Materials and Methods 

For carrying the analysis, many parameters are to be taken into consideration. 
Following parameters are deeply studied to achieve the final results. 

2.1 Geometry 

The geometry of the nozzle [7] of the hybrid rocket engine is shown in Fig. 2a. 
The total length of the nozzle is 2.547 m. The wire frame was designed to depict 
the cross-section of the nozzle. The convergent radius is 0.11 m and the divergent 
radius is 0.55 m. The oxidizer is injected through the combustion chamber inlet and 
reacts with the fuel to produce high-temperature and high-pressure gas, which is then 
passed through the nozzle to produce thrust. The nozzle throat radius is 0.064 m, 
with a convergence half-angle of 30.124° and a divergent half-angle of 13.4°. The 
design of the nozzle has been carried out using CATIA V5. The three-dimensional 
model designed in CATIA from the isometric view is shown in Fig.2b.

For the identical specifications of the inlet diameter, outlet diameter, and throat 
diameter, a bell-shaped nozzle is designed, but the length for this nozzle is 74% of 
the convergent–divergent nozzle, that is 1.98 m and the convergent angle of 24°. The 
same geometry is depicted in Fig. 2c.
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Fig. 2 Two different 
geometries used for CFD 
investigation in the present 
work: a Nozzle Geometry 
[7], b 3D CAD model of 
C–D nozzle and c 3D CAD 
model of Bell-shaped nozzle

2.2 Meshing 

After creating the geometry, the next step is to mesh it for the further CFD process. 
The meshing is done in ANSYS 22.0. Meshing is one of the important factors for 
doing the analysis. The inner wall is encrypted with a first layer mesh size of 15 mm 
and a growth ratio of 1.2, while Tetrahedron Mesh is used with the structured mesh 
for the computation. The mesh model is shown in Fig. 3. A mesh independence study 
is required to get the most accurate results over different mesh sizes. The geometry 
was meshed with five different sizes, and after comparing the results of each mesh, 
the best results were obtained at a 15 mm mesh, which is a finer one. Figure 4 shows
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Fig. 3 Meshed geometry of bell-shaped nozzle 

Fig. 4 Mesh independence graph 

the graph of mesh independency with velocity as a result on the Y axis and the number 
of elements on the X axis. 

2.3 Boundary Conditions 

Firstly, the fluid domain model is established. As this paper is concerned with nozzle 
geometries, the nozzle part was taken for modeling. According to the Falcon 9 appli-
cation, the nozzle inlet conditions used a mass flow inlet with a total mass flow rate 
of 2100 kg/s. The inlet temperature is 3500 K and the initial gauge pressure is 75 
MPa. Ambient conditions were assumed at the outlet (the gauge pressure was taken 
as zero and the temperature as 300 K).
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A density-based solver is used, taking into account the effects of viscous flow. 
The solution is done in an implicit formulation. In the case of fluid, the material 
type was designated as air, and solid titanium was used for the nozzle’s wall. The 
energy equation was applied, and the standard k-epsilon viscous model was used for 
turbulence with a standard wall function. 

2.4 Governing Equations 

The following basic equations are used in one way or another to analyze flow char-
acteristics since they let the user guess and calculate various flow variables including 
pressure, velocity, temperature, and turbulence [18]. 

Continuity Equation, 

∂ρ 
∂t 

× ∂ 
∂xi  

(ρv) = 0 Momentum Equation 

D(ρui) 

Dt 
= ∂ρ 

∂xi  
+ ∂ρ 
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Pougatch et al. [21] advise assuming the overall enthalpy which is taken to be 
constant at this point in order to account for the conservation of energy. Therefore, 

Hg = CpT + V 
2 

2 
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At each location in the supersonic area, the features of the quasi-one-dimensional 
flow associated with the flow’s Mach number can also be computed. 
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3 Results and Discussion 

This section compares the flow pattern of the bell-shaped nozzle to that of the conver-
gent–divergent nozzle under various operating conditions. The calculation of thrust 
for each scenario also allows for a comparison of the performance of both nozzles 
under non-design situations. 

The graph of the convergent–divergent nozzle as shown in Fig. 5 goes with the 
trend of the results of the mentioned paper [7], which validates our results for the 
velocity at various points over the length of the nozzle. The next graph shows the 
comparative study of the velocities obtained at five different points on the bell-shaped 
nozzle, which a little contradicts the trend after the throat area but matches for other 
regions, so the results we have obtained are true to the given constraint. For C–D and 
bell-shaped nozzles, the exit velocity available is 5694 and 44,793 m/s, respectively, 
from which it is observed that the bell-shaped is the most efficient to obtain more 
thrust and it matches the literature outcomes.

First, the fluid-domain steady-state results are determined. The pressure and 
temperature along the nozzle’s central axis drastically drop as the majority of the heat 
energy in the nozzle are transferred to kinetic energy. It is observed that the velocity 
increases with the length of the nozzle. The velocity first dropped because of shocks 
in the nozzle, but it subsequently started to rise as the fluid expanded through the 
diverging part. In steady conditions, the gas velocity at the exit of the nozzle increases 
significantly to about 5694 and 44,793 m/s for the convergent–divergent nozzle and 
the bell-shaped nozzle, respectively. Figure 6a shows the distribution of gas velocity 
along the nozzle axis for the C–D nozzle and Fig. 4b shows the distribution of gas 
velocity for a bell-shaped nozzle.

All along the nozzle’s length, the pressure progressively dropped, with the excep-
tion of a minor increase while shocking. In contrast to the overall drop in pressure, 
the increase was nevertheless insignificant. Bernoulli’s equation predicts that pres-
sure will decrease as expansion zone velocity rises. Figure 7a shows the distribution 
of gas velocity along the nozzle axis for the C–D nozzle, which gives 40,300 Pa 
outlet pressure, and Fig. 7b shows the distribution of gas velocity for the bell-shaped 
nozzle, which gives 18,901,000 Pa outlet pressure. So, as compared to the conver-
gent–divergent nozzle, the bell-shaped nozzle design results in significantly higher 
outlet pressure.

Except for a minor uptick, the temperature is noted to have progressively declined. 
The minor increase arises in the shock zone, where fluid characteristics change 
quickly. However, compared to the overall reduction in temperature throughout the 
distance, the temperature increase was not substantial. The output temperature of the 
nozzle increases significantly to about 4895 and 4100 K for the convergent–divergent 
nozzle and the bell-shaped nozzle, as shown in Fig. 8a and b, respectively.

The simulated results and experimental findings [19] are in good agreement with 
each other. According to the thrust calculation formula, 

Thrust  = m.ve + Ae(Pe  − Po).
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Fig. 5 Velocity distribution 
graph over length of nozzle: 
a convergent–divergent 
nozzle and b bell-shaped 
nozzle

Among them, m  ̇ is the outlet mass flow rate, ve is the exit gas velocity, Ae is 
the cross-sectional area of the outlet which is 0.4751 m2 for all geometries, Pe is the 
outlet pressure, and P0 is the external pressure, here is 1 atm. 

As Falcon 9 is the application considered for nozzle, the weight of the spacecraft 
is 525,000 kg against which the thrust force is applied 

W = 5.15 × 106 N . 

Hence,
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Fig. 6 Velocity distribution 
for two different rocket 
nozzles using CFD contours: 
a convergent–divergent 
nozzle and b bell-shaped 
nozzle

For cone nozzle (C–D type), the exit velocity and outlet pressure obtained during 
analysis are 5694 m/s and 40,300 Pa, respectively. 

Thrust exerted by C–D nozzle, 

Thrust = m.ve + Ae(Pe − Po) 

Thrust = 2100 × 5694 + 0.4751(40, 300 − 101, 325) 

Thrust = 11.9284 × 106N. 
And for the bell-shaped nozzle, exit velocity and outlet pressure obtained during 
analysis are 44,793 m/s and 18,901,000 Pa, respectively. 

Thrust exerted by bell-shaped nozzle,
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Fig. 7 Pressure distribution 
for two different rocket 
nozzles using CFD contours: 
a convergent–divergent 
nozzle and b bell-shaped 
nozzle

Thrust = m.ve + Ae(Pe − Po) 

Thrust = 2100 × 44, 793 + 0.4751(18, 901, 000 − 101, 325) 

Thrust = 10.2959 × 107 N 

The amount of thrust produced by both the nozzles is sufficient enough to propel 
the spacecraft against its gross weight. The thrust for a C–D nozzle is nearly 2.3 times 
the weight of the spacecraft, and the thrust of a bell-shaped nozzle is approximately 
20 times the weight of the spacecraft. At high altitudes, less thrust is needed than at 
lower ones. 

The results obtained are a little counterintuitive as compared to the literature 
results. Our CFD investigation reveals that for the bell-shaped nozzle, we got the 
maximum thrust as compared to the cone shape, which is inconsistent with the 
findings reported by Shivang et al. [20]. Basically, our understanding while doing
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Fig. 8 Temperature 
distribution for two different 
rocket nozzles using CFD 
contours: 
a convergent–divergent 
nozzle, b bell-shaped nozzle

CFD investigation is that, in the bell-shaped nozzle, where the flow pattern is turbulent 
after the throat and spread all over the divergent section of the nozzle. And in the 
convergent–divergent nozzle, it develops a flow pattern that is more dense in the 
radially center area of the nozzle, and hence, the thrust imparted by the bell-shaped 
nozzle is inferred to be much greater than that of the convergent–divergent nozzle as 
shown in Fig. 9.

4 Conclusions 

As soon as fuel and air are delivered into the combustion chamber, it burns immedi-
ately, and the temperature rises in the convergent and combustion chamber portions 
of the nozzle. The temperature then drops in the exit portion of the nozzle. It is 
observed that the velocity of the C–D nozzle is 5694 m/s and the thrust developed
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Fig. 9 Velocity distribution 
for two different rocket 
nozzles using CFD 
streamline: 
a convergent–divergent 
nozzle, b bell-shaped nozzle

for it is 11.9284 × 106 N, which is 2.3 times the gross weight of Falcon 9. The 
bell- shaped gives a velocity of 44,793 m/s and a thrust of 10.2959 × 107, which 
is 20 times the gross weight of Falcon 9, from which it can be concluded that the 
bell-shaped nozzle produces more thrust compared to the C–D Nozzle. 

The bell-shaped nozzles are well known because of their significant benefits in 
rocket engines due to their size and performance over the conical nozzle. Convergent– 
divergent nozzles experience thrust losses due to sudden changes in cross-section, 
but this drawback is overcome in the bell-shaped nozzle.
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Numerical Analysis of Perforated Plate 
Use for Cooling Data Center and Server 
Room 

Ankita Dawar and Beena D. Baloni 

1 Introduction 

The rising proportion, mass, complexity, and energy density of computer servers as 
a consequence of the rising in need for storage, networking, and processing include 
a significant power concern. Several ways to enhance energy efficiency are being 
researched, not just to provide for green rapid industrialization but also to mini-
mize operational expenses. Inefficient cooling systems may contribute to up cooling 
energy consumption accounts for a massively disproportionate part of total energy 
consumption. The data center consumes 1% of the world’s total power consumption. 
Almost all of the required electrical power in a data center is generated heat, which 
must be eliminated by a cooling system. Complex flow behavior through the tiles, 
such as flow acceleration via pores, jet–jet interactions, and downstream flow devel-
opment, which simplistic models may fail to represent, must be taken into account 
to increase the correctness of the solution [1]. To achieve the needed gas flow homo-
geneity, perforated plates with a variety of open area ratios are used. Typically, plates 
with varying open area ratios are assemble into enormous panels whose total surface 
area might approach hundreds of square meter for large-scale industrial equipment 
[2]. An analysis of the thermal efficiency of an air-cooled data center using both 
raised-floor and non-raised-floor techniques an effort to address a specific thermal 
challenge [3]. The intricate structure of perforated plates complicates the mathemat-
ical modeling of system design and optimization. The impacts of a variety of factors 
on the flow pattern and pressure loss are explored. These parameters include Reynolds 
number, open porosity, orifice diameter, plate thickness, surface roughness, and plate
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inclination angle [4]. Focusing on incompressible fluids in the situation of totally 
turbulent flow, researchers examined the pressure drop that happens in correlation 
with a single-stage perforated plate. Typically, between upstream and downstream 
of a perforated plate is given by the pressure loss coefficient Eu. This dimensionless 
parameter expresses the ratio between the local pressure drop, caused by the restric-
tion in the pipe due to perforated plates, and the kinetic energy per volume of the 
flow is given by equation, Eu = ∆P 

1 
2 ρ×v2 

[5]. In this study, the dependence of the pres-

sure loss on the Reynolds number, the porosity of the perforated plates, the number 
and distribution of holes under non-cavitating circumstances is explored at moderate 
Reynolds number range of 2500 to 9500. An expression, Eu = 0.67 × β−2.24 which 
gives the relationship between the pressure loss coefficient and the porosity of perfo-
rated plate is proposed with a mean deviation of 12% for practical usage [6]. The 
vast majority of data center employ the raised-floor design to feed server racks with 
cooling air. Providing the requisite airflow via the perforated tile(s) situated near 
the intake of each computer server is essential for proper thermal management [7]. 
The airflow through perforated tile limits the maximal equipment power density 
(e.g., power/rack or power/area) that may be placed in a standard raised-floor data 
center. Typically, in the design of a data center cooling system, a basic estimate of 
mean airflow per perforated tile is generated based on the number of CRACs and the 
number of perforated tiles [8]. CFD is an effective method for analysis the flow field 
in data centers. With a raised-floor arrangement, cold air is fed into an underfloor 
compartment and enters the room via perforated floor tiles placed in front of server 
racks. The results indicate that the cooling system’s performance is greatly enhanced 
when the hard floor layout is replaced with a raised-floor configuration [9]. The kind 
of perforated tile and the present of plenum impediments have the most impact on 
airflow homogeneity. The floor layout, plenum depth, and airflow leakage rate have 
a moderate impact on uniform [10]. The generally used model for air flow through 
perforated plate is Porous jump model which specifies step pressure loss across the 
tile without considering the geometry of the tile. A recent proposed in the above 
model is body force model in these additional momentum source above the tile is 
taken into account. The aim of the present work is to evaluate the air flow rate through 
perforated tiles. A three-dimensional model with a plenum under uniform pressure is 
examined. Such studies are essential for evaluating the overall pattern of air supply 
in a data center to provide the right air flow rate according to the demands of the next 
rack. Three separate analysis is done for getting the precise result. The modeling of 
flow through sharp edge orifice, the parametric investigation of perforated plate and 
the numerical prediction of homogeneity of gas flow through perforated plate with 
different porosity results are analyzed.
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2 Governing equation and Computational model 

The flow field is governed by the three-dimensional Navier–Stokes equations and 
continuity equation, and the flow field under isothermal condition is examined using 
steady state is given as, 

∂u 

∂x 
+ ∂v 

∂y 
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= 0 (1)  
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where u, v, and w are velocities in x, y, and z directions, respectively, p and t are 
pressure and time, respectively. The term S denote the source term in the momentum 
equation. The source term is 

St = −  
⎡ 

⎣ 
3∑
j=1 

Di j  μu j + 
3∑
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Ci j  
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ρ|u|u j 
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where St is the source term in momentum equation (i = x, y, or  z), u is the velocity 
module and Dij and Cij are the given matrices. Viscosity losses (Darcy’s law), is the 
first term on the right-hand side of the equation and internal losses, is the second 
term on the right-hand side of the equation. The momentum loss in porous material 
is proportional to the pressure gradient. Pressure loss is proportional to the flow 
velocity. The pressure drop ∆p across the plate δ was calculated by the following 
equation with Eq. (4). The pressure drop is calculated by Darcy–Forchimer equation 
in perforated plate is given by

∆P 

δ 
= μ 

α 
u + 1 

2 
C2ρv2 (4) 

2.1 Modeling of Flow Through Sharp Edge Orifice 

Flow through each hole in a perforated plate is analogous to flow through an orifice, 
in which the flow accelerates and emerges as a jet owing to a lack of space, followed 
by a pressure decrease across the hole. To reduce the end effects, a comparable broad 
domain (W = 10D, L = 10D) is used for numerical simulations. The inlet direction is 
positive y direction, while the outflow direction is negative y direction. The diameter 
is considered for the analysis is 45.46 mm for sharp edge orifice plate with the plate
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Fig. 1 a Computational 
fluid domain and b sharp 
edge orifice plate 

Table 1 Grid independence test of sharp edge orifice 

Mesh elements Pavg Vavg Pmax Vmax 

42,528 0.9491 1.1846 2.3293 1.9506 

462,420 0.5613 1.3743 5.9393 3.3456 

686,414 0.4450 1.1959 6.9375 3.4475 

8,946,672 0.4452 1.1964 6.9379 3.4683 

thickness is t/d = 0.6. The upstream 3D and downstream 10D is incorporated in 
the fluid domain to reduce the turbulence effect. The velocity inlet condition is set 
at the intake plane, while the pressure outlet condition is set at the outlet plate. On 
the sidewalls, symmetry boundary conditions are used. The three-dimensional fluid 
domain and orifice plate as shown Fig. 1. The meshing of the complete fluid domain 
and the orifice is structure mesh and it is done in ICEM CFD. 

To find the least resolution or the number of cells required to obtain the accurate 
solution. Grid independence test is generally performed. Due to the complexity of 
flow behavior, a single grid cannot be considered. Therefore, the grid independence 
test for both the zone fluid domain and orifice plate is done at the reference plane 4D 
from the orifice plate. The parameter observed is the maximum velocity, maximum 
pressure, average velocity, and average pressure normal to the fluid flow is taken into 
analysis. It is observed that the parameters starts to converge considerably when the 
elements reaches 686,414. However for the present analysis, the number of elements 
is kept 686,414. The variation of the parameter is also shown in the Table 1. 

3 Results and Discussion 

A steady state, FVM method and the SIMPLE algorithm, the coupling of pressure and 
velocity in the flow field under isothermal circumstances are explored with ANSYS 
FLUENT. The intensity of inflow turbulence is measured to be 5%. To improve the 
mixing-length model k-epsilon model and k-omega model are used with inlet velocity 
1 m/s. The stream line distribution over the fluid domain through sharp edge orifice
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for different turbulence model are represented in Figs. 2, 3, 4 and 5. In the case of 
the flow from the sharp-edged orifice variation in velocity and variation in pressure 
in the potential core plane is listed below and the result compared with co-relation 
as well as experimental data also for all different turbulence model. 

k-Epsilon model focuses on the mechanisms that alter the turbulent kinetic energy, 
in contrast to other turbulence models. The potential core lengths, though in this 
context would be seen as the distances from the exit planes beyond which the center-
line mean stream-wise velocities decline gradually over time from an almost constant 
value. Just after the potential core region, which is characterized by a constant 
velocity, the mean stream-wise velocity begins to decrease to peak value in the 
adjacent flow field.

Fig. 2 Stream line distribution over fluid domain through orifice k-epsilon STD 

Fig. 3 Variation over the potential core plane k-epsilon STD model. a Pressure variation and 
b velocity variation
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Fig. 4 Stream line distribution over fluid domain through orifice k-epsilon REL 

Fig. 5 Variation over the potential core plane k-epsilon REL model. a Pressure variation and 
b velocity variation

In k-epsilon STD and RNG turbulent viscosity is isotropic in nature, hence 
formation of swirling is observed in downstream. In k-epsilon REL model turbu-
lent viscosity is anisotropic in nature though swirling is captured in upstream of the 
computational domain (Figs. 6, 7 and 8).

The major ways in which the SST model is gradual change from the standard 
k-omega model in the inner region of the boundary layer to a high Reynolds number 
version of the k-epsilon model in the outer part of the boundary layer modified 
turbulent viscosity formulation. 

The non-dimensional mean stream-wise velocities at the jets center line are shown 
in Fig. 9. Vc is the mean stream-wise velocity, on the jet center line and Vexit is the 
mean stream-wise velocity at the center of the nozzle exit plane. In the case of the 
flow from the sharp-edged orifice, Vexit is the bulk-mean exit velocity. The numerical 
result is compared with experimental data and correlation for the complete fluid 
domain k-omega SST and k-epsilon RNG turbulence model give improved results 
up to Y/D = 90, after which the curve went back to a high peak due to significant 
experiment losses.
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Fig. 6 Stream line distribution over fluid domain through orifice k-epsilon RNG 

Fig. 7 Variation over the potential core plane k-epsilon RNG model. a Pressure variation and 
b velocity variation 

Fig. 8 Stream line distribution over fluid domain through orifice k-omega SST model
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Fig. 9 Variation over the potential core plane k-omega SST model. a Pressure variation and 
b velocity variation 

The effect of venacontracta zone, which results in the acceleration of the jet close 
to the exit plane, up to about Y /De = 0.2 Fig. 9b. In k-epsilon STD model, there 
is essentially no potential core because it fails to account for the flow’s continued 
acceleration following the orifice plate. Formation of local eddies in the orifice is 
more in k-epsilon REL and k-epsilon STD model, whereas k-omega SST and k-
epsilon RNG capture result close to the correlation and experiment data. Correlation 
of the center line velocity to the exit velocity for the sharp edge orifice in the region 
18 < Y/De < 55 is given by where Ucl is the center line velocity and Uexit is the 
exit velocity. Y/De is the distance measured from the orifice plate where De is the 
diameter of the sharp edge orifice plate Ucl 

Uexit 
= 6 

Y 
De 

−2.15 
(Figs. 10 and 11).

3.1 Parametric Investigation of Perforated Plate 

Consequently, a more effective method for addressing the demand for flow dynamics 
through perforated tiles is required. Distribution, size, and shape of pores are taken 
into consideration. With varying pore distribution patterns, the flow field downstream 
are notably distinct. Taking into mind the geometrical length scales, pore holes for a 
perforated tile.

. Effect of pore shape—Pores into the perforated tiles may be any shape and have 
curved edges. Hence, we compare the flow field through a circular and square 
pore to examine the effect of pore shape on velocity field. Investigation is carried 
out with both the pore having same hydraulic diameter. The porosity of the tile is 
25%. The one eight geometry of the cuboid domain is shown in Fig. 12.

In Fig. 13 indicates that the maximum velocity is 6.72 m/s for circular and 5.17 
m/s for square shape perforated plate for the same inlet velocity 1 m/s.
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Fig. 10 Comparison of the 
center line velocity decay by 
various models, correlation 
and experiment data. 
a Complete fluid domain and 
b vena-contracta

With the square pore shape jet interaction is ease compared with circular shape 
pore shape as demonstrated in Fig. 13. After the pore opening, the flow accelerates 
before eventually slowing in the downstream region and the negative pressure is there 
does the pressure at the outflow continuously following pore opening. 

When the pressure fluctuated throughout the tile’s surface based on the flow’s 
acceleration, a lack of pressure is seen, and the head became the kinetic head as 
shown in Fig. 14.

On comparing the numerical result with mathematical model porous jump model 
and body force model The pressure loss predicted by CFD for circular and square
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Fig. 11 Center line pressure 
variation with various model

Fig. 12 Perforated plate 
with a square pore shape and 
b circular pore shape

Fig. 13 Velocity distribution 
over the potential core plane. 
a Circular perforated plate 
and b square perforated plate

Fig. 14 Center line velocity 
variation with circular and 
square shape perforated plate
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pores is K = 39.18 versus K = 27.0, respectively, and from the body force model 
calculated k = 24 and porous jump calculated k = 29.69 (Fig. 15). Hence, the pressure 
loss coefficient of square pore shape value close to the pressure loss coefficient value 
of body force model gives better result. This implies that square pores should be used 
to represent circular geometries with comparable hydraulic diameters.

. Effect of pore length scale—Pores length scale in perforated tiles may vary 
depend upon the application. Hence, we compare the flow field through a hydraulic 
diameter D = 5 mm of square pore shape and D = 15 mm of square pore shape 
and to examine the effect of pore length scale on velocity field. Velocity variation 
lying over the potential core plane through different pore length scale of perforated 
plate. It indicates that the maximum velocity is 12.1 m/s for d = 5 mm and 2.12 m/ 
s for  d = 15 mm of perforated plate (Figs. 16, 17, 18 and 19). 

The pressure loss coefficient predicted by CFD for different pores length scale is 
K = 45 for d = 5 mm, K = 27 for d = 10 mm, and k = 10.2 for d = 15 mm, and 
the body force model calculated k = 24 and porous jump k = 29.69. This implies 
that d = 10 mm pores size might be used to represent circular or square geometries 
with comparable hydraulic diameters.

Fig. 15 Center line pressure 
variation with circular and 
square shape perforated plate 

Fig. 16 Square pore 
perforated plate with 
hydraulic diameter of 
a 5 mm and  b 15 mm
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Fig. 17 Velocity 
distribution over the 
potential core plane: a d = 
5 mm and  b d = 15 mm 

Fig. 18 Center line pressure 
variation in perforated plate 
for different pore length scale 

Fig. 19 Center line velocity variation in perforated plate for different pore length scale
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Fig. 20 Perforated plate with porosity: a 30%, b 40% and c 50% 

3.2 Numerical Prediction Oh Homogeneity of Gas Flow 
Through Perforated Plates 

The proposed modeling approach is tested for the plates with the following open 
area ratios: 0.3, 0.4, 0.5 (circle open area ratios, D = 35 mm), and t/d = 0.6. This 
geometrical model would need an incredibly fine computational mesh in order to 
correctly depict the boundary layer and the significant number of plate holes. The 
porosity is given by f = Ao 

At 
, where Ao is overall surface area of holes and At is 

overall surface area of plate (Fig. 20). 
From the Fig. 21 is observed that with the porosity is one of the important param-

eter for the homogeneous of the flow through perforated. With the increase in the 
open area ratio porosity the turbulence in the downstream is also enhanced hence 
formation of the local eddies after the flow through perforated is high which leads 
to non-homogeneous of the flow. Another point is also observed that with the same 
inlet velocity the downward flow vary with the variation in open area ratio. For the 
given inlet velocity 1 m/s the maximum velocity for f = 0.3 is v = 6.5 m/s, for f = 
0.4 is v = 4.1 m/s, and for f = 0.5 is v = 4.6 m/s. However, the strength is also a 
decision factor while considering the porosity which is not included in the present 
analysis (Figs. 22 and 23).
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Fig. 21 Stream line distribution over fluid domain with V in = 1 m/s through different porosity. 
a f = 0.3, b f = 0.4 and c f = 0.5 

Fig. 22 Center line velocity distribution over fluid domain with V inlet = 1 m/s through different 
porosity
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Fig. 23 Center line pressure 
distribution over fluid 
domain with V inlet = 1 m/s  
through different porosity 

4 Conclusion 

Accurate modeling of flow behavior above the tile surface requires close attention to 
tile geometrical characteristics and application of the proper computational model. 
Following are the conclusion are given below.

. In the sharp edge orifice plate the potential core plane is captured better by k-
omega SST model. Hence compared to the commonly used STD k-epsilon model, 
k-epsilon REL, k-epsilon RNG for simulating flow through pores for flow through 
orifices.

. For the same hydraulic diameter square pore shape could be model to get precise 
result. Body force model give better result compared to porous jump model. Hence 
in porous jump model flow acceleration through pores, jet–jet interactions, and 
downstream flow development, which simplified models may fail to capture. In 
body force model in addition momentum is also incorporated in analysis as well 
as geometric detail of perforated plate is also incorporated.

. The jet decay proportionality with the pore length scale, hence larger size pore 
could results better in longer plenum and extended the flow development. Flow 
modeling for a perforated plate indicated that the CFD model overestimates the 
pressure loss and cannot reflect the impact of Reynolds number on the pressure 
loss. Geometric parameter also effects the flow through perforated plate, and it can 
be concluded that for the same hydraulic diameter, the square pore shape yields 
superior results when compared to the circular pore shape. With the variation in 
pore size, too tiny a pore size increases turbulence, resulting in greater losses, and 
too large a pore size decreases the flow rate, hence the size should be selected 
within an approximate range.

. Porosity is the dominant factor, higher the pressure loss lower the porosity of 
perforated plate. With the increase in the velocity local eddies formation is higher. 
As porosity grows the number of holes increases and the distance between holes 
decreases. For the use of high velocity in the design of perforated plate, further 
attention must be taken.
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Abbreviation 

CIR Circular 
SQR Square 
RNG Re-normalization 
REl Realizable 
STD Standard 
D Hydraulic diameter 
δ Thickness of the plate 
f Porosity (open area ratio) 
V c Center line velocity 
V exit Velocity at the exit plane 
k Pressure loss coefficient 
BDM Body force model 
FOU First order upwind 
SOU Second order upwind 
CFD Computational fluid dynamics 
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Heat Transfer and Fluid Flow 
Characteristics in a Two Pass Duct 
with Variable Rib Shapes: A CFD 
Analysis 

Amir Yousf Sofi and Adnan Qayoum 

1 Introduction 

Gas turbines are combustion engines that work on the principal of Brayton cycle 
and play a pivotal role in operation of modern thermal power plants and aircraft 
industry. In gas turbines, increased thermal efficiency is extremely desirable and can 
be accomplished by increasing the turbine inlet temperature or by employing higher 
pressure ratios. Higher operating temperatures, on the other hand, may cause the 
turbine blade to fail owing to thermal corrosion and cracking. As a result, the need 
of effective cooling mechanisms in gas turbine blades is unavoidable. Rib turbulated 
cooling is one of the cooling techniques used to cool the gas turbine’s centre portion. 
Jet impingement and pin fin cooling techniques are used to cool the gas turbine’s 
leading and trailing edges, respectively. Flow separation and flow reattachment along 
with increased turbulence levels and modified boundary layer explain the heat transfer 
augmenting capability of the ribs. The heat transfer enhancing capability of the ribs 
generally depends on rib shape, rib angle of attack, rib pitch to rib height ratio (p/e), 
and the Reynolds Number (Re) of the working fluid. Ribs typically alter the near wall 
flow, therefore the tradeoff between heat transfer augmentation and the associated 
friction losses or pressure drop is acceptable. 

The most remarkable and earliest work in the field of gas turbine cooling in general 
and rib turbulated cooling in particular is done by Han [1]. Pudake et al. [2] enunciated 
various turbine blade cooling technologies such as cooling by rib turbulators, pin fins, 
and jet impingement. Bunker et al. [3] have enlisted various innovative turbine blade 
cooling technologies. The heat dissipation technique in conventional gas turbine
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consist of 5 basic aspects comprising of conformal internal cooling, external surface 
cooling, choice of materials, component and systems thermal–mechanical designs 
and selection, and/or pre-processing of coolant fluid. Wang et al. [4] investigated the 
turbulent flow adjacent to ribs using Particle Image Velocimetry (PIV) technique. 
Lu et al. [5] experimentally and numerically investigated the effect of rib orientation 
on heat transfer rate and pressure loss characteristics in a rectangular single pass 
channel. Ribs with angle of attack of 60° showed highest heat transfer coefficient. 
In a single pass channel, Taslim [6] evaluated the influence of rib turbulators on the 
overall heat transfer performance. A correction factor was proposed in this research 
to compensate for the overvaluation of heat transfer coefficient due to the assumption 
that rib turbulators are 100% effective. Wang et al. [7] numerically investigated the 
effect of continuous wavy ribs on heat transfer and frictional loss characteristics in 
a single pass channel. The study concluded that in comparison to 45° V-shaped ribs, 
continuous wavy ribs showed a 33% increase in heat transfer rate and 9% decrease in 
associated pressure losses at a Reynolds Number of 25,000. In case of rib turbulated 
cooling extensive research on effect of rib shapes, rib angle of attack, and rib pitch to 
rib height (p/e) ratio has been carried out in case of stationary single pass channels 
with variable aspect ratios. 

The comprehensive distribution of Nusselt Number ratios in case of a two pass 
square channel is presented by Ekad and Han [8]. The experimentally investigated 
rib shapes in the study were 90° parallel, 60° parallel, 60° V and 60° broken V. The 
Nusselt Number distributions were evaluated in the first pass, bend region and the 
second pass of a dual pass square channel. Singh et al. [9] numerically investigated the 
effect of rib shapes (V shape, W shape, M shape, and 45° angled ribs) on heat transfer 
enhancing capabilities of rib turbulators. It was found that V-shaped depicted better 
heat transfer characteristics but with increased pressure penalty. Rasool and Qayoum 
[10–12] numerically investigated the effect of rib shape on heat transfer and pressure 
loss characteristics in a two pass square duct. The study established that rib shapes 
had prominent effect on heat transfer enhancement in stationary two pass channels 
and boot shaped ribs depicted enhanced heat transfer characteristics as compared to 
conventional square ribs. The implementation of ribs in cooling gas turbine blades has 
been confined to single pass channels (except for conventional square ribs). There has 
been very limited research to study the effects of rib shapes (such as perforated ribs 
and wavy ribs) on heat transfer enhancement in two pass channels. Thus, the primary 
objective of this study is to investigate the effect different rib shapes on temperature 
distribution and frictional pressure drop characteristics in two pass channels. 

2 Simulation Methodology 

The current numerical analysis is carried out using the Conjugate Heat Transfer 
Module in COMOSOL Multi-physics 5.4, which integrates turbulent flow with heat 
transfer in solids and fluids. COMSOL Multi-Physics divides complex geometries 
into sub-domains termed as finite elements using the Finite Element Analysis (FEA)
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Fig. 1 Simulation domain 

technique, and the associated finite element governing equations are produced using 
variational approaches. 

2.1 Simulation Domain 

The numerical analysis domain is comprised of a two pass ribbed channel with an 
aspect ratio (w/h) of 1:1 as illustrated in Fig. 1. The length of each pass is 412.5 mm 
and the thickness of the divider wall is 5 mm. The rib pitch to rib height ratio of the 
two pass ribbed channel is 10 with a blockage ratio of 0.2. Each pass contains 6 ribs 
with a square rib placed in the bend region. In the present numerical analysis, the 
heat transfer and friction loss characteristics of four rib shapes have been primarily 
investigated, viz., conventional square ribs, arched ribs, wavy ribs, and zig-zag ribs 
illustrated in Fig. 2. The Reynolds Number is varied from 10,000–40,000. All the 
relevant geometries have been developed either in the dedicated design module of 
COMSOL Multi-physics 5.4 or imported from SOLIDWORKS 2015.

2.2 Turbulence Model Selection 

The current numerical analysis employs the conjugate heat transfer method, which 
combines heat transfer in solids and fluids with turbulent flow to investigate the 
heat transfer and pressure loss characteristics in ribbed two pass channels. There 
are numerous turbulence models available to simulate turbulent flow; however, the 
current numerical analysis considers three turbulence models to justify the use of a 
specific turbulence model in the study. The three turbulence models are k-ε turbulence 
model, k-ω turbulence model, and algebraic y + turbulence model. Table 1 enlists the 
average normalized Nusselt number ratios of a smooth two pass channel obtained 
from the aforementioned turbulence models and compared with the experimental 
results of Ekkad and Han [8]. It is clearly evident from the table that the normalized
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Fig. 2 Rib shapes (all 
dimensions in mm)

Table 1 Turbulence model selection 

Turbulence model Predicted average Nusselt 
number ratio 

Experimental average Nusselt 
number ratio [8] 

k–ε turbulence model 3.857 2.339 

k–ω turbulence model 2.456 2.339 

Algebraic y + turbulence 
model 

3.924 2.339 

Bold indicates the statistical significance of the k-omega turbulence model as its values are close to 
the experimental values. Therefore the k-omega turbulence model has been selected for the present 
numerical analysis and has been presented in bold 

Nusselt number ratios simulated by k-ω turbulence model are close to experimental 
results. 

2.3 Governing Equations and Boundary Conditions 

The turbulent flow and the heat transfer in solids and fluids is governed by Reynolds 
Averaged Navier Stokes (RANS) Equations, continuity equation, momentum equa-
tion, and energy equation [11, 12]. Three-dimensional, incompressible, steady, and 
turbulent fluid flow is assumed. Because the current simulation domain features steep 
surfaces and a sharp bend of 180°, a turbulent intensity of 7% is specified at the dual 
pass channel’s entrance. The inlet fluid velocity of the two pass channel is regu-
lated by the Reynolds Number. As a result, the inlet velocity boundary condition is
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Fig. 3 Unstructured mesh 
domain 

adopted in this investigation. The two pass ducts’ entrance temperature is kept steady 
at 298 K. At the exit, the pressure boundary condition is specified. 

3 Mesh Independence Study 

The mesh independence study is carried out to assure that the simulation results 
obtained in the present study are independent of the mesh size. In a smooth two pass 
channel at a Reynolds Number of 10,000, three different mesh sizes are selected 
which consist of 0.5 million elements, 1 million elements, and 1.5 million elements. 
The three grid sizes are illustrated in Fig. 3 and are termed as coarse mesh, normal 
mesh, and fine mesh, respectively. The average normalized Nusselt number ratios 
obtained in each grid size are enlisted in Fig. 4. The percentage error in the obtained 
normalized Nusselt number ratios between fine and coarse mesh is 6.73%. Thus in 
order to reduce the computation time and increase the accuracy, a mesh size of one 
million elements is selected for the present study.

4 Data Reduction and Performance Evaluation 

Data reduction generally involves the derivation and normalization of Nusselt number 
and friction factors. The heat transfer coefficient (h) is evaluated from the heat flux 
equation as: 

h = 
Q

''

Tw − Tf 
(1)
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Fig. 4 Grid independence 
study
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where Q'' is the applied heat flux, Tw and T f denote the wall temperature and the 
bulk fluid temperature, respectively. The heat transfer coefficient is used to evaluate 
the Nusselt Number (Nu) as follows: 

Nu  = 
hDh 

K 
(2) 

where Dh is the hydraulic diameter of the two pass channel, h is the heat transfer 
coefficient, and K denotes the thermal conductivity of the working fluid. The Dittus-
Boelter Correlation for a smooth circular tube is used to normalize and standardize 
the calculated Nusselt numbers. The Dittus-Boelter Correlation is valid when 0.7 ≤ 
Pr ≤ 160, Re ≥ 10,000 and L/Dh ≥ 10 [13] 

Nu0 = 0.023Re0.8 Pr0.4 (3) 

The friction factor to access the pressure loss in the two pass ribbed channel is 
evaluated by using the Fanning Friction Formula expressed as: 

f = ∆pDh 

2ρu2 inl 
(4) 

The friction factor is normalized by the Blasius correlation expressed as: 

fo = 
0.316 

Re0.25 
(5) 

The heat transfer enhancing capabilities of the ribs is accessed by evaluating the 
Nusselt number ratios and the associated pressure losses are accessed by calculating 
the friction factor ratios. Thus in order to justify the tradeoff between heat transfer 
enhancement and friction losses, it is essential to establish the thermal performance
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index (ï) of the different rib shapes and access their performance. The rib perfor-
mance evaluation criteria was proposed by Gee and Web and is based on normalized 
Nusselt number ratios and friction factor ratios for smooth and ribbed channels. In 
general higher the Nusselt number ratios and lower the friction factor ratios, higher 
is the thermal performance index of the ribs and is expressed as:

∆ = 

⎛ 

⎜⎝ 
Nu  
Nuo(
f 
fo

) 1 
3 

⎞ 

⎟⎠ (6) 

5 Simulation Results 

This section illustrates various computational results associated with the heat transfer 
and fluid flow in a two pass ribbed channel. The span-wise normalized Nusselt 
number ratios, normalized friction factor ratios, thermal performance index, and 
variation of these parameters with Reynolds number of the working fluid has been 
evaluated in this section. 

5.1 Validation of Numerical Analysis 

The validation is carried out to establish the authenticity of the present numerical 
analysis. The validation is performed on a two pass smooth channel as investigated 
experimentally by Ekkad and Han [8]. The validation domain consists of a smooth 
two pass channel 609.6 mm in length with a hydraulic diameter of 50.8 mm. Figure 5 
shows a comparison of the local normalized Nusselt number between Ekkad and 
Han’s experimental analysis and the current numerical analysis in the case of a two 
pass channel. It is clearly evident that the variation of Nusselt number ratios predicted 
by current numerical analysis are similar to the trends observed in the experimental 
analysis of Ekkad and Han [8]. However, there is a slight over prediction of the 
Nusselt number ratios in the present numerical analysis because of different mesh 
size and different thickness of the divider wall of the two pass channel.

5.2 Heat Transfer and Pressure Loss Characteristics 

The primary objective of the present numerical analysis is to reduce intra rib temper-
ature hotspots, evaluate thermal performance index of different rib shapes and reduce 
rib associated frictional losses. The temperature profiles for the different rib shapes
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Fig. 5 Validation of present 
numerical analysis with 
Ekkad and Han [8]
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are illustrated in Fig. 6. It is clearly evident from the temperature profile plots that 
under similar boundary conditions, wavy ribs show minimum temperature hotspots 
followed by arched ribs, zig-zag ribs, and conventional square ribs. 

Figure 7 shows the span-wise variation of normalized Nusselt number ratios in 
case of a ribbed two pass channel. The normalized Nusselt number plots depicts 
that wavy ribs exhibit better heat transfer augmenting capabilities as compared to 
other rib shapes at a Reynolds Number of 10,000. Zig-Zag ribs show poor heat 
transfer enhancing capabilities. Moreover from the normalized Nusselt number plot 
it is evident that the heat transfer enhancing capabilities of the ribs are much better

Fig. 6 Temperature profiles 
of different rib shapes 
(Kelvin) 
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Fig. 7 Span-wise 
normalized Nusselt number 
ratios

in the second pass and bend region of the two pass channel because of the genera-
tion of the secondary flows and dean type of vortices in the bend region. Figure 8 
shows the variation of average normalized Nusselt number ratios with the Reynolds 
number. The average normalized Nusselt number ratios decrease with increase in 
Reynolds number of the working fluid. The Prandtl Number decreases with increase 
in temperature. As per Dittus-Boelter Correlation, it is evident that Nusselt number 
is directly dependent on Reynolds number as well as Prandtl number of the working 
fluid. Although with increase in Reynolds Number, Nusselt number should increase 
but the effect of increasing Reynolds Number is surpassed by decrease in Prandtl 
Number. Thus, the Nusselt Number in the present study decreases with increase in 
Reynolds Number. 

The friction factor is normalized by Blasius correlation and the average normalized 
friction factor ratios for different rib shapes along with their variation with Reynolds 
Number is illustrated in Fig. 9. The frictional losses are evaluated by taking into 
account the pressure losses between the inlet and outlet of the dual pass channel. 
Generally higher the friction factor ratios, higher are the pressure drops between the 
inlet and outlet of the two pass channel. The frictional losses are minimum in case 
of wavy rib shape and with increase in Reynolds Number, the frictional losses also 
increase. At lower Reynolds Numbers, arched ribs exhibit higher pressure losses and 
at higher Reynolds Numbers, zig-zag ribs exhibit higher pressure losses.

5.3 Thermal Performance Index (ï) 

The tradeoff between the heat transfer enhancement and the associated pressure 
loss is justified by the thermal performance index (ï) of different rib shapes. The
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Fig. 8 Surface averaged 
normalized Nusselt number 
vs Reynolds number

Fig. 9 Average friction 
factor ratios variation with 
Reynolds number

thermal performance index is the ratio of normalized Nusselt number ratios and 
friction factor ratios. Higher the thermal performance index of a rib, higher is its heat 
transfer augmenting capability and lesser are the associated frictional losses. The 
thermal performance index for the rib shapes in present study is plotted in Fig. 10. 
At a Reynolds Number of 10,000, the wavy ribs depict a 26.74% increase in thermal 
performance index as compared to conventional square ribs. Moreover with increase 
in Reynolds Number, the thermal performance index for all rib shapes decreases, 
i.e., the heat transfer augmenting capability of the ribs decreases with increase in 
Reynolds Number.
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Fig. 10 Thermal 
performance index versus 
Reynolds number 

6 Conclusions 

1. The numerical study of the ribbed dual pass channel indicates that the heat transfer 
enhancing capability of the ribs relies hugely on the shape of the ribs and the 
Reynolds Number of the working fluid. 

2. The surface temperature profile plots exhibit that the temperature hotspots have 
been significantly reduced in case of wavy ribs. 

3. The span-wise normalized Nusselt number plot obtained from the post processing 
of the numerical simulation clearly indicate that due to flow separation, flow 
reattachment, development of secondary flows, and dean type vortices the heat 
transfer enhancement in the second pass and bend region is higher as compared 
to first pass of the two pass channel. 

4. At a Reynolds Number of 10,000, wavy ribs outperformed conventional square 
ribs by 24.96% in terms of normalized Nusselt number ratios and the thermal 
performance index (ï) of the wavy ribs increased by 26.74% when compared to 
conventional square ribs. 

5. The Nusselt number ratios (Nu/Nuo) and thermal performance index (ï) of all  
rib shapes decreased as the Reynolds Number increased. However, in the case 
of friction factor ratios, the contrary pattern emerged, i.e., friction factor ratios 
increased as the Reynolds Number increased. 

Nomenclature 

Dh Hydraulic diameter
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p Rib pitch 
e Rib height (m) 
h Heat transfer coefficient (W/m2K) 
k Thermal conductivity (W/mK) 
l Length of channel (m) 
Q'' Heat flux (W/m2) 
Nu Nusselt number 
Nu Average Nusselt number 
Re Reynolds Number 
T Temperature (K) 
U Velocity of fluid (m/s) 

Subscripts 

0 From Dittus-Boelter correlation 
f Fluid 
w Wall 
in Inlet 
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Numerical Simulations of AMRI Hospital 
Fire Accident 2011: A Case Study 

Rajat Joshi and Sudheer Siddapureddy 

1 Introduction 

Fire research has led us to understand fire and its characteristics better. With a better 
understanding of fire, we can improve our investigations of the mishaps that have 
occurred in the past and make ourselves ready for fire accidents that might occur 
in the future. One of the tools that help the fire and safety research community in 
simulating and understanding these scenarios is fire dynamics simulator with evacu-
ation (FDS + EVAC). Fire Dynamics Simulator (FDS) is an open-source computa-
tional fluid dynamics code widely used by the fire research community to simulate 
fire and combustion scenarios like open pool fires, compartment fires, etc. NIST 
added an open-source code, evacuation (EVAC), to the fire dynamics simulator. 
The EVAC model in conjunction with FDS, provides an advantage to numerically 
simulate fire, egress, and the effect of fire on the occupant simultaneously, with 
added reliability and user-friendliness of the FDS code. But, like any other simula-
tion software, an evacuation simulation code/software also needs realistic input and 
actual building models to calculate required values and accurately simulate egress 
scenarios in the given environment. These input values are taken either from existing 
literature or found experimentally through various techniques. These experimental 
techniques include surveys, interviews, CCTV camera footage of drills or accidents, 
and conducting experiments with real people performing a routine executed under 
specified circumstances. 

Identification and understanding the basic input parameters required by an egress 
model is essential to accurately model a fire accident or a building egress plan. An 
accurate depiction of the scenario requires an accurate input of the human parameters. 
Some of them are:

R. Joshi · S. Siddapureddy (B) 
Department of Mechanical, Material and Aerospace Engineering, Indian Institute of Technology 
Dharwad, Dharwad, Karnataka 580011, India 
e-mail: sudheer@iitdh.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 3, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-6343-0_36 

471

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6343-0_36&domain=pdf
mailto:sudheer@iitdh.ac.in
https://doi.org/10.1007/978-981-99-6343-0_36


472 R. Joshi and S. Siddapureddy

. Pre-Evacuation Time—The pre-evacuation time is the interval between the time 
a general alarm signal or warning is given (or other cues received) and the time at 
which the first deliberate evacuation movement is made [1]. This pre-evacuation 
time can be reduced using proper fire safety precautions, such as the installation 
of fire alarms and sprinklers in a building.

. Travel Time—It is the interval needed for an evacuee to reach a safe place once 
movement toward an exit has begun [1]. Travel time depends on agents’ familiarity 
with the surroundings; agent velocity, which further depends on the physical 
characteristics of an occupant, mental fatigue, social influence, physical exertion, 
rise in the FED value of occupants, occupant density of the place, risk perception, 
fitness of occupant.

. Fire size and HRRPUA—This solely depends on the burning material and the 
location where the fire broke out in the building (i.e., the fire can lead to flashover 
or traveling fire if it is near windows, corridors, shafts, or vents).

. Smoke Yield—This influences agent FED and visibility directly, i.e., the higher 
the smoke yield, the rate of drop of visibility will be higher, and the rate of growth 
of FED for a single agent will be higher.

. Building Geometry—Geometrical Features of a building that affect evacuation, 
such as the width of the staircase, corridors, exits, and doors. 

During its early years, evacuation research concentrated more on the environ-
mental aspect of evacuation, i.e., exit door width, stairwell width, exit route recogni-
tion, etc. Work done by researchers such as Fruin et al. [2–4] enlightens us regarding 
the travel speed and travel density of the occupants during evacuation. This work 
led to the development of stair, corridor, and exit doors width of the optimum size. 
Sime et al. [5] introduced an Occupant Response Shelter Escape Time (ORSET) 
model, which brings together the aspects of both building fire safety and human 
behavior during a fire evacuation scenario. It was released during this time that fast 
and efficient evacuation relies not only on good building layout but also on social 
and behavioral characteristics of the evacuees and the relationship between them and 
their immediate environment within the building. Sime highlights that people do not 
respond in the same way in one physical (and social) location and circumstance as 
in another. Therefore, the response of an evacuee depends on various factors such as 
environmental, social, and situational features of their condition. 

Kobes et al. [1] defined fire response performance as an individual’s ability to 
perceive and interpret signs of danger and then carry out decisions to survive a fire. 
This parameter is considered to analyze the evacuation capability of the evacuees in 
case of fire. It has three stages: awareness of danger by external stimuli, validation of 
and response to danger indicators, and movement to/ refuge in a safe place. Proulx 
[6] observed that evacuation signals, such as alarms, sirens, are less impactful in most 
situations when compared to smelling or seeing flames and smoke, increasing the 
pre-evacuation time of the occupants. Even after realizing the building is under fire, 
the occupants may run back to their apartment or office to get valuables or try to warn 
or gather family or friends. The shoppers will continue shopping in a shopping center 
even after hearing an alarm. Jin [7] observed that the visibility of an individual is
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hampered because of the soot and smoke that forms along with the fire, and reduced 
visibility will lead to poor tracking, which will further lead to longer escape times 
and that will finally lead to asphyxiation and death. Effects of exposure to smoke on 
evacuees in the short term are loss of reflexes, poor decision-making, and long-term 
physical effects such as cancer, lung damage. Purser et al. [8] suggest that a room 
becomes extremely inhabitable when any of the following thresholds are exceeded-

. Temperature exceeds 120 °C

. Heat Flux exceeds 2.5 kW/m2

. O2 levels drop below 12% 

Proulx [9] observes that a person’s decision-making ability gets hampered because 
of increased psychological stress. Psychological stress levels rise because of the 
inability to process information or due to confrontation with unfamiliar situa-
tions. Increased stress is very different from panic. Research shows no sign of 
panic in evacuees in cases of major disasters [10]. Building characteristics are 
divided into classes, i.e., situational features (ease of wayfinding, usage of proper 
preventive measures, etc.) and engineered features (width of exits, stairs, corri-
dors, fire resistance installations, etc.), also critical factors influencing fire response 
performance. 

The ability to move or degree of independent movement plays a significant role 
in evacuation from a building, especially when evacuating a hospital. Hostetter et al. 
[11], divides disability into four classes, i.e., functional independence (people using 
crutches or wheelchairs), sensory perception (people who can’t respond to external 
stimuli such as fire alarms, exit signs, etc.), medical health (people with a dire medical 
condition such as heart or lung patients), and social cognition (It includes mental 
health disorders and interactions between occupants of the building). Therefore, it is 
essential to include such characteristics in our calculations. 

After gathering data from experiments or interviews, it is entered into evacuation 
models such as FDS + EVAC, which use it to simulate the egress of agents. 

Several literature articles were consulted to determine the speed, pre-evacuation 
time, known door probability, etc., of the patients and disabled people being simu-
lated through the FDS + EVAC code. For instance, Peacock et al. [4] observed that 
the local movement speeds as occupants traverse down a high-story building through 
a stairwell vary widely within a given stairwell, ranging from 0.056 to 1.7 m/s. In their 
work, the authors presented a value of occupant velocity and their pre-evacuation 
times in a stairwell for 10, 18, 24, and 31-story buildings. In another study, Averill 
et al. [12] included firefighter counterflow movement on the stairs. They concluded 
that it has a significant impact on the velocity of occupants as the occupant velocity 
dropped from 0.83 ± 0.18 to 0.73 ± 0.26 m/s in the case of a 6-story building. 
Pauls et al. [3] experimentally concluded that the minimum stair width of 1120 mm. 
(44-in.) as recommended by the US building codes and standards, traditionally was 
flawed. The minimum nominal width of between 1400 mm (56 in.) and 1520 mm 
(60 in.) should be used for designing stairs where counterflow movements can be 
adjusted along with the regular activity of occupants. For even more efficient move-
ment of the occupants, a stair width of approximately 1730–1750 mm (including
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handrails) should be considered. Haghania et al. [13] planned experiments with 
different levels of urgency, several exits, spatial positions of doors and exit widths 
to get human behavior data in the form of occupant velocity, evacuation time, and 
density distribution. 

All the data presented above is for regular fit evacuees associated with a building 
fire. Still, in the case of hospitals, a most vulnerable group, i.e., people with disabil-
ities, are involved; therefore, utterly different evacuation studies are required for 
dealing with hospital fires [11]. Fire evacuation drills in hospitals are very typical 
to plan as hospitals are always filled with patients who have decreased mobility due 
to disability. Some patients are in critical condition and cannot be moved from their 
respective beds unless there is a real emergency. When evacuating hospitals, the 
administration or the evacuation group associated with a hospital must consider all 
groups of disabled people and act accordingly because each group requires different 
actions to be taken during an emergency [11]. Samoshin et al. [14] sub-categorized 
the mobility classification done by Hostetter et al. [11] by surveying several local 
hospitals in their area, after which they gave a total of 10 mobility groups along 
with their density distribution in a hospital. Later, they conducted experiments to get 
occupant velocity and density data for hospital evacuation scenarios concerning these 
groups. Wei et al. [15] collected actual patients’ moving parameters belonging to the 
pediatric and orthopedic wards, i.e., velocity and exit familiarity, through observation 
and questionnaire investigation and divided the hospital populations into groups of 
administrative staff, nursing staff, doctors, patients in orthopedic wards, and patients 
in pediatric wards. Patients in orthopedic wards are physically disabled, considered 
this study’s main population. Gwynne et al. [16] performed a drill involving outpa-
tient and administrative staff of a hospital and collected pre-evacuation data using 
video equipment. The pre-evacuation times along with its standard deviation were 
given in their work. 

Through this paper, FDS + EVAC needs to be validated. The authors tried to 
inculcate different features and parameters of the hospital and its occupants, such 
as the velocity and pre-evacuation times of various categories of patients. These 
parameters are essential because of the diverse disabilities that the patients suffer. 
Therefore, it becomes necessary to incorporate the effect of these disabilities into our 
calculations. Although it is tough to quantify all the disabilities separately, efforts 
were made to include as many types of patients as possible based on previous data. 
The distinction of patients based on their disabilities and the magnitude and distri-
bution of their velocity and pre-evacuation time were taken from existing literature. 
In the end, the number of safe evacuees at various stair widths of the AMRI hospital 
building was studied and compared with the actual accident.
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2 Details of the AMRI Fire Accident 

Pal et al. [17] studied the AMRI fire accident scenario. They concluded that the 
hospital authorities were illegally using the hospital parking as a storage dump yard 
for used/unused LPG cylinders, used/unused mattresses, wooden crates, etc., which 
caused the fire to break out in the basement area. The smoke spread throughout the 
building via AC ventilation ducts. All deaths on that day were due to asphyxiation and 
intoxication of the patients from gaseous effluents of the fire. The hospital building’s 
fire alarm and sprinkler systems were also not functional at the time of the fire. There 
was no way for the fire smoke to escape from the building as it didn’t have any 
open windows (since the building was centrally air-conditioned and had glass façade 
walls). The hospital staff tried to control the fire by themselves, but all their efforts 
were in vain and when the situation got out of hand, the staff fled the scene. The 
chronology of the accident can be seen in Fig. 1. At around 11:00 AM another alarm 
was raised regarding radiation leakage from the lower basement as it had several 
machines like cobalt therapy, MRI, etc. 

The fire department had to retort to rudimentary techniques (Fig. 2) to rescue the 
patients because of limited visibility inside the hospital building due to dense smoke 
accumulation. 

The mishap led to 89 on-spot deaths and 57 injuries. The families or next of kin of 
the deceased were compensated for their loss with money and employment assistance 
by both the state and central government.

Fire 
breaks 
out at 
2:00 
AM 

residents 
notice 

fire 
3:00 
AM 

Fire 
Station 

informed 
4:10 AM 

Fire 
Departm 

ent 
reached 
4.30 AM 

Victims 
moved 
11:00 
AM 

Fig. 1 Chronology of events in the fire accident [18] 

Fig. 2 Firefighters forced to use rudimentary methods because of limited visibility inside the 
building [18] 
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3 Methodology 

The details of the AMRI fire accident are gathered from the local newspapers and a 
few investigations that are reported [17, 18]. This data is incorporated in the simu-
lation for the realistic calculations of the whole mishap. To understand the model 
accuracy of the model, the simulated results are compared with the actual scenario. 
Number of people able to evacuate the building in the stipulated time, maximum frac-
tional effective dosage (FED), and visibility at different levels of the building are the 
quantities measured through the simulation. FED is a measure of airborne contami-
nants absorbed by an occupant. Hazards such as carbon monoxide and carbon dioxide 
are accumulated during the occupant’s movement through a burning building. Each 
occupant has a specific FED counter and as soon as the FED counter reaches unity, 
the occupant is considered to be incapacitated and can no longer move. The FED is 
computed numerically using the following relation: 

FED = (
FEDCO + FEDNOX + FEDirr

) × HVCO2 + FEDO2 (1) 

where the suffix indicates the FED contribution from the corresponding gas, FEDirr is 
the FED contribution by irritant smoke effluents, and HVCO2 is the hyperventilation 
factor. Each FED and HV coefficient in Eq. (1) are computed as given in the FDS + 
EVAC user’s guide [19]. 

Visibility can be defined as the extent up to which a person can see without any 
visual aid. Here, the visibility is measured in a smoke or obscurant filled environment 
because smoke particles interact with visible light because of which the opacity of the 
medium increases and hence visibility decreases. Visibility (V ) is computationally 
measured using the following equations: 

V = C 
K 

(2) 

K = KmρYs (3) 

where K is the extinction coefficient, Km is the mass specific extinction coefficient, 
which is fuel dependent, ρYs is the density of a smoke particulate and, C is a non-
dimensional constant which depends on the type of object being viewed through the 
smoke, i.e., C = 3 for a light reflecting sign and C = 8 for a light emitting sign. 
Visibility is computed at each stair entrance on all the levels. 

The image of then hospital building is processed to identify the dimensions and 
other required geometrical parameters. The inferred building dimensions are 16.6 × 
25 × 21m3. The numerical domain is simulated with a gird size of 89 × 134 × 110 
in each direction, respectively. The building consists of 7 floors in total (1 basement 
+ ground + 5 floors) with different rooms distributed all over as shown in Table 1. 
The simulation includes 2 stair widths, i.e., 1.0 and 1.4 m and their affect is studied 
through the simulation results.
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Table 1 Floor-wise distribution of different rooms 

Floor Facilities 

Basement CT scan, radiotherapy 

Ground Reception, MRI room, medical stores, main exit door 

1st floor Radiology, ultra sound, pantry, electric room 

2nd floor Female ward, deluxe suite 

3rd floor Utility ward, neurosurgeon station, general ward 

4th floor ICU, NITU 

5th floor Operation theatre, equipment and electric room 

Fig. 3 AMRI hospital design layout a real. b In FDS + EVAC virtual environment 

The building layout in real and virtual scenarios can be seen in Fig. 3. The actual 
blueprint of the building couldn’t be found. Therefore, based on the comparison, the 
dimensions of the building and individual rooms were defined. 

3.1 Evacuation Parameters 

FDS+ EVAC contains default properties for adults, women, children, and the elderly. 
Since we are simulating a hospital, we need to define the person (&PERS) properties 
of patients and persons with disabilities with as much accuracy as possible. 

For our work, only four pedestrian classes as given by Hostetter et al. [11], were 
considered as they encompass most of the mobility conditions of patients in a hospital. 
Velocity data provided by Peacock et al. [4] for high-story building evacuation was 
considered and applied to adults situated on higher floors. For patient velocity and 
exit familiarity, data given by Wei et al. [15] was considered. Pre-evacuation time data
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Table 2 Agent egress and evacuation parameters 

Category No. of 
occupants 

Velocity (m/s) Pre-evacuation 
time (s) 

Mean time 
(s) 

Standard 
deviation 

Adult1 99 0.97 ± 0.2 183 ± 112 183 15 

Adult2 48 0.44 ± 0.08 183 ± 112 232 15 

Patient1 88 0.32 ± 0.05 375 ± 50 375 20 

Patient2 46 0.51 ± 0.085 375 ± 50 375 20 

Patient3 9 0.22 ± 0.11 437 ± 62 435 20 

Patient4 26 0.015 ± 0.005 475 ± 25 435 20 

provided by Gwynne et al. [16] was considered. The different parameters associated 
with agent egress and evacuation are shown in Table 2. 

Normal distribution was used for assigning pre-evacuation time to the occupants 
because based on the alarm system of a building and common human behavior, most 
of the occupants will start evacuating in that time range based on a normal distribution 
of data. Velocity distribution was set as uniform distribution and values of velocities 
were taken based on Wei’s data [15]. The known door probabilities were 1.0 for 
adult groups and 0.5 for all patient groups. There was only a single exit door from 
the hospital and because it was centrally air-conditioned, there were no windows for 
ventilation in the whole building [17]. 

Here, Adult1 are predefined adult agents on lower floors of the building; Adult2 

are predefined adult agents on higher floors of the building with lesser speed; patient1 

are people with limited mobility using just one support (crutch) for walking; patient2 

are people with limited mobility using 2 supports (2 crutches) for walking; patient3 

are people who use a wheelchair; patient4 are bed-ridden people who cannot move 
at all without external help/support from other people. 

4 Results and Discussion 

As the fire started evolving, the smoke engulfed all through the building from the 
lower ground to the top floor within 180 s. The occupants of the building started 
evacuating as per the pre-evacuation time and distribution given as input in the code. 
The pre-evacuation time distribution was given as normal distribution and the lower 
and upper limit of the time is as mentioned in Table 2. 

From the above image, the spread of smoke throughout the building can be 
observed and it can be observed that visibility decreases at the stair entrance of 
lower floors first (Fig. 4).

The visibility drops significantly after 25–75 s in case of both stair widths, but 
it becomes zero for both the cases at approximately 100 s (Fig. 5). The visibility 
at the lower stair entrance starts dropping faster than that of the upper floors which 
happens because of the pattern of smoke development which can be observed from
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Fig. 4 Evolution of smoke inside the building

Fig. 4. It is also observed that stair width has a role to play in the rate of drop of 
visibility at the stair entrance. This is because larger stair width will lead to slower 
diffusion of smoke throughout the building as, in the current geometry, stairs are the 
only building feature responsible in its spread (Fig. 4).

The maximum FED value is the highest value of FED among all the agents present 
inside the building. In case of narrow stairs, the FED value increases faster than in 
the case of wider stair width which means that there is a faster spread of smoke in 
case of stairs of narrow width (Fig. 6).

Overall, 257 casualties in case of stair width of 1 m and 239 casualties in case of 
stair width of 1.4 m were observed. Therefore, the effect of stair width on evacuation 
can be seen clearly from the evacuation calculations (Fig. 7).

5 Conclusions 

The ability of the FDS + EVAC code is verified by numerically simulating the AMRI 
hospital fire accident that occurred in 2011. From this case study, it is concluded that 
the model is robust and is capable of designing various ventilations, doors, windows,
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Fig. 5 Visibility plot for 
different stair widths at 
different floors

Fig. 6 Maximum FED value 
among agents in a domain

stairs, and other building geometry along with the fire and smoke movement. The 
major findings from this case study are:

1. The number of agents not able to evacuate the building were 239 (when stair 
width = 1.4 m) and 257 (when stair width = 1 m) out of a total of 316 agents in 
case of FDS + EVAC simulation as compared to 146 incapacitations (89 deaths 
+ 57 injuries) in the actual mishap. 

2. The number of deaths computed by the model (257) are higher than the actual 
number of deaths (92) that happened on the day of the accident. 

3. In the real fire accident there were also injuries many occupants and they are 
captured in the model.
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Fig. 7 Evacuation plot for 
different stairs width

4. The higher number of evacuations in case of stair design of larger width is because 
overtaking and counter flow is possible in case of larger stair widths. 

5. The higher rate of drop of visibility and higher rate of rise of FED in case of 
narrow stairs width is due to faster and larger accumulation of smoke due to 
narrow stairs. 

6. The main reasons for the over calculation of the number of deaths are: 

a. insufficient fire and arson data from the accident (i.e., lack of HRR and soot 
yield values). 

b. exact Blueprint of the hospital building was unavailable 
c. patients’ data was unavailable, i.e., the type of disabilities that the patients 

are suffering from and their number and floor-wise distribution. All this data 
was either assumed or taken from literature. 

7. To the best of the knowledge of the authors, there is no/sparse literature available 
regarding the evacuation in Indian context: evacuee characteristics of the Indian 
crowd (occupant velocity and pre-evacuation time). 
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Influence of Double Fin Shape 
on Constrained Melting of PCM 
in a Spherical Capsule: A Numerical 
Study 

Akhalesh Sharma, Jaykumar Joshi, Vivek Saxena, and Santosh Kumar Sahu 

1 Introduction 

Thermal energy storage (TES) system stores energy in latent, chemical, or sensible 
forms of energy. TES increases the effectiveness of thermal systems that use inter-
mittent or variable-intensity energy sources. The high energy storage density linked 
to the change from the solid to liquid phase makes latent heat storage-based (LHTES) 
one of the most advantageous TES systems. A spherical capsule is frequently utilised 
in the LHTES system to store PCM due of its larger surface area per unit volume. The 
low thermal conductivity of the existing phase change materials (PCM) [1, 2] restricts 
the practical application of LHSU. The efficiency of (LHTES) can be improved by 
using fins. PCM melts in a SC either in constrained or unconstrained fashion. In 
the constrained melting [3], the unmelted PCM is held in its position by means of 
rod and cannot sink to the bottom whereas in unconstrained melting [4], solid PCM 
which is not melted because of its heavier weight than the liquid phase can sink to 
the bottom. 

2 Literature Review and Objective 

Various studies are being reported in the literature on the constrained melting of 
PCM in a SC with fins. Constrained PCM melting in a SC integrated with fins was 
studied experimentally and numerically by Fan et al. [5]. The authors reported that 
the induction of fin decreased the PCM melting time significantly which further 
decreases with the increment in fin insertion height. Meghari et al. [6] scrutinise the 
constrained melting of PCM in a spherical capsule integrated with solid and hollow
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fins and reported the melting time decreases for both solid and hollow fins compared 
to the case without fin. Sinaga et al. [7] showed the effect of double fin having different 
position and shapes on the melting characteristics of PCM in a rectangular shaped 
container. Fins in the shapes of triangles, rectangles, and trapezoids were examined, 
and it was found that the triangle fin at the bottom location has the best melting 
efficiency. Samakoush et al. [8] numerically examined the melting of PCM in a 
vertical rectangular enclosure integrated with fins of a combination of rectangular and 
triangular shapes and found that various fin parameters such as internal fin schematics 
and triangular fin height have a significant effect on melting. Wang et al. [9] proposed 
a novel L-shaped fin for melting enhancement in a vertical PCM enclosure. Based 
on the numerical analysis, he concluded that the “L”-shaped fins’ orientation and 
size had a major impact on the melting performance with upward L-shaped fins 
performing better than lower forms in terms of melting performance. 

The majority of the research on constrained melting of PCM in a SC with fins is, 
it appears from the literature, focused on the influence of fin insertion depth. To the 
best of author’s knowledge, no work is being reported on the effect of double on the 
melting of PCM in a SC. Thus, the current presents a numerical examination of the 
constrained melting of phase change material (n-octadecane) in a SC integrated with 
double fin is presented for various fin shapes while maintaining the area, base, and 
distance between the fins same for all. 

3 Physical Model 

The physical domain is a SC (tw) whose internal radius (R) and thickness (tw) are  
50 mm and 2 mm, respectively. Figure 1 displays a double fin with 3 mm base 
thickness integrated with a spherical capsule constructed of Plexiglas, the fins are 
made of aluminium, and the PCM is n-octadecane. The PCM is held in place by 
a rod at the centre of the SC to maintain constrained melting conditions. Table 1 
[5] lists the thermophysical characteristics of PCM (n-octadecane), aluminium, and 
Plexiglas.

Based on the shape of the fins, four different cases are being considered as shown 
in Fig. 1. For the comparison, SC without a fin is also studied. The area of each fin 
is kept constant as 50 mm2 for all the cases. The spherical capsule’s exterior wall is 
continuously heated to a temperature of Tw = 40 °C. Each fin’s (H) distance from 
the capsule’s centre is 6.25 mm.
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Fig. 1 Physical domain 

Table 1 Thermophysical properties of various materials [5] 

Properties N-octadecane (PCM) Plexiglass (capsule) Aluminium (fin) 

ρ 773 1200 2719 

Cp 2410 1470 871 

K 0.156 0.19 202.4 

μ 0.00352 – – 

A 0.000932 – – 

Tm 301.15 – – 

Lf 241.8 – –
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4 Numerical Investigation 

4.1 Governing Equations 

The computational domain is two-dimensional and axisymmetric. The study disre-
gards the distinction of density between the liquid and solid PCM owing to 
constrained melting conditions [3, 4] which prevents the sinking of solid in the 
numerical simulation. 

Change of density in the governing equations is taken into consideration using 
the Boussinesq approximation. Throughout the whole melting process, the phase 
interface is kept at melting temperature (Tm) and is regarded as sharp. The study 
also makes the assumption that various thermophysical parameters remain constant. 
Radiation-based heat transfer is not taken into account. The PCM system is originally 
maintained at a constant temperature27 °C. Laminar and Newtonian flow describe 
liquid PCM. The following are the governing equations for mass, momentum, and 
energy in spherical polar coordinates: 

Continuity Equation: 
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Energy Equation (PCM): 
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Energy Equation (shell and fin): 

ρCp 
∂ T 
∂t 

= K ∇2 (6) 

Total enthalpy is the sum of sensible (H = Cp) and latent heat (H). The relation 
between latent heat (H) and the liquid fraction (ϕ), is given as:

∆H = ϕL (7) 

The latent heat for solid phase is 0 and L for liquid and in the mushy zone it is 
between 0 and L, ϕ is the liquid fraction of PCM which is defined as: 

ϕ = 0 if  T < Tsolidus 

ϕ = 1 if  T > Tliquidus 

ϕ = T − Tsolidus 
Tliquidus − Tsolidus 

if Tsolidus < T < Tliquidus (8) 

The temperature at which melting begins is known as T solidus, whereas the PCM 
becomes fully liquid at a temperature called T liquidus. This single-domain enthalpy-
porosity formulation [3, 5] considers various phases as a porous medium. The equa-

tions for momentum include Darcy law damping terms
(
C(1−ϕ)2 

ρϕ3 Vi , i = r and θ
)

which will cause the velocity to arrest in solid phase. The value of C was set to 105 kg/ 
m3s. The mushy zone constant is a measure of the damping amplitude of velocity. 
The results may oscillate if the mushy zone constant is set to a very high value. 
Commercial CFD code ANSYS Fluent [10] is used to conduct simulations. Second-
order implicit time integration was used for time discretization. The PISO scheme 
is used for coupling velocity and pressure, and second order upwind scheme is used 
to discretize the velocity and temperature terms in the governing equations. Itera-
tive solution for velocity, pressure, energy, and liquid fraction uses under-relaxation 
values of 0.3, 0.3, 0.9, and 0.95, respectively, while the convergence conditions for



488 A. Sharma et al.

Fig. 2 Grid independence 
study 

the continuity/momentum and energy equations were set to 10–6 and 10–6, respec-
tively. To satisfy this convergence criteria of 10–6, 750 iterations per time step were 
chosen (Fig. 2). 

4.2 Grid and Time Independence Study 

Grid independence and time independence is being carried out considering PCM’s 
overall melting time as a benchmark for comparison. Both quadrilateral and triangular 
cells are created in the meshed domain. Simulations with 12,243, 49,167 cells were 
performed to test the solution’s mesh dependency. Figure 3 depicts how liquid fraction 
changed over time for these cells. There is no significant change in melting time 
between the two cases. We see no noticeable change in melting time when we increase 
the number of cells further. However, the overall computational time has increased 
noticeably. Based on this, 49,167 cells were considered in the computational domain. 
For the time independence study (Fig. 3, the time step sizes of 0.15, 0.25 and 0.5 s 
were used. Thus 49,167 cells and 0.25 s time step size is chosen, which provides the 
best compromise between resolution and CPU time.

4.3 Validation 

To validate the computational model, the current numerical liquid fraction outcomes 
are compared with the experimental findings of Fan et al. [5]. 

The experimental setup is a SC integrated with fin whose internal radius and 
thickness are 50 mm and 2 mm, respectively. n-octadecane is used as the PCM.
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Fig. 3 Time independence 
study

Melting conditions are constrained. Fin has a thickness of 2 mm with insertion into 
the SC of 37.5 mm. The exterior wall of the SC is continuously heated to 27 °C. In 
Fig. 4, the current investigation’s melt fraction is compared to the findings of Fan 
et al. [5]. Figure shows that the percentage variance in estimating the entire melting 
time is 8.76%, which is in satisfactory accord with the results of the experiments. 

Fig. 4 Comparison of liquid 
fraction between current 
model and experimental 
findings of Fan et al. [5]
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5 Results and Discussion 

Here, we discussed the comparison of PCM melting in spherical capsules with 
and without fins. The fin’s presence in the SC speeds up melting by creating a 
localised heating above and below the surface of fin. Such arrangements increase 
the phenomenon of conduction due to the increase in area as well as local natural 
convection in the vicinity of fin. The time when PCM melts completely is 116 and 
175 min for finned and unfinned SC, respectively as depicted in Fig. 5. With the 
insertion of double fin to spherical capsule, it is observed that total melting time is 
decreased by 33.71%. PCM in the upper half portion of the SC melts at a faster rate 
than in the lower half portion for both finned and unfinned cases. Since the amount 
of latent heat stored is directly proportional to the liquid fraction. Thus, SC with fin 
can absorb the same of energy in a lesser period of time compared to the case of SC 
without fin. Also, latent heat stored by PCM in the upper half of the SC is higher 
than the energy stored at lower portion at any instant of time. Without fin temperature 
gradient persists at the lower portion of SC for a large interval of time, while the 
temperature decreases much earlier when the fin is integrated with SC due to which 
finned SC has better melting performance. 

Figures 6 and 7 exhibit the melt fraction variation and average velocity magnitude 
variation with time for various fin shapes located at the centre. We see that for fin 
shapes other than triangular the melt fraction is nearly the same upto 10 min. Thus, 
during this time, we can say that the fin shape shows no effect on melting performance. 
After this the melt fraction for rectangular case also becomes distinct. Melt fraction 
variation with time remains similar for trapezoidal converging and stepped fin upto 
the completion of melting. Average velocity of molten PCM is an indicator of the 
magnitude of convection. It is noteworthy, that for large time interval triangular fin 
has the highest values of average velocity compared to other cases which is why it 
outperforms in terms of overall melting performance. While the rectangular case has

Fig. 5 Comparison of liquid 
fraction between finned and 
unfinned spherical capsule 
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the least average velocity than all other cases from 30 to 50 min due to which it has 
worst melting performance. Followed by triangular fin trapezoidal converging and 
stepped fin case has the best melting performance overall. For all the cases average 
velocity rises to a maximum and falls which indicates conduction, strong convection 
and weak convection heat transfer regimes during the melting of PCM. The melting 
time for rectangular, trapezoidal converging, stepped fin, and triangular fin cases are 
116, 107, 107, and 95 min, respectively (Fig. 8). 

Overall fin effectiveness, which is a comparative measurement of the system’s 
increased thermal performance over that of the unfinned system for an LHTES, is a 
system’s performance to be considered. It is defined as:

Fig. 6 Comparison of melt 
fraction variation with time 
for various shapes of fins 
located at centre 

Fig. 7 Comparison of 
average velocity variation 
with time for various shapes 
of fins located at centre
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Fig. 8 Fin effectiveness for 
all considered cases

E = 
Q

''
f S f 

Q
''
n f  Sn f  

where Q
''
f , S f and Q

''
n f  , Sn f  represents the heat transfer flux and surface area for 

finned and unfinned spherical capsules respectively and their product in the angle 
brackets is their time-averaged value upto the completion of melting. 

Here the fin effectiveness is maximum for triangular case (1.77) which is attributed 
to the fact that it is having highest surface area which increases the local convec-
tion effects and thus increasing the rate of heat transferred to the PCM while it is 
minimum for rectangular fin case (1.43). Fin effectiveness for trapezoidal converging 
and stepped fin is nearly (1.55 and 1.51) same as both of them are having similar 
surface area and similar velocity magnitude variation with time and consequently 
same rate of convective heat transfer. 

6 Conclusions 

Constrained melting of PCM in a sphere integrated with a double fin of various 
shapes is being studied numerically. The current computational model was tested 
for conformity with the outcomes of earlier experimental results. According to the 
results, the integration of a fin reduces PCM melting time by 33% when compared 
to the no fin case. Among the various shapes of fin considered, the triangular case 
has the best melting performance (least melting time). Both trapezoidal converging 
and stepped fins achieve the second-best melting performance because they have 
similar surface area and velocity magnitude variation with time, and thus the same 
rate of convective heat transfer. In the present study changing the shape of the fin 
from straight has not affected the melting time significantly.
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Nomenclature 

Cp Specific heat capacity (J/kg-K) 
H Fin insertion depth (mm) 
PCM Phase change material 
S/V Surface area/volume ratio (1/mm) 
k Thermal conductivity (W/mK) 
Lf Latent heat of fusion (kJ/kg) 
R Internal radius (mm) 
Tm Melting temperature (K) 
tw Wall thickness (mm) 
Vr Radial velocity (m/s0 
Vθ Polar velocity (m/s) 
SC Spherical capsule 
C Mushy zone constant (kg/m3s) 

Greek symbols 

ρ Density (kg/m3) 
α Thermal expansion coefficient (1/K) 
λ Liquid volume fraction 
μ Dynamic viscosity (kg/m-s) 
ϑ Kinematic viscosity (m2/s) 
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Effect of Shear Intensity on the Wake 
Characteristics of a Sphere 

Abhishek Kumar, Shaligram Tiwari, and S. P. Das 

1 Introduction 

Flow past an isolated sphere has been the research of interest due to its vast engi-
neering applications, such as transport phenomenon, internal combustion engines, 
games (football, cricket and golf), and multiphase flow. Due to the three-dimensional 
shape of the sphere, flow past it results in a complex wake structure even at the low 
Reynolds number. It has been known from past experimental and numerical studies 
that the flow behaviour in the wake of the sphere drastically depends on the various 
physical parameters. Non-uniform flow past sphere has many practical applications 
like solid particles flow in the pneumatic pipe, air bubble behaviour near the wall 
and snow particles motion near the ground. Particles’ motion in such applications 
depends on the wake oscillation frequency and the dynamic forces (drag and lift). 
So, it is essential to know whether the intensity of non-uniform flow affects the wake 
frequency and the dynamic forces acting on the particles. 

2 Literature Review and Objective 

Flow past sphere has been investigated both numerically and experimentally by 
various researchers. Taneda [1] used the flow visualization technique to study the 
flow past sphere by varying the Re between 5 and 300. He found that the Reynolds 
number at which flow separation occurs is nearly equal to 24. The size of the vortex 
ring formed behind the sphere was found to be directly proportional to the logarithm 
of Re. He also observed faint oscillation of a large time period in the wake at Re = 
130. Achenbach [2–4] measured the drag force and the vortex shedding frequency in
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the wake of the sphere at a high Reynolds number. He also determined the effect of 
surface roughness and the blockage ratio on the Strouhal number and the dynamic 
forces. Low and high modes of Strouhal number in the sphere wake were observed by 
Sokomoto and Haniu [5, 6] at a  Re higher than 800. The low mode is associated with 
the vortex shedding frequency, and the high mode indicates the small-scale instability 
of the Kelvin Helmholtz type. Further, they experimentally examined the effect of 
non-uniform flow on wake oscillations. Kim and Durbin [7] determined the effect 
of acoustic excitation on the vortex shedding frequency and the drag force. Pao and 
Kao [8], Maxworthy [9], and Nakamura [10] also performed several experimental 
studies. An extensive numerical study on the flow past sphere at low and moderate 
values of Re has been carried out by Johnson and Patel [11] and Tomboulides and 
Orszag [12]. They reported that flow undergoes various transitions with change in 
the Re. Flow remains steady and axisymmetric up to Re = 210. In the range of 
Re between 210 and 270, flow becomes non-axis symmetric, and a double thread 
wake structure characterizes the flow. At Re = 280, the flow becomes completely 
unsteady, and the hairpin-shaped vortices continuously shed from the sphere at a 
constant frequency. Some authors [13–15] also examined the effect of particle sizes 
and the spacing between them at various Re values. They reported that the particle size 
and spacing between them greatly influence the wake and the dynamic characteristic 
of the particles. 

Most of the studies in the past focused on the uniform flow past a sphere, and 
only a few experimental and numerical studies have been reported in the literature 
for a uniform shear flow past a sphere. In the present work, a numerical study on 
a uniform shear flow past sphere has been carried out using Open Source Field 
Operation and Manipulation (OpenFOAM). Effect of shear intensity (K) on wake  
structures is identified with the help of Iso-Q surfaces. Unsteady characteristics of 
the wake have been examined qualitatively by plotting the Hilbert spectrum of a 
transverse velocity signal. Variation of Strouhal number with K is determined with 
the help of the Marginal Hilbert spectrum of the transverse velocity signal at a point 
in the wake. 

3 Problem Formulation 

All the numerical simulations are performed by considering the domain, as shown 
in Fig. 1. Sphere of diameter (D) is positioned at a distance Lu = 6D from the inlet. 
Here L1 = 20D is the size of the domain in the direction of the flow. L2 = 16D 
and L3 = 16D are the domain sizes in a direction transverse to the flow direction. A 
fixed Reynolds number Re = 300 has been chosen for all the computations, which 
is defined based on the centre line velocity

(
Uc = U1+U2 

2

)
and the diameter of the 

sphere. Here U1 and U2 are the velocities at the bottom and top lateral surfaces. 
Uniform shear flow is specified at the inlet with the help of GroovyBC utility linked 
with the Swak4Foam. Shear constant K = GUc/D is varied from 0 to 0.125, where 
G is the gradient of velocity at the inlet.
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Fig. 1 Schematic of the 
computational domain 

4 Governing Equations and Boundary Conditions 

4.1 Governing Equations 

Three-dimensional viscous, laminar, unsteady, and incompressible fluid flow is 
considered in the present study, governed by the three-dimensional continuity and 
Navier stoke equations. Centerline velocity Uc and the diameter of the sphere are 
chosen as the velocity scale and length scale to non-dimensionalize the governing 
equations. Non-dimensional mass and momentum equations are expressed below in 
the index notation. 

∂Ui 

∂ Xi 
= 0 (1)  

∂Ui 

∂t 
+ U j ∂Ui 

∂ X j 
= −  ∂ P 

∂ Xi 
+ 1 

Re

(
∂2Ui 

∂ X j ∂ X j

)
(2) 

where Ui is the component of non-dimensional velocity along X1, X2, and X3 

coordinate directions. P is the non-dimensional pressure. 

4.2 Boundary Conditions 

Governing equations have been solved by employing suitable boundary conditions 
on the various surfaces of the computational domain. 

Inlet 

A linear velocity profile is employed at the inlet with the help of GroovyBC linked 
with Swak4Foam. For pressure, zero gradient is specified.
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U = Uc + Gy (3) 

Outlet 

Zero gradient is used for the velocity, and Dirichlet boundary condition P = 0 is  
specified for pressure. 

Sphere 

No-slip and impermeable boundary conditions for the velocity and zero gradient for 
the pressure. 

Side and lateral surfaces 

Fluid is allowed to slip on all these surfaces, and zero gradient is set for the pressure. 

5 Numerical Technique and Grid Independent Study 

5.1 Numerical Technique 

Three-dimensional continuity and Navier-Stoke equations are solved by using a 
finite volume approach software Open Source Field Operation and Manipulation 
(OpenFOAM). Gaussian finite volume integration method is used to discretize the 
various terms of the governing equations. Unsteady terms are discretized using a first-
order Euler implicit scheme. Gauss linear and Gauss cubic schemes are employed to 
discretize the gradient and the divergence terms of the governing equation, respec-
tively. Laplacian terms of the governing equations have been discretized using Gauss 
linear corrected scheme. Pressure Implicit and Splitting Operator algorithm-based 
solver IcoFoam has been used to resolve the coupling between pressure and velocity. 
Convergence criteria are set to be 10–6 for both velocity and pressure. 

5.2 Grid Independence Study 

ANSYS ICEM CFD 18.1 is used to generate the three-dimensional hexahedral grid 
in the whole computational domain. O-grid with high grid resolution near the surface 
has been created around the sphere to resolve the large gradients near the wall, as 
shown in Fig. 2. Grid independence study has been performed by computing uniform 
shear flow past a sphere at Re = 300 and K = 0.05. Four different grids are chosen 
by changing the number of grids in radial and on the sphere’s surface. In addition, 
the first cell height (∆r ) varied from 0.02 to 0.005. Variation of Cdavg and St with 
a change in the number of grids, and the first node height is depicted in Table 1. It  
can be noted that as the number of grids varied from G1-G4 and the first cell height
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Fig. 2 Distribution of the 
grid near sphere surface 

Table 1 Grid independence study 

Grid (G) Total number of grids (N) ∆r Cdavg St 

G1 293,132 0.020 0.698 0.154 

G2 818,539 0.012 0.681 0.145 

G3 1,272,433 0.009 0.670 0.143 

G4 1,610,008 0.005 0.669 0.142 

decreased from 0.02 to 0.005, the variation in CdavgandSt becomes relatively very 
small, which ensures the reliability of the numerical method and the grid considered 
for the present study. All simulations are performed by considering the boldly marked 
grid. 

6 Results and Discussion 

6.1 Validation 

Numerical validation is an essential part of the numerical study to confirm the accu-
racy of the numerical technique and the grids to capture the flow physics precisely. 
Validation is performed by computing uniform flow past an isolated sphere at various 
Reynolds numbers, and the results are compared with those reported in the litera-
ture. Figure 3. shows the variation of mean drag coefficient with Re. Variation of 
drag coefficient obtained from the present study indicates a good agreement with 
that reported by Johnson and Patel [11] and Roos and Willmarth [16].
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Fig. 3 Variation of mean 
drag coefficient with Re 

6.2 Wake Structure 

The effect of shear intensity (K) on the three-dimensional flow structures is identified 
qualitatively with the help of the Q-criteria proposed by Jeong and Hussain [17]. Q-
criteria define a vortex in terms of the eigenvalues of S2 + Ω2, here S and Ω are the 
strain and rotation rate tensors, respectively. 

Wake structures for different values of K and Re = 300 are shown in Fig. 4. For  
each value of the K, flow is unsteady and non-axis symmetric, and the hairpin-shaped 
vortices are shed from the sphere. The strength of hairpin-shaped vortices increases 
as the value of K varies from 0 to 0.125, as shown in Fig. 4a. Flow maintains a plane 
of symmetry corresponding to each value of K. For non-zero values of K, symmetry 
plane coincides with the X–Y plane because of the entrainment of more vorticity on 
the high-velocity side of the sphere, due to which vortices are always shed from the 
top of the sphere. On the other hand, in the case of K = 0, plane of symmetry is 
different from that of the X–Y plane, as depicted in Fig. 4b. Sokomota and Haniu 
[5] also experimentally observed that the vortices are shed from the high-velocity 
side of the sphere for all non-zero values of K. Furthermore, the size of the induced 
vortices becomes smaller and smaller as the value of the K changes from 0 to 0.125 
and almost vanishes for K = 0.125, as can be observed from Fig. 4b.

6.3 Temporal Wake Characteristics 

Unsteady behaviour of the wake is examined by taking a transverse velocity signal at 
a point in the wake at X = 3.5 and Y = 0.5 for various values of the K, as presented 
in Fig. 5. All the signals have been taken for the last 10 s physical time to avoid the 
presence of initial transients. Amplitude of the signals increases as the value of K 
varies from 0 to 0.075 and then decreases for K = 0.1. Signals amplitude increases 
due to increased velocity at the top of the sphere as the value of K changes. Amplitude 
of signals is maximum for K = 0.125 and minimum for K = 0. A sudden reduction
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Fig. 4 Wake structures for different values of K and Re = 300. a Isometric and b Z–X plane
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Fig. 5 Transverse velocity component time signal at X = 3.5 and Y = 0.5 in the wake for different 
values of K 

in signal amplitude for K = 0.1 indicate the weaker unsteady wake. The waveform 
of the signals corresponding to each value of K does not significantly deviate from 
that of pure harmonics (sine or cosine). This indicates that the shear intensity (K) 
does not affect the non-linearity associated with the wake. 

6.3.1 Hilbert Spectrum 

Fourier transform is a very powerful time signal analysis method which expresses 
a time signal in terms of the linear combination of sine and cosine functions of 
constant frequency and amplitude. Fourier analysis provides actual physical infor-
mation only if the time signals are linear and stationary. In the case of non-linear and 
non-stationary signals, Fourier analysis adds the spurious component of frequency 
to simulate the signal in the time domain, which results in wide energy frequency 
distribution in Fourier spectra. In contrast to the Fourier analysis, Hilbert Huang 
transform breaks a signal into some basic functions named intrinsic mode functions 
(IMFs), which are directly obtained from the original time signals by an algorithm 
EMD proposed by Huang et al. [18] (empirical mode decomposition). As the IMFs 
are obtained from the actual time data, they are adaptive to the local variation of 
frequency and amplitude in the time signal, as a result of which Hilbert Huang trans-
form provides actual physical information in the case of non-linear and non-stationary 
data. 

Hilbert spectrum is plotted for a transverse velocity signal at a point in the wake 
corresponding to each value of K. Frequency is plotted on the Y-axis and the time on 
the X-axis, as shown in Fig. 6. Colour contours represent the energy carried by each 
frequency component present in the wake, where blue and red colours indicate the 
minimum and the maximum energy, respectively. Waveforms in the Hilbert spectrum 
exhibit the variation of instantaneous frequency with time. Hilbert spectrum shows 
a straight horizontal line over time for a monocomponent IMF. Any deviation of the 
time signal from the sine or cosine function results in a frequency band in the Hilbert 
spectrum, which indicates the non-linear interaction between the wake structures.
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Distinct frequency bands in the Hilbert spectrum represent the presence of intrawave 
frequency modulation, which indicate the strong periodic oscillations in the wake. 
Intermixing of frequency bands corresponding to each IMF represents the interwave 
frequency modulation which is a strong sign of aperiodic wake oscillations. Both 
intrawave and interwave frequency modulations reveal the strength of non-linearity 
associated with the wake.

Two frequency bands are observed for all values of K except K = 0.1, as depicted 
in Fig. 6. The lower frequency band associated with the vortex shedding frequency 
and higher frequency bands may correspond to variation in the vortices’ strength as 
they move in the downstream direction. Distinct frequency bands for K = 0.025, 
0.050, and 0.1 indicate the presence of intrawave frequency modulation, revealing 
the strong periodic oscillations and the non-linear interactions in the wake. Interwave 
frequency modulation for K = 0, 0.075, and 0.125 shows the non-linear interaction 
between the wake structures. However, the flow is still periodic for these values of K 
as reveals by the periodic waveform of the frequency bands. The bandwidth of the 
lower frequency band changes to a small extent with an increase in the value of K, 
which indicate that the variation of K does not much affect the non-linear interactions 
associated with wake. This is also confirmed by the pure harmonics type waveforms 
of the signals for all values of K, as depicted in Fig. 5. 

6.3.2 Marginal Spectrum 

The Marginal Hilbert spectra is similar to the Fourier spectra, which is obtained by 
integrating the Hilbert spectrum over the whole time span. Hilbert spectra provide 
information about how energy is distributed in the frequency domain. 

Figure 7 shows the marginal spectra of a transverse velocity signal at a point in the 
wake for different values of K. Existence of distinct frequency peaks for all the values 
of K indicates the strong periodic oscillations in the wake. Very low-frequency peaks 
for K = 0.075 and 0.1 represent the energy carried by the mean flow. Two distinct 
dominant peaks for non-zero values of K show the lower and the higher limits of 
the frequency modulation amplitude. Presence of a single dominant frequency for 
K = 0 specifies the least intrawave frequency modulation, which indicates the weak 
non-linear interactions in the wake. It is interesting to note that as the value of K 
varies from 0 to 0.125, the Strouhal number (St = f d/Uc) increases from 0.1336 
to 0.1528. Strouhal number increases due to the convection of more vorticity from 
the high-velocity side of the sphere relative to the low-velocity side.

7 Conclusions 

In the present study, non-uniform flow past a sphere has been investigated numeri-
cally using Open Source Field Operation and Manipulation (OpenFOAM). A fixed 
Reynolds number equal to Re= 300 is considered in the present study. Shear intensity
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Fig. 6 Hilbert spectrum of a 
transverse velocity signal at 
a point in wake for different 
values of K
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Fig. 7 Marginal spectrum of 
a transverse velocity signal 
at a point in the wake for 
different values of K

(K) takes the values between 0 and 0.125. Shear intensity is varied in such a way that 
the Reynolds number remains the same for all the computations. A linear velocity 
profile is employed at the inlet with the help of the GroovyBC utility linked with the 
Swak4Foam. The present study concludes that the flow past the sphere maintains a 
plane of symmetry corresponding to each value of K. Plane of symmetry coincides 
with the X–Y plane for non-zero values of K due to the convection of more vorticity 
on the high-velocity side of the sphere. For each non-zero value of K, hairpin-shaped 
vortices are constantly shed from the top of the sphere. The extent of non-linear inter-
action between the vortical structures has been analysed with the Hilbert spectrum 
of transverse velocity signal. Furthermore, the strength of hairpin-shaped vortices 
and their shedding frequency increase as the value of K varies from 0 to 0.125. 

Acknowledgements Authors acknowledge the support of the High-Performance Computing 
facility at the Indian Institute of Technology Madras, Chennai, India. All the computations have 
been performed using “AQUA Super Cluster”. 

Nomenclature 

Cdmean Mean drag coefficient 
K Shear intensity 
M( f ) Marginal spectrum 
Re Reynolds number 
St Strouhal number 
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CFD Modeling of Hydrodynamic Jet 
Breakup of Molten Nuclear Fuel 
in the Coolant 

Ajay Rawat, A. Jasmin Sudha, V. Subramanian, and B. Venkatraman 

1 Introduction 

Although the hypothetical core disruptive accident in a Sodium Cooled Fast Reactor 
(SFR) is very rare [1], their implication on the reactor is considered during the design 
stage of a reactor. It is assumed that after the severe accident, the whole core could 
be in a partial or complete meltdown condition, which can breach the grid plate and 
threaten the main vessel’s structural integrity due to its high temperatures. An in-
vessel core catcher is placed at the bottom of the main vessel to avoid such instances. 
A gap of 2–3 m is provided between the grid plate and the core catcher so that 
the molten core jet does not fall upon the core catcher as a coherent jet, but it is 
sufficiently broken, fragmented, and dispersed before reaching the core catcher thus 
avoiding intense thermal load on the core catcher. Therefore, while doing an SFR 
safety assessment, the jet breakup length is an important parameter to be studied and 
analyzed. 

Many researchers have recently performed jet breakup experiments with sodium 
as a coolant [2–5]. However, due to the opacity of the liquid sodium, the detailed jet 
fragmentation and breakup behavior could not be captured in these experiments. To 
overcome this difficulty, experiments have been performed with water as a coolant 
and metals or metal oxides as a simulant for molten core [6–9]. Although these exper-
iments successfully captured the detailed morphology of jet fragmentation behavior 
and parameters like breakup length using a high-speed camera, the results of these 
experiments could not be directly extrapolated to the fuel/sodium system. These 
difficulties are circumvented by conducting numerical simulations of jet breakup 
behavior in sodium. The jet breakup is governed by the surface tension, inertial and
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gravitational forces, and fluid instabilities like Kelvin–Helmholtz (KH), Rayleigh– 
Taylor (RT), and Rayleigh-Plateau (RP). The modeling of the jet breakup is mainly 
carried out using mesh-based and particle approaches. In the former case, Volume-of-
Fluid (VoF) [10] and Level-Set (LS) [11] methods are used, and in the latter approach, 
Smooth Particle Hydrodynamics (SPH) [12] and Moving Particle Semi-implicit [13] 
schemes are favorably used by the reactor safety community. In addition to these 
two schemes, hybrid schemes like Lattice-Boltzmann Method (LBM) have found 
traction in the fast reactor safety community [14–16]. 

In the present study, the breakup of a molten fuel jet in a pool of liquid sodium is 
studied, the diameter of the jet (D) is varied from 1 to 25 mm, and the inlet velocity 
of the jet is fixed at 5 m/s. Following Saito et al. who has identified the boundary of 
the different regimes of jet fragmentation for a liquid–liquid system [17]. The cases 
considered in the present simulations primarily lie in the Atomization regime except 
for the case with 1 mm diameter, which is in a sinuous regime. The primary aim 
of the present study is to determine the jet breakup length due to the hydrodynamic 
instabilities for an isothermal condition. 

2 Numerical Methods and Simulation Techniques 

The numerical simulations were carried out using VoF scheme, which is available in 
the Ansys Fluent’s multi-phase module. The VoF method in Tansy’s Fluent solves 
the Navier Stokes equations for two immiscible fluids, where the participating fluids 
share a single set of momentum and conservation equations. The interface between 
the fluids is evaluated by keeping track of each phase’s volume fraction in the 
computational cell. 

2.1 Governing Equations 

For an incompressible fluid with a constant density, the continuity equation is: 

∇ ·  u = 0 (1)  

The momentum equation follows from the conservation of momentum, and it is 
defined as follows: 

∂ 
∂t 

(ρu) + ∇(ρu ⊗ u) = −∇  p + ∇[
μ

(∇u + ∇uT
)] + ρ g + Fs (2) 

Here, 

u the velocity of the fluid 
g acceleration due to gravity
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p pressure 
μ dynamic viscosity 
Fs surface tension force 

The VoF model is helpful in predicting the jet fragmentation behavior and tran-
sient tracking of interface between the two fluids. The density and viscosity in a 
computational cell are defined as follows: 

ρ = αρ1 + (1 − α)ρ2 (3) 

μ = αμ1 + (1 − α)ρ2 (4) 

Here, 

ρ1, μ1 density and viscosity of phase 1 
ρ2, μ2 density and viscosity of phase 2 
α volume fraction of phase 1 
1 − α volume fraction of phase 2 

The interfacial surface tension between the two fluids is modeled as continuum 
surface force (CSF) as proposed by Brackbill [18], and is evaluated using the 
following expression: 

Fs = σκ∇α (5) 

Here, σ is the interfacial surface tension constant, and κ is the curvature and is given 
in Eq. (6): 

κ = −∇  ·  ̂n (6) 

where n̂ is the unit vector normal to the interface. 
Apart from the continuity and momentum equations an additional convection 

equation for volume phase fraction is solved for one phase, which will allow us to 
track the location of the interface between the two phases: 

∂α 
∂t 

+ ∇  ·  (αu) = 0 (7)  

2.2 Boundary Conditions and Simulation Techniques 

In the present study 2D geometry is chosen. Through a circular inlet of diameter (D) 
a liquid Mixed-Oxide (MOX) fuel is allowed to fall into a column of liquid sodium 
of width and height as 21 D and 50 D, respectively, the width and height is set in
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Fig. 1 Schematic diagram 
of the computational domain 
with boundary conditions 

order to minimize the wall effect, see Fig. 1. The upper boundary of the tank is 
set as outlet, whereas the sides and bottom as no slip wall boundary condition. The 
jet breakup is a computationally challenging problem, because the range of scale 
we have to resolve ranges from tiny droplets to the nozzle diameter in mm range. 
To some extent this issue is circumvented by using the Adaptive Mesh Refinement 
(AMR) technique, which preferentially makes the fine cells in the region of interest, 
however the total number of cell counts can increase significantly. The quad mapped 
mesh was used in the simulations for a typical case with 10 mm of jet diameter and 
mesh width of 1 mm, and three level of mesh refinement one start with mesh count 
of ~ 1 lakh and at the jet breakup the total mesh count increased to ~ 4 lakh. AMR 
technique is utilized with up to three levels of refinement. This technique as seen in 
Fig. 1, shows that refinement is performed only on the jet surface. Thus, it avoids 
the usage of fine mesh throughout the whole domain and saves computational time. 
The stability of the numerical solution is achieved by constraining the interfacial 
Courant number below 0.25 and the global Courant number below 2. Semi-Implicit 
Method for Pressure Linked Equations-Consistent (SIMPLEC) scheme is employed 
for pressure–velocity coupling. 

2.3 Simulation Condition 

The hydrodynamic fragmentation of a liquid jet is mainly governed by the dimen-
sionless numbers: density ratio γ = ρj/ρc, viscosity ratio η = μj/μc, for the present
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Table 1 Properties of MOX fuel and liquid sodium [17] 

Material Surface tension (N/m) Density (kg/m3) Viscosity (Pa s) 

MOX fuel 0.465 8663 0.004 

Liquid sodium 856 0.00028 

Table 2 Properties of MOX 
fuel and liquid sodium Diameter (mm) Re Wea Fr 

1 1.08 × 104 46 2548 

5 5.41 × 104 230 510 

10 1.08 × 105 460 255 

15 1.62 × 105 690 170 

20 2.17 × 105 920 127 

25 2.71 × 105 1151 102 

cases, γ = 10.1 and η = 14.3. Reynolds number Re, Ambient Weber number Wea, 
and Froude number Fr [19]: 

Re = ρjVj D/μj, Wea = ρcV 
2 
j D/σ, Fr = V 2 j /gD (8) 

The physical properties of the materials used in the simulations are listed in 
Table 1, and the relevant dimensionless numbers are given in Table 2. 

2.4 Grid Independence 

A grid independence study has been carried out to determine the optimal grid size 
for simulating the melt jet breakup in a quiescent liquid sodium pool. The initial 
injection diameter of 10 mm (D) with an injection velocity of 5 m/s is considered for 
the study. The grid independence for the present system is carried out by simulating 
cases with three different mesh widths of D/5 (coarse), D/10 (medium), and D/20 
(fine). The results of the study for various grid sizes are compared in Fig. 2. The  
jet morphology and the penetration depth are same for medium and fine mesh, see 
Fig. 2. Hence, domain with grid size of D/10 or medium mesh is chosen for the 
present study striking a balance between grid independence and computational cost.
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D = 10 mm and t = 12 ms 

Coarse Mesh Medium Mesh Fine Mesh 

Fig. 2 Grid independence study 

3 Results and Discussion 

Figure 3 shows a molten fuel’s phase-field map; the jet has a diameter D (= 10 mm) 
and a prescribed inlet velocity Vj (= 5 m/s). The appearance of an inverted mushroom-
like structure at the leading edge is due to the RT instability, and from the leading 
edge of the mushroom we could see the formation of the ligament-like structures 
which breaks into fine droplets. Furthermore, as we travel downstream along the jet, 
surface instabilities appear on the lateral surface of the jet due to KH instabilities, 
mainly driven by the existing velocity difference between jet and liquid sodium. 
The velocity vectors superimposed over the jet shows that in the vicinity of the jet 
interface the coolant velocity increases in downward direction, as seen in Fig. 4, this  
increases the amplitude of the surface instabilities resulting in the formation of even 
more ligament-like structures from the sides of the jet. At higher velocities there is 
continuous striping of these ligaments from the jet interface, causing the jet to be 
surrounded by a cloud of fragmented droplets and eventually leading to its breakup.

The formation of the eddies near the leading edge of the jet also participates in its 
deformation, and because of increased coolant velocities it stretches the leading edge 
making it vulnerable to jet breakup. The jet breakup length is defined as distance 
between the points; where the jet enters the coolant and the point where the part of 
the lower portion of jet detaches from the main jet. 

Figure 5 shows the time evolution of molten jet with different diameters. In the 
initial stages we could see the appearance of the mushroom-like head shape, and 
toward the later stages of the jet penetration it becomes asymmetric, and one could 
see the development of the droplets emerging from the jet sides. The location where 
the jet breaks is decided by the interplay between the continuous stripping from 
the jet sides and subsequent thinning of jet because of the KH instability, and the 
breakup near to the mushroom head due to the RT instability. As seen in Fig. 5, the
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Fig. 3 Formation of ligaments and droplets due to the instabilities like KH and RT 

Fig. 4 Velocity field superimposed over a corium jet profile

jet with a diameter of 5 and 15 mm breaks close to the mushroom head, whereas for 
the other cases, it breaks somewhere in the middle. At present, we could not predict 
this seemingly random location of the jet breakup with greater certainty, and it is 
something which authors believe needs further investigation.
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10 ms 21 ms 32 ms 43 ms 53 ms 

D = 5 mm 

17 ms 34 ms 51 ms 68 ms 89 ms 

D = 10 mm 

30 ms 60 ms 91 ms 121 ms 147 ms 

D = 15 mm 

Fig. 5 Snapshots of jet penetration for different initial diameters of the jet



CFD Modeling of Hydrodynamic Jet Breakup of Molten Nuclear Fuel … 515

31 ms 62 ms 93 ms 125 ms 159 ms 

D = 20 mm 

39 ms 78 ms 117 ms 156 ms 187 ms 

D = 25 mm 

Fig. 5 (continued) 

In the fast reactor community, the jet breakup length is also widely estimated using 
a correlation given by Epstein et al. [20]. The Epstein’s correlation for dimensionless 
jet breakup length is defined as: 

Lbrk 

D 
= 

1 

2E0

(
ρj 

ρc

)0.5 

Here, E0 is the entrainment coefficient and its value ranges from 0.05 to 0.1. ρj and ρc 

are the mass densities of molten jet and coolant, respectively, the results are summa-
rized in Fig. 6. It is found that the Lbrk/Dj for MOX-sodium system lies between 
Epstein’s upper and lower bound for the chosen diameters and jet velocity.
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Fig. 6 Comparison of 
simulated jet breakup length 
with Epstein’s correlation 
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4 Conclusions 

The molten fuel jet breakup and fragmentation analysis used a commercial CFD code, 
Ansys Fluent. The study focuses on the identification of the jet breakup behavior as 
well as the influence of jet diameter or Wea number on the jet breakup length. It is 
found that the KH and RT instabilities strongly influence the breakup mechanism and 
the droplet generation, and the breakup length estimated using the VoF simulations 
is found to be in line with Epstein’s correlation. It is to be noted that even though 
for the cases under investigation the non-dimensional breakup length lies between 
20 and 35 (Atomization regime), and with 1 mm diameter it is close to 35 (Sinuous 
regime). However, in actual physical situation due to the thermal stress cracking and 
the physical barrier such as core support structures the jet will break much ahead of 
reaching this length. 

Nomenclature 

D Diameter of the jet (mm) 
Lbrk Jet breakup length (mm) 
Vj Inlet velocity of the jet (m/s) 
g Acceleration due to gravity (m/s2) 
p Pressure (Pa) 

Greek symbols 

μ Dynamic viscosity (Pa s) 
ρ Density (kg/m3) 
σ Interfacial surface tension (N/m)
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α Phase fraction 
κ Curvature 

Subscript 

j Jet 
c Coolant 
brk Breakup 
a Ambient 

Non-dimensional 

E0 Entrainment coefficient 
Re Reynolds number 
Wea Ambient Weber number 
Fr Froude number 
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Numerical Estimation and Validation 
of Pressure Pulsation in Centrifugal 
Pump Discharge Pipes 

Vishal V. Ghatbandhe, Pankaj P. Mahajan, Ranjit H. Gavhane, 
and Anmol Sharma 

1 Introduction 

Centrifugal pumps can handle a variety of liquids at relatively high pressures and/ 
or temperatures and were utilized in a wide range of applications. The current 
work focuses on the centrifugal pump having the single volute with single suction 
and double discharge. In industries, it is well known that the majority of vibra-
tions occurred in the discharge pipes because of pressure pulsation in a centrifugal 
pump. Pressure pulsations were pressure fluctuations in the head developed by the 
pump. The transient fluid flow develops the variation in pressure that travels in the 
system with the speed of sound and generates noise and vibrations. This may lead to 
acoustic resonance and fracture of system components. Large pressure fluctuations in 
centrifugal pumps is one of the very problematic issues which occur as a result of the 
RSI between the rotor (Impeller) and stator (Volute/Diffuser). The fluid gets encom-
passed when the tip of the vane is away from the cutwater, i.e. the distance between 
the vane tip and cutwater is large and at any other point, the vane tip is adjacent to 
the cutwater because of the rotation of the impeller, the gap was getting reduced and 
large amount of kinetic energy of water impinged as wake on the cutwater. The sharp 
drop in pressure as the blade passes the cutwater as a result of the wake’s impact 
on the cutwater and got minimum as the suction face of the impeller blade crosses 
the cutwater. The pressure then rises quickly as the impeller blade continues past the 
cutwater. This pressure pulse only lasts for a brief length of time less than half the 
duration of each blade. The change in minimum to maximum transfer of energy on 
the discharge side results in a variation of discharge pressure creating the pressure 
pulsation. Not only because of wake impingement, pressure pulsation is also formed 
due to the vortical flow structure, vortices forming downstream of trailing edge of 
vane, shear layers and flow separation, and discontinuities inflow [1].
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2 Literature Review and Objective 

In 1978, Makay and Szamody [2] found the major causes for centrifugal pump failure. 
They suggested that for optimal efficiencies which were at designed conditions the 
undesirable flow was obtained. They have also suggested that internal pump clear-
ances, i.e. Gap-B was more important since these are areas which have high pressure 
gradients. There are two types of flow phenomenon in RSI, i.e. Wake flow and Poten-
tial flow. Wake flow is flow associated with flow separation from the impeller resulting 
in impact and convective flows. The potential flow is obtained with the non-viscous 
fluid flow in the relative motion of the fluid between the rotor, i.e. impeller and the 
stator, i.e. diffuser [3]. Sudo et al. [4] provided some experiment information related 
to pressure fluctuations at discharge due to cutwater Gap-B and skew of cutwater 
tongue. Sun et al. [5] found that when the pump operated off-design conditions, i.e. 
deviates from design conditions then the distribution of fluid flow in the impeller 
was not uniform as the occurs in design conditions which makes instability of the 
pump and complex forces acting on the impeller. Also due to the relative motion of 
impeller and volute or diffuser, during off-design conditions and medium of fluid 
flow through impeller makes pressure to fluctuate rapidly with time and results in 
pressure pulsation. Shi and Tsukamoto [6] studied pressure pulsation and radial force 
in a centrifugal pump. The results showed that pressure pulsations was caused by 
RSI. The study of pressure pulsation characteristics mainly includes two methods, 
i.e. experimental and numerically. Since experimental methods required a high cost 
for the prototype pump so this method is useful for an experiment on scaled-down 
model of prototype pump. But the advancements in computational technologies the 
analysis of flow field inside 3D hydraulic models with transient state can be easily 
solved with low cost for prototype pumps with better accuracy results. Gonzáles et al. 
[7] studied effect of cutwater Gap-B on radial force characteristics of the impeller 
and found that Gap-B parameter has a great influence on the radial force. Shi et al. 
[8] performed CFD simulation to test the influence of Gap-B on pressure pulsation 
and radial force using k–ε turbulence model and SIMPLE algorithm. The numer-
ical calculation results show that pressure pulsation at the monitor point at volute 
shows obvious periodicity. Main frequency of pressure pulsation was at blade passing 
frequency (BPF). For smaller Gap-B the pressure pulsation value was large and has 
greater amplitude at BPF. Spence and Amaral-Teixeira [9] studied effect of various 
geometric factors of the centrifugal pump such that cut water gap, vane arrange-
ment, and the sidewall clearance on the pressure pulsations. The cutwater Gap-B 
and vane arrangement were found to be more influential than other parameters on 
pressure pulsation. Three cutwater gaps were considered based on the trimming of 
impeller diameter as per Gap-B requirement. Sparks and Wachel [10] studied the 
factors affecting pulsations and the effect of pulsation on the pipes. They found that 
pulsation problems were usually related to piping vibrations fatigue failure and pump 
internals. This can be controlled by modifying the generation of pulsation sources and 
pipes. Also researched that pulsation resonant frequencies can amplify the pulsation 
effects in discharge pipes resulting in fatigue failure. Thus, better treatment for these
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vibrations was mismatching the resonances from major pump frequencies. Provided 
acoustic resonance configurations of half wave response and quarter wave response 
in pipes for locations of monitoring points. 

Most of the research works focuses on pressure pulsations inside the centrifugal 
pump, not in discharge pipes. Additionally, there was less research on the impact 
of speed on pressure pulsation, i.e. VFD analysis. As per project requirements, the 
pressure pulsation analysis was performed and pressure fluctuations were measured 
in the discharge pipes. 

3 Materials and Methods 

3.1 Pump Geometry 

The single suction, double discharge and volute casing centrifugal pump was used for 
analysis. Both the model and prototype of centrifugal pump were used for analysis. 
The model pump was tested using the experimental method and the prototype pump 
was analysed using CFD method. The specifications and geometric parameters are 
shown in Table 1. The centrifugal pump had 6 backward curved vanes. To reduce 
the size of the model from the prototype, a scale factor of 1.92 was utilized. The 
following formula of Gap-B% was used in calculation (Fig. 1), 

Gap-B% = 
D3 − D2 

D2 
× 100 (1) 

The four Gap-B% were used for CFD analysis according to that impeller diameter 
was trimmed and keeping cutwater diameter constant. The four Gap-B% are shown 
in Table 2.

Table 1 Specifications and 
geometric parameters Parameters Prototype pump Model pump 

Stages Single Single 

Suction Single Single 

Discharge Double Double 

No. of vanes 6 6 

Density of fluid 1000 kg/m3 1000 kg/m3 

Suction pressure 1 atm 1 atm
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Fig. 1 Geometric 
representation of Gap-B

Table 2 Gap-B% 
dimensions Gap-B % 

8 

9 

10 

12 

14 

3.2 Simulation Domain 

A 3D model was prepared in Siemens NX 1946 version. Fluid domain was extracted 
from the 3D model of prototype pump and repaired in the ANSYS 2022 R2 
SPACECLAIM. The simulation domain or fluid domain is shown in Fig. 2. 

A length of inlet pipe was added at the impeller inlet to prevent the inlet vortex 
zone from having an impact on the flow field and flow rate. Two discharge pipes of 
length 6 m each were used as outlet pipes for the pump.

Fig. 2 Simulation domain 
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Fig. 3 Computational grids 
of a impeller with suction 
casing, b volute casing with 
discharge pipes, 
c computational domain 

a 

b 

c 

The simulation domain was assembly of fluid domains of impeller, volute, suction 
pipe, and discharge pipes. The mesh of above fluid domains was generated using 
ANSYS 2022 R2 ICEM CFD commercial software. To meet time limitation the 
all components were created using tetrahedral cells as shown in Fig. 3. To capture 
curvatures of fluid domain and meet the minimum orthogonal quality greater than 
0.1 the refinement was given locally. Local sizing was given to parts of fluid domain 
to refined mesh. To meet the requirement of k–ε turbulence model the Y+ value 
maintained above 40–200. 

The grid independence test was performed for centrifugal pump by considering 
the six cases with refinement of grid as listed in Table 3. The grid independence 
test was performed on pump with Gap-B of 8% with mesh refinement. The obtained 
head was comparable with experimental head having variation of 1.55%. To improve 
numerical calculation efficiency without reducing the calculation accuracy, the rated 
head point less than 2% was considered as the parameter of grid independence verifi-
cation. Table 3 indicates the grid numbers having impeller and suction casing nodes, 
volute and discharge pipes nodes with corresponding percentage head variation with 
experimental head.

The fluctuation in rated head was small when number of grids were greater than 
2.97 million. Considering parameters that affects the computational cost, i.e. compu-
tational time and configuration of computer, the grid number 4 was selected as follows 
for the different components were as follows, impeller and suction casing, 2,482,073; 
volute and discharge pipes, 493,187, i.e. total nodes, 2,975,260. To check mesh 
quality the parameter quality is used. The smaller value of quality represents the
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Table 3 Grid independence analysis 

Grid number Impeller and suction 
casing nodes 

Volute and discharge 
pipes nodes 

Total nodes Variation in head (%) 

1 1,302,930 306,235 1,609,165 2.13 

2 1,583,323 339,615 1,922,938 2.00 

3 1,963,903 412,000 2,375,903 1.96 

4 2,482,073 493,187 2,975,260 1.71 

5 3,205,707 449,041 3,654,748 1.56 

6 4,286,570 758,055 5,044,625 1.55

low quality and higher value represents higher quality. The quality of the mesh was 
found to be greater than 0.4 and also 70% of total number of elements are found with 
quality of 0.9–0.95. 

3.3 Monitoring Points 

To analyse the pressure pulsation characteristics, the different monitoring points 
were set on the both discharge sides of pump. Since in experimental test of model 
pump the measurement of pressure pulsation was taken on the discharge pipes so 
the monitoring points were set respectively using ANSYS 2022 R2 CFX software. 
To check half wave and quarter wave response the monitoring points were set at 
respective distance in discharge pipes. The monitoring points and their locations 
were shown in Fig. 4. 

The location of monitoring points was same on both discharge pipes. L1 denotes 
monitoring point located at 1 m from the pump centreline, similarly other three 
monitor points were placed. All monitoring points were located from one reference

Fig. 4 Monitoring points 
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point, i.e. centre point of pump. The wavelength of standing wave was calculated as, 

Wavelength of standing wave (λ) = Sound velocity 

Vane passing frequency 
(2) 

The sound velocity considered in water was 1496 m/s [11]. So, wavelength of 
standing wave λ was obtained. Hence measurement location for quarter wavelength 
was λ/4 and λ/2 for half wavelength. Location L1 was selected on the both discharge 
lines at 1 m, additional location considered was at ~ 5.8 m selected approx. 0.2 m 
distance from end of discharge pipe to avoid the discharge effect at end point. 

3.4 Governing Equations 

To compute the fluid flow field inside the pump the Reynolds-averaged Navier–Stokes 
equations [12], used which are as follows as: 

(1) Continuity Equation: 

∂ρ 
∂t 

+ 
∂(ρui ) 

∂xi 
= 0 (3)  

(2) Momentum Equations: 

∂ρi 

∂t 
+ 

∂
(
ρi u j

)

∂x j 
= −  

∂ P 
∂xi 

+ ∂ 
∂x j

[
μ

(
∂ui 
∂x j 

+ 
∂u j 
∂xi

)
+ μt

(
∂ui 
∂ x j 

+ 
∂u j 
∂xi

)

− 
2 

3

(
ρk + μt 

∂ui 
∂x j

)
δi j

]
+ Fi (4) 

where ρ is density, μ is dynamic viscosity, μt is turbulent viscosity, Fi is source 
term, and k is the turbulent kinetic energy. 

3.5 Boundary Conditions and Method of Solution 

The boundary conditions were set such as inlet boundary was total pressure with 
reference to 1 atm, turbulent intensity at inlet was 5% and outlet boundary was mass 
flow rate in kg/s. The impeller was set to rotating domain and all other domains were 
set to stationary. The industrially most famous k–ε turbulence model was used for the 
analysis of pump. It is two transport equation model which solves transport equation 
for k (Turbulent Kinetic Energy) and ε (Turbulence dissipation rate). It is widely 
used since it is easy to implement, computationally cheap, convergence was better
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than the other models, good for initial iterations and initial screening of alternative 
designs [1]. 

First steady calculation was performed in which the frozen rotor was selected as 
interface model. In unsteady calculation the dynamic (impeller) and static (volute) 
component were coupled with rotor–stator interface model. Steady-state results 
were used as initial conditions for unsteady calculation. Both interface types were 
fluid–fluid interface. The finite volume approach was used to spatially discretize the 
governing equations. The second order backward Euler implicit scheme was utilized 
for the time discretization in transient scheme. High resolution as advection scheme 
was used. 

The time step size for unsteady calculation was selected such as it corresponds to 
changed angle of 0.5° of the impeller rotation. As it would provide 120 time steps per 
impeller blade passage, i.e. the total 720 time steps for one rotation of impeller and for 
reliable and accurate calculation of pressure pulsation, 4 cycles of impeller rotation, 
i.e. for 2880 time steps the numerical calculation was performed. The time step was 
choose based on the work of Spence [9] who conducted the unsteady analysis of 
centrifugal pump for calculation of pressure pulsation using time steps equivalent 
to 288 time steps for one impeller rotation and (48 time steps per impeller blade 
passage). The data of the 4th cycle was analysed used for further calculation of 
pressure pulsation percentage. The convergence criteria was set to 10−5. 

4 Results and Discussion 

In industrial point of view the centrifugal pumps are widely used. These pumps are 
having the impeller as rotor rotating at high speed and vortical flow structure of 
volute serve as stator causing rotor–stator interaction. RSI was main reason for pres-
sure pulsation which was maximum at blade passing frequency. Because interaction 
between the rotor and stator as the impeller blade is near to cutwater, the static pres-
sure at edge of impeller blade and the corresponding increase in flow passage area 
results an uneven pressure distribution. 

To analyse the pressure pulsation, the most widely used non-dimensional pressure 
pulsation coefficient CP was used [9]. It was used to measure the magnitude of 
pressure pulsation the formula as follows: 

CP = P − P 
0.5 ∗ ρu2 

(5) 

where P is the static pressure at the monitor point at particular time step, P is the 
average pressure of impeller in one rotation period, ρ is the density of fluid used, 
and u is peripheral speed of the impeller outlet. Also, the pressure pulsation can be 
measured with another non-dimensional formula as pressure pulsation percentage 
(∆P%) which was non-dimensionalized by dividing Root Mean Square value (RMS)
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value of ∆P with Pressure at Best Efficiency Point PBEP. The formula is as follows:

∆P% = ∆PRMS 

PBEP 
(6) 

where

∆PRMS =
/

∆P2 
1 + ∆P2 

2 + ∆P2 
3 + ∆P2 

4 +  · · ·  + ∆P2 
n 

n 
(7)

∆P = P − P (8) 

1, 2, 3, …, n = are the time steps in 1 revolution of impeller. 
P is the static pressure at the monitoring point. 
P is the average pressure of the impeller in one rotation period. 
The results were plotted with use of both CP and ∆P% to check variation of 

pressure pulsation with Gap-B %. The data of fourth cycle of rotation was considered 
for calculation of CP and ∆P%. Figure 5 shows for monitor point L1 the variation 
of CP with Gap-B% over the one period of impeller rotation. For all other monitor 
points the variation of CP with time was minimal. The start time step of fourth 
rotation was 2160th time step and last time step 2880th, i.e. one rotation of impeller 
captured during 720 time steps. From the figure it was seen that for Gap-B of 14% 
the height of peaks and troughs were less. As the Gap-B% was decreases the CP 

value increases. The fluctuations waves were periodic in nature having six waveforms 
appear in the one cycle which was equals to six impeller vanes. 

The Gap-B of 8%, 9%, and 10% has highest CP values in peaks and troughs both. 
Maximum value of CP was found to be approx. − 0.040. Pressure pulsation from

Fig. 5 Pressure pulsation (CP) time domain diagram with Gap-B% for period of one rotation of 
impeller at L1 Monitor point 
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impeller inlet to outlet was gradually increases and pressure pulsation gets maximum 
at impeller outlet near cutwater. So this effects come in flow of discharge pipes. 

The pressure pulsation percentage is criteria used for evaluation of pressure 
pulsation in pump since experimental testing results were recorded in ∆P% format.  

Figure 6 shows the variation of∆P% with Gap-B%. It was observed that the∆P% 
was decreases as Gap-B% increases and having negligible changes after Gap-B of 
9%. For all other monitor points the variation was similar with respect to monitor 
point L1. There were negligible changes in pressure pulsation with respect to location 
and discharge pipes for respective Gap-B%. 

At monitor point L1 the numerical results were also compared with experimental 
results in Fig. 7. From Fig.  7 it was observed that for Gap-B of 8%, 9% the results had 
some changes and after Gap-B of 9% the CFD results had negligible changes with 
increase Gap-B% since that decreases RSI interaction and subsequently decreases 
pressure pulsation. For all other monitor points the results were similar with monitor 
point L1. The appropriate Gap-B’s therefore determined to be 9–12%, having low 
pressure pulsation for pump. 

Fig. 6 Variation of pressure pulsation (∆P%) with Gap-B% for both discharge pipes 

Fig. 7 Validation of CFD results with Experimental results
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Fig. 8 Variation of pressure pulsation with impeller speed 

The pressure pulsation was also checked with varying frequency drive, i.e. with 
increasing speed of impeller as shown in Fig. 8. The results were obtained for Gap-
B of 12%. Since it had low pressure pulsation as shown in Fig. 7. The speed was 
varied as 700, 900, 1200, and 1500 RPM. As from affinity law the pressure head was 
directly proportional to square of speed. So, the pressure pulsation follows similar 
trend which showed quadratic variation of pressure pulsation with speed. Almost all 
points were fitting with 2nd order polynomial having accuracy R2 = 0.9969 for both 
discharge pipes ∆P%. 

5 Conclusions 

In this study the pressure pulsation characteristics in a centrifugal pump were studied. 
Mesh of numerical model was first validated by grid independence test with rated 
head as parameter. The parameters such as cutwater Gap-B% and impeller speed in 
RPM were used for pressure pulsation analysis. A total 9 transient and 11 steady-
state analysis were conducted to analyse pressure pulsation, performance of pump, 
and optimal grid by grid independence test. Transient analysis gives rise the major 
data set. The results were more focused and presented by concentrating on selected 
monitor points locations at discharge pipe. Pressure pulsation waveform shows six 
peaks and six troughs in one cycle consistent to number of impeller vanes. In general, 
the cutwater Gap-B was most affecting parameter on pressure pulsation but impeller 
speed also shows great influence on the same. The pressure pulsation data shown 
in terms of both coefficient of pressure pulsation (CP ) and ∆P%. The qualitative 
characteristic of pressure pulsations has been used, with the evaluation standard being 
“the lower the better”. Additional desirable qualities include pump performance (i.e. 
pump generated head and hydraulic efficiency) could be its own evaluation criterion. 
Designers should find these guidelines helpful for their research work.
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Nomenclature 

Gap-B Radial gap between the impeller tip and cutwater (%) 
D2 Impeller outlet diameter (mm) 
D3 Cutwater diameter (mm) 
L1 Monitor point at 1 m length (–) 
ρ Density of water (kg/m3) 
CP Coefficient of pressure pulsation (–)
∆P% Pressure pulsation percentage (%) 
P Pressure (Pa) 
P Average pressure of impeller in one rotation period (Pa) 
μ, μt Dynamic and turbulent viscosity (Pa s) 
Fi Source term (–) 
k Turbulent kinetic energy (J) 
atm Atmospheric pressure (Pa) 
u Peripheral velocity at impeller outlet (m/s)
∆P Pressure difference (Pa)
∆PRMS Root mean square value of pressure difference (Pa) 
PBEP Pressure at best efficiency point (Pa) 
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CFD Analysis of Diesel Engine Intake 
Manifold 

Rushikesh Thange, Tauhid Sheikh, Asha Honshette, Dhiraj Gangurde, 
Anuj Bhaskar, Ranjeet Bhosale, and Pramod Kothmire 

1 Introduction 

The performance of an IC engine depends on the components that make it up. The 
intake manifold is one such component. The function of the intake manifold is to 
provide air from the atmosphere in the engine block. An intake manifold consists of 
a plenum and a runner. The air from the atmosphere enters the manifold and passes 
through the plenum. From the plenum, the air travels through one of the runners to 
the engine cylinder head. The intake manifold ensures equal distribution of air to all 
the cylinders. Equal distribution of air is necessary for the safety of the engine and 
for obtaining maximum efficiency [1–3]. 

Throughout the years, experimental analysis was used to evaluate the performance 
of the engine with different intake manifolds. However, experimental analysis is 
time-consuming and expensive. Computational Fluid Dynamics (CFD) provides an 
alternative to experimental analysis. The change in performance can be evaluated 
without the need for prototyping. This increases the speed of product development 
and allows for more design variations. 

The major use of Intake Manifold: 

• Its purpose is to link the carburetor or throttle body to the cylinder head and aid in 
providing the air or air–fuel combination to all the cylinders in equal proportion. 

• Avoid pressure loss. 
• The runner sensor is positioned on the intake manifold, which regulates the flap’s 

opening within the intake manifold to regulate the airflow. 

An intake manifold is simple in design, but there are certain limitations in 
designing of diesel engine intake manifold as follows:
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i. Runner length of the manifold runner should be as small as feasible to eliminate 
fuel supply lag. 

ii. The air is difficult to be pulled by the suction if indeed the diameter of the runner 
becomes too small in comparison to the combustion cylinders. 

iii. The surface of a runner should not be too uneven and jagged which can produce 
resistance for air to go down. 

The first model of the intake manifold is under standard geometrical parameters 
from the literature survey. A variable angle of the intake manifold used for pressure 
and volume flow rate variation is generated. All three designs of variable angles for 
the intake manifold have varying degrees of success. Identification of the different 
runner angles of the intake manifold and CFD analysis should be done. CFD analysis 
shows the flow distribution, pressure gradient, and velocity of the intake manifold. 
Afterward, in CFD analysis it is observed that the pressure gradient decreases with 
an increase in the runner angle. 

2 Literature Review and Objective 

The majority of Computational Fluid Dynamic studies on intake manifolds in IC 
engines give the air or air–fuel combination to all the cylinders in equal proportion. 
The information available on the intake manifold for different runner angles is very 
limited. 

Extensive information on intake manifold designers is to attain a twin aim, strong 
performance, and low levels of emission. The role of the intake manifold is to provide 
the intake charge to all of the cylinders of the engine in an exact ratio. To achieve this 
double goal various design iterations have been carried out, ranging from modifica-
tions in existing designs to spiral intake manifolds produced using additive manu-
facturing [4]. The above-mentioned investigation available in the literature reveals 
the design of an engine intake system elaborates on techniques to define the new and 
better geometry of an intake runner, and presents an intake manifold system. 

CFD methodology allows for quicker product development and design validation. 
Analysis can be carried out in a steady and unsteady state [5]. 

Various aspects of an intake manifold are tuned at the first design phase by carrying 
out a detailed analysis. Based on the 3D calculation, the engine flow is not correctly 
presented or is difficult to depict with finite volume modeling [6]. 

The geometry of the volumetric efficiency, mass flow rate, and pressure are inves-
tigated by using CFD and numerical analysis methods. The increase in torque and 
power is evident at 50% throttle position [7]. Simulation and experimental results 
of Brake thermal efficiency brake power, and brake torque are increased by 12.5% 
16%, and 13.9% respectively. The effect of different designs of the intake manifolds 
from the papers shows a better prediction of the engine performance [8]. 

Studies have also implemented a 2D code to simulate the flow through an intake 
manifold [9]. Intake manifold design also affects fuel consumption. By optimizing the
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intake manifold design and introducing additives, fuel consumption can be reduced 
as shown through studies [10]. 

However, the studies only showed the effect of change in plenum and runner 
lengths. There is future scope for determining the size of other engine components 
depending on the optimal plenum length [11]. The efficient design of intake manifold 
enables greater flow distribution to each cylinders and the elimination of pressure 
losses. The relation between design variations and the effect of the change in angles 
is not considered included only in the simulation of a particular design and also, not 
compared with the other possible iterations of the design. 

Selection of runner angle of manifold: 

(a) The small bending angle with a short straight pipe gives smoother and even 
airflow. To have an efficient engine system the pressure must be decreased 
across the system to promote even airflow. 

(b) Also, nowadays the engine systems are getting compact with the short runner 
length and maximum bending angle for improving the Power-to-weight ratio. 

Considering both conditions the angles for analysis are selected as 100, 110, and 
120. 

2.1 Objectives of the Present Investigation 

The following objectives are identified for the present investigation: 

• To design an optimal structure of the manifold for maximum efficiency. 
• To analyze different types of designs of manifolds. 
• To compare the mass flow rate and pressure of different manifold designs. 
• To find the feasible solution/design among all six designs. 

The main objective of the present investigation is to generate a reliable design of 
an intake manifold using a variable of angles and in late positions. It is essential to 
initially obtain data for designs of the intake manifold. This will accomplish several 
objectives; firstly, design an optimal structure of the Intake Manifold for varying 
angles. Secondly, analyze the different designs of intake manifolds to compare the 
velocity, pressure, and mass flow rate.
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3 Materials and Methods 

3.1 Methodology 

3.1.1 Software 

The 3D CAD Model of the intake manifold was designed in Autodesk Inventor. 
The CFD analysis is carried out in ANSYS R22. ANSYS R22 is based on the Finite 
Volume Method. The software is selected due to its computational use and familiarity 
with the user interface. 

3.1.2 Geometry 

A CAD model of a single plane intake manifold is created in Autodesk Inventor as 
shown in Fig.  1. The geometry of the Intake Manifold consists of a plenum and a 
runner. The plenum takes the input from the inlet and ensures equal distribution to 
the engine cylinders through the runner. Table 1 shows the various parameters used 
for designing the intake manifold. 

Fig. 1 Design of diesel engine intake manifold a geometry of intake manifold with center inlet 
b geometry of intake manifold with offset inlet
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Table 1 Design values of the 
intake manifold Parameters of manifold Dimension 

Diffuser diameter 38 mm 

Diffuser length 70 mm 

Runner diameter 30 mm 

Runner length 100 mm 

Plenum volume 1859.264 cm3 

Runner angle 80° 

Thickness 3 mm (overall geometry) 

Inlet position (a) Center 
(b) Offset 71 mm from center 

Fig. 2 Sectional view of mesh of intake manifold 

3.1.3 Meshing and Material 

Figure 2 shows the section view of the mesh. The mesh elements used are tetra-
hedrons. Figure 3 shows the mesh independence study. It is observed that there is 
no significant change in the pressure drop with an increase in the number of mesh 
elements.

3.1.4 Boundary Conditions 

In order to carry out the analysis, the boundary conditions over the geometry are 
defined. The mass flow rate of air is defined at the inlet. Pressure condition is defined 
at the outlet as highlighted in Fig. 1a, b.
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Fig. 3 Mesh independence study of the mesh generated on intake manifold

Inlet Mass Flow Rate: 0.067 kg/s 
Outlet Pressure: 0 Pa. 

3.1.5 Solver Model 

Model: Realizable, k-epsilon 
Physical Properties of Air 
Time: Steady 
Fluid: Incompressible ideal gas 
Molecular Weight: 28.97 kg/kmol 
Density: 1.128 kg/m3 

Dynamic Viscosity: 1.91E−05 kg m/s. 

3.1.6 Governing Equations 

a. Continuity Equation 

∇ ·  −→V = 0 (1)  

The mass continuity equation becomes a volume continuity equation if the fluid 
is incompressible (volumetric strain rate is zero). 

This means that the divergence of the velocity field is zero everywhere. Physically, 
this is equivalent to saying that the local volume dilation rate is zero; hence a flow of 
water through a converging pipe will adjust solely by increasing its velocity as water 
is largely incompressible. 

b. Momentum Equation
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ρ 
D

−→
V 

Dt 
= −∇  p + ρ−→g + μ∇2−→V (2) 

Navier–Stokes equation, in fluid mechanics, a partial differential equation that 
describes the flow of incompressible fluids. By using Eq. (1) and vector notations 
above momentum equation is derived. 

(Total derivative = −Pressure gradient + Body force term + Diffusion term) 

ρ

[
∂ V 
∂t 

+ (V · ∇)V

]

(Change of velocity with time + Convective term) 

c. Transportation equation for standard k-epsilon model 

For turbulent kinetic energy k 

∂(ρκ) 
∂ t + 

∂(ρκui ) 
∂xi 

= 
∂ 

∂xi

[
μt 

σk 

∂κ 
∂x j

]
+ 2μt Ei j  Ei j  − ρε (4) 

K-epsilon (k–ε) turbulence model is the most common model used in Compu-
tational Fluid Dynamics (CFD) to simulate mean flow characteristics for turbulent 
flow conditions. 

For dissipation epsilon 

∂(ρε) 
∂ t + 

∂(ρεui ) 
∂xi 

= 
∂ 

∂xi

[
μt 

σε 

∂ε 
∂x j

]
+ C1ε 

ε 
κ 
2μt Ei j  Ei j  − C2ερ 

ε2 

κ 
(5) 

In Eq. (5), the term turbulent kinetic energy (k) replace by dissipation (ε). 

4 Results and Discussion 

CFD analysis for three different runner angles is carried out. Figure 4a–c shows the 
pressure drop results for runner angles 100°, 110°, and 120°, respectively. Figure 5 
shows the mass flow rate variance at each cylinder. Mass flow rate variation is carried 
out by opening all inlets to the cylinders. And pressure drop calculation is carried out 
by opening one inlet to the cylinder one by one. From the graph, it can be observed 
that the variance in mass flow rate with respect to angle is not that significant.

To study uniformness in the distribution of air, a parameter called Unevenness 
(E) is used [12]. 

E = (Qmax − Qmin)/Qme (6)
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Fig. 4 a Volume rendering 
of pressure for 100º; 
b volume rendering of 
pressure for 110º; c volume 
rendering of pressure for 
120º
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Fig. 5 Graph of mass flow rate versus cylinder of diesel engine intake manifold

where 
Qme = Average mass flow 
Qmax = Maximum flow rate export quality 
Qmin = Minimum flow rate export quality. 
Equation (6) shows uneven air flow in cylinder which results in drop of pressure 

and increased fuel consumption. 
For the angles, maximum unevenness is calculated as: 

100°—0.5166 
110°—0.5284 
120°—0.4921 

From the values, it can be observed that the unevenness is least in 120°. However, 
as there is not significant difference, another design iteration is carried out by 
changing the inlet position. The inlet is shifted to an offset position and CFD analysis 
is carried out as shown in Fig. 6.

CFD Analysis of two different designs, varying in inlet position is carried out. 
The analysis for both designs is carried out at a runner angle of 110°. Figure 7 shows 
the distribution of Mass Flow Rate with respect to the inlet position. It can be seen 
that the mass flow rate is more uniform over each cylinder when the inlet is located 
at an offset from the center.

A similar trend is observed for pressure drop concerning inlet position as shown 
in Fig. 8. It is observed that the pressure drop is even over all cylinders when the 
inlet is located at an offset. Therefore, it is showing that the inlet located at an offset 
is a better design than the inlet located at the center.

Figure 8 shows a similar trend observed for pressure drop concerning inlet posi-
tion. It is observed that the pressure drop is even over all cylinders when the inlet is 
located at an offset. The offset design of the intake manifold gives a more optimal
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Fig. 6 Volume rendering of pressure for 110º (inlet at offset position of intake manifold)

Fig. 7 Graph of mass flow rate versus inlet position (for 110º runner angle)

Fig. 8 Graph of pressure drop versus inlet position (for 110º runner angle)
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comparison. Therefore, it is showing that the inlet located at an offset is a better 
design than the inlet located at the center. 

5 Conclusions 

The results of the CFD analysis show that the optimal intake manifold design is the 
one in which the runner angle is 120° and the inlet is located offset from the center. 
The maximum evenness is obtained in this case, therefore, demonstrating the best 
mixing. The least variation in pressure drop over each cylinder is observed in this 
case as well showing that there are the least fluctuations as the air passes over each 
cylinder. It ensures that the air coming into the engine is evenly distributed to all the 
cylinders and it is used in the excursion, expedition, F-250/F-350 super duty model 
which is at least a 5.4-L engine. 

Nomenclature 

k Turbulent kinetic energy 
ui Velocity component in the corresponding direction 
ε Rate of dissipation of turbulent kinetic energy 
Ei j Component of the rate of deformation 
μt Eddy viscosity 
σk, σε, C1ε, C2ε Adjustable constants 
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Computational Study of Unsteady 
Cavitating Flow on 3D NACA4412 
Hydrofoil 

Prabhakar Kumar, Srijna Singh, and Rajesh Reddy 

1 Introduction 

For over a century, cavitation has been a significant technological phenomenon and a 
difficult research problem in engineering science. Cavitation can occur in any equip-
ment handling liquids. It may impact the performance of turbomachinery, causing the 
head and efficiency of pumps to decrease, lowering the power output and efficiency 
of hydro-turbines. Generally speaking, it is a highly complex vapor–liquid two-phase 
flow that includes phase shifts of the liquid when local pressure drops below vapor 
pressure (Knapp). The phenomenon of cavitation is classified based on the cavitation 
number. The cavitation number is given by σ = p−pv 

1 
2 ρU

2∞ 
, p is free stream pressure pv 

is vapor pressure, ρ is liquid density, and U∞ is the free stream velocity. Cavitation 
can be classified as initial, sheet, cloud, partial, and super cavitation. Partial and 
cloud cavitation regimes relate to a situation when the vapor phase covers a part 
of hydrofoil. Super cavitation is a condition where cavity length is more than the 
hydrofoil and closes in the liquid. Pumps, water turbines, and marine propellers are 
examples of hydraulic machinery where these phenomena can be seen. Cavitation 
may produce unwanted sounds, vibrations, and fluctuations, resulting in erosion [1].
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2 Literature Review and Objective 

For over a century, cavitation has been a significant technological phenomenon and 
a difficult research problem in engineering science. Huang et al. [2] used the state 
equations of the cavitation model combined with a linear viscous turbulent method 
to estimate the effect of cavitation on hydrofoils. They simulated the pressure distri-
butions and vapor volume fractions at various cavitation numbers for the fixed angle 
of attack. They found that the numerical results on hydrofoil sections agreed well 
with the experimental data. In addition, with a larger attack angle, the vapor region 
moved to the front of the hydrofoil, and the cavity lengthened. Using computational 
and experimental methods, Fabula et al. [3] examined the lift and drag forces on cavi-
tating hydrofoils at various cavitation numbers. Their computational findings closely 
matched the results of the experiments. Javadi et al. [4] examined two-dimensional 
cavitating flows around a hydrofoil. They found that the passive flow control strategy 
could reduce lift and drag oscillations. Jin et al. [5] numerically examined cavity 
generation on the 2D NACA0015 hydrofoil using RNG κ–ϵ turbulence model. It 
was claimed that configuration of bilateral tail wings distributes the turbulent kinetic 
energy from the leading edge to the wake and considerably reduces the cavitation. 

Kumar et al. [6] numerically investigated the two cavitation model for compress-
ible flow in a cavitating nozzle. In this investigation, a realizable κ–ϵ turbulence 
model was employed. Their findings state that the ZGB model is more accurate 
in predicting the cavitation flow than the Schnerr and Sauer models. Singh et al. 
[7] numerically investigated the hydrodynamic performance of the MHKF-180 and 
NACA4418 hydrofoil using realizable κ–ϵ turbulence model and ZGB cavitation 
model. The outcomes state that MHKF-180 has a higher lift coefficient in compar-
ison to NACA4418 hydrofoil under various cavitating conditions. Wu et al. [8] inves-
tigated the flow around the Delft twisted hydrofoil using the LES technique and the 
Kunz cavitation model. It focused on the effect of mesh resolution on the outcomes. 
They argued that mesh resolution significantly impacts the ability to estimate cavity 
length, flow pattern, and fluctuation period. 

Roohi et al. [9] utilized large eddy simulation (LES) with modified volume of 
fluid (VOF) method to study cavitation. Using the Kunz mass transfer model, they 
investigated the flows around several objects in a wide range of cavitation numbers. 
Their findings are reasonable prediction for cavitation length and drag coefficient 
compared with experimental data. Furuya et al. [10] examined the super cavitating 
hydrofoil. A three-dimensional nonlinear free streamline theory has been utilized to 
determine the effect of gravity on the cavity. It was concluded that the shape of the 
cavity is not strongly influenced by gravity. Cheng et al. [11] have studied the tip 
leaking cavitating flow around a NACA 0009 hydrofoil. Luo et al. [12] used a mass 
transfer cavitation model with the LES model to estimate the turbulent cavitating flow 
over a three-dimensional around a twist hydrofoil. It was argued that developing a 
grid-independent solution is difficult because the LES requires an extremely small 
mesh and has a high computational cost.
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Considering past studies success, researchers often use numerical approaches to 
investigate cavitation phenomena. Many experimental and computational studies 
have been done on the NACA hydrofoil series. The essential advantage of the 
NACA44 series is its large leading edge radius and good cavitation resistance. The 
3D investigation of the NACA4412 hydrofoil performance at low angle of attack and 
Reynolds number in the wide range of cavitation numbers has not been reported yet. 
With this motivation, investigation of the cavitating flow around a 3D NACA4412 
hydrofoil is examined using a realistic and accurate simulation technique, at 40 in the 
range of super cavitation to non-cavitation zone. The range of cavitation numbers 
considered is from 0.3 to 1.3. 

3 Governing Equations 

The homogeneous mixture model has been used to resolve the cavitating flow, which 
assumes that the fluid is in a state of mechanical and thermodynamic equilibrium. 
This means that the pressure, velocity, and temperature are the same for each phase 
at the interface. As a result, this model only needs one set of conservation equations 
for the mixture. The continuity and momentum equation for the two-phase mixture 
[13] is given below: 

∂ρm 

∂t 
+ ∂ 

∂x j

(
u j ρm

) = 0, (1) 

∂ 
∂t 

(ρmui ) + 
∂ 

∂x j

(
ρmui u j

) = −  
∂p 

∂xi 
+ ∂ 

∂x j

[
μeff

(
∂ui 
∂ x j 

+ 
∂u j 
∂xi 

− 
2 

3 

∂uk 
∂xk 

δi j

)]
, (2) 

where ui is the instant velocity in direction i, ρm is the fluid mixture density, p is the 
mixture pressure, μeff is the effective viscosity which is given by 

μeff = μ + μt . (3) 

where is μ the molecular viscosity and μt is the turbulent viscosity, which is stated 
in terms of several turbulence models is illustrated by 

μt = ρmCμ 
κ2

ϵ
. (4) 

Here, k is turbulent kinetic energy, ϵ is the rate of kinetic energy dissipation, and Cμ 
is the model parameter, in the equation above ρm is determined using 

ρm = αvρv + (1 − αv)ρl , (5)
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where αv, ρv, and ρl represent the vapor volume fraction, vapor density, and liquid 
density, respectively. 

The conservation between vapor and liquid yields the vapor volume fraction (α) 
as 

∂(αvρv) 
∂t 

+ ∇  ·  (αvρvu) = Re − RC (6) 

The mass transfer between vapor and liquid is described by the evaporation and 
condensation source terms, Re and RC , respectively. 

The evaporation and condensation source terms in the Zwart–Gerber–Belamri 
cavitation model are as follows: 

Re = Fv 
3αnuc(1 − αv)ρv 

RB 

/
2 

3 

(pv − p) 
ρL 

( p ≤ pv) (7) 

Rc = Fc 
3αnucρv 

RB 

/
2 

3 

( p − pv) 
ρL 

(p ≥ pv) (8) 

where vapor bubble radius is RB , the nucleation site fraction is αnuc. The saturated 
vapor pressure is pv , and the static fluid pressure is p. The model constants for 
vaporization and condensation in the Zwart–Gerber–Belamri cavitation model are 
Fv = 50 and Fc = 0.01. 

The realizable κ–ϵ turbulence model has been utilized for this investigation, 
where κ is the turbulent kinetic energy and ϵ is the of turbulent dissipation rate. 
The mathematical formulation for realizable κ–ϵ turbulence model is given by [6, 
7]. 

∂(ρmκ) 
∂t 

+ 
∂(ρmku) 

∂x j 
= 

∂
[(

μ + μt 

σk

)
∂k 
∂ x j

]

∂x j 
+ Gk − ρmϵ − YM (9) 

∂(ρmϵ) 
∂t 

+ 
∂(ρmϵu) 

∂x j 
= 

∂
[(

μ + μt 

σϵ

)
∂ϵ
∂x j

]

∂x j 
− ρmC2

ϵ2 

k + 
√

νϵ
(10) 

where Gk is the turbulent kinetic energy resulting from mean velocity gradients, YM 

is the fluctuating dilatation factor in compressible flow. C2 = 1.9, σk = 1.0, σ ϵ = 
1.2 are the modal constants. PRESTO scheme has been used for the pressure, second 
order scheme has been utilized for momentum vapor fraction, turbulent dissipation 
rate, turbulent kinetic energy. The reference values used in the simulation are given 
in Table 1.
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Table 1 Reference values 
U∞ = 5 m/s Re = 5.5 × 105 

c = 0.1 m pv = 3169 Pa 
ρl = 997 kg/m3 μl = 0.894 × 10−3 Pa s 

ρv = 0.023 kg/m3 μv = 9.84 × 10−6 Pa s 

4 Computational Domain and Numerical Methods 

In the present work, the simulation has been carried out with 3D cambered 
NACA4412 hydrofoil. The chord length (c) of the hydrofoil is 100 mm, and its 
span length is 1.91c. The cubical domain has been generated around the hydro-
foil. The domain inlet is located 6c from the leading edge. And the outlet is 12c 
downstream of the leading edge. The height and width in the computation domain 
are 10c and 1.91c. Boundary condition used are as shown in Fig. 1. Figures 2 and 
3 respectively depict the meshing of hydrofoil with domain and meshing around 
the hydrofoil. The tetrahedral mesh has been generated around the 3D NACA4412 
hydrofoil using ANSYS meshing tool. Total number of grids is the complete domain 
is kept 1.3 million. Skewness of the present mesh cells is having an average value 
of 0.27, which is in the acceptable skewness range of the tool manual. Skewness 
value one corresponds to low quality (skewed) cell and zero corresponds to excellent 
quality (unskewed) cell. 

Fig. 1 NACA4412 hydrofoil geometry and computational domain
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Fig. 2 Meshing around NACA 4412 hydrofoil with domain 

Fig. 3 Meshing around NACA 4412 hydrofoil 

In order to capture the flow characteristics on the hydrofoil boundaries, the mesh is 
gradually refined in a cubical zone, and inflation layers are given around the hydrofoil 
to keep y + < 3.
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5 Results and Discussion 

5.1 Grid Independence Test and Validation 

The variation of the coefficient of lift with a different number of grids is shown in 
Table 2. In order to test the grid independence on the numerical simulations of the 
NACA4412 hydrofoil, three grids have been taken, at an angle of attack of 40 at σ 
= 0.8. Case A has 0.99 million grids, Case B has 1.3 million grids, and Case C has 
1.52 million grids. From Table 2 and Fig. 4, it is observed that the percentage change 
in the value of Cl for grid B is less than one percent with respect to grid C. Due to 
the fact the gird B is carried out for all the simulations. 

To validate the numerical setup, computational results of NACA4412 hydrofoil 
has been compared with the experimental work by Kermeen at Re = 0.7 × 106 for 
an angle of attack of 40 and at the cavitation number ranges between 0.3 and 0.8. 
A qualitative comparison of vapor fraction contour at σ = 0.3, α = 40 represented 
in Fig. 5. Quantitative validation is performed by obtaining the variation of time 
averaged lift coefficient with cavitation number at angle of attack 40. Comparison of 
the present computational result with experimental work is presented in Fig. 6. The  
present numerical solver predictions are in close agreement with the experiment by 
Kermeen et al. [14].

Table 2 Time averaged lift coefficient (Cl) at different grid numbers 

Serial number Number of grids 
(million) 

Time averaged lift 
coefficient (Cl) 

Percentage change 
relative to grids C 

A 0.99 0.6821 3.09 

B 1.3 0.7037 0.02 

C 1.52 0.7039 – 

Fig. 4 Time averaged lift 
coefficient (Cl) at different  
numbers of grids at α = 40 
and σ = 0.8 
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Fig. 5 Comparison of vapor volume fraction of present computational work and experimental work 
of Kermeen at σ = 0.3 for α = 40 [14] 

Fig. 6 Comparison of time averaged lift coefficient of present computational work and experi-
mental work of Kermeen at α = 40 [14] 

5.2 Hydrodynamic Performance of NACA4412 

Figure 7 represents y+ distribution on the NACA4412 hydrofoil at the mid span along 
the normalized chord length. The y+ < 3 is maintained on the hydrofoil to resolve 
the viscous sublayer of the turbulent boundary layer. Variation of time averaged lift 
coefficient at an angle of attack of α = 40 at cavitation number ranges from 0.3 to 
1.1 has been presented in Fig. 8. It is observed that lift coefficient is monotonically 
rising with cavitation number. At lower value of cavitation number for σ = 0.3, lift 
is lower due to the fact that the cavity starts forming on suction side of the hydrofoil 
near to the leading edge of the hydrofoil, and it extends till the trailing edge, which 
is called super cavitation condition. As a results there is decrease in difference in 
the pressure on the hydrofoil leads to reduction in Cl. However, on further increase 
in cavitation number results in decrease in cavity length, hence coefficient of lift 
increases. For σ = 0.5 and σ = 0.8, length of cavity is less than that of σ = 0.3.
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Due to this fact coefficient of lift is larger than that of σ = 0.3. For  σ = 1.1, cavity 
disappears, and for this condition maximum Cl has been observed. 

Variation of time averaged drag coefficient with cavitation number ranges from 
0.3 to 1.1, at α = 40 has been presented Fig. 9. It is observed that with an increase 
in cavitation number Cd also grows and attains its maximum value which, corre-
sponds to σ = 0.5. Furthermore, with an increase in σ results in a decrease in 
Cd. The drag of a 3D hydrofoil results from the pressure drag, skin friction, and 
lift induced drag. Pressure drag is due to the shape and size of the hydrofoil. Skin 
friction drag is due to the viscosity of the moving fluid. Lift-induced drag is the 
cause of the vortices. Vortices are formed due to pressure differences causing water 
to flow from the lower surface, around the hydrofoil tip, toward the upper surface. 
Larger the differences in pressure larger the strength of vortices. The vortices reduce 
the hydrodynamic ability to generate lift and increase the component of coefficient 
of drag. The larger the coefficient of lift, the greater the lift induces drag. A larger

Fig. 7 y+ distribution on NACA4412 hydrofoil 

Fig. 8 Plot of Cl for NACA4412 hydrofoil for different σ 
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Fig. 9 Plot of Cd for NACA4412 hydrofoil for different σ 

cavity length at a lower cavitation number of results in less skin friction drag. For 
σ = 1.1 corresponds to minimum value of coefficient of drag which corresponds to 
a non-cavitating condition. 

Figure 10 shows the vapor volume fraction contours on NACA4412 hydrofoil 
at, α = 40 for different cavitation numbers (σ ). For σ = 0.3, the length of cavity 
covered the complete suction side of the hydrofoil which is called super cavitation 
condition. The length of the cavity covered along the chord length of the hydrofoil 
tends to decrease as the cavitation number rises and eventually approaches the state 
where there is no cavity formation, which corresponds to σ = 1.1. For,  σ = 0.8 
and σ = 0.5, the cavity respectively captures almost 55% and 75% of the chord 
and complete span of the suction side of the hydrofoil, which is termed as the trans-
cavitation condition. For σ = 0.3 the cavity covers almost entire chord and span 
length of the hydrofoil, which is termed as super cavitation condition.

Figure 11 shows the pressure coefficient (− Cp) curve along the normalized chord 
length at mid plane of the hydrofoil, for four cavitation numbers (σ = 0.3, 0.5, 0.8, 
and 1.1). The Cp is the fundamental variable that describes the pressure distribution on 
the hydrofoil surface and assists in the understanding of the formation of cavitation. 
Since the suction side of hydrofoil has lower coefficient of pressure as compared 
to pressure side so cavitation may occur in the suction side of the hydrofoil. The 
constant line of coefficient of pressure plot indicates the length covered by cavity on 
the suction surface of the hydrofoil. On comparing (− Cp) for  σ = 0.3, 0.5, 0.8, and 
1.1, it is found that the minimum value of (− Cp) has been observed corresponds to 
σ = 0.3 due to maximum pressure drop on the suction side of hydrofoil which may 
lead to occurrence of super cavitation phenomenon, and this can be seen in Fig. 7. 
The maximum value of (− Cp,) for cavitating flow has been observed at σ = 0.8, that 
leads to smallest cavity length out of these three cavitating cases, and for σ = 1.1, 
(− Cp,) is maximum out of these four cases, due to the fact there is no formation of 
cavity that leads to non-cavitating case.

Figure 12 shows the plot of Strouhal number (St) versus cavitation number (σ)  on 
NACA4412 hydrofoil at α = 40 along the normalized chord length at mid plane of
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Fig. 10 Comparison of vapor volume fraction on NACA4412 hydrofoil at different σ

Fig. 11 Comparison of the pressure coefficient on hydrofoil at different σ

the hydrofoil, for four cavitation numbers (σ = 0.3, 0.5, 0.8, and 1.1). To describe 
the pattern of the shedding of the cloud cavity, the Strouhal number (St) has been 
utilized, which describes how unstable oscillations affect the flow [15, 16]. The fast 
Fourier transformation (FFT) technique has been used to determine the Strouhal 
number, which transforms the signal from a time domain to a frequency domain. 
It has been noted that as the cavitation number increases, St gradually rises until it 
reaches its maximum value, which is at σ = 0.5. Minimum St has been observed 
corresponds to non-cavitating case for at σ = 1.1.
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Fig. 12 Plot of St for NACA4412 hydrofoil for different σ 

6 Conclusions 

In the present investigation, the hydrodynamic performance of the 3D NACA4412 
hydrofoil under cavitation numbers ranging from 0.3 to 1.1 has been investigated. 
Pressure coefficient, vapor volume fraction, lift coefficient, drag coefficient, and 
Strouhal number, all used to assess the performance. The turbulence effect is 
addressed by utilizing the realizable turbulence model, and the vapor volume fraction 
is estimated using the Zwart–Gerber–Belamri (ZGB) cavitation model. The major 
conclusions drawn from the investigation are as follows: 

1. Among all the operating range of cavitation numbers, the super cavitation 
phenomenon has been observed for σ = 0.3. Trans-cavitation has been observed 
for σ = 0.5 and 0.8. Non-cavitation phenomena have been observed for σ = 1.1. 

2. It is observed that increase in cavitation number results in a nonlinear increase 
in the coefficient of lift. Maximum coefficient of lift has been observed at σ = 
1.1. The minimum coefficient of lift has been observed at σ = 0.3. 

3. In the super cavitation to non-cavitating operating range, drag coefficient peaks 
at intermediate cavitation number. Maximum drag coefficient has been observed 
at σ = 0.5. The minimum drag coefficient has been observed at σ = 1.1. 

4. In the super cavitation to non-cavitating operating range, Strouhal number peak is 
at intermediate cavitation number. Maximum Strouhal number has been observed 
at σ = 0.5. The minimum Strouhal coefficient has been observed at σ = 1.1. 

Nomenclature 

σ Cavitation number (–) 
α Angle of attack (z)
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U∞ Free stream velocity (m/s) 
ρl Density of liquid (kg/m3) 
pv Vapor pressure of liquid (Pa) 
c Chord length of hydrofoil (m) 
Re Reynold’s number based on chord length (–) 
Cl Lift coefficient (–) 
Cd Drag coefficient (–) 
Cp Pressure coefficient (–) 
St Strouhal number (–) 
μ Molecular viscosity (Pa s) 
μl Viscosity of water (Pa s) 
μv Viscosity of water vapor (Pa s) 
μt Turbulent viscosity (Pa s) 
κ Turbulent kinetic energy (m2/s)
ϵ Rate of dissipation of turbulent kinetic energy (m2/s3) 
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Numerical Investigation to Optimize 
Geometry of Hydrofoil Shaped Container 
Drone 

Anashwara Binod, Bobin Saji George, Deepak G. Dilip, 
Ebel Philip Varghese, R. Abhishek, and Arjunlal Jawaharlal 

1 Introduction 

A lifting surface, or foil, that acts in water is known as a hydrofoil. They are similar in 
look and purpose to airfoils used by airplanes. Boats that utilize hydrofoil technology 
are also simply named hydrofoils. As a hydrofoil craft develops speed, the hydrofoils 
lift the boat’s hull out of the water, minimizing drag and permitting greater speeds. 
The lifting body that produces high lift and low drag is a hydrofoil. Because it can 
now produce quicker and more accurate results for various flow parameters around 
the geometry or model, computational fluid dynamics (CFD) has recently grown to 
be very important to researchers. It is simpler to determine the flow on the hydrofoil 
model in detail using CFD calculations. Also, it is cost effective and it gives gaining 
the work time instead of the experimental research and have significant prices. Under 
addition, variation in flow regimes around submerged hydrofoils in different angle 
of attack (AOA), represents the major effect of environmental condition on hydro-
foils performance. Thus, an appropriate prediction of 2D hydrofoil’s hydrodynamic 
performance is a necessity to achieve an improved architecture of hydrofoils. 

Force is applied to an object when fluid flows over its surface. This force that 
happens perpendicular to the direction of the incoming flow is defined as the drag 
force parallel to the lifting force. These forces are known as aerodynamic forces if 
the surrounding medium is air. ANSYS Fluent software was used for the numer-
ical analysis to derive the velocity and pressure distribution on the model surface. 
The coefficients of lift and drag were computed using varying relative velocities. 
The NACA 0012 and NACA 4412 hydrofoils were subjected to a two-dimensional 
turbulent flow analysis investigation at varied angles of attack and velocities.
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2 Literature Review and Objective 

In order to have a submerged hydrofoil with higher controllability, Rediniotis et al. 
[1] developed a shape-memory-alloy actuated bio-mimetic hydrofoil. This hydrofoil 
shape can be deforming to different shapes mimicking aquatic animal swimming 
to advance its performance. Vassalos et al. [2] and Matin et al. [3] formulated a 
numerical procedure based on potential panel method to analyze the 3D NACA4412 
hydrofoil performance under the free surface. They found the pressure distribution, 
lift, drag, and wave generated profile to study various conditions of the 3D hydro-
foil near to the free surface. The hydro structural optimization-framework used in 
the work is taken from previously developed framework, MACH. The CFD solver 
have used ADflow, it is a 3D finite-volume, cell-centered multiblock solver for the 
compressible flow equations. The hydrodynamic loads (pressure and shear stresses) 
calculated by ADflow are given to the structural solver, and the displacements from 
the structural solver, in fact, dictate the CFD mesh movement. To obtain a effi-
cient and compact set of geometric design variable [4], the FFD volume approach 
parameterizes the geometric variations rather than the model itself. All the geometric 
variations are performed on the outside boundary of the FFD volume. The gradient-
based optimization algorithm, SNOPT is used to rise the computational efficiency by 
lowering the number of function evaluations for cases with a large number of design 
variables [5]. 

A model of study is created using software like CAD and is analyzed using ANSYS 
to estimate the performance of device based on lifting bodies such as rudder or Marine 
current turbines. In this paper it explains the formation of laminar separation bubble 
when it subjected under various hydrodynamic condition. By varying the conditions 
and different properties by using numerical formulas various results are obtained 
when analyzed using software like ANSYS. The laminar to turbulent operations 
operated by the laminar separation bubble transition. The procedure occurs when a 
laminar boundary layer is under a sufficiently high adverse pressure gradient that 
give rise to separation of the boundary layer. The Kelvin–Helmholtz instabilities are 
formed and increased in the various shear layer and lastly lead to a break-down of the 
shear layer, that results in a turbulent flow that reattaches to the model. A close bubble 
is formed in between the separation and reattachment points [6]. Model composite 
structures along with orthotropic materials uses solid elements in a framework to 
give the hydro elastic result of composite hydrofoils with different unidirectional 
orientations and to analyze the influence of the fiber orientation on the response. An 
interior structure is needed for hydrodynamic rising of bodies cause of the higher fluid 
loading. The model the composite hydrofoils uses the orthotropic material properties. 
Having an idea of how the free vibration results to variations in fiber orientation [7, 
8]. For the design to be efficient, the hydrofoil chosen needs to have a higher value 
of lift and low drag properties. NACA4412 and NACA0012 have been selected for 
this purpose. Ansys Fluent 19.2 commercial solver is used for analysis.
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Fig. 1 Flow domain and mesh generated. The analysis has the flow around a hydrofoil at various 
angles of attack (4°, 8°, 12°) and varying velocities 

3 Materials and Methods 

The model coordinates were taken and prepared after references from the site [9], 
and structured mesh and un-structured mesh was created with different number of 
divisions and different number of elements. In order to obtain reliable resolution 
after trailing edge, as to attain tight cells in terms of mesh size. C-grid type is shown 
as structural mesh at which another node follows each of nodes consecutively. In 
present analysis, C type mesh with three-way velocity inlet method is used. The 
pressure-based implicit steady solver with realizable k-ε model turbulence model 
alongside second order upwind scheme is adopted for analysis. Mesh independency 
study was carried out and number of elements was fixed at 432,860. The domain and 
generated mesh is shown in Fig. 1. 

4 Results and Discussion 

Pressure coefficient contours at different values of attack angles were obtained for 
NACA0012 and NACA4412. Figure 2 depicts a general trend obtained. 

Fig. 2 Pressure contours of NACA 4412 and NACA 0012 for angle of attack 4° and velocity 5 m/s
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The upper surface will be encountered by low pressure and the lower surface will 
be encountered by higher pressure. For this reason, the values of the lift coefficients 
will be rising and the values of the drag coefficients will also be rising, but the rise 
in drag value is less than the rise in lift values. The pressure on the lower side of 
each hydrofoil is higher than the pressure on the upper surface. Each hydrofoil is 
pushed upward more effectively into the incoming flow stream. Taking a look at the 
leading edge, we can see that the stagnation points where the flow velocity is almost 
zero for each hydrofoil. As the flow velocity accelerates over the upper surface of 
the hydrofoil, the velocity of the flow is completely opposite for lower surface of 
each hydrofoil. Figure 3 visualizes the velocity contour. 

In Fig. 4, pressure coefficient distributions of the NACA0012 and NACA4412 
hydrofoils at different attack angles is shown. It can be observed that the pressure 
coefficient varies vastly under different attack angles. Upper surface side of the 
hydrofoil has negative pressure coefficient and the lower surface side of the hydrofoil 
was positive, so the lift force of the airfoil is toward upward. When the attack angle 
rises, pressure coefficient difference between the lower and upper surface side is also 
raised. It is also found that the pressure difference coefficient is almost very lower at 
the trailing edge when it is much more at the leading edge. Thus, it also shows that 
the hydrofoil’s lift force is mainly generated at the front. 

Turbulent flow creates more friction drag than laminar flow due to its greater 
interaction with the surface side of the hydrofoil. In Fig. 5, since a turbulent boundary 
layer has more energy to oppose an adverse pressure gradient, it’s often forces to 
the boundary layer to turn turbulent over fuselages to reduce overall drag. The two

Fig. 3 Velocity contours of NACA 4412 and NACA 0012 for angle of attack 4° and velocity 5 m/s 

Fig. 4 Pressure coefficient values for NACA4412 and NACA0012 



Numerical Investigation to Optimize Geometry of Hydrofoil Shaped … 563

Fig. 5 Turbulence contour for NACA4412 and NACA0012 for angle of attack 4° and velocity 5 m/ 
s 

Fig. 6 Coefficient of lift and drag versus velocities 

variables of turbulence effect are turbulent kinetic energy (k), it finds the energy in 
turbulence, and turbulent dissipation rate (epsilon), which finds the rate of dissipation 
of turbulent kinetic energy. So, k–epsilon model is used for having the turbulence 
model. With the increase in fluid free stream, the turbulence intensity causes delay 
of the stall angle and the maximum lift coefficient. However, it causes the increase 
in drag coefficient as shown in Fig. 6. 

5 Conclusions 

Analysis of hydrodynamic performance of NACA0012 and NACA4412 hydrofoils 
have been performed at different values of attack angles (4°, 8°, 12°), and using the 
Realizable k–ε turbulence model. The 2D analysis of the hydrofoil shaped models to 
navigate small and shallow waters is completed. The efficient design so that maximum 
performance can be obtained in an NACA0012 model. The effectiveness of the said 
is done by CFD. It can be seen that on the velocity magnitude figures, the upper 
surface side’s flow velocity is higher than the lower surface’s flow velocity and 
flow velocity of the upper surface rises with the rising of attack angles. It can be 
observed that from the pressure coefficient contours, pressure of the lower surface 
side of the hydrofoil increases with increasing attack angles. And also, the upper 
surface side of the hydrofoil has negative pressure coefficient and the lower surface of 
hydrofoil was positive, so the lift force of the hydrofoil is upwards. When the pressure
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coefficient contours of NACA0012 and NACA4412 are observed, it can be taken 
that NACA4412 will have higher pressure gradient at each angle of attack. When the 
velocity magnitude contours of NACA0012 and NACA4412 are observed, it can be 
seen that the lower surface side of the asymmetric hydrofoil (NACA4412) provides 
more lift than the lower surface side of symmetrical airfoil (NACA0012). When 
the pressure coefficient of NACA0012 and NACA4412 is examined, it is realized 
that area of negative pressure for NACA4412 is larger than NACA0012. From the 
turbulence contour it is observed that after the leading edge of NACA0012, the effect 
of turbulence increases, then decreases at the tailing edge. From the coefficients of lift 
and drag changes with the angle of attack, it can be seen that the hydrofoil NACA0012 
is more efficient shape than hydrofoil NACA0012 at every attack angles. Because of 
the lower coefficient of drag values observed in NACA 0012, it is opted as the more 
self-propelling model compared to NACA4412. 
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Drag Computation on Rough Surfaces 
Using a Homogenised Model 

Y. Sudhakar and Sahaj Jain 

1 Introduction 

Flows over rough walls are important in many practical applications including super-
hydrophobic surfaces, wind turbines, ship hulls, and biomimetic drag-reduction 
methods. The existence of roughness elements significantly alters the surrounding 
fluid flow, and understanding them is important owing to the variety of applications 
mentioned above. One way of numerically studying flows involving rough surfaces is 
to resolve the roughness scales in the computational mesh. Such geometry-resolved 
simulations (called as DNS) are computationally expensive due to the multiscale 
characteristics: the microlength scale (l) is much smaller than the macrolength scale 
(H), leading to the scale separation parameter, η = (l/H) << 1. 

Owing to the practical problems with DNS, effective models are being developed 
for numerical studies of fluid flows involving rough surfaces. In an effective model, 
the physical roughness elements are chopped off, and a fictitious interface above the 
crest plane of rough elements are introduced. On the fictitious surface, the effect 
of rough elements are expressed by means of interface conditions. The accuracy of 
effective models is dictated by how closely the interface conditions mimic the effect 
of physical roughness elements. 

The most commonly used interface condition is the Navier-slip condition [2, 10], 
which relates the tangential velocity at the interface to the velocity gradient in the 
direction normal to the interface 

u1 = λ 
∂u1 
∂x2 

, (1)
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where λ is the slip length. Besides rough walls, the above condition is used in 
modelling superhydrophobic walls [9], liquid-infused surfaces [6], and flows over 
porous media [1, 7]. 

The Navier-slip condition, with a single scale value λ modelling the effect of 
roughness, is valid only for isotropic rough geometries. For a general anisotropic 
rough elements, the tensorial form of the above condition is proposed. Such a 
formulation replace the scalar λ with a second order mobility tensor [4]. 

Majority of the effective models use the Navier-slip condition or its tensorial form 
for the tangential velocity and zero wall-normal velocity as interface conditions. 
By investigating mass conservation over a control volume surrounding the rough 
elements, Lacis et al. [8] have demonstrated that the transpiration velocity is zero only 
when the slip velocity is constant throughout the interface length. They also derived 
a formula for transpiration velocity in their transpiration resistance (TR) model. 
Despite being much smaller in magnitude than the tangential velocity, transpiration 
dictates the physics of turbulent flows, as shown in [5]. Sudhakar et al. [11] rigorously 
derived the TR model using a multiscale homogenisation technique. 

There are two limitations associated with existing effective models for rough 
surfaces: (1) They are derived only for flat interfaces aligned along one of the axes 
of Cartesian coordinates; the only exception is [12], which reported laminar and 
turbulent flows over a sphere coated with rough elements. (2) The main aim of 
the existing models is on capturing interface velocity. Although practically impor-
tant, computation of drag on rough walls using homogenised formulations is not 
addressed. 

In a recent work, Sahaj and Sudhakar [3] addressed the aforementioned limita-
tions by deriving the TR model in polar coordinates. Moreover, they proposed two 
constitutive parameters, called stress correction factors, for computing components 
of drag on rough surfaces. In this paper, we provide additional results on flow over 
a rough cylinder and discuss the limitation of that model. 

The paper is organised as follows. The effective interface conditions in Cartesian 
and polar coordinates are presented in Sect. 2. Section 3 discusses results on flow 
over rough cylinder, and the limitation of the model is demonstrated in Sect. 4 by 
considering a lid-driven cavity problem with rough bottom wall. 

2 Effective Interface Conditions 

This section details interface conditions of TR model in both Cartesian and polar 
coordinates. The conditions involve a shear-induced tangential velocity, and a transpi-
ration velocity that is driven by the gradient of tangential velocity along the tangential 
direction. 

In Cartesian coordinates, the TR model was derived by Lacis et al. [8]. The 
interface conditions are
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u1 = L11

(
∂u1 
∂x2 

+ 
∂u2 
∂x1

)

u2 = −M
(

∂u1 
∂ x1

)
. (2) 

Here u1 and u2 are tangential and transpiration velocity at the interface. L11 and M 
are constitutive parameters that contain all information about the geometry of the 
roughness elements. These constitutive parameters can be computed by solving a 
Stokes problems in a microscale domain, thus making the formulations free of ad 
hoc parameters. 

Sahaj and Sudhakar [3] extended the TR formulations to polar coordinates. They 
made use of the fact that the tangential velocity is proportional to the shear at the 
interface 

uθ = Lε · n. (3) 

By substituting the rate of strain tensor ε in polar coordinates, the form of tangen-
tial velocity can be obtained. The transpiration or radial velocity formulation can 
be derived by applying the principle of mass conservation to a control volume 
surrounding the roughness elements as shown in Fig. 1. Complete details of the 
derivation can be found in [3]. 

The interface velocity conditions in polar coordinates can be summarised as 

uθ = Lθθ  
1 

2

[
r 

∂ 
∂r

(uθ 

r

)
+ 

1 

r 

∂ur 
∂θ

]

ur = −M∂uθ 

∂θ 
(4) 

Here ur and uθ denote velocity components along radial and circumferential direc-
tions, respectively. The constitutive parameters Lθθ  and M can be computed by 
solving the microscale problem in polar coordinates.

Fig. 1 Control volume 
around rough elements 
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3 Flow Over a Rough Cylinder 

In this section, we consider flow over a rough circular cylinder as depicted in Fig. 2. 
Roughness elements with height d are added to the baseline smooth cylinder of 
diameter Db. The rough cylinder is kept in a channel as shown in figure. Parabolic 
inlet velocity is specified at the inlet and a zero stress condition is applied at the 
outlet. No slip condition is applied on the rough cylinder surface and on channel 
walls. The Reynolds number, defined as Re = UmaxDb/ν, is set to be 40. The scale 
separation parameter, η(= d/Db) = 0.05. 

The constitutive parameters (Lθθ  and M) as well as the stress correction factors 
(Sc and Pc) can be computed from a single microscale problem. The geometry 
of roughness elements and the respective constitutive coefficients are given in [3]. 
Details of the partitioning of the total drag into pressure and viscous contributions 
are available in the stress correction factors. 

We discuss the accuracy of interface conditions of TR model in polar coordinates 
(Eq. 4) by investigating the velocity components at the interface. Figure 3 shows 
comparison between DNS and effective of velocity components at the interface. It 
can be seen that along the entire length of the interface, the transverse velocity (uθ ) 
is predicted very accurately. The errors in radial velocity (ur ) is larger than uθ . This  
is due to the fact that ur represents a high order effect than uθ [8, 11].

Having discussed the accuracy of interface velocities, we now analyse the appli-
cability of stress correction factors in computing drag components. We perform DNS 
to get reference drag values, which can be directly obtained by integrating viscous 
and pressure forces on the rough surface. However, the drag components obtained 
from the effective model needs to be modified using stress correction factors. 

Fv = Sc F
uncorr 
v 

Fp = Funcorr 
p + Pc F

uncorr 
v (5)

Fig. 2 Configuration of flow over a rough cylinder 
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Fig. 3 Velocity around the 
rough cylinder with elliptic 
roughness elements at h = 
0.1. a Transverse velocity, 
b radial velocity. θ = 0 
corresponds to the rear end 
of the cylinder

Here Fv and Fp denote viscous and form drag on rough surface, respectively. The 
superscript ‘uncorr’ implies forces computed directly on the effective interface. 

Percentage of errors in drag components for square roughness elements at Re 
= 40 is presented in Table 1. It can be seen that uncorrected values show a large 
error, and after applying corrections, the accuracy of predicting drag components 
significantly improved. Additional results on the effect of Re and ellipse roughness 
elements are presented in [3].

4 Flow in a Driven Cavity 

In the previous section, we have discussed a rough circular cylinder, and reported 
comparison of DNS and effective model. It is shown that the effective model can 
accurately approximate the interface velocity along the entire length of the interface.
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Table 1 Percentage error in drag coefficients for flow over a cylinder with square roughness 
elements at Re = 40 
h Uncorrected With correction 

Cd,v Cd, p Cd,v Cd,p 

0.05 49.08 11.64 3.80 1.15 

0.1 48.27 11.41 4.32 1.32 

0.2 46.73 10.93 5.31 1.67 

0.3 45.28 10.42 6.25 2.05

It can as well capture the drag components. One of the main assumptions used to 
derive transpiration-resistance model is that in the vicinity of the interface, the flow 
is viscous dominated. In this section, we report the performance of the model when 
it is used to compute drag components when the inertial effects are significant near 
the interface. 

We consider the lid-driven cavity problem, but instead of all smooth walls as in 
the classical problem, the bottom wall is coated with semi-ellipse shaped roughness 
elements as shown in Fig. 4. The cavity size (H) represents the macroscale, while 
the microscale (l) is marked in the figure. We set the scale separation parameter, η 
= (l/H) = 0.1. The semi-major and semi-minor axis of the rough elements are set to 
be 0.3l and 0.6l, respectively. The interface is positioned at a distance of 0.1 l from 
the crest plane of rough elements. 

In the domain used for the effective model, a fictitious smooth interface is intro-
duced and the roughness elements are chopped off. On the fictitious interface the

Fig. 4 Configuration of flow 
within a cavity with rough 
bottom 
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following effective boundary conditions, given by the transpiration resistance model, 
are applied (Eq. 2). 

Reynolds numbers is defined as Re = U0 H/ν. Simulations are performed for Re 
of 1, 10, 100, 400, and 1000. For all five Re, both pressure and viscous component 
of drag are computed on the rough surface of the cavity. Due to the presence of 
rough elements, the pressure drag is non-zero in DNS. All simulations are repeated 
with the effective model; since the rough elements are discarded in the effective 
simulations, pressure drag is always zero. The viscous drag obtained from the model 
are multiplied with stress correction factors to get the pressure and viscous drag 
components, as given in Eq. 5. 

Components of drag, computed using DNS and effective model, for different Re 
are presented in Fig. 5. It can be seen that for Re < 100, the model captures the drag 
components accurately. However, when the inertial effects becomes predominant in 
the interface region, the error produced by the effective model increases significantly. 
This is expected because the TR model is derived based on the following assumption: 
the viscous forces dominate the interface region. 

Fig. 5 Comparison of drag 
components computed on the 
rough surface of the cavity: 
a viscous drag, b form drag

(a) 

(b) 
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The dominance of inertial effects near the interface at high Re can be seen from 
two observations: (1) The drag is scaled with viscous forces; hence, if inertia were 
negligible both curves presented in Fig. 5 would have been a horizontal line. (2) 
Existence of viscous dominated flows near the interface implies that the fraction of 
total drag divided into pressure and viscous components remains the same, even if 
Re is increased. However, DNS results of pressure drag shows that at a larger Re, D, 
p becomes negative. This could be due to the presence of separated flow within the 
rough elements, which is a result of inertial effects. 

5 Conclusions 

We presented an effective model to simulate laminar flows over rough surfaces, in this 
paper. The flow over a rough cylinder is used as a baseline case to discuss the accuracy 
of the model. In addition to the interface velocities, the proposed model is able to 
capture drag components accurately, when the inertial effects can be neglected in the 
interface region. This limitation is demonstrated by considering a lid-driven cavity 
in which the bottom wall is coated with ordered roughness elements. In summary, 
the model presented here can accurately approximate interface velocities and drag 
components when the flow is viscous dominated in the interface regime. 

Acknowledgements We acknowledge the financial support provided by the DST-SERB 
Ramanujan fellowship (Sanction Order No. SB/S2/RJN-037/2018). 

Nomenclature 

l Microscopic length scale (m) 
H Macroscopic length scale (m) 
η Scale separation parameter (–) 
Re Reynolds number (–) 
(u1, u2) Velocity components (m/s) 
U0 Driving velocity in lid-driven cavity (m/s) 
D,v Viscous drag (N) 
D, p Pressure drag (N) 
λ Slip length (m)
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Performance Analysis of Medium 
Specific Speed PAT for Back Cavity 
Filling Using CFD 

Abhishek Namboodiri, Satish Dokiparti, Ashish Doshi, and Mukund Bade 

1 Introduction 

Large hydropower plants are the primary source of electricity in the majority of 
the world’s nations. But as these plants are being built and developed, vast areas 
of productive land are submerged under water, resulting in the loss of ecosystems 
and a significant number of evacuations and rehabilitation of people. Overall, it 
is generally harmed by problems with the ecological balance, the socioeconomic 
system, and politics. A mini hydropower plant doesn’t have these problems compared 
to this. Despite the lower power output, there are numerous benefits [1]. Micro 
hydropower plants (MHP) are small-scale power generation facilities that can be 
utilized to provide electricity in distant, off-grid places. Installing a turbine along a 
river or stream’s course and diverting water so that it falls on the turbine can produce 
electricity. More than 6000 streams in India have been identified as possible locations 
for micro hydropower facilities [2]. 

Smaller hydraulic pumps can be used as turbines in MHPs to save plant costs 
overall. A pump that generates electricity when turning in the opposite direction is 
known as a pump as a turbine. The perennial streams are very difficult to locate in 
southern India. In this case, the pump can be operated in reverse mode to create 
electricity during the monsoon season when the inflows into rivers and streams are 
available, and in the pump, mode to pull water from deep wells or ponds during the 
dry season (when the stream level is very low or nil). 

To enhance the performance of a PAT different geometrical modifications could 
be carried out. Research has been carried out on various modifications related to
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impellers [3]. Also, the analysis of other flow and non-flow zones of the PAT domain 
was performed by some researchers both experimentally [4, 5] and numerically [6]. 
The analyses included the non-flow zones of the front, back, and side clearances. 

In this research, back cavity filling, one of the newly proposed modifications of 
PAT shape [4, 5], is numerically investigated using computational fluid dynamics 
(CFD) software. The following hydraulic parameters would be used to assess the 
PAT’s performance: total head, the turbine’s power output, and efficiency. 

2 Literature Review and Objective 

The present work is focused on the numerical investigation of PAT. For any numerical 
analysis, it is always important to reduce the error percentage when validating with the 
corresponding experimental results. This mainly depends on the methods followed 
in the simulation, like boundary conditions, turbulence models, etc. In this section, 
different CFD-related works performed on the pump as turbine (PAT), by various 
authors across the world have been discussed. 

Emma [7] carried out a performance analysis of PAT using CFD. The analysis 
was done for three different pumps (Ns = 37.6, Ns = 20.5, Ns = 64). Boundary 
conditions used were velocity at the inlet and static pressure at the outlet and the 
k–ε turbulence model was used because other models like Large Eddy Simulation 
(LES), RANS, etc. take more computational time. Multiple reference frame (MRF) 
was used for simulations, with the impeller being kept as a rotating zone and the 
casing, inlet, and outlet as a stationary zone. Simulation results matched well with 
the experimental results, showing an error of 4% at the Best Efficiency Point (BEP). 
It was observed that the power range in turbine mode was higher than that in pump 
mode. 

Rosi et al. [8] developed a predicting model for PAT’s performance in off-design 
operating conditions. The analysis was done using Ansys CFX for a pump with 6 
backward swept blades and outlet diameter of 281 mm. The boundary conditions used 
were, the volume flow rate at the inlet and average static pressure at the outlet. It was 
observed that at slightly off-design operating conditions, the error was negligible, 
but at higher off-design conditions the error increased further. 

Santolaria Morros [9] performed numerical modeling and flow analysis of a 
centrifugal pump running as a turbine for unsteady flow structures and also found the 
effects of unsteady flows on the global performance of the PAT. The pump modeled 
had 7 backward swept vanes, an outer diameter of 200 mm, and a specific speed of 
0.52 rpm. The pump was analyzed in Fluent with inlet boundary condition as static 
pressure and outlet boundary condition as zero total pressure. The results obtained 
showed a good match with the experimental data deviating by approximately 10%. 

Derakhshan [10] studied experimental and numerical analysis of propeller pump 
as turbine. The analysis was performed using the k-ε turbulence model with average 
static pressure as an inlet and mass flow rate as an outlet. For the walls in the fluid
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domain, a roughness of 50 μm was assumed. The residual was set to 10–6 for conver-
gence. The fluid domain was split into three parts: pump inlet pipe, impeller, and 
outlet. To get a relatively stable inlet and outlet flow. The relative error of predicted 
head, shaft power, and efficiency to experimental data at BEP was 4.8%, 3.8%, and 
1.3%, respectively, showing an acceptable level of accuracy at BEP. 

Lei [11] studied the effect of axial clearance on the efficiency of a shrouded 
centrifugal pump. The performance analysis was done for 3 sets of front and back 
clearances. Modeling of the pump was done in Pro-E and simulation in Ansys CFX 
with boundary conditions as mass flow rate inlet and static pressure outlet, turbulence 
model as shear stress transport (SST) k–ω turbulence model. The interfaces were 
connected using a frozen rotor MRF interface with an impeller and shrouds in the 
rotating zone and the remaining domain in the fixed zone. The efficiencies showed 
an error of 3% compared to experimental results. It was concluded on increasing the 
clearance size, head, and efficiency decrease, resulted in a reduction in hydraulic and 
overall efficiency. Also, with an increase in clearance space, the turbulence backflow 
increases at the impeller inlet. 

Ayad [12] studied the effect of semi-open impeller side clearance on centrifugal 
pump performance using CFD. The CFD simulations were carried out for side clear-
ances of 0, 1, 2, 3 mm. The impeller contained 6 backward swept blades with an 
eye diameter of 50 mm and an outlet diameter of 130 mm. Ansys CFX was used 
for analysis, with total pressure as an inlet boundary condition and mass flow rate as 
an outlet boundary condition. MRF was used with a frozen rotor interface, in which 
the impeller was considered as a rotating zone and the casing as a stationary zone. 
The CFD results varied by 10% from the experimental results. It was concluded that 
on increasing the side clearance space, head and efficiency decrease, resulting in the 
shifting of BEP toward the left. 

Wang et al. [3] performed a numerical analysis of PAT with a specially designed 
impeller. The impeller had forward curved vanes and its performance was compared 
with a regular PAT with backward curved vanes. For CFD analysis the boundary 
conditions taken were inlet mass flow rate and outlet static pressure with k-ε turbu-
lence model and convergence criteria of 10–6. The results showed that the change in 
geometry gave an improvement of about 8% in the overall efficiency of PAT. 

2.1 Objectives of the Work and Problem Definition 

Based on the literature review, the objectives of this work would be:

. To perform 3D numerical analysis of a centrifugal pump of a specific speed of 
54 rpm, running in reverse mode (turbine mode) at 1000 rpm.

. To determine numerically, the performance characteristics of the selected pump 
in PAT mode with and without back cavity filling.
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As previously performed experimental results [4] for medium-specific speed PAT 
of 54 rpm is available through one of the authors of this paper, it is selected for CFD 
analysis. Further, for the given PAT, using CFD software Ansys Workbench, validate 
the model with basic characteristics. 

3 Numerical Analysis 

The geometry of a centrifugal pump with a specified speed of 54 rpm was created 
by using a Coordinate Measuring Machine (CMM), as shown in Fig. 1. Once the 
fluid models of impeller and volute were generated, inlet and outlet pipes were added 
using the Design Modeler module in Ansys Workbench, and then they were joined 
to the volute casing using the Boolean command. 

The meshing model in Ansys Workbench was utilized to mesh the entire domain 
as shown in Fig. 2. The unstructured mesh was chosen even though structured mesh 
produces results that are more accurate due to computational power limitations. To 
better capture the flow and ensure a smooth transition of flow from the volute to the 
impeller, the contact/interface zone between the impeller and the volute was given 
using multiple frame references.

Figure 3 shows the meshing of two different fluid models of the same geometry.
As shown in Fig. 4, the boundary conditions used were: inlet-mass flow rate and 

outlet-static pressure. The turbulence model used was a k–ε model. The wall function 
is considered scalable, l. The convergence criterion was set to a residual value of 10–4. 
The steady-state analysis was used with the upwind advection schemes.

Fig. 1 Geometrical model 
of the selected pump 
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Fig. 2 Meshed model

Fig. 3 Meshed fluid model 
a backside of initial 
geometry b backside of 
modified geometry (with  
BCF)

4 Results and Discussion 

4.1 Grid Independence Test 

The grid independence study was carried out at BEP for a shaft speed of 1000 rpm, 
taking element sizes as 10, 9, 8, 7, 6, and 5 mm. As shown in Fig. 5, it was seen that 
once the element size was less than 7 mm, there was not much change in the output
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Fig. 4 Boundary conditions

Fig. 5 Grid independence 
test 
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torque. Hence, 7 mm was considered the optimum element size, and the grid for that 
element size was chosen as the independent grid size. All the simulations on PAT 
were performed at this grid size. 

4.2 Performance Characteristics of Initial Geometry 

The performance characteristics of PAT are plotted at 1000 rpm. The results 
obtained from the CFD simulations were validated with experimental results [4].
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The parameters taken for validation are Total Head, Mechanical Power, and Overall 
Efficiency. 

The total head on the turbine can be calculated in the simulation as [13]: 

HT = p1 − p2 
ρg 

+ v
2 
1 − v2 

2 

2g 
(1) 

Subscripts 1 and 2 represent the inlet and outlet of PAT. 
Mechanical Power can be calculated as [5]: 

P = 2π NT  

60 
(2) 

The overall efficiency of the turbine can be calculated as [5]: 

η = P 

ρgQ  HT 
(3) 

Figures 6, 7 and 8 show the characteristics curve of Total Head, Mechanical Power, 
and Overall Efficiency with flow rate. The graphs generated from the numerical 
results follow the correct trend as that of the general characteristic curves of a turbine. 
When compared to the experimentally obtained results, the CFD results for 1000 rpm, 
show absolute average percentage errors of 17%, 4%, and 11% for the head, output 
power, and efficiency, respectively. The BEP obtained from CFD lies at a flow rate 
more than that of the experimental BEP. 

Fig. 6 Total head (HT ) 
versus flow rate (Q) curve

10 15 20 

2 

3 

4 

5 

6 

To
ta

l h
ea

d 
(m

) 

Flow Rate (lps) 

Total head-CFD
 Total head-Exp.[4] 



582 A. Namboodiri et al.

Fig. 7 Mechanical power 
(P) versus flow rate (Q) 
curve 

10 15 20 
0 

200 

400 

600 

800 

Po
w

er
 (W

) 

Flow Rate (lps) 

Power-CFD 
Power-Exp.[4] 

Fig. 8 Overall efficiency (η) 
versus flow rate (Q) curve  
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This could be because of the slight error in geometry modeling, occurring due 
to inaccuracies in the CMM. Since the errors are in and around 15%, the numerical 
method adopted can be considered an effective tool in the performance prediction of 
PAT.
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4.3 Internal Flow Study and Comparison 

To study the internal flow physics of PAT, pressure and velocity contours are plotted 
on two planes. Firstly, the contours are plotted on the mid-plane of the domain, which 
shows the velocity and pressure variations near the impeller blades and also the inlet 
pipe, and secondly, they are plotted on the meridional plane of the domain, showing 
the pressure and velocity changes along the outlet pipe and the back cavity region as 
shown in Figs. 9, 10, and 11.

From Figs. 9, 10, and 11, it can be seen that the pressure inside the volute is 
lesser for the modified geometry. As the pressure is less, the velocity is higher than 
in the initial case. Since the back cavity is filled, most of the fluid goes through the 
actual flow path (Flow Zone). Hence, the flow rate in the flow zone slightly increases, 
which also increases velocity in the flow zone, since the area of the flow zone remains 
constant in both cases. 

From Fig. 12, i.e., the contours on the meridional plane, it can be noticed that 
the thickness of the boundary layer along the top and bottom walls of the outlet 
pipe is reduced as compared to the initial case. Due to this, the mean velocity in 
the outlet pipe has increased, resulting in higher outlet velocity, and reduced total 
head. Also, the wake regions that appeared in the back cavity region (seen in the 
initial geometry) are no longer visible, indicating negligible entry of fluid into the 
back cavity. Therefore, the losses that occurred due to large boundary layers and 
undesired wake regions are eliminated, resulting in an increased overall efficiency 
of PAT.

It was found that the efficiency improved by 2% (approx.) at BEP when the 
geometry was modified whereas the efficiency improved by 3.5%, at off-loading 
conditions. 

5 Conclusions 

Steady-state numerical analysis using Ansys Workbench was carried out on a 
medium-speed centrifugal pump (specific speed—54 rpm), running in reverse mode 
for different flow rates. The performance characteristics were predicted using CFD 
and validated using available experimental data [3]. Apart from validation, the CFD 
simulations were performed on a modified geometry of the same pump. A back cavity 
filling was added, and the performance characteristics were plotted to compare the 
results with the initial simulation and check for improvement. The internal flow anal-
ysis was also performed for both cases. The simulations were carried out at flow rates 
ranging from 11 to 21 lps for both the geometric modifications, i.e., with and without 
back cavity filling (BCF).
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Fig. 9 Pressure contours 
along a mid-plane at BEP 
a with BCF b without BCF
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Fig. 10 Velocity contours 
along a mid-plane at BEP 
a with BCF b without BCF
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Fig. 11 Velocity contours along a meridional plane at BEP a with BCF b without BCF
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Fig. 12 Efficiency 
comparison of two 
geometries
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The following conclusions were drawn:

. The CFD simulation results for Total head, Mechanical power, and Overall effi-
ciency had an average absolute deviation with respect to experimental results of 
17%, 4%, and 11%, respectively, at 1000 rpm.

. The performance analysis was done on the back cavity-filled geometry and a 2% 
rise in overall efficiency was observed when compared with the initial geometry’s 
results.

. The internal flow physics was studied for both cases by plotting pressure and 
velocity contours on two planes at BEP. It was observed that the losses occurring 
due to higher turbulence in the back cavity region and thicker boundary layers in 
the outlet pipe, were reduced, resulting in improved efficiency of the PAT. 

Nomenclature 

k Specific turbulent kinetic energy (m2/s2) 
g Acceleration due to gravity (m/s2) 
HT Total head (m) 
N Rotational speed (rpm) 
P Output power (W) 
Q Flow rate (m3/s) 
T Output torque (Nm) 
ε Turbulent kinetic energy dissipation rate (m2/s3) 
η Efficiency (%)
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ρ Fluid density (kg/m3) 
v Velocity (m/s) 
p Pressure (Pa) 
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Investigation of the Flow Physics 
in an Oscillating Lid-Driven Cavity 
with a Concentric Square Obstacle Using 
the Lattice Boltzmann Method 

Prabir Sikdar, Sunil Manohar Dash, and Kalyan Prasad Sinhamahapatra 

Nomenclature 

Re Reynolds number 
Ls* Dimensionless size of the square obstacle 
ω Dimensionless Oscillation frequency 
L Length of the square cavity (LBM unit) 
U Maximum horizontal velocity of the top lid (LBM unit) 
T Time interval of an oscillating cycle 
ρ Fluid density (LBM unit) 
u Flow velocity (LBM unit) 
f Density distribution function 
τ Single relaxation time factor 
α Lattice direction 

1 Introduction 

Flow inside a lid-driven cavity (LDC) is a fundamental problem in fluid mechanics 
in which the top wall moves with a constant velocity, and the remaining cavity walls 
are generally stationary. Typical industry applications of LDC involve mixing of 
solid particles in the fluid domain [1] and polymer processing [2], etc. In general, the 
top lid’s uniform motion results in poor fluid mixing within the cavity. There have 
been many studies where an oscillating lid is used to enhance fluid mixing. In this 
study, an oscillating top lid-driven cavity with a concentric square obstacle has been
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investigated to further characterise the fluid mixing in the enclosed annular space of 
the cavity. 

2 Literature Review and Objective 

The flow regime inside the LDC usually consists of one primary vortex and several 
counter-rotating corner vortices [3, 4]. It is found that at higher Re, the position of 
the primary vortex shifts towards the cavity centre, and the size of the corner vortices 
grow. In order to enhance fluid mixing in the enclosed cavity space, many studies 
have suggested the use of an oscillating lid motion [5–7]. Note that an oscillating 
lid creates enhanced instability in the fluid domain, facilitating better flow mixing. 
Mendu and Das [5] numerically investigated the effect of oscillating frequency (ω) of  
the cavity lid and Re on the development of vortices inside the LDC. It was found that 
at a fixed Re, as the ω increases, the number of vortices inside the cavity decreases, 
resulting in poor fluid mixing. Nishimura and Kunitsugu [7] studied the effect of ω 
and cavity aspect ratio and observed that the degree of fluid mixing increases for a 
higher aspect ratio of the cavity. 

Interestingly, the presence of an obstacle inside the LDC can considerably modify 
the fluid mixing [8, 9] within the enclosed cavity space. Yaswanth and Maniyeri [9] 
placed a circular obstacle of fixed size in an oscillating LDC to increase the fluid 
mixing within LDC. They noticed that the oscillating lid generates the vortices, 
and the internal obstacle breaks them into multiple sub-vortices, and consequently, 
fluid mixing is enhanced. Rajan and Perumal [8] investigated the effect of various 
shapes of internal obstacles on the flow structure inside the cavity. They observed 
that secondary vortices near the obstacle improve mixing within the cavity. 

The above literature review shows that the oscillating lid in the LDC with an 
internal obstacle can substantially augment the flow mixing in the cavity. To the best 
of the authors’ knowledge, the effects of the size of the internal obstacle on the fluid 
mixing in the square LDC are unexplored. In the present study, we have attempted to 
address this research gap by investigating the flow physics in the square LDC with 
an oscillating top lid for the different-sized concentric square obstacles. Note that the 
annular space in the square LDC is modified with a change in the size of the internal 
square obstacle. In addition, we have varied the oscillating frequency (ω) of the  
moving top lid and Re to assess their effects on the mixing and vortical structures in 
the cavity. This numerical study is performed using our in-house solver based on the 
Lattice Boltzmann Method (LBM). Recently, the Lattice Boltzmann Method (LBM) 
has been extensively followed for simulating complex fluid flow problems [5, 6, 10, 
11] since it has several computational advantages, including ease in parallelization 
and simplicity[12], etc., over the conventional CFD methods.
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Fig. 1 Schematic diagram of the oscillating LDC with a square obstacle (left) and computational 
mesh (right) 

3 Materials and Methods 

3.1 Problem Definition and Computational Domain 

The schematic diagram of the oscillating LDC and followed boundary conditions is 
shown in Fig. 1. Here, L represents the length of the square cavity. A square obstacle 
of length Ls is placed at the centre of the cavity. We have varied the square obstacle’s 
non-dimensional length (Ls* = Ls/L) from 0 to 0.5 at an interval of 0.1 without 
varying its central location. The instantaneous velocity of the oscillating top lid is 
selected as u = U cos (ωt), U being its maximum horizontal velocity. The oscillating 
frequency of the lid is ω which is varied as 2π /6, 4π /6, and 6π /6. The corresponding 
time interval of the oscillating cycle can be expressed as T = 2π /ω. In this study, 
the Reynolds number (Re) can be defined using two different length scale: Ls and L. 
If we use the obstacle length Ls to define Re, for the simple LDC (Ls = 0), the Re 
approaches zero value which is obviously not the case we are evaluating. Further, to 
make a fair comparison between a simple LDC and one with an obstacle, Re must be 
same for both the cases, which is only possible if we define Re based on the cavity 
length L. Hence, Re = UL/υ and simulations are conducted for Re = 100, 400, and 
1000. 

3.2 Numerical Methodology 

The unsteady, incompressible, laminar, and viscous flow inside the oscillating LDC 
can be represented using the governing Eqs. (1) and (2). 

∂ρ 
∂t 

+ ∇  ·  (ρu) = 0. (1)
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∂(ρu) 
∂t 

+ ∇  ·  (ρuu) = −∇  p + υ∇ · [ρ∇u + (∇u)T
]
. (2) 

The variable ρ, u, p, and υ denotes the fluid density, flow velocity, pressure, and 
kinematic viscosity of the fluid, respectively. Instead of solving Eqs. (1) and (2) using  
a conventional numerical scheme like FDM or FVM, here we have adopted the lattice 
Boltzmann method due to its several computational advantages, as discussed in the 
introduction. In the LBM framework, Eqs. (1) and (2) are solved using Eq. (3). 

fα(x + cα	t, t + 	t) − fα(x, t) = −  
fα(x, t) − f eq α (x, t) 

τ 
(3) 

The density distribution function and the corresponding equilibrium distribution 
function in Eq. (3) are represented by fα and f 

eq 
α . Here α is the lattice direction, 

and for the D2Q9 model, it varies from 0 to 8 [5]. The variable τ is called the 
single relaxation time factor and is defined using BGK approximation [5, 12]. The 
macroscopic density and velocity are computed using Eq. (4) expressions. 

ρ = 
8∑

α=0 

fα and ρu = 
8∑

α=0 

fαcα. (4) 

Note that in the present LBM solver, the bounce-back condition is imposed at the 
stationary cavity walls as well as on the surface of the square obstacle to attain the no-
slip velocity condition. However, for the oscillating lid, the equilibrium distribution 
function is modified [13] to satisfy the moving wall condition. In case of corner 
points, a second order accurate extrapolation is employed to determine the unknown 
density distribution function. Additional details of the followed LBM solver and its 
implementation steps can be found in the ref. [5]. 

3.3 Grid Independence Test 

In order to ensure that our observations are independent of grid size, a grid inde-
pendence study was carried out on a square lid-driven cavity with Ls* = 0.3 and ω 
= 2π /6 at Re = 1000. The grid sizes varied between 101 × 101, 201 × 201, and 
301 × 301. In Fig. 2, the vertical velocity component along the horizontal centreline 
of the cavity is plotted for different grid sizes. The deviation in the observation is 
insignificant when the grid sizes are finer than 201 × 201. So, the grid size of 201 
× 201 is followed in the remaining simulations of the present study.
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Fig. 2 Comparison of 
vertical velocity component 
(v) along the horizontal 
centreline for various grid 
sizes at Ls* = 0.3, ω = 2π /6 
and Re = 1000. Here, U is 
the maximum velocity of the 
oscillating lid 

4 Results and Discussion 

4.1 Validation Study 

We have validated the developed LBM solver using two different cases. The first 
validation considers a square LDC where its top lid moves with a steady uniform 
velocity. Here, the Re is defined using the top lid velocity and it was varied as 400 
and 1000. The u-component velocity along the vertical centreline and v-component 
velocity along the horizontal centreline for Ls* = 0 and ω = 0 at Re  = 400 and 1000 
obtained in the present solver are compared with that of the Ghia et al. [3], as shown 
in Fig. 3a, b. They are found to be in excellent agreement.

Our second validation study considers the square LDC with an oscillating top lid 
at the frequency of ω = 2π /6. The streamlined patterns in the cavity obtained in the 
present simulations are in good agreement with that of Mendu and Das [5] for  Ls* 

= 0.0 and Re = 1000 at t = 0.4 T. These validations further confirm the accuracy 
and capabilities of the presently developed LBM solver. 

In the following section, we have investigated the effects of the Reynolds number 
(Re) and the oscillating frequency (ω) of the top moving lid on the evolution of the 
flow structure in the square LDC in the presence of the square obstacle of length Ls*. 

4.2 Effect of Reynolds Number (Re) 

To determine the effect of the Re on the flow structures in the square LDC with an 
oscillating top lid, we have fixed ω = 2π /6 and Ls* = 0.3. Re is varied as 100, 400, 
and 1000. The streamline pattern in Fig. 5 shows the evolution of the flow field in the 
cavity at different instances. Note that the flow field in the cavity is predominantly 
unsteady with several vortical structures. This is because of the time-varying velocity 
of the top lid (see Fig. 5) that substantially affects the vortex formation inside the 
cavity. Further, the number of vortices within the cavity considerably increases with 
Re (compare Fig. 5a–c), creating more unsteadiness in the enclosed space, which 
augments the fluid mixing.
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Fig. 3 Comparison of 
a u-velocity and b v-velocity 
along the vertical and 
horizontal centreline, 
respectively of the square 
LDC 

Fig. 4 Comparison of streamline pattern in the square LDC for Ls* = 0.0, ω = 2π /6 and Re = 
1000 at t = 0.4 T, Mendu and Das [5] (left) and present (right)

Therefore, Re= 1000 is the optimum Reynolds number producing the fluid mixing 
in the considered parametric space. Thus the impact of other parameters (ω and Ls*) 
on the evolution of the flow structures and fluid mixing rate will be discussed at this 
Re.
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Fig. 5 Streamline plots in the square LDC at different time instances for a Re = 100, b Re = 400, 
and c Re = 1000. Here, ω = 2π /6 and Ls* = 0.3

4.3 Effect of Oscillating Frequency (ω) 

In Fig. 6, the streamlined pattern within the square LDC at oscillating frequencies 
of ω = 4π /6 and 6π /6 is plotted for fixed Re = 1000 and Ls* = 0.3. It is noticed 
that the vortical structure within the square LDC is substantially modified with the 
variation in the oscillating frequency. The comparison of Figs. 5c and 6 shows that 
the number of vortices inside the cavity are more at a lower frequency (ω = 2π / 
6), leading to better mixing in the enclosed cavity region. In the subsequent section, 
we have additionally investigated the effects of the inner square obstacle size on the 
evolution of the flow structures and fluid mixing rate at Re = 1000 and ω = 2π /6 
since, at this Re and ω, the unsteadiness and mixing in the fluid domain is maximum 
in the square LDC.

4.4 Effect of Size of Inner Obstacle (Ls*) 

Figure 7 shows the variation of the streamline pattern inside the oscillating LDC 
for different sizes of the square obstacle (Ls* = 0.2 and 0.4). Notice that the gap 
between the cavity wall and obstacle reduce with the increases of Ls*, modifying the
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Fig. 6 Streamline plots in the square LDC at different time instances for a ω = 4π /6 and b ω = 
6π /6. Here, Re = 1000 and Ls* = 0.3

flow structure within the cavity. Typically, densely packed streamlines are seen in 
the annular region of the enclosed cavity. Moreover, when Ls* increases, the vortex 
close to the square obstacle splits and forms secondary vortices (see in Fig. 7), leading 
to increased circulation and fluid mixing within the cavity. In other words, we can 
conclude that better fluid mixing is achieved in the smaller annular region of the 
cavity. 

Secondary Vortex 

Fig. 7 Streamline plots in the square LDC at different time instances for a Ls* = 0.2 and b Ls* = 
0.4. Here, ω = 2π /6 and Re = 1000
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5 Conclusions 

In this study, the fluid flow inside an oscillating lid-driven cavity in the presence of 
the square obstacle is investigated for different Reynolds numbers (Re = 100, 400, 
and 1000), the oscillating frequencies of the moving top lid (ω = 2π /6, 4π /6, and 
6π /6) and size of the inner obstacle (Ls* = 0.0 – 0.5). It is seen that the number of 
vortices within the cavity is increased for higher Re and lower ω and increased Ls* 
consequently, the fluid mixing in the cavity region is considerably enhanced. 

In the future, the study will be extended to other geometric shapes and size of the 
obstacle and cavity. It would be fascinating to do a thorough investigation of the flow 
within the lid-driven cavity using the vorticity contour and Urms plot. However, due 
to the conciseness of this work, we have refrained from doing so. As such, we want 
to include these variables into future studies in order to more precisely characterise 
the mixing process. 
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CFD Analysis of Exhaust Gas Flow 
Through Muffler 

Akash Damdhar, Saurabh Gunturkar, Sandip Dhumal, Krantisinha Jagtap, 
Aditya Pathak, Shubham Malkunjikar, and Pramod Kothmire 

Nomenclature 

P Pressure (Pa) 
V Velocity (m/s) 
T Temperature (k) 
X Inlet tube length (mm) 
ITR Iteration 

1 Introduction 

A muffler serves as a crucial component in reducing the noise emanating from the 
exhaust of an internal combustion engine. The primary objectives of an exhaust 
system include the rapid and effective reduction of engine noise through the imple-
mentation of a muffler, as well as the safe release of hot and toxic exhaust gases 
into the atmosphere. These gases are produced in pulses, with three-cylinder engines 
generating three distinct pulses for each complete engine cycle. The swift movement 
of these pulses results in the creation of low pressure behind them. However, the back 
pressure generated by the exhaust system can adversely impact engine performance, 
leading to a reduction in pumping power. Maintaining minimal back pressure is essen-
tial for optimal engine operation. In modern automotive exhaust systems, consisting 
of multiple sections from the engine side to the tailpipe, the material properties of 
each section are directly linked to operating temperatures. These temperatures can 
range from 100 to 350 °C for components close to the engine, such as mufflers and
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tailpipes (considered the cold section), to 600–900 °C near the engine (considered 
the hot section) [1]. 

2 Literature Review and Objective 

Within the market, three main types of mufflers exist: reactive, absorptive, and 
hybrid. Wave cancellation, the first type, is a method employed for noise reduc-
tion. Numerous researchers have explored various muffler designs and conducted 
analyses on noise levels. Transfer matrix methodology has been used, incorpo-
rating an expression-based model centered on the velocity ratio concept, considering 
convective effects [2]. Additionally, experiments have been conducted on hybrid 
pressure-based compressible solvers for low Mach number acoustic flow simula-
tion [3]. Research efforts have focused on reducing muffler weight and exploring 
the impact of design variations on back pressure, noise level, sound quality, and 
exhaust gas temperature [4]. Investigations into modifying muffler geometry have 
been conducted, analysing the effects of back pressure, chamber temperature, and 
velocity on different designs [5]. Other studies have delved into pressure drop and 
uniformity index of exhaust systems, considering close-coupled catalytic converters 
[6]. Verification of muffler configurations has been undertaken using finite element 
methods [7]. Further exploration involves the effects of upstream flow distribution 
during the cold-start period on catalytic converter performance, examined through 
CFD simulation [8]. Researchers have predicted the multidimensional performance 
of catalysts coupled with turbulent reacting flow simulations, emphasizing thermal 
durability through mechanical and thermal properties [9]. Numerical studies using 
a conservative unstructured finite-volume approach have simulated laboratory-scale 
catalytic converters, encompassing implicit heat and fluid flow coupling, heteroge-
neous chemical processes, mass transfer, and transfer [10]. A comprehensive CFD 
study of full-size catalytic converters has been conducted, revealing strong dependen-
cies on converter properties, density, diffuser angle, and aspect ratio under reacting 
and non-reacting conditions [11]. Theoretical and experimental studies on the 3-D 
steady and unsteady compressible non-reacting flow inside double flow of monolith 
catalytic converter systems attached to 6-cylinder engines have been explored [12]. 
However, it is evident from the literature that the predominant focus lies on the design 
analysis of models with typical geometry and a single material. The literature lacks 
emphasis on various thermal parameters such as velocity, pressure, and tempera-
ture for different materials. Moreover, researchers have not thoroughly investigated 
designs by varying the inlet tube length and observing the associated parameters 
using different materials. In the present work, our focus is on understanding the 
effects of velocity, pressure, and temperature variations during gas flow by altering 
the inlet tube length and material composition of the muffler, thereby contributing to 
a more comprehensive understanding of flow distribution.
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3 Materials and Methods 

In this paper the study on exhaust muffler has been carried out, by changing the inlet 
pipe length, i.e. X for Steel and Aluminium material. 

3.1 Materials 

Nowadays, most automobiles typically use Steel and Aluminium as a material in 
mufflers. According to that survey, we have to examine which of the material gives 
optimum results in pressure drop and heat rejection rate, etc. parameters which are 
available at minimum cost. 

1. Aluminium 
2. Steel. 

A loud vibrating sound is produced as the engine’s exhaust valves open to release 
pressurized gas. Every minute, several little noises emerged and bounced down the 
exhaust pipe. The result is a loud and potentially unpleasant sound. The solution is 
to find a way to lower this sound level before it exits the exhaust system. Muffler 
is located in line with the exhaust pipe at the end, usually just before the tip. It has 
number of perforated tubes or chambers with baffles that are intended to optimize 
and reduce the sound output from engine. The sound waves that enter the muffler 
bounce off the baffles and creates opposing sound waves that cancel each other out. 
The baffles and chambers in mufflers can be “tuned” to provide the desired sonic 
impact. 

The main focus of study is dependent on the following approaches: 

(1) Using different materials of muffler 

In this paper, Steel and Aluminium is used as a material while designing of the 
muffler. 

Steel 

Steel was first employed as an excellent review material in automobiles. Moreover, 
though the past years, this has mainly been utilized as a material for exhaust systems. 
Since Steels with better high-temperature performance and excellent corrosion resis-
tance to encounter social objectives for spotless exhaust gases and compact design 
for better fuel economy [13]. As a result, the materials used to produce exhaust 
system components have started to shift from traditional cast metals and aluminized 
carbon Steel sheets to Steels, and from overall Steels to specialty Steels with higher 
performance.
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Aluminium 

The exhaust system of a vehicle should be made of a resilient, long-lasting metal 
because it commonly experiences dangerous chemicals and severe temperature 
changes. Exhausts have typically been made of cast iron or mild Steel, and although 
modern Plain Carbon-Steel alloys are much probably more suited to the conditions 
that your exhaust system must sustain. 

(2) Varying the tube length of muffler (X distance) 

In first case, the inlet tube of muffler is placed within the chamber at 150 mm from 
inlet side of the shell. Then the boundary conditions are applied and analysis has 
carried out. In future work by varying the tube length of the muffler (x distance) will 
update and come up with proper results. 

3.2 Geometry 

The CAD modelling is done with CATIA V5 software for the CFD study. It consists 
of 1 inlet tube and 1 outlet tube and a baffle with a smaller hole in the middle of the 
muffler. The design of muffler is prepared using a circular shell of 250 mm diameter 
and thickness of 2 mm by using Aluminium and Steel. Table 1 indicates the entire 
dimensions of the geometry to be designed (Figs. 1, 2 and 3). 

Table 1 Dimensions of 
designed geometry S. No Parameters Measurement (mm) 

1 Inlet pipe diameter 50 

2 Baffle hole diameter 40 

3 Thickness of muffler 2 

4 Length of shell 600 

Fig. 1 The length X shows 
the variation in inlet tube 
length inside the shell
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Fig. 2 Geometry of muffler 
with CATIA V5 software 
without changing inlet tube 
length (X) 

(a) 

(b) 

Fig. 3 Geometry of muffler with CATIA V5 software with changing inlet tube length. a X = 100 
mm, b X = 50 mm 

3.3 Meshing 

ANSYS R19.2 was used in this study is to analyse the muffler whereas tetrahedron 
meshing was produced. After meshing geometry, fine meshing is utilized to obtain 
accurate results. The fluid domain contained the greatest number of elements feasible 
due to the usage of fine mesh, which also contributed to the highest possible accuracy 
of the flow (Fig. 4; Table 2).
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Fig. 4 Meshing of geometry 
with 5 mm element size 

Table 2 Meshing parameters 

Geometries with different Inlet tube positions Domain Nodes Elements 

Inlet tube length (X) at 150 mm Shell 13,040 65,708 

Inlet tube length (X) at 100 mm Shell 11,850 59,526 

Inlet tube length (X) at 50 mm Shell 10,587 52,804 

Table 3 Boundary 
conditions for the analysis S. No Parameters Aluminium Steel 

1 Inlet velocity (m/s) 40 40 

2 Temperature (K) 673 673 

3 Heat transfer coefficient (W/m2 k) 400 312 

4 Turbulence intensity (%) 10 10 

3.4 Boundary Conditions 

The k epsilon model is the turbulence model employed in the current work. Exhaust 
gas having a density of 0.5508 (kg/m3) and a viscosity of 3.814e−5 (Pa) is employed 
as the working fluid. The inlet temperature is assumed to be 400 °C, with a mass 
flow rate of 180 kg/h. 10% turbulence intensity is also taken into account. Additional 
input and outlet boundary conditions for the study are shown in Table 3. 

3.5 Governing Equations 

The numerical simulation was carried out using steady state with pressure focused 
techniques. The partial differential equation is used to calculate overall values of 
mass and momentum under steady-state conditions. 

The conservation of mass is described by the continuity equation and is given by 

∂p 

∂t 
+ ∂ pU1 

∂x1 
+ ∂pU2 

∂ x2 
+ ∂pU3 

∂ x3 
= 0 (1)
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∂p 

∂x 
+ ∂v 

∂x1 
= 0 (2)  

For compressible flow 

∂p 

∂t 
= 0 (3)  

The momentum equation is given by CFD software 

ρ

(
u 

∂u 

∂x 
+ υ 

∂υ 
∂x

)
= −ρg − ∂p 

∂x 
+ u ∂

2 y 

∂x2 
(4) 

The governing energy equation is given by, 

ρCp

(
u 

∂t 

∂x 
+ υ 

∂ T 
∂ x

)
= k

(
∂2T 

∂y2

)
(5) 

4 Results and Discussion 

In this study, we focused on the material aspect and adjusting the inlet tube length 
to optimize temperature distribution at the muffler outlet. Figure 5 shows that with 
the inlet tube set at X = 150 mm, high-temperature distribution was observed in 
aluminium material at 637.86 K.

Noise reduction is contingent on temperature and velocity, as exhaust gases in 
pulses can lead to discontinuous flow, generating various noises, including high-
velocity-induced whistling. Our analysis and comparison of temperature and velocity 
plots for aluminium and steel mufflers revealed varying results in total pressure and 
flow velocity with changes in material. Velocity contours in Fig. 6a, b illustrate this 
difference.

. For Aluminium, the inlet velocity was 40 m/s, and the outlet velocity increased 
to 48.06 m/s, a rise of 8.06 m/s.

. For Steel, the inlet velocity was 40 m/s, and the outlet velocity increased to 47.86 
m/s, a rise of 7.86 m/s. 

Comparing the results, we observed a greater temperature drop in Aluminium 
compared to Steel, as depicted in Fig. 7, while maintaining the same inlet temperature 
in both cases.

Next, we varied the inlet tube of the muffler at X = 100 mm and X = 50 mm, respec-
tively (using Aluminium material), conducting two iterations. Figure 8 illustrates the 
impact on temperature due to changes in the inlet tube length.
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(a) 

(b) 

Fig. 5 Temperature variation for two different materials. a Aluminium, b Steel

Despite the distance change to X = 100 mm and X = 50 mm, the velocities 
remained 47.6 m/s and 47.72 m/s, respectively showed in Figs. 9 and 10, indicating 
a normal velocity change compared to temperature.

Upon comparison, from Table 4 the maximum temperature distribution in 
Aluminium occurred at an inlet tube distance of X = 50 mm, surpassing the Steel 
temperature distribution.

Our results indicate that the most effective reduction in temperature distribution is 
achieved at the inlet tube distance of X = 50 mm in ITR 3, contributing significantly 
to the reduction in muffler noise levels.
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(a) 

(b) 

Fig. 6 Velocity contours shows the velocity distribution in muffler for two different materials. 
a Aluminium, b Steel

4.1 Validation of Present Study with Literature Results 

Validation of results is essential in numerical study in order to make conclusions from 
the research. So, we have compared our result with research paper. To begin, geometry 
was prepared in CATIA V5 software and pre-processing and post-processing were 
completed in Ansys workbench software by providing proper boundary conditions 
as specified in the paper. After a several iterations (Fig. 11).

We obtained a proper temperature distribution in the muffler outlet that is relatively 
similar to the literature paper. Figure 12 illustrates the temperature variation at the 
muffler’s outlet, which is discussed further below.

In the literature, the researcher has reduced the temperature from 800 to 786.8 K 
by providing taper at an inlet as well as outlet tube and analysing the temperature 
distribution of the muffler from inlet to outlet [14]. So, for validation, we used the 
same geometry with their dimensions and boundary conditions in our CFD analysis 
of the muffler and achieved a satisfactory temperature distribution result.
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Fig. 7 Comparison of temperature variation between two different materials
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(a) 

(b) 

Fig. 8 a Temperature contours for iteration 2 by varying inlet tube (X = 100 mm). b Temperature 
contours for iteration 2 by varying inlet tube (X = 50 mm)
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(a) 

(b) 

Fig. 9 Velocity contours shows the velocity distribution in muffler for inlet tube distance of a X = 
100 mm and b X = 50 mm 
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Fig. 10 Comparison between no of iterations and temperature of Steel and Aluminium
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Table 4 Results of CFD 
analysis for ITR 1, ITR 2 and 
ITR 3 

S. No Iterations and inlet tube length Temperature (K) 

1 ITR 1 (X = 150 mm) 637.38 

3 ITR 2 (X = 100 mm) 624.15 

3 ITR 3 (X = 50 mm) 620.12

Fig. 11 Temperature contours represents the temperature variation from muffler inlet to outlet 
using literature aspects and boundary conditions

-100 0 100 200 300 400 500 600 700 

780 

785 

790 

795 

800 

Te
m

pe
ra

tu
re

(K
) 

Length of Muffler (mm)

 Present Research Study
 Sahil S Ambavane et. al.[14] 

Fig. 12 Comparison of temperature variation between present research study and Sahil S 
Ambavane’s research paper
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5 Conclusion 

The CFD analysis has been carried out for Aluminium and Steel mufflers, then these 
CFD results have been compared. For Aluminium, inlet temperature is 673 K and 
the outlet temperature is 637 K and temperature drop = 36 K, while for Steel, for 
same inlet temp the outlet temperature is 639 K, and temperature drop was of 34 K, 
which clearly indicates that the temperature reduction is more in Aluminium. The 
reduction in temperature also reduces the noise level from the muffler and improves 
sound attenuation [15]. Further study is carried out by changing the value of inlet pipe 
length, i.e. X, for  X = 100 mm and X = 50 mm, it was observed that the temperature 
drop was maximum for X = 50 mm, which will eventually result in better sound 
attenuation. Similarly, analysis was carried out for velocity and pressure change. 
The inlet velocity was 40 m/s and the outlet velocity is 48.06 m/s which is increase 
of 8.06 m/s, while for Steel, with same inlet velocity, outlet velocity is 47.86 m/ 
s which is increase of 7.86 m/s, however it was found that the velocity variation 
and pressure variation is not significant with changes in length and material. The 
reduce in temperature also reduces the noise level from the muffler and improves 
sound attenuation from results we can conclude that for the same parameters range, 
Aluminium material-based muffler is better in terms of heat dissipation and noise 
reduction for inlet pipe length of 50 mm. 
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CFD Analysis of Vortex Shedding 
Behaviour Over Different Geometries 

V. Amirthavarshini, K. Manikandan, S. S. Kamalakcshy, T. Santra, 
R. Haribalaji, and S. Dhanisha 

Nomenclature 

Re Reynolds number 
Cd Drag coefficient 
L Length (mm) 
H Breadth (mm) 
Dh Hydraulic diameter (mm) 
U Velocity (mm s−1) 
St Strouhal number 
f Frequency of vortex shedding (s−1) 
A Area of object (mm2) 
P Perimeter of object (mm) 

1 Introduction 

Nowadays, one of the main focus areas of aerodynamicists is vortex shedding, as 
it is directly connected to noise generation. This phenomenon is associated with 
the flow over blunt bodies. It depends on the Reynolds number of the flow and is 
more clearly seen in the subcritical regime. Vortices form and shed from the top and 
then, the bottom surface periodically in the wake region of the body. This periodic 
shedding forms a repetitive pattern called the Kármán vortex street. The pattern 
of shedding depends on the velocity, Reynolds number, shape, surface roughness, 
turbulence levels, and the length-to-diameter ratio of the body. The alternate shedding

V. Amirthavarshini · K. Manikandan (B) · S. S. Kamalakcshy · T. Santra · R. Haribalaji · 
S. Dhanisha 
School of Mechanical Engineering, SASTRA Deemed to be University, Thanjavur 613401, India 
e-mail: manikandan@mech.sastra.edu 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 3, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-6343-0_48 

615

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6343-0_48&domain=pdf
mailto:manikandan@mech.sastra.edu
https://doi.org/10.1007/978-981-99-6343-0_48


616 V. Amirthavarshini et al.

produces alternate forces on the body. The shedding frequency depends on Reynolds 
number and directly affects the noise that is being generated by the flow. Hence, 
vortex shedding forms a major section of the aeroacoustics of flow in the subcritical 
region. The frequency of vortex shedding can also be represented in the form of a 
non-dimensional number called the Strouhal number (i.e. St = f Dh 

U ). The extensive 
literature review in the next chapter is versatile and explores the available methods 
to understand and predict the vortex shedding characteristics of different models. 

2 Literature Review and Objective 

Roshko et al. [1], experimentally studied the vortex shedding patterns for the 
Reynolds numbers (Re) 40–10,000. Later [2], he tried to prove empirically the depen-
dence of Re on the base pressure and shedding frequency. He found the possibility 
of a similarity in trend for Re up to 105, that is, the critical Reynolds number. 

King et al. [3], presented the effects of length-to-diameter ratio and surface rough-
ness on the vortex shedding of cylinders that are placed perpendicular and at other 
different angles to the flow. 

Sarpkaya et al. [4] investigated the oscillatory response in a 2-D circular cylinder 
caused by vortex shedding and recorded the variation in lift and drag. They have 
developed a discrete vortex model based on potential flow and boundary-layer inter-
action, discretization of shear layers and circulation dissipation to determine the 
characteristics of the flow around a cylinder. They have explained and listed papers 
explaining the trends in Strouhal numbers and their relation to Reynolds number. 

Davis et al. [5], did a numerical study for a 2-D time-dependent flow over a 
rectangle for Reynolds numbers from 100 to 2800. The computations were carried 
out using 51 × 62 grid since the rate of increase of the coefficient of drag (Cd) was  
greater while 61 × 74 grid was adopted for only two Reynolds numbers because of 
limited computer resources. Also, the near wall regions of the geometry were treated 
with a fine mesh strategy to effectively account the viscous effects of the boundary 
layer. They concluded that the flow properties of vortices, lift, drag, and Strouhal 
numbers are all dependent on the Reynolds number. 

Bearman et al. [6], studied the flow around a circular cylinder over Reynolds 
numbers from 105 to 7.5 × 105. He observed that narrow band vortex shedding 
forms up to the critical regime. The corresponding Strouhal number to this Re has 
been found to have a high value. Later in 1984, he presented a review on the progress 
in the study of vortex shedding of cylinders and pressed on the necessity for the study 
of cylinders of geometries other than a circle and over a larger range of Reynolds 
number. 

Kelkar et al. [7], computed the steady two-dimensional flow around a square and a 
cylinder and determined the onset of unsteadiness by varying the Reynolds number. 
They utilised Neumann conditions at the outflow and no-slip boundary conditions
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on the model. The flow is governed by the steady and unsteady forms of the Navier– 
Stokes equations. The domain was developed with L/D = 14 and H/D = 7. The 
critical Reynolds number for which steady flow turned to unsteady was determined. 

Ali et al.  [8], computed numerically the behaviour of sound due to Kármán 
Vortex Street for circular and square cross-sections for the Re 22,000. The Reynolds-
Averaged equations of mass and momentum are used to numerically compute the 
fundamental variables of the flow fields. In the current study, turbulence transport 
was modelled using k-ε for the case of a circular cylinder and k-SST for the case of a 
square cylinder flow due to severe separation and wake structure. They also studied 
the sound pressure levels due to fluctuations in lift and drag. 

Bosch et al. [9], presented a comparison of various turbulence models used to 
compute the vortex shedding past a free-standing square cylinder at Re 22,000. The 
comparison was done using the same computational domain and boundary conditions 
and it was concluded that using Kato-Launder modification gave the best results. 

Fezai et al. [10], studied numerically the vortex shedding characteristics of rect-
angular cylinders of various configurations over a range of Reynolds numbers from 
1 to 200. At the channel entrance, the horizontal velocity was fixed as one and the 
vertical velocity as zero. No-slip conditions were imposed on the object and the upper 
and lower walls were defined as a slip wall. They computed the solutions for steady 
and unsteady flow and also studied the frequency of vortex shedding for the above-
mentioned Reynolds numbers using a staggered grid approach. To better estimate 
the flow field at these sites, particularly where large gradients were anticipated, mesh 
refinement was done close to the obstruction is whereas larger meshes were found at 
distance from the obstruction where the predicted gradients are modest. Time step 
study was done by ensuring the convergence of results for temporal evolution of lift 
coefficient, vertical, and horizontal velocity respectively for different time steps. 

Based on the literature [1–10] studied, the current paper aims to apply 2-D simula-
tions for both steady and unsteady analysis. Geometry effects on the range of subcrit-
ical Reynolds numbers can be simulated and analysed with reasonable accuracy as 
mentioned in the literature. 

3 Design and Computational Methodology 

3.1 Geometry 

In the present study, flow over two different geometries namely circle and square are 
considered. 

Fine mesh is adapted around the bluff body especially behind it to capture the 
shedding patterns. The velocity conditions were defined at the inlet boundary condi-
tion and the flow was simulated at atmospheric pressure. The domain specifics and 
mesh details are given in Figs. 1 and 2, respectively.
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Fig. 1 Geometry and domain details 

Fig. 2 Mesh details of the bluff bodies 

3.2 Mesh Independence 

A structured grid with quadrilateral mesh elements was generated using ANSYS 
FLUENT 19.2. To fine-tune the cell size surrounding the obstacle geometry and to 
better resolve the gradients along the solid surfaces and wake zones of the cylinder 
in advance, the grid is separated into multiple individual zones and meshed appropri-
ately to improve the results and reduce the computational time. Each zone is biased 
so as to generate a higher number of elements near the object and a gradual decrease 
in the number of elements as distance from the body is increased. Numerical calcu-
lations were conducted to test for grid independence for various numbers of mesh 
elements to find the optimum grid. Optimization of mesh was achieved by calculating 
the Cd for a number of variations of mesh differing in their total number of elements. 
Meshes with 30–100 thousand elements were generated and their Cd was plotted 
against the said number of elements. The respective details are given in Figs. 3 and 
4, respectively.
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Fig. 3 Grid independence study for the circular model 

Fig. 4 Grid independence study for the square model 

Figures 3 and 4 represents the Cd versus number of elements for geometries 
of both the square and circular. It is inferred that Cd begins to settle down around 
70,000 elements and no further variation was observed after number of elements was 
increased to 80,000. Hence, 80,000 elements are fixed for the rest of the simulation. 

3.3 Time Step Independence Study 

The selection of the time step is critical since a time step value that is too high would 
generate inaccurate results, while a time step value that is too low would cause extra 
processing time. The four selected time increments are 0.0001, 0.0005, 0.001, and 
0.0025 s. Figure 5 shows that as the time step is increased, the Cd continues to 
decrease. For smaller time steps, the Cd variation was almost nil (i.e. constant). As 
a result, 0.0005 s was selected as the time step for unsteady-state calculations.
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Fig. 5 Time step 
independence study 

3.4 Validation 

The validation of the study was done by comparing the results of Fezai et al. [10], 
with the results obtained from the current square model. At low Re, Cd is reduced in 
the laminar layer due to reduction of the friction coefficient. The Cd basically holds 
steady for high Re while it gradually decreases for lower Re (45 < Re < 100). We 
find the results nearly match with those observed in the aforementioned paper. The 
small differences seen can be attributed to the difference in mesh and the number of 
elements that was chosen. The same can be observed from Fig. 6. 

Fig. 6 Cd versus Re
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4 Results and Discussion 

4.1 Steady-State Results 

Figure 7 shows the velocity contours of mentioned Re values over the cylindrical 
body. For the Reynolds number 45, flow separation causes the visible wake region 
behind the body and similarly for Re = 250 the intensity of flow separation increases 
significantly with wider and longer recirculation zones. As the Re value increases 
above 250 (i.e. 800 and 1435) the flow separation intensity gets reduced with signif-
icant reduction in the wake zone behind the circular model. Similarly, the square 
model is also observed to have the similar trend of flow separation, except that the 
square has the longest low-velocity trail when compared to the circular geometry 
for Re = 250. The velocity magnitude variation over the square model can be seen 
in Fig. 9. Similarly, Figs. 8 and 10 show the vorticity magnitude of the cylinder 
and square models, for the Re values of 45, 250, 800, and 1435. For a Re value of 
250 in the circular model, the vorticity magnitude extends to larger length in the 
downstream, similar to the velocity magnitude for the same Re value. The same 
development can be seen from the square model as well, as observed from Fig. 10. 
However, for the higher Re values (i.e. 800 and 1435) vorticity magnitude decays 
at a faster rate for both the models. The same can be witnessed from Figs. 8 and 
10, respectively. But, for the low value of Re (i.e. 45) the intensity of change in 
magnitude leads to a smaller trail length for both the geometry models.

The time-averaged value of drag coefficient for the two geometries was calcu-
lated and consolidated into a graph. Figure 11 represents the variation of Cd with 
respect to Re for the circular and square geometries. It can be inferred that both the 
geometries are following a similar trend of decrease on Cd value with the increase 
in Re. The Cd drops steeply with an increase in Reynolds numbers (i.e. 45–250) and 
becomes almost constant beyond the Re of 250. Comparing the Cd values alone, the 
circular cross-section has the lowest drag coefficient. The circular geometry shows 
the favourable drag characteristics (i.e. smaller drag) than the square geometry of 
same hydraulic diameter. Hence, it confirms that, streamlining the body favours 
improved aerodynamic characteristics for the same Reynolds numbers range.

4.2 Unsteady-State Results 

Figures 12 and 13 show the unsteady characteristics of vortex shedding development 
over the cylinder for the Re values of 250 and 800, respectively. Figure 12 shows that 
up to 0.195 s, the vortex shedding is developing and nearly at 0.27 s, the flow exhibits 
periodic shedding from the cylindrical model. However, for the Re value of 800, flow 
exhibits periodic shedding at 0.04 s itself and the corresponding shedding patterns 
can be seen from Fig. 13. Similarly, from Figs. 14 and 15, shedding characteristics of 
the square model for the Re values of 250 and 800 can be observed. For the Re value
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Fig. 7 Velocity magnitude of the circular model. i Re = 45, ii Re = 250, iii Re = 800, iv Re = 
1435

of 800, both the models (i.e. cylinder and square) are showing additional disturbances 
from multiple local flow separations over them.

The impact of Reynolds number on the Strouhal number was tested and the same 
is depicted in Fig. 16. It should be noticed that the Strouhal number rises with low 
Reynolds numbers (45 < Re < 200) and that it reaches a maximum around Re = 200 
and then decreases with the increase of Re. Both the models display the same trend 
but with a difference in magnitude, which can be inferred from Fig. 16.

The circle is discovered to have the lowest shedding frequency for larger Re (i.e. 
Re > 800) when compared to square.
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Fig. 8 Vorticity magnitude of the circular model. i Re = 45, ii Re = 250, iii Re = 800, iv Re = 
1435

5 Conclusions 

In the subcritical regime, the steady and unsteady flows for two different geome-
tries are examined numerically over four different Reynolds number values. Two 
global parameters, St and Cd , have been measured to study the vortex shedding past 
various obstacle geometries. The observed conclusions are well-aligned with recent 
experimental findings. It is perceived that the Strouhal number of both the geome-
tries increases with decreasing Re and reaches a maximum around Re = 200 before 
declining with higher Re. The square geometry reaches a St value of 0.14 at Re = 250 
while the circular geometry reaches 0.21. Similarly, for Re = 1435 the square model 
attains a value of St = 0.00004 while the circular model attains a value of 0.015317. 
For both low and high Reynolds numbers, it has been observed that square geometry 
exhibits less intense vortex shedding behaviour and minimal noise generation.
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Fig. 9 Velocity contours of the square. i Re = 45, ii Re = 250, iii Re = 800, iv Re = 1435
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Fig. 10 Vorticity magnitude contours of the square. i Re = 45, ii Re = 250, iii Re = 800, iv Re = 
1435

Fig. 11 Cd versus Re for all geometries
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Fig. 12 Shedding pattern of cylinder for Re = 250 w.r.t to time 

Fig. 13 Shedding pattern of cylinder for Re 800 w.r.t to time
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Fig. 14 Shedding pattern of square for the Re 250 w.r.t to time 

Fig. 15 Shedding pattern of square for the Re 800 w.r.t to time
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Fig. 16 Re versus St for all 
geometries
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Numerical Simulation of 2D Tube 
Convection 

M. G. Visakh, Chetan D. Bankar, and Jaywant H. Arakeri 

Nomenclature 

Ra Rayleigh number 
Rag Gradient Rayleigh number 
Re Reynolds number 
Nu Nusselt number 
Nug Gradient Nusselt number 
Pr Prandtl number 
Gr Grashof number 
Grg Gradient Grashof number 
g Acceleration due to gravity (m/s2) 
H Vertical extend of domain (m) 
L Horizontal extend of domain (m) 
d Diameter/width of tube (m)
 Aspect ratio d/H or L/H 
ux , uy Horizontal and vertical velocities (m/s) 
ν Kinematic viscosity (m2/s) 
α Thermal diffusivity (m2/s) 
β Thermal expansion coefficient (K−1 ) 
ρ Density (kg/m3) 
k Thermal conductivity (W/mK) 
Cp Specific heat at constant pressure (J/kgK)
ϵ Dissipation rate (m2/s3)
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1 Introduction 

Rayleigh–Bénard Convection (RBC) is the convection setup in a fluid sandwiched 
between two horizontal plates maintained at an unstable temperature difference: a 
cold top plate and heated bottom plate. When the temperature difference is large 
enough, the density differences within the fluid cause hot fluid at the bottom to rise, 
and cold fluid at the top to sink—resulting in free convection. RBC is one of the 
most studied thermal convection systems, due to its simplicity and richness in flow 
phenomena. The buoyancy forcing in RBC systems is parametrized by the Rayleigh 
number given by Ra = gβ∆T H 3/να, which is the ratio of buoyancy to viscous 
forces. The critical Rayleigh number for the onset of convection is Rac ≈ 1708. For  
small Rayleigh numbers just above this critical value, one gets steady and laminar 
convection rolls. If one keeps increasing the Ra, the flow transitions into unsteady 
rolls followed by chaos and finally into turbulent convection. The Reynolds number 
Re = UH/ν and the non-dimensional flux transport given by Nu = q ''H/k∆T 
are usually expressed in terms of Ra and the Prandtl number Pr = ν/α as power 
laws, with the aspect ratio  = L/H sometimes playing a role. While people have 
proposed slight variations in the scaling exponent of Nu ∼ Ran with n = 0.3, 
n = 2/7 [4, 16], etc., they all are close to the classical scaling of n = 1/3 [9, 11], 
which essentially means that the fluxes are independent of the length scales involved. 
At very high Ra, it was proposed that the boundary layers would break down and a 
scaling exponent of n = 1/2 would persist [10], moving the system to an “ultimate 
regime” where the fluxes are independent of the diffusivities [17]. Although some 
groups have claimed evidence of transition to such a regime, ultimate regime remains 
elusive in classical RBC. For detailed review on developments in research related to 
RBC, see [1, 6]. 

An alternative thermal convection system is when one replaces the top and bottom 
walls with reservoirs of infinite heat capacity and connects a long vertical tube 
between them. This is the “Tube Convection” (TC) which was introduced by Jaywant 
et al. [2], where the authors used salt instead of heat to create the density differ-
ence. They classified the flow dynamics into four different regimes as a function 
of (gradient) Rayleigh number. At very low Rayleigh numbers, they observed half-
and-half flow, where there were two straight and uniform streams of fluid going 
up and down, without mixing each other. At slightly higher Ra, they observed that 
these streams take a helical structure, but the flow was still steady, which they called 
the helical flow regime. At further higher Ra, they observed the unsteady laminar 
regime, where unsteady mixing of heavier and lighter fluids occurs, but the flow 
was still laminar. At high enough Ra, they observed fully turbulent exchange flow 
where the mixing was fully three-dimensional and random. Further experiments 
were performed by Authors [7, 8] who observed several interesting features of tube 
convection compared to the classical RBC. In tube convection, for sufficiently long 
tubes, one gets a linear temperature gradient along the length of the tube (in contrast 
to the isothermal core of RBC). Analogous to a pipe flow which is driven by a pres-
sure gradient, tube convection is driven by a density gradient. The flow is axially
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homogeneous away from the ends, with negligible mean velocities and Reynolds 
stresses, and the flow is dominated by fluctuating velocities. Due to this, the turbu-
lence production is entirely due to buoyancy. The buoyancy forcing here is expressed 
by the gradient-based Rayleigh number Rag = gβ dT dy d

4/να and fluxes by gradient-
based Nusselt number Nug = q ''/k dT dy . In a later study, [13] classified the scaling of 

Nug versus Rag into two regimes. Below a critical Grashof number Grgc = 1.6×105, 
they observed Nug ∼ Ra0.3 g , whereas above this limit, they observed Nug ∼ Ra1/2 g , 
the ultimate regime. Thus, the ultimate regime was easily achievable in tube convec-
tion, compared to classical RBC systems. See [3] for a review on different thermal 
convection systems. 

One way to study thermal convection systems, especially RBC at higher Rayleigh 
numbers, is by performing 2D numerical simulations, as they are computationally 
much more viable than full-scale 3D simulations. Although real flows are inherently 
3D, there exist many similarities between 2 and 3D RBCs [18]. There have been 
numerous studies on 2D RBC [5, 20] due to these reasons. However, there have 
been no numerical studies of tube convection in the literature except [14], where 
the authors performed 3D DNS of RBC with top and bottom walls replaced by 
periodic boundaries and found results very similar to those of the tube convection 
experiments of [8]. However, there have been no studies of 2D tube convection 
(2DTC) in literature. We try to address this gap in literature by performing 2D 
simulations of an insulated vertical tube connecting two closed tanks whose walls 
are maintained at specified temperature difference. The questions we try to address 
are the following: What is the flow dynamics of free convection established in a 2D 
tube with an imposed unstable density stratification? How do the fluxes and velocities 
scale in 2D tube convection, and how different are they from 3D simulations and 
experiments? 

2 Methodology 

2.1 Numerical Method 

The continuity, momentum, and energy balance equations for incompressible 
buoyancy driven flows are of the form: 

∂ui 
∂xi 

= 0, (1) 

∂ui 
∂t 

+ 
∂
(
ui u j
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= −  

1 

ρ0 

∂p 

∂xi 
+ ν 

∂2ui 
∂x j ∂x j 

+ gβ(T − T0)δiy, (2) 

∂ T 
∂t 

+ 
∂
(
u j T

)

∂x j 
= α 

∂2T 

∂x j ∂x j 
, (3)



632 M. G. Visakh et al.

where the density dependence of temperature is assumed to be of the linear form 
under the Boussinesq approximations 

ρ = ρ0[1 − β(T − T0)]. (4) 

Equations 1–3 are solved (without any turbulence modeling) using buoyant-
BoussinesqPimpleFoam, a solver in the open-source package OpenFOAM based 
on Finite Volume methods [12]. For temporal derivative terms, a second-order back-
ward scheme was used. For spatial derivatives, Gauss gradient scheme with linear 
interpolation was used for gradient terms, while for divergence terms, Gauss linear 
upwind scheme was used for velocity and Gauss limited linear scheme was used for 
temperature. 

The (2D) computational domain is shown in Fig. 1. The hot and cold reservoirs 
are mimicked by two tanks at the bottom and top. The vertical tube has a “diam-
eter” or width of d and height H = 10d, so that the aspect ratio d/H = 0.1 is 
maintained across all simulations. The top and bottom tanks have horizontal and 
vertical dimensions of 4d and 1.5d, respectively. No-slip velocity boundary condi-
tions are imposed on all the walls. For temperature, the tube walls have insulated 
(zero-gradient) boundary conditions, while fixed temperatures of TC = 295 K and 
TH = 305 K are imposed at the top and bottom tank walls, respectively. A hypo-
thetical fluid with the following properties: ν = α = 10−6 m2/s (so that Pr = 1), 
ρ = 1 kg/m3, k = 10−3 W/mK, and Cp = 1000 J/kgK is used as the working fluid 
across all the simulations. For achieving different Rayleigh numbers, we vary the 
tank dimensions keeping the fluid properties, wall temperatures (TH and TC ), aspect 
ratio of the tube, and relative sizes of the tanks constant.

For mesh requirements, we follow the suggestions by Shishkina et al. [15]. First, 
an estimate of the boundary layer thickness at the tank walls is made assuming 
maximum temperature drop at the (tank) walls, and no temperature drop in the tube. 
Similarly, an estimate of the Kolmogorov length scale is made by assuming maximum 
temperature drop in the tube and estimating the dissipation rate ϵ from [8]. A uniform 
mesh is used throughout the domain such that the atleast 8–10 grid points are present 
at the (estimated) boundary layers, and grid spacing is less than the Kolmogorov scale 
expected in the tube. This approach ensures that the grid is always over-resolved. 
The time step dt is selected such that the CFL number is less than 0.5. 

Simulations are started with zero velocity initial conditions and fixed temperature 
of T0 = 300 K. We sample data at fixed probe locations positioned in the tube 
and tanks (see Fig. 1). Data are also sampled along different probe lines (horizontal 
and vertical) in the domain. All the averagings are done only after inspecting the 
time-series data in all the probes such that a statistical stationary state is achieved.
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Fig. 1 Computational 
domain

2.2 Validation 

Validation studies are performed for 2D Rayleigh–Bénard systems with aspect ratio 
L/H = 2 with air as the working fluid. Rayleigh number is varied from Ra = 106 
to 3 × 108, and the resulting Nusselt numbers are compared with results from some 
recent publications of 2D RBC [5, 19] (see Fig. 2). It can be seen that the Nusselt 
number results obtained in our simulations are very close to that in literature. A curve 
fit yields a scaling relation of Nu ∼ Ra0.2658 for our data points.

3 Results and Discussion 

As mentioned earlier, simulations for 2D tube convection were run for different 
gradient Rayleigh numbers Rag by varying the dimensions, while keeping fluid 
properties, tank surface temperatures, aspect ratio, etc., constant. The exact Rag 
was calculated after the simulations, because the average temperature gradient in 
the tube is unknown to begin with. We started at very low values of Rag ∼ 103 
where we expect the first critical Rayleigh number for the onset of convection and 
slowly increased Rag such that almost all decades are covered till the highest case 
Rag ∼ 107 which was limited by our computational requirements. All simulations
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Fig. 2 Nu versus Ra for 2D RBC—current study and recent studies from literature

start from rest, till the instability kicks in to start the convection. In the following 
sections, we discuss the instantaneous flow structures observed, time-series data 
recorded by fixed probes, time-averaged fields, scaling of the fluxes, and variation 
of average quantities along the tube length and cross-section. 

3.1 Instantaneous Flowfield 

Figure 3 shows the instantaneous flowfields of temperature, horizontal and vertical 
components of velocities, and the vorticity at a randomly chosen time instant for 
a case at Rag = 2.56 × 106. It can be seen that the inside of the tanks are nearly 
isothermal. The major temperature drop occurs across the length (height) of the tube. 
The most noticeable feature of the flowfield is the array of vertically stacked eddies 
or rolls along the height of the tube. These are counter-rotating in nature, as evident 
from the changing signs in the vertical velocity and vorticity plots. This feature seems 
to be the prominent one and appears for all the cases above Rag ∼ 104. At the onset 
of convection (Rag ∼ 103), the flow is very weak and resembles the half-and-half 
flow regime identified in the experiments of [2]. However, the streams were only 
long as half.

At small Rayleigh numbers in this vicinity (103 < Rag < 104), counter-rotating 
vortices start to appear but are elongated vertically, and only a few of them are present. 
With increase in Rag , the vertical extend of these rolls seem decreases, until they 
reach the dimension of the tube diameter at Rag ∼ 104, after which these eddies 
scale roughly with the diameter of the tube. These structures look very similar to 
the Large-Scale Circulation (LSC) rolls in RBC, which scale with the height of the 
RBC system. These eddies or rolls have roughly the dimension of the tube width, as 
observed in the movies for different Rayleigh numbers. 

Figure 4 compares the instantaneous temperature fields at different Rayleigh 
numbers. The increase in the scales of structures with Rag is evident from this
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Fig. 3 Instantaneous flowfields of T , ux , uy , and  ωz for Rag = 2.56 × 106

Fig. 4 Instantaneous temperature fields for (from the left) Rag = 3.47×103, 9.15×104, 6.23×105, 
and 2.19 × 107 

sequence. It can be noticed that the eddies are elongated in the vertical direction 
for the lowest Rag = 3.47 × 103. For the other three cases shown, Rag is above 
104, and the rolls appear to have largest scale of the width of the tube. Another 
important observation from the movies of these simulations is that location of these 
eddies appears to be roughly a constant. Although the flow is highly unsteady and 
chaotic, there appears to be some order associated with these rolls. These qualita-
tive observations are later validated by the quantitative observations of the average 
flowfield. 

3.2 Time-Series Data 

Time-series data of temperature and components of velocity were recorded at various 
probe locations within the domain (see Fig. 1). These data are stored for every time 
step at 11 probe locations. Figure 5 shows this time-series data for temperature 
recorded by probes at the bottom (P2), mid-height (P4), and top (P6) of the tube at
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Fig. 5 Temperature versus time data from probes P2, P4, and P6 for two different cases 

the centerline, for two different cases. It can be seen that after the initial transient 
phase of around 100 s or less, the data fluctuate around some mean value for each 
probe. We neglect this initial transient and consider only this statistical steady-state 
part for all the averaging processes. Hence, it is important to look into the probes 
data before starting the averaging process. It can also be seen that the data of the 
lower Rayleigh number case Rag = 3.27 × 104 are much more smooth and periodic 
compared to the higher case of Rag = 2.56× 106 which appears much more chaotic 
and random. In addition to the regular fluctuations, there seem to be some low-
frequency oscillations embedded in the signals of both cases, which require further 
investigation. 

Figure 6 compares the temperature signals at the same probe location P4, i.e., 
mid-height of the tube for different Rayleigh numbers. It can be seen that convection 
is virtually absent for the lowest case of Rag = 5.02 × 102. For  Rag = 2.31 × 103, 
a weak signal is observed. For higher cases of Rag ∼ 104, 105, 106, the signal 
shows increasing frequency and disorder, showing that the flow transitions from 
smooth steady flow to unsteady chaotic and turbulent flows at extreme Rayleigh 
numbers. However, it is interesting to note that the low-frequency modulation signal 
of unknown origin mentioned earlier is present in some way in all these signals.

3.3 Average Flowfield 

Based on the observations from time-series plots of the probe data, field variables are 
averaged in time for mean and RMS quantities once the system reaches a statistical 
steady state. Mean and RMS temperature and the components of velocity in the tube 
region are shown in Fig. 7 for the case with Rag = 2.56 × 106. Several observations 
can be made from these contours. The mean temperature shows a predominant vari-
ation in the vertical direction, as expected. The total temperature drop in the tube 
part is around 8 K, very close to the total temperature difference of 10 K between 
the top and bottom tank walls. This is true for most of the cases and means that the 
major temperature drop is along the tube and is much more than the temperature
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Fig. 6 Comparison of temperature versus time data at probe location P4 for different cases

drops at the tank walls. This is in sharp contrast with the RBC system, where the 
average temperature drops are almost entirely at the top and bottom boundary layers. 
In RBC, due to the presence of large convection rolls (LSC), the average flowfield 
in the core is almost isothermal. 

Root Mean Square (RMS) of the temperature field shows signature of the vertically 
stacked rolls discussed earlier. In fact, this is more clear in the average fields of 
horizontal and vertical velocities. Existence of such sharp vortices in the average 
field means that the eddies are roughly stationary in space. Had the rolls been moving 
around, they would have appeared smeared in these contour plots. Around 11 rolls can 
be identified along the length of the tube, which is roughly the number of diameters 
present along the tube length (H/d = 10). This again means that the rolls have 
roughly the same dimension as the diameter of the tube. An estimate for the scale of 
vertical velocity fluctuations in tube convection was given by a mixing length model 

in [8] as  wm =
/
gβ dT dy d

2. For the above case of Rag = 2.56 × 106, this gives an

Fig. 7 Time-averaged flowfields for Rag = 2.56 × 106. From the  left:  Tavg, Trms, ux,avg, ux,rms, 
uy,avg, uy,rms 
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Fig. 8 Line plots of time average temperature and RMS velocities for Rag = 9.15 × 104 

estimate of wm = 0.021 m/s, which is very close to the range observed in the average 
flowfield of uy,rms. 

Figure 8a shows the variation of temperature in the tube which is averaged in both 
time and tube width, i.e., <T >t,x along the length of the tube y for Rag = 9.15× 104. 
Superimposed on that is the variation of temperature of the vertical centerline <T >t 
averaged only in time. It can be seen that these plots are almost the same, which 
means that time average temperature of tube centerline is a good representative of 
the average tube temperature. It can be seen that the average temperature profile 
along the length of the tube is approximately linear. The bumpiness in the plot is 
again a representation of the stacked vertical rolls. These characteristics of the plot 
are very similar for different Rayleigh numbers Rag 104. For obtaining the average 
temperature gradient, a least square fit is done on this distribution. This temperature 
gradient is in turn used to calculate the gradient-based Rayleigh and Nusselt numbers. 

Figure 8b shows the variation of RMS horizontal and vertical velocities averaged 
along the length of the tube <ux,rms>y , <uy,rms>y along the width of the tube x for 
the same Rag = 9.15 × 104. The horizontal velocity RMS shows a maxima at the 
center and symmetrically reduces to zero toward the walls of the tube. The vertical 
velocity RMS is also symmetric with maxima near the tube walls and minimum at 
the tube center. It should be noted that for both horizontal and vertical velocities, the 
value should go to zero at the walls. However, the plots do not show zero value as 
the line of extraction is just short of the tube width. The overall behavior of these 
plots looks very similar to those seen in the experiments of [8] and 3D DNS studies 
of [14], which indicates that the basic flow mechanisms associated with 2D and 3D 
tube convection flows are very similar. 

3.4 Nusselt Number Scaling 

The variation of heat flux as a function of temperature gradient in the tube is expressed 
in a non-dimensional manner as the Nug − Rag relation. This scaling relation has 
central importance in any convection problem. For tube convection studies [13],
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combined all the experimental and numerical data till then and classified into two 
regimes: For Grg > Grgc, Nug/Pr ∼ Gr1/2 g , and for Grg1 < Grg < Grgc, Nug/Pr ∼ 
Gr0.3 g . Here, Grg = Rag/Pr = gβ dT dy d

4/ν2 is the gradient-based Grashof number, 

and Grgc = 1.6 × 105 is the critical Grashof number for transition between 0.3 and 
0.5 regimes. Grg1 is an unknown lower limit till which the 0.3 regime scaling is valid 
and remains undetermined as there are no data at such low Rayleigh numbers. 

The scaling regimes proposed by Pawar and Arakeri [13] are shown as green and 
blue lines in Fig. 9. Their intersection point is the critical Grashof number Grgc. 
The data of Nug obtained from current simulations are shown as red markers. It is 
seen that the Nug values predicted by the current 2D simulations are much less than 
those predicted by scaling relations of [13]. This should be expected, as restriction 
of motion in one direction (normal to the plane) in the 2D simulations restricts the 
mixing and thus the fluxes as well. It may be noticed that since Pr = 1 for the 
current simulations, Grg = Rag , and either of them can be used interchangeably. 
The entire spectrum of the current data may be divided into atleast three regimes. 
At the lowermost spectrum where Rag 104, Nug increases sharply with Rag . From  
Rag ∼ 104 to 105, the variation in Nug is very small. Above Rag ∼ 105 (which 
is interestingly close to Grgc), there is a sudden jump in the values of Nug and the 
data points tend to follow the trend of the 1/2 power regime, although the values 
are lower. We do not attempt to do a curve fit on these data points and propose a 
scaling relation at this point of time, as some of these data need further analysis. 
There are not enough data points to fit trend lines in some of the regimes. More 
importantly, statistical independence of the results has to be established by varying 
the averaging window for all the cases. The stagnation of the Nug data between 
104 < Rag < 105 and the sudden jump in the trend, thereafter, needs a closer look. 
A few more simulations for more data points and detailed analysis of the existing 
results are under progress. 

Fig. 9 Nug/Pr versus Grg plot with current simulation data compared with the two regimes of 
scaling proposed by Pawar and Arakeri [13]
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4 Conclusions 

We have presented preliminary results for numerical simulations of 2D tube convec-
tion for gradient Rayleigh numbers Rag ∼ 103 − 107. The main dynamical feature 
of the flow was identified to be an array of vertically stacked counter-rotating eddies 
that roughly scale with the width of the tube. With increase in Rag , finer scales tend 
to appear, and the flow moves progressively from ordered periodic laminar flow 
to chaotic and random turbulent flow. This observation was also evident from the 
time-series data acquired using probes which also showed presence of low-frequency 
modulation which are yet to be understood. The rolls were also found to be stationary 
in space, as evident from the average flowfields of temperature and velocity compo-
nents. Time-averaged temperature field was approximately linear, with bumpiness 
due to presence of rolls. Scaling of RMS velocities was close to the mixing length 
model predicted by Cholemari and Cholemari [8] and their distribution across the 
tube width was found to be similar to experiments and 3D simulations in litera-
ture. Scaling of Nusselt number showed evidences of different regimes and 1/2 
power scaling in 2D tube convection. However, further analysis is required for better 
explanation and deeper understanding of the results. 
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Nomenclature 

VT Vortex tube
∆Th Hot temperature gradient, K 
Ts Static temperature, K 
dc Diameter of cold exit, mm 
ρ fluid density, kg/m3

∆Tc Cold temperature gradient, K 
k Thermal conductivity of intake fluid (W/mK) 
D Diameter of main tube, mm 
Z Distance between chambers 
L Length of vortex tube, mm 
ṁc Mass flow rate at cold exit, kg/s 
μc Cold mass fraction 
ṁin Mass flow rate at inlet, kg/s 
γ Specific heat ratio 
Cp Specific heat of fluid, J/kgK
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1 Introduction 

The Ranque–Hilsch Vortex Tube (VT) is mainly used to separate a compressed high-
energy gaseous fluid into two low-energy gaseous fluids at high and low temperatures 
exiting from the hot and cold exits simultaneously. The VT is a mechanical device 
having high mechanical efficiency due to less wear and tear since it has no moving 
components. It drew the attention of many researchers due to its large practical appli-
cations, i.e. for gas liquefaction of compressed natural gas, refrigeration, inexpensive 
spot cooling, and it may also reasonably be used in the steam power generation units 
for quick start-up. The concept of vortex tube was originally explained by Ranque 
[1], which he discovered while studying the flow through cyclone separators. The 
improvement in the VT performance has been carried out ever since it was found due 
to its efficient cooling and easy maintainability. Skye et al. [2] investigated the VT 
performance for different μc and inlet pressure experimentally and numerically. They 
found that the cold temperature decreases with increased inlet pressure. Aljuwayhel 
et al. [3] studied the thermal separation phenomenon in VT two-dimensional model 
with the CFD approach and reported the parameters which affect the separation 
phenomenon in the VT. Ahlborn et al. [4] explained the importance of normalised 
pressure drop in VT thermal performance. Khazaei et al. [5] examined the use of 
various fluids on VT cooling behavior and found that energy separation is maximum 
when considering working fluid is helium. Farouk and Farouk [6] studied the VT 
using the LES method and showed that the least total temperature and swirl velocity 
lie in the same region. Pourmahmoud et al. [7] observed the effect of nozzles and 
shape on VT behaviour. They claim that high swirl velocity can be obtained with 
helical nozzles. The study of convergence ratio of intake nozzles and intake pressure 
was studied by Rafiee et al. [8]. They claimed that the cold exit temperature increases 
with increment in inlet pressure. Behera et al. [9] examined the cold exit area effect 
on the secondary flow in the VT. They concluded that secondary flow increases as 
the cold exit area decreases. Dincer et al. [10] experimentally investigated the effect 
of a hot mobile plug located at the hot exit of VT and investigated for the angle, 
position, and optimum diameter of a hot plug. The 5 mm diameter of mobile plug 
shows the maximum temperature difference between cold and hot fluids. Lewins et al. 
[11] observed that angular velocity is the reason for frictional coupling between the 
rotating fluid layers. Kumar et al. [12] examined the thermal separation for different 
types of VT with various intake pressure and mass fractions experimentally. They 
conclude that maximum relative humidity is 65 and 67% at 4 bar temperatures for 
insulated and non-insulated vortex tubes. Thakare et al. [13] studied the behaviour 
of VT for cooling when different tube materials are used. They observed that VT 
with PA6 material with high inlet pressure has the highest thermal efficiency than 
mild steel. 

The objective achieved with the present study is as follows: The solid works 
software has been used to develop a 3D model for all the different types of control 
valve VT considered. The flow simulation has been carried out with the help of 
ANSYS FLUENT software. The effect of intake pressure, cold mass fraction, shape
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of control valve, i.e. conical, square, and truncated at hot and cold exits and Z/L 
ratio on thermal performance of the VT are studied. The coefficient of performance 
(COP) of all the three models of VT is analysed. 

2 Materials and Methods 

The energy characteristics and flow inside the VT are determined by considering a 
similar model in terms of length and primary tube diameter as Thakare et al. [13]. 
However, there are changes in the control valve. The dimension and thermophysical 
of the model are presented in Tables 1 and 2, respectively. The schematic diagram of 
the vortex tube with three types of flow control (throttle) valve, namely conical shape, 
square shape, and truncated shape having a single intake section with five nozzles, 
is presented in Fig. 1a–c. The air enters the tube tangentially through nozzles in the 
vortex tube. The shape and opening of the throttle valve at the hot exit regulate the 
flow rate through the hot exit. 

2.1 Governing Equations 

The nonlinear partial differential equations of mass, momentum, energy balance, 
and ideal gas are governed by swirl flow inside the VT. The equations are presented 
below: 

Continuity equation: 

∂ 
∂xi 

(ρui ) = 0. (1)

Table 1 Dimensions of 
vortex tube Specification Dimension 

Working length of vortex tube 106 mm 

Shape of control/throttle valve Conical, square, and truncated 

Diameter of cold outlet, dc 6.2 mm 

Diameter (D) of VT 11.4 mm 

Number of nozzles (N) 5 

Table 2 Thermophysical 
properties of the air Density (ρ) Ideal gas equation 

Thermal conductivity of air (K) 0.0242 W/mK 

Specific heat (C) 1.00643 kJ/kg-k
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Fig. 1 Schematic view of the vortex tube having a conical shape, b square shape, and c truncated 
shape control valve used for numerical simulation

Momentum balance equation: 

∂ 
∂xi

(
ρui u j

) = −∂ P 
∂xi 

+ ∂ 
∂x j

[
μ

(
∂ui 
∂xi 

+ 
∂u j 
∂x j 

− 
2 

3 
δi j  

∂uk 
∂xk

)]
+ 

∂ 
∂xi

(
−ρu'

i u
'
j

)
. 

(2) 

Energy balance equation: 

∂ 
∂xi 

[ui (ρ E + P)] = ∂ 
∂x j

[(
ke + 

cpμt 

Prt

)
∂T 

∂x j 
+ ui (τi j  )e f  f

]
+ Sh, (3) 

(τi j  )eff = μeff

(
∂u j 
∂xi 

+ 
∂ui 
∂x j

)
− 

2 

3 
μeff 

∂uk 
∂xk 

δi j  . (4) 

Ideal gas equation: 

P = ρ RTs . (5)
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For the turbulence simulation of the flow field, a standard k-ε model along with 
standard wall function has been considered. The transport equations associated with 
turbulent Kinetic Energy (k) and dissipation (ε) for the standard k-ε model, together 
with the energy and Reynolds Average Navier–Stokes equations as 

∂ 
∂t 

(ρk) + 
∂ 

∂ xi 
(ρkui ) = ∂ 

∂x j

[(
μ + 

μt 

σk

)
∂k 

∂x j

]
+ Gk + Gb − ρε − YM , (6) 

∂ 
∂t 

(ρε) + 
∂ 

∂xi 
(ρεui ) = ∂ 

∂ x j

[(
μ + 

μt 

σε

)
∂ε 
∂x j

]
− ρC2 

ε2 

k + 
√

νε 

+ C1ε 
ε 
k 
(Gk + C3εGb). (7) 

The convergence criteria of 10−6 for energy and 10−3 for all other quantities have 
been considered. The constants for the above turbulence model are as follows: 

σ1ε = 1.44, σk = 1.0, σt = 0.9, σε = 1.2, and C2 = 1.9. 

2.2 Parameters Considered for the Study 

Cold mass fraction (μc) is the ratio of cold mass flow rate to intake mass flow rate 
in the VT, given as 

μc = 
ṁc 

ṁ in 
. (8) 

Temperature gradient of cold exit (ΔTc) is the difference between the fluid inlet 
temperature and the fluid at cold exit, that is,

∆Tc = Tin−Tc. (9) 

Temperature gradient at hot exit (ΔTh) is the difference between the hot exit 
temperature and fluid inlet temperature of the VT, that is,

∆Th = Th−Tin. (10)
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3 Boundary Conditions 

The energy separation patterns observed for both hot and cold fluids by applying 
different shapes of control valve, i.e. conical, square, and truncated at the hot outlet. 
For the pressure–velocity coupling, SIMPLE algorithm has been applied. Pressure 
inlet is considered at intake and the pressure outlet condition at both cold and hot 
exits. The adiabatic condition has been applied to the wall. Consequently, the effect of 
convection has been neglected. The no-slip boundary condition is applied between 
the rotational flow and wall of the VT. The pressure at the air intake for all slots 
has varied from 0.35 to 0.55 MPa. The temperature of air at the intake is taken as 
294.15 K. Air is the working fluid inside the VT and is considered with the ideal 
gas properties. The boundary condition is similar for all the three different models 
of control valve, i.e. conical, square, and truncated in order to obtain the compared 
outcomes by a computational study using the FLUENT software package. 

4 Model Solver, Computational Domain, and Meshing Grid 
Test 

The numerical grid and calculation domain of 3D VT has been presented. ANSYS 
FLUENT software has been used to perform the flow simulation. The governing 
equation has been solved by an implicit solver (pressure based). For the convective 
terms in energy, the momentum equation second-order scheme has been applied. 
The displacement term has been neglected by using a QUICK scheme for turbulence 
equations. In the case of dependent variables, under relaxation has been used. Figure 2 
depicts the unstructured grid of a truncated control valve three-dimensional VT with 
five inlet nozzles. The stability and convergence are strongly influenced by the grid 
density; therefore, the critical section of the model has high-density grid so that 
minute details of the region get simulated. The grid independence evaluation is 
performed to obtain the optimum number of grids suitable for the present problem 
for high accuracy, reducing the computational cost and time. The unstructured mesh 
has been used for the current three-dimensional structure of VT, as shown in Fig. 2. 
The trend followed by cold outlet temperature with the number of grid cells from 
the grid number 19,587–135,000 has been depicted in Fig. 3. The cold mass fraction 
μc = 0.35 and L/D = 9.298 has been maintained throughout the study. As seen in 
Fig. 3, a very close value of cold outlet temperature is obtained at higher grid cells 
above 120,000. So, further simulation is carried out for 120,000 grid cells.
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Fig. 2 Unstructured mesh of a truncated control valve vortex tube 

Fig. 3 Grid independence 
evaluation 

5 Validation 

The derivative terms in energy, turbulence, and momentum equations are discretised 
by second-order upwind, and quick schemes are applied. The present computational 
results are validated with the experimental as well as computational study of Thakare 
et al. [13]. Figure 4 depicts the variation of cold temperature gradient with the cold 
mass fraction. It is seen from Fig. 4 that the increment in the μc leads to the rise in the 
value of cold temperature gradient initially, achieves maxima, and then decreases. 
The present result follows the same trend and is in close accordance with Thakare 
et al. [13], as seen in Fig. 4, which shows that a suitable methodology has been used 
in the computational study. This analysis follows the same general trend as Thakare 
et al. [13], and the average variance in present outcomes is 4.5%, which is reasonable.

6 Result and Discussion 

The computational study with ANSYS FLUENT software is carried out to examine 
the thermal separation behaviour of the fluid, and velocity distribution inside the VT, 
considered as a cooling device in three different cases: the VT with a conical, square, 
and truncated control valve. The VT performance with various operating conditions



650 R. K. Singh et al.

Fig. 4 Comparison of 
present CFD result with the 
previous study

has been determined. The coefficient of performance (COP) and cold temperature 
difference (∆Tc) for different models of VT have been presented in this section. 

The total temperature contour of three types of flow control valves, namely conical, 
squared, and truncated shaped in VT, is presented in Fig. 5a–c. It is seen that core 
fluid temperature is less than the peripheral inner wall from Fig. 5. This temperature 
difference between other longitudinal regions and at the intake nozzle is apparent. 
The core fluid volume mainly depends on the type of control valve used at hot 
exit, as seen in Fig. 5. The fluid obtained at the cold outlet is coldest for truncated-
shaped control valve and is least for the square-shaped control valve. The conical 
shape performance is less than truncated shape and more than square shape control 
valve, which is depicted in Fig. 5. The flow inside vortex tube is analysed for the 
intake pressure of 5.5 bar, and mass fraction equals 0.25 for all the three temperature 
contours as shown in Fig. 5, which corresponds to the optimum operating condition 
that provides the minimal cold exit temperature.

The structure of the streamlined form of fluid inside the VT is depicted in Fig. 6a– 
c. The streamline patterns in longitudinal cross-section are presented for all three 
models of vortex tube (having different control valves). It can be clearly observed 
from Fig. 6a–c that two vortex flows have formed inside the VT, one near the periphery 
and another at the core of the VT. The temperature separation between the peripheral 
and core fluid occur near control valve at hot outlet due to momentum transfer 
and diffusion activity between peripheral and core fluid, as per Thakare et al. [13]. 
Ramakrishna et al. [25] explained the reason for work transfer between the peripheral 
and core fluid for flow separation. This is the reason why the shape of the control 
valve is important to govern the temperature separation between hot and cold fluid.

Furthermore, it can be observed from Fig. 6b that the maximum velocity for the 
square-shaped control valve is less in comparison to conical and truncated valve. The 
maximum velocity has seen in case of a truncated control valve. Figure 6c indicates 
the maximum flow rate for the VT in terms of cold and hot fluid, which in turn
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Fig. 5 Thermal contour of a conical, square, and truncated shape control valve VT

increases the utility of truncated-shaped VT. The formation of a recirculation zone 
in the form of vortices is observed near the cold outlet as intake pressure increases. 
As the vortices of different shapes and sizes increase near the cold outlet, the level 
of intermixing of core and peripheral fluid increases, which hinders flow separation 
potential of VT, thus decreasing the cooling capacity drastically. 

The swirl velocity for the VT having a conical, square, and truncated control valve 
has been shown in Fig. 8. The variation of swirl velocity with radial distance from 
the axis for all three different models of control valve for Z/L = 0.1 and 0.7 in the 
longitudinal direction has been depicted in Fig. 8a, b. The rotational velocity varies 
considerably by replacing the shape of the throttle valve. The rotational velocity 
changes maximum with the stream-wise section and varies along the longitudinal 
direction of flow towards the hot exit with decreasing trends. Figure 8 depicts that 
the highest swirl velocity occurs near the entrance of the flow at Z/L = 0.1, and as 
the gas expands, it decreases to a lower value along the hot exit at Z/L = 0.7. A drag 
force is created between the flow field and cold core due to the pressure difference, 
which continuously affects the movement of the fluid particle towards the hot exit. 
The expansion occurs between core and peripheral fluid when fluid velocity reaches 
zero due to non-resistible drag force. The fluid temperature decreases strongly due to 
expansion and redirects to the central cold core because of restriction of the control 
valve at the hot exit. An accelerating movement is created due to pressure difference
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Fig. 6 Velocity streamlines of a VT with conical, square, and truncated shape control valve

which assists the particle flow towards the cold exit. It has been mentioned previously 
that the VT with a truncated control valve depicted the highest separation and cooling 
capability. The axial velocity decreases in the longitudinal direction along the hot 
exit because the pressure created due to restricted passage at the hot exit increases 
gradually, also observed by Rafiee and Rahimi et al. [8]. 

Figure 7a–c are presented the trends of temperature gradient for hot and cold 
outlets with μc at different inlet pressures as Pin = 0.35 MPa, 0.45 MPa, and 
0.55 MPa, respectively. There are four observations drawn from Fig. 7. Firstly, it is 
seen that as the μc value increases, the ΔTc increases initially, reaches a maximum 
at μc = 0.25, and decreases thereafter. Secondly, the ΔTh follows increasing trends 
for the entire μc in all four cases. Third, Fig. 7 depicts that cold temperature gradient 
increases, which means that low cold outlet temperature obtained as the intake 
pressure increases from 0.35 to 0.55 MPa. This trend is also seen in the study 
of Aljuwayhel et al. [4], Ahlborn et al. [3]. Fourth, the cold temperature gradient 
is obtained maximum for the truncated-shaped control valve VT and then conical 
shapes and last square shape. The square shape control valve cooling performance
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is low in all cases of cold mass fraction because the vortices form at the hot exit 
are more as compared to conical and truncated shape due to which the flow sepa-
ration phenomenon of peripheral and core fluid gets disturbed, and eventually, the 
temperature of the core fluid increases. As per Kumar et al. [12], the coefficient 
of performance (COP) is defined as the relation between work required and the 
refrigeration effect and is given as,

COP = 
Qc 

W 
= μCp∆Tc 

γ 
γ −1 RTin

[(
Pin 
Patm

)(γ −1)/γ − 1
] . (11) 

R is the specific gas constant, Cp is the specific heat at constant pressure, Qc is the 
refrigeration effect, and W is the required work. It is seen from Fig. 9 that as the 
value of μc increases, an increment in COP is up to μ = 0.65 and then follows the 
decreasing trend. It is highest for the truncated shape control value VT and then 
follows the conical shapes, and least COP is obtained for the square shape control 
valve for entire cold mass fractions considered.

7 Conclusion 

The computational study of a 3D vortex tube having three different flow control 
valves, i.e. conical, square, and truncated shaped, has been carried out with ANSYS 
Fluent software. The results of the CFD study mainly focus on energy separation 
variation for cold and hot fluids by changing the shape of the control (throttle) valve 
for constant working tube length. The following conclusion has been drawn from the 
study mentioned below: 

(a) The cold outlet temperature of fluid with truncated throttle valve is lower in 
comparison with the square and conical shapes, respectively. 

(b) The temperature gradient of fluid for both hot and cold outlets increases with 
intake pressure in all the three models of the vortex tube. The highest increase is 
noted in the case of a truncated throttle valve at all the intake pressures and the 
lowest for the square throttle valve model. The temperature gradient at the cold 
exit increases initially with μc and declines after μ = 0.25. A steady increase 
in hot temperature gradient is observed in all three models with mass fraction 
and at all the intake pressures. 

(c) The highest cooling efficiency can be attained with truncated throttle valve. 
Also, the VT with a truncated valve possesses highest magnitude of tangential 
and axial speeds in comparison to the conical and square control valve.
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Fig. 7 Effect of mass 
fraction and intake pressure 
on cold and hot temperature 
gradients of different models 
of VT
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Fig. 8 Swirl velocity 
variation with radial distance 
for a Z/L = 0.1 and b Z/L = 
0.7

Fig. 9 Effect of mass 
fraction on coefficient of 
performance (COP) trend for 
square, conical, and 
truncated-shaped control 
valve VT
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CFD Analysis on Cooling of Conical Plug 
Aerospike Nozzle with Secondary Fluid 
Injection 

S. Swathish and P. Rakesh 

1 Introduction 

Researchers have worked on improving the thrust performance of rocket nozzles in 
conditions other than those specified in the design since the era of jet and rocket 
propulsion. Advanced unconventional rocket nozzles including the dual-bell, plug, 
expansion-deflection, dual-expander, and extendible nozzles, which can be employed 
effectively in the future, have been the subject of investigations. Long interplane-
tary trips now require high-performance altitude compensating nozzles and reusable 
launch vehicles due to advancements in space technology. An aerospike engine main-
tains its aerodynamic effectiveness across a wide altitude range. The category of 
altitude compensating nozzles includes aerospike nozzles. Altitude adjustment is a 
technique for having a rocket nozzle produce the most thrust possible under non-
design situations. Aerospike nozzles perform 90% better overall than traditional bell 
nozzles. 

The main issue with an aerospike nozzle is that its central spike sees a far higher 
heat flow than a bell nozzle would. The secondary flow aids in central body cooling. 
The current study compares the flow phenomena with and without film cooling inside 
the Conical Plug Aerospike Nozzle. The nozzle’s throat is where the film cooling is 
first applied.
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2 Literature Review and Objective 

Since the middle of the 1950s, the aerospike nozzle’s properties have drawn 
researchers’ attention amid these numerous designs. The aerospike nozzle was the 
subject of numerous theoretical researches in the 1960s. 

The aerospike nozzle is a choice for altitude compensation, which was first 
addressed by Griffith [1] and then was promoted by Rocketdyne [2]. Different tech-
niques were suggested by Rao [3] and Angelino [4] for the contouring of the nozzle 
surface to improve the thrust. 

Hagemann et al. [5] narrate the flow features in the Future European Space Trans-
portation Investigations Programmed linear plug nozzle and the multidimensional 
flow outcomes in annular clustered plug nozzles. Ito et al. [6] carry out a computa-
tional analysis of 250 half-angle conical plug nozzles and an axisymmetric contoured 
plug nozzle. According to the study, the performance of the contoured plug nozzle 
was 5–6% better than the conical plug nozzle and the base thrust at higher alti-
tudes compensated for any truncation-related thrust. Nair et al. [7] Conical aerospike 
nozzles with various amounts of truncation and flow conditions were researched for 
their flow properties. Asymmetric and full two-dimensional models in two dimen-
sions are used to numerically simulate full-spike and truncated aerospike nozzles. 
Also mentioned was how much more heat is transferred through the middle spike 
than a bell nozzle. Verma [8] go through an experimental investigation to study the 
performance and base pressure characteristics of an annular conical aerospike nozzle 
with and without freestream flow. Nair et al. [9] In order to compare the performance 
when a base bleed is introduced, numerical simulations of the studied flow through 
the conical plug and truncated conical plug nozzles are first validated with experi-
mental data. Herbert and Oliver [10] scrutinize if the addition of film cooling to the 
expansion ramp of the Aerospike nozzle put in place a thermal boundary layer near 
the body of the nozzle without detracting from the performance. Raju et al. [11] A  
two-dimensional axisymmetric model of a dual-bell nozzle with coolant injection at 
its inflection zone is subjected to a numerical examination with hot flow. Analysis 
is carried out using a supplementary gaseous hydrogen film injection into the gas 
mixture. 

The novelty of this study is found in the hot flow experiments carried out in a 
Conical Plug Aerospike Nozzle with film cooling to comprehend different flow, heat 
transfer, and performance characteristics. It is necessary to compute the impact of 
coolant injection on the throat region and the effect of specific impulse.
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Fig. 1 Schematic diagram 
of aerospike nozzle [7] 

3 Experimental Details and Numerical Modeling 

3.1 Experimental Details 

The experimental study done by Verma [8] is taken into consideration to validate 
the numerical outcomes. In a unique motive blow down-type tunnel with a 0.5 m 
base flow facility, experiments were conducted. The findings of the experimental 
study suggested axisymmetric jet flow and eternal consistency in the tunnel. The 
experimental study made use of the 150 half-angle annular conical plug model. 
Radius of the exit nozzle (re) was set at 25 mm. According to Fig. 1 [7], the annular 
space at the throat (ht) measures 9 mm. The cowl’s length, l, which is measured from 
its throat portion to its tip, is set at 9.0 mm. 

Assumptions considered are, 

• Gas considered follows ideal gas law. 
• There is no friction. 
• Adiabatic flow. 
• Steady-state condition. 
• Particle collision is neglected. 

3.2 Numerical Method 

ANSYS Fluent software was used for the numerical modeling and flow analysis of 
the conical plug nozzle and truncated conical plug nozzle. The CFD analysis uses 
Reynolds-averaged Navier–Stokes (RANS) equations along with different turbu-
lence models for validation. The turbulence model utilized was Menter’s shear stress
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transport (SST k-ω) model [12], and the ideal gas equation of state was used to finish 
the system of equations. 

3.3 Governing Equations 

Mass conservation equation: 
For two-dimensional axisymmetric geometry, the mass conservation equation is 

as follows: 

∂ 
∂x 

(ρvx ) + 
∂ 
∂r 

(ρvr ) + 
ρvr 

r 
= 0. (1) 

Momentum conservation equation: 
For two-dimensional axisymmetric geometries, the axial and radial momentum 

conservation equations are as follows: 
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where 

∇ ·  v = 
∂vx 

∂x 
+ 

∂vr 

∂r 
+ 

vr 

r 
. (4) 

Energy equation: 
Thus, the energy equation can be given by, 

∂ 
∂ xi 

[ui (ρ E + p)] = 
∂ 
x j

[
kT + 

Cpμt 

Prt 

∂T 

∂x j

]
+ ui

(
τi j

)
eff. (5) 

Equation of state, p = ρRT. (6)
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Fig. 2 Wall pressure versus 
position for NPR 2.1 

3.4 Turbulence Model 

The results of the turbulence investigation, which was carried out at NPR 2.1 using 
several turbulence models, are displayed in Fig. 2. From the study, k-ω SST model 
seems to have an appropriate match with the experimental results. 

The equation for k-ω SST model is as follows: 

∂ 
∂xi 

(ρkui ) = 
∂ 
x j

(
┌k 

∂k 

∂ x j

)
+ Gk − Yk, (7) 

∂ 
∂xi 

(ρωui ) = 
∂ 
x j

(
┌ω 

∂ω 
∂ x j

)
+ Gω − Yω + Dω. (8) 

In these equations, Gk denotes the generation of k due to mean velocity gradients, 
Gω denotes the generation of ω, Γ k denotes the effective diffusivity of k, and Γ ω 
denotes the effective diffusivity of ω. Y k and Yω stand for the dissipation of k and ω 
due to turbulence, and Dω stands for the cross-diffusion term. 

3.5 Injection of Secondary Fluid 

In aerospike nozzle, the central spike experiences far greater heat flux. This problem 
can be approached by passing cold cryogenically cooled fuel through the spike [10]. 
In this study, the geometry of the conical plug nozzle is modified such that a coolant 
is injected at the throat region of the nozzle. During analysis, liquid oxygen or liquid 
hydrogen has been injected through secondary inlet into the combustion mixture 
entering the nozzle through primary inlet. Secondary inlet width is taken as 10 mm
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[11]. Domain for secondary fluid injection at the throat region is shown in Fig. 3 and 
corresponding mesh generated with 274,781 cells is shown in Fig. 4. 

Fig. 3 Domain for secondary fluid injection at the throat region 

Fig. 4 Mesh generated
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3.6 Boundary Conditions and Flow Solver 

The secondary inlet mass flow rate, which is introduced at the throat region as previ-
ously described and in the axial direction, was set to 2%, 3%, and 4% of the inlet 
mass flow rate. No slip stationary wall conditions were used, together with an inlet 
temperature of 3328 K and pressure of 3.8 MPa. About 101,325 Pa was used as the 
ambient pressure, and 300 K was used as the outlet temperature. Secondary fluids 
include liquid hydrogen and liquid oxygen. With different secondary fluid mass flow 
rates, it is possible to calculate the temperature distribution on the nozzle wall and 
the cooling efficiency of the coolant on the nozzle wall. The baseline solver was 
a pressure-based coupled double precision solver. The analysis is carried out in a 
steady-state environment. The solution is assumed to vary linearly and is discretized 
using least squares cells. The Courant number was initially maintained at 30, and 
as the solution developed, it steadily reduced until it reached a value of 20. The 
initialization method chosen is hybrid initialization. 

4 Results and Discussion 

4.1 Geometry Validation 

With the help of Verma’s experimental findings, the computed results of full-spike 
aerospike nozzles have been validated [8]. Figure 5 compares the experimental data 
[8] to the ratio of wall pressure Pw to jet stagnation pressure P0j for NPRs 2.1, 2.6, 
3.8, and 5.2. 

Fig. 5 Geometry validation
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Fig. 6 Mach contour of flow without cooling at NPR 3.8 

The flow on the nozzle surface is over expanded by expansion fans that rise 
from the cowl tip, creating an overexpansion shock that causes flow separation. A 
compression area is created on the nozzle surface as a result of the shock coming 
from the inner nozzle, as depicted in Fig. 6. The overexpansion shock from the 
jet boundary is reflected, creating an expansion fan, which, with further reflection, 
becomes a compression fan. The flow then reattaches to the nozzle surface. Free 
shock separation happens at the nozzle tip as the shock resulting from overexpansion 
interacts with the shock resulting from overexpansion at the cowl tip. 

4.2 Effect of Secondary Injection 

Film cooling is a reliable cooling technique that can also be used for next generation 
rocket engines because of its reusability and very easy system configuration [13]. 
The mixing layer or shear layer is where cooling and hot gas will mix. The wall 
heat fluxes in a region of pure coolant gas are presumed to be dominated by the 
coolant gas temperature. The mixing layer reaches the nozzle wall after leaving the 
injection point for a brief period of time. From this point on, the local coolant-hot gas 
mixture controls the wall heat fluxes. Liquid hydrogen and liquid oxygen are taken 
as secondary fluids. Flow structure has been obtained using each of the secondary 
fluid. Flow analysis was done at 3.8 NPR. Flow contours depicting the influence of 
injection at NPR 3.8 are shown in Figs. 7 and 8. T f is specified as 90 K, and for liquid 
hydrogen, T f is specified as 20 K.
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Fig. 7 Mach contour for flow with oxygen as secondary fluid at NPR 3.8 

Fig. 8 Mach contour for flow with hydrogen as secondary fluid at NPR 3.8 

4.3 Cooling Effectiveness 

The ratio of the highest theoretically feasible wall temperature drop to the wall 
temperature reduction in the event of coolant injection is known as the cooling 
efficiency. 

θ = 
Tw(x) − Tw,f(x) 
Tw(x) − Tf 

, (9) 

where Θ is the cooling effectiveness, Tw (x) is the temperature of the wall at a point 
x before coolant injection, Twf (x) is the wall’s temperature at a certain position x 
after coolant injection, and T f is the temperature of injected coolant. The coolant
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Fig. 9 Wall temperature 
distribution when oxygen is 
injected as coolant 

flow, however, cannot be increased above a certain point since it would negatively 
impact the specific impulse. 

Comparison of coolant effectiveness was performed for LO2/LH2 engine with two 
types of secondary fluids: liquid hydrogen and liquid oxygen. Here, liquid hydrogen 
cooling is more efficient than liquid oxygen cooling in LO2/LH2 engines. For 2% 
secondary mass flow inlet, at X/Rth = 6.9, the cooling effectiveness value is 0.79 when 
LH2 is used as coolant and is 0.57 when LO2 is used as coolant. For 3% secondary 
mass flow inlet, at X/Rth = 6.9, the cooling effectiveness value is 0.83 when LH2 is 
used as coolant and is 0.67 when LO2 is used as coolant. For 4% secondary mass 
flow inlet, at X/Rth = 6.9, the cooling effectiveness value is 0.85 when LH2 is used as 
coolant and is 0.79 when LO2 is used as coolant. This demonstrated the significance 
and value of using LH2 film cooling in an aerospike nozzle with a conical plug 
(Figs. 9, 10, 11 and 12).

4.4 Specific Impulse Loss Due to Secondary Coolant 
Injection 

The thrust produced by a rocket engine per weight flow rate of fuel used is known 
as the specific impulse (Isp). The excess fuel consumption utilized for cooling the 
nozzle walls is what causes the specific impulse loss caused by secondary coolant 
injection. 

Specific impulse has been calculated using the equation given below:
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Fig. 10 Wall temperature 
distribution when hydrogen 
is injected as coolant 

Fig. 11 Cooling 
effectiveness of engine when 
oxygen is injected as coolant

Isp = 
F 

ṁg  
, (10) 

where g is the acceleration due to gravity, F is the thrust produced by the rocket engine, 
and ṁ is the mass flow rate of propellant consumed, which consists of combustion 
mixture and coolant fuel flow. 

The equation is used to determine thrust which is:
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Fig. 12 Cooling 
effectiveness of engine when 
hydrogen is injected as 
coolant

F = mVe + (Pe − Pa)Ae (11) 

Here, ve denotes the speed of the exhaust jet, Pe the exit pressure, Pa the ambient 
pressure, and Ae the exit area. The area-weighted average along the nozzle outlet is 
used to calculate the velocity and pressure at the nozzle exit. 

Specific impulse values and their percentage reduction from the beginning value 
are shown in Tables 1 and 2 for LO2 and LH2 coolants at various mass ratios. 
Figures 13 and 14 depict the pattern in a specific impulse’s decline as the coolant 
flow rate rises. Despite existing penalty in specific impulse for film cooling, there is 
a key benefit of protecting the nozzle-spike wall from high-temperature combustion 
gas. 

Table 1 Specific impulse reduction when LO2 is secondary fluid 

Secondary inlet mass flow rate (%) Specific impulse Isp % Reduction from initial value 

0 231.176 0 

2 216.731 6.24 

3 209.628 9.32 

4 206.329 10.74
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Table 2 Specific impulse reduction when LH2 is secondary fluid 

Secondary inlet mass flow rate (%) Specific impulse Isp % Reduction from initial value 

0 231.176 0 

2 211.384 8.56 

3 206.824 10.53 

4 202.894 12.23 

Fig. 13 Specific impulse 
loss for oxygen as secondary 
fluid 

Fig. 14 Specific impulse 
loss for hydrogen as 
secondary fluid
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5 Conclusions 

A successful implementation of a numerical model for the analysis of the flow 
phenomena within a 2D axisymmetric Conical Plug Aerospike Nozzle with 
secondary coolant injection at the throat region. The distribution of wall temper-
atures with and without coolant flow at various mass flow rates was examined, and 
it was shown that a larger coolant concentration had a beneficial effect on lowering 
the extension wall temperature. It was examined and compared how effective LH2 

and LO2 were as coolants. When using LH2 as the coolant, the cooling effective-
ness value for a 2% secondary mass flow input is 0.79, while when using LO2, it is  
0.57. This demonstrated the significance and value of using LH2 film cooling in an 
aerospike nozzle with a conical plug. The rocket engine’s performance was hindered 
in order to efficiently lower the high temperature of the nozzle walls, as seen by the 
reduction of specific impulse with rising coolant flow rate. For LH2 coolant and LO2 

coolant, the drop in specific impulse at 2% of the main flow was 8.56% and 6.24%, 
respectively. 

Nomenclature 

Dw Cross-diffusion term 
Gω Generation of ω 
k Turbulence kinetic energy, J/kg 
kT Thermal conductivity, W/(m · K) 
Pa Atmospheric pressure, Pa 
Pb Base pressure, Pa 
P0j Jet stagnation pressure, Pa 
Prt Turbulent Prandtl number 
Y k Dissipation of k 
Yω Dissipation of ω 
Γ k Effective diffusivity of k 
Γ ω Effective diffusivity of ω 
μt Eddy viscosity, Pa s 
ω Specific rate of dissipation, s−1 

εi Area ratio of inner nozzle
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Numerical Study on Drag Reduction 
for Flow Past a Circular Cylinder 

Kevin Mathew, Isha Debashish Nandi, and Pankaj Kumar 

1 Introduction 

Drag forces acting on cylinders are an extensive problem as it is relevant to many 
engineering applications like power transmission towers, support columns of bridges, 
aircraft struts etc. It is critical to conduct research and find ideal methods to reduce 
drag on bluff bodies from an engineering design aspect. Some of the researched ways 
to reduce drag are surface roughness on the cylinder [1] and the use of splitter plates 
or rods placed downstream or upstream [2, 3]. 

Reducing the drag of a circular cylinder has been the subject of research as it 
fundamentally helps economically by lowering the maintenance cost, material cost, 
etc. When a circular cylinder is submerged in flowing fluid, a wake is developed 
behind a circular cylinder. Boundary layer separation and very strong flow oscillations 
are typical. In a particular Reynolds number range, a periodic flow motion will 
develop in the wake as a result of the shedding of boundary layer vortices alternately 
from both the sides of the circular cylinder. This pattern of vortices in the wake 
is referred to as a “Vortex sheet or von Karman Vortex Street” [4]. It produces an 
oscillating flow with a discrete frequency proportional to its Reynolds number. When 
the shedding frequency coincides with one of the structural resonant frequencies, the 
periodic nature of the vortex shedding phenomenon can cause unwanted structural 
vibrations. These vibrations are referred to as “vortex-induced vibrations.” As a 
result, the cylinder experiences unfavourable lateral forces. 

Here, the usage of a splitter plate as a method to reduce drag acting on the cylinder 
can be demonstrated. This technique can be used to suppress or weaken vortex 
shedding, typically by attaching additional devices in the flow field (such as Roshko’s 
splitter plate) or by attempting to change the shape of the bluff body. Cylinders and
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small rods are two additional examples of passive control techniques. Roshko [5] 
was among the first to investigate the control of vortex shedding behind a circular 
cylinder by affixing a splitter plate downstream. It is observed that when a geometric 
modification is made through an attached/detached splitter plate or the placement of 
an in-line bluff body upstream, the flow approaching the bluff body experiences a 
loss in momentum. This reduces pressure significantly along the upstream face of the 
bluff body. Consequently, the drag experienced by the body is reduced. A bifurcated 
flow impinges on the cylinder in the presence of the upstream splitter plate, resulting 
in a lower forward stagnation pressure in front of the cylinder than in the absence of 
the plate. 

The effect of splitter plates on drag reduction was also investigated numerically [6] 
for a variety of plate lengths and Reynolds numbers (Re) in the range of 80–160. They 
discovered that the frequency of vortex shedding due to a circular cylinder decreases 
as the length of the splitter plate increases. The maximum reduced percentages of 
drag and lift forces for the circular cylinder reach 12.04% and 82.35% [7]. It is 
observed that the research on controlling the wake created by a circular cylinder by 
introducing a splitter plate is relatively limited compared to its practical relevance in 
engineering applications. 

In this paper, the control of vortex shedding and drag reduction by the usage of 
splitter plates attached upstream and downstream of a circular cylinder are examined. 
It is observed that there exists a research gap in this method of drag reduction. 
Splitter plates of varying lengths in different combinations are attached to both sides 
of a smooth circular cylinder parallel to the flow. It is numerically analysed to see 
how each combination splitter plates affect the drag acting on the cylinder and will 
ultimately help to find the most optimum setup of splitter plates to be used. 

2 Literature Review and Objective 

Keeping in mind that earlier studies of effect of splitter plate have been only observed 
under fluids with low Reynolds number ranging from as low as 100 to 35,000 [4, 
7]. The current numerical study focuses on the effect of splitter plate at Reynolds 
number 100,000. 

It was generally observed that to design splitter plates, the diameter of the circular 
cylinder was taken into consideration by means of an “L/D” ratio. The L/D ratios 
taken for the splitter plates are 0.5, 1, 1.5, 2, and 2.5, respectively, for both upstream 
and downstream where the diameter of the cylinder is 20 mm. 

Cylindrical bluff bodies are used in many key components in engineering appli-
cations. There is a need to analyse and find the optimum method to minimise the 
drag force acting on them. This, in turn, will decrease any adversarial circumstances 
that can weaken the structure in the long run. It will also help to reduce maintenance 
costs. 

There exists a research gap specifically pertaining to the reduction of drag with 
splitter plates, and it was also observed that there is no specific research pertaining
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to the effect of multiple splitter plates placed both upstream and downstream to the 
flow past a circular cylinder and the reduction in drag induced by it. 

3 Computational Method 

For the purpose of this research, Finite Volume Methods are being utilised for 
numerical investigation. Commercially available software “ANSYS Fluent” is used 
for unsteady and incompressible simulation. As for meshing, the in-built meshing 
software available in the ANSYS suite has been utilised. 

3.1 Problem Formulation 

The present study aims to determine the variation of Cd with splitter plates of varying 
lengths placed at the front and rear stagnation point of the circular cylinder at a 
Reynolds number of 100,000. The characteristic length used is kept constant as 
diameter of cylinder. 

An L/D ratio of 0.5, 1.0, 1.5, 2.0, and 2.5 has been used for the splitter plates. The 
thickness of the splitter plate has also been taken as 0.1D. A rectangular domain of 
size 20D × 8.5D was used to carry out the numerical simulations (Fig. 1). The time 
step taken for the transient simulations was 0.01 s and run up to 10 s. 

Fig. 1 Computational domain
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Fig. 2 Structured mesh with zoom mesh near cylinder shown in inset 

Table 1 Mesh quality parameters 

Quality metric Maximum Minimum Average 

Skewness 0.63725 1.3057 × 10−10 2.0122 × 10–2 

Orthogonal quality 1 0.63178 0.99832 

Fig. 3 Mesh quality spectrum [8] 

3.2 Meshing 

A quadrilateral mesh was used, having a size of 0.001 m. On the surface of the 
cylinder and splitter plates, an inflation layer of first height 0.000002 m with 25 
layers was implemented to capture near wall flow more precisely (Fig. 2). 

It was also observed that decreasing the mesh size further did not create any 
appreciable change in the readings. So as to ensure the quality of our mesh, we have 
extracted the orthogonal quality and skewness (Table 1; Fig.  3). 

3.3 Mathematical Model 

The turbulence model used for the numerical simulation is k–omega SST [9]. As the 
flow around the cylinder is turbulent after boundary layer separation, it is important
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to capture the complex turbulent flow downstream of the cylinder (near wall). The 
turbulence model solves for continuity as well as two additional transport partial 
differential equations that account for convection and diffusion of turbulent energy. 
The equations governing this model are as follows [10]: 

∇u = 0, (1) 

∂α 
∂t 

+ ∇  ·  (uα) = 0, (2) 

∂(ρu) 
∂t 

+ ∇  ·  (ρuu) = −∇  p + ∇  ·  τ + ρ f , (3) 

∂(ρk) 
∂t 

+ ∇  ·  (ρuk) = P̃k − β ∗ ρkω + ∇  ·  ((μ + αk μt )∇k) 

∂(ρω) 
∂t 

+ ∇  ·  (ρuω) = γρ  ̇s2 − βρω2 + ∇  ·  ((μ + αωμt )∇ω) + 2(1−F1)ραω2 
1 

ω 
∇k · ∇ω. (4) 

In the above equations, u is the speed of the fluid, α is the volume fraction of the 
fluid, ρ is the fluid density, p is pressure, f is the density of body forces, k represents 
the turbulent kinetic energy, ω is the specific turbulent kinetic energy dissipation rate, 
P̃k is the production rate of turbulent kinetic energy by Reynolds averaged flow, F1 

is the blending function, and αk , αω, β, γ are the turbulent model coefficients. 

3.4 Boundary Conditions 

We have assumed D to be 20 mm and have taken water (25 °C) as our fluid material. 
A velocity inlet of 6.542 m/s is taken for a Re of 100,000. The outlet is set to pressure 
outlet with gauge pressure 0 Pa. The cylinder and domain walls have been given a 
stationary wall boundary condition with no-slip shear condition. 

3.5 Validation 

To ensure that the numerical scheme is providing us accurate results, we have vali-
dated our CFD against the experimental data obtained by Naresh [4]. The CFD was 
performed in air at a Re of 35,000. The obtained drag coefficient for our cylinder is 
1.078, whereas the experimental data indicate a drag coefficient of 1.015. Therefore, 
the results are in good agreement and our setup has been validated.
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4 Results and Discussion 

A total of 25 computational simulations were run by varying the L/D of the splitter 
plates placed upstream and downstream. The results obtained are compared with a 
control cylinder of similar dimensions without splitter plates. The computed values 
are plotted and graphed. 

4.1 Observations 

From the data (Fig. 4; Table 2), we can see that the configuration of splitter plates with 
the least drag is 1.5D upstream and 2.5D downstream with a Cd of 0.502. Compared to 
the plain circular cylinder with a Cd of 0.620, a decrease in drag coefficient (0.118) is 
found for the case of splitter plate. The velocity and pressure contour plots have been 
generated and presented below. 

From the pressure plots attached (Figs. 5 and 6), it is observed that the addition 
of the splitter plates greatly decreases the pressure difference between the windward 
and leeward side of the cylinder, thus decreasing pressure drag. It can also be seen 
that the area of pressure due to stagnation is significantly reduced.

The downstream splitter plates delay the interaction of the vortices shed by the 
cylinder post-boundary layer separation. This vortex interaction causes creates an

Fig. 4 Drag coefficients 
versus splitter plate 
configuration 
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Table 2 Obtained drag coefficient values 

Length of splitter plate upstream Length of splitter plate downstream 

0.5D 1.0D 1.5D 2.0D 2.5D 

0.5D 0.617 0.609 0.597 0.585 0.576 

1.0D 0.552 0.542 0.528 0.517 0.509 

1.5D 0.544 0.533 0.519 0.509 0.502 

2.0D 0.559 0.547 0.534 0.524 0.518 

2.5D 0.581 0.569 0.556 0.546 0.539 
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Fig. 5 Pressure contour plot of the control cylinder 

Fig. 6 Pressure contour plot of 1.5D–2.5D cylinder

area of low pressure behind the cylinder that contributes to drag. The velocity contour 
plot (Figs. 7 and 8) of the optimum setup also indicates a loss of momentum of fluid 
approaching the cylinder. It can also be seen that an increase in upstream splitter plate 
length beyond 1.5D is detrimental to its drag reduction capability. Figure 9 shows 
the recirculation zone in wake. The recirculation length is estimated and listed in 
Table 3 (Figs. 10 and 11).

5 Conclusions 

Numerical studies on the drag reduction around the cylinder were conducted for 
analysing the drag coefficient (Cd) at Reynolds number of 100,000. Splitter plates of 
lengths 0.5D, 1D, 1.5D, 2D, and 2.5D were attached on a cylinder at upstream and 
downstream together and were observed to see which combination of splitter plate
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Fig. 7 Velocity contour plot of the control cylinder 

Fig. 8 Velocity contour plot of 1.5D–2.5D cylinder 

Fig. 9 Streamline for plain cylinder

gives the optimum decrease in Cd. The following conclusions can be derived from 
the conducted research:

The introduction of splitter plates alters the flow of the fluid around the cylinder.
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Table 3 Downstream vortex recirculation length 

Length of splitter plate upstream Length of splitter plate downstream 

0.5D 1.0D 1.5D 2.0D 2.5D 

0.5D 52.26 54.71 56.89 59.64 60.52 

1.0D 46.19 48.09 51.02 53.06 51.95 

1.5D 42.28 45.15 48.51 49.36 50.08 

2.0D 41.97 44.48 48.38 49.03 50.04 

2.5D 43.38 46.26 49.61 50.95 50.37 

Fig. 10 Streamline for 1D–1D splitter plate attached to circular cylinder 

Fig. 11 Streamline for optimised splitter configuration (1.5D–1.5D) attached to circular cylinder

It is observed that the Cd decreases maximum with spillter plate configuration 
1.5D.
There is a reduction in Cd of 19.03% overall. 
The upstream splitter plate must be designed with precaution, as an excessively 
long splitter plate can decrease its effectiveness. 
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Nomenclature 

D Diameter of circular cylinder (m) 
L Length of splitter plate (m) 
Cd Drag coefficient (–) 
Re Reynolds number (−) 
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Computational Study of 2D Flow Past 
a Circular Cylinder Oscillating 
Transversely to Incoming Flow 

Abhishek Goyal, Amulya Tiwari, and Raj Kumar Singh 

1 Introduction 

In structural, offshore, and thermal power engineering disciplines, the correlation 
within the movement of circular cylinder and the inconsistent wake of a round 
cylinder in a cross-flow is critical [1, 2]. In cross-flow oscillations, one important 
thing about the cylinder–wake interaction phenomenon is the position in the flow 
cycle (where vortices form and break apart) depends on the frequency of oscillation 
of the circular cylinder. 

The duration of vortex formation (evaluated concerning circular cylinder vibra-
tion) needs to switch phase by about 180° for a significantly narrow spectrum of 
forced oscillation frequencies, according to observations by Ongoren and Rock-
well [3]. The above sensitivity is demonstrated for flows in which the frequency 
of the circular cylinder in cross-flow oscillation (fo) is similar to the natural shed-
ding frequency of the fixed cylinder (fv). The research suggests that, at least for low 
vibration amplitudes, the vortex-shedding behavior on both sides of a switch is iden-
tical to the normal Karman-street wake. The switch can also change the direction of 
mechanical energy transmission among the vibrating cylinder and the flow as well 
as the phase of strains caused by vortices on a cylinder.

A. Goyal (B) 
Department of Civil Engineering, Delhi Technological University, New Delhi 110042, India 
e-mail: abhishekgoyal9868@gmail.com; abhishekgoyal_2k19ce003@dtu.ac.in 

A. Tiwari · R. K. Singh 
Department of Mechanical Engineering, Delhi Technological University, New Delhi 110042, 
India 
e-mail: rajkumarsingh@dtu.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 3, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-6343-0_53 

683

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-6343-0_53&domain=pdf
mailto:abhishekgoyal9868@gmail.com
mailto:abhishekgoyal_2k19ce003@dtu.ac.in
mailto:rajkumarsingh@dtu.ac.in
https://doi.org/10.1007/978-981-99-6343-0_53


684 A. Goyal et al.

Koopman [1] studied flow visualization of forced transverse excitation at various 
amplitude ratio values and found that the lock-on range is adapted to greater DA. 
Up to DA 5, Williamson and Roshko [4] explored the impact of high amplitude 
ratio values on the wake. They identified a variety of unusual wakes and designated 
them with numbers and letters that reflected the mixture of duos of single vortices 
(S) shed and vortices (P) shed within one cycle of forced oscillation. Using the 
k-epsilon model, Hines and Thompson [5] investigated the turbulent flow over a 
square cylinder with specified motions. Moreover, the anticipated lock-on region is 
substantially greater than the findings of other researchers. In comparison to cross-
flow-forced excitations, experimental investigations of inline forced cylinder oscilla-
tions are rather rare. This is because the cylinder is subjected to a smaller stream-wise 
fluctuating force Fx, which is just one-tenth the size of the transverse varying force 
Fy [6]. 

The current study focuses on a detailed computational analysis of the cylinder– 
wake interaction behavior for a single oscillation amplitude, but over a wide range 
of frequencies near the fixed cylinder’s vortex shedding frequency. The Re was estab-
lished large enough to observe the occurrence of switch behavior at the utilized ampli-
tude of oscillation. The constraint to a single amplitude, Re, as well as 2D flow  
simulations, were done so as to keep the requirement on computational assets to a 
minimum meanwhile still producing invaluable information. 

2 Literature Review and Objective 

The purpose of this research is to see how changes in frequency ratio F = f e/f so 
affect entrainment characteristics caused by forced cross-flow oscillation in the main 
synchronization scheme. Our estimates are only limited to 2D flows with a low 
Reynolds no. as well as Reynolds numbers of 500 and 1000 with a natural frequency 
of circular cylinder at Re = 500 and 1000 being 0.573 and 1.3, respectively. Further-
more, to lessen the strain on computational system, the analysis is limited to a single 
cross-flow oscillation at an amplitude ratio of A/D = 0.02. 

The relevance of 2D solutions for this challenge requires some clarification. The 
wake of a stationary cylinder is 3D and chaotic at Re = 500. Past studies have 
shown that span-wise association of forces, wake velocities, and other variables 
increases with increasing amplitude of cylinder motion or oscillation [7–12]. It is 
fair to conclude that the harmonic motion of a long circular cylinder suppresses 3D 
nature and produces flows that are more 2D than fixed circular cylinder equivalents, 
at least in the near-wake zone. 

This has been established that forcing a cylinder to oscillate at modest amplitudes 
can postpone the advent of 3D in its wake. For Re up to 300–400, Koopman [1] and 
Griffin and Ramberg [13] established that the wake was virtually 2D at vibration 
amplitudes beyond 10% of the cylinder diameter. Berger [14] demonstrated that 
regulated oscillations could stable and extend a laminar vortex-shedding regime to 
Re = 350–300 in experimental research. The span-wise relation of the wake street 
is improved with Re = 1000 and A/D = 0.05 < 0.125; however, the vibration is not 
powerful enough to completely inhibit the 3D instability.
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3 Materials and Methods 

Quadrilateral cells were used throughout to achieve discretization. The no-slip wall 
boundary criteria were used to specify the cylinder’s surface. To accomplish pres-
sure–velocity coupling, the incompressible Navier–Stokes equations were resolved 
utilizing a second-order unsteady solver methodology using the software ANSYS 
FLUENT 2021, along with the combination of SIMPLE approach. The circular 
cylinder in Fig. 1 has a diameter of D = 0.05 m, which represents a standard domain 
employed in the investigation. 

A user-defined function (UDF) was utilized to create cylinder’s oscillating motion. 
Furthermore, oscillation orientation, frequency of excitation, and amplitude deter-
mine the cylinder’s specified motion. Consider the motion of a circular cylinder 
driven to oscillate in response to an incoming flow field, as shown in Fig. 2. The  
amplitude is A and the cylinder’s path at any time (t) is  ξ (t). 

(t) = A sin[2π fe(t − t0)], (1)

where t0 is the time delay in this investigation. As orientation in this study is transverse 
(α = 90°). For α = 90°, x(t) = 0 and y(t) = A sin(2π fet), a UDF was utilized to 
create the cylinder’s oscillating motion with whole cells of mesh being updated 
following each time step with the help of dynamic mesh model. 

a. Mesh independence 

For mesh refinement investigation, three meshes were created. The force coeffi-
cient along the x-axis (Cx), Strouhal number (St), and peak-to-peak readings of the

Fig. 1 Schematic of mesh distribution in a 2D computational domain 
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Fig. 2 Schematic of circular 
cylinder oscillating at an 
angle α to flow field

force coefficient along y-axis (Cy), along with the specifics of the meshes, are all 
compared in Table 1. The given produced readings of fluid flow across an oscillating 
circular cylinder were for Re = 500. With the improvement of meshes, the difference 
between the solutions reduces, and grid independence is attained. Then, Mesh 2 was 
selected for further calculations. The increase in the number of nodes for meshes is 
considered to be ~ 20,000. The primary flow properties were compared and found 
to be in excellent endorsement with published information. 

b. “P + S” vortex-shedding modes 

The confirmation was required in the provision of two “exotic” vortex-shedding 
modes to achieve better assurance in the CFD analysis using Ansys. The first wake 
mode to be verified was P + S, which denotes the vortex pair continued by a single 
vortex shed in one oscillation period [4]. The oscillation of cylinder was transverse at 
Reynolds no = 500, A/D = 0.02, and F = f e/f s0 = 0.875 in this instance. Figure 3 
depicts the comparison of P+S mode for cylinder as given in present study with Black-
burn and Henderson [15] which utilized the discrete-vortex approach with viscous 
diffusion. The P + S configuration bears a strong resemblance to every one of the

Table 1 Comparison of drag and lift coefficient with published data, Blackburn et al. [15], A = 
0.25, F ( f e/f s0) = 1.0, Re = 500 
Mesh Total nodes Sf Cl Cd 

Mesh 1 56,605 0.195 1.335 1.531 

Mesh 2 71,965 0.223 1.735 1.429 

Mesh 3 91,440 0.216 1.651 1.445 

Blackburn et al. [15] – 0.228 1.776 1.414 

% Error (compared with Mesh 2) – 2.19 2.3 1.06 
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Fig. 3 P + S mode comparison for circular cylinder at Re = 500, A/D = 0.02, F = 0.875: a present 
investigation: b Blackburn and Henderson [15] 

two analyses. The present simulation also shows the vortex pairs rotating clock-
wise as they go downstream, which is consistent with Blackburn and Henderson’s 
[15] simulation. They also discovered that the flow under this situation had some 
“memory,” even though the vortex-shedding pair’s part was dependent upon the 
circular cylinder’s beginning orientation. Additionally, this outcome of memory is 
validated within the present investigation, though not displayed herein. 

4 Results and Discussion 

The examination of a circular cylinder’s wake is significant when it oscillates due to 
to self-excitation. In addition, the physics of wake formations can be best defined. 
As a result, numerical simulations were performed for a diverse combination of 
excitation frequencies ( f e/f s0) ranging from 0.76 to 1.02 and amplitude of vibration 
a/d fixed to 0.02 and for the low Re as well as Re = 500 and Re = 1000. 

4.1 Lock-in Boundary at Re = 500 and Re = 1000 and A/D 
= 0.02 with A = 90° (Transverse Oscillation) 

The “lock-in” boundary or the “synchronization regime” is developed by examining 
the types of reactions to a different excitation frequency. A phase plane graph is a plot 
that shows the relationship between each and every two domain state vectors across 
time. In this scenario, the velocities across the X-direction (Ux) and Y-direction (Uy) 
of the stream fulfill this objective. In short, Fig. 5 simply shows the effect of excitation 
frequency at a constant vibration amplitude (a/d) of 0.02.
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For Re = 500 
For F < 0.8 with Re = 500, the phase plane, Cd and Cl, can be observed in 

quasi-periodic regime. According to Fast Fourier transforms, the time series of lift 
exhibited substantially spiked spectral characteristics, including two major frequency 
responses. Meneghini et al. (as seen in Fig. 9a) [16] show identical trend at Re = 200 
discrete-vortex numerical simulation outcomes at F = 0.75, A = 0.25. For f e/f s0 = 
0.8, though, the chaotic phase plane disappears and is replaced by a single, stable 
periodic orbit which is referred to as the “limit cycle.” 

For F in between 0.905 and 0.95, the existence of two fundamental, incommensu-
rate frequencies characterized in accordance with the weakly chaotic zone has been 
reported: One is at the frequency of the cylinder oscillation, whereas the other results 
from a nearly periodic switching between waking phases. Throughout such regime, 
the cylinder oscillation frequency and its odd harmonics have steeply peaked spectra 
in the Fast Fourier transform of lift time series; however, the long-period switching 
frequency has no discernible spike. Figure 4a shows a time series of Cl for the 
outcomes calculated under the given domain at F = 0.94. The time necessary to 
switch approaches has been shortened as F has increased. Due to the extraordinarily 
long periods associated in accordance to the lowest frequency ratios, the precise 
specifics of the variations in switching periods with F have not been validated. 

For F > 1.016, Fig. 4b demonstrates the time evolution of Cd (coefficient of drag) 
and Cl (coefficient of lift) considering flow regime in the chaotic zone (for F = 1.02). 
Moreover, the Fast Fourier transform (FFT) of time series of Cl (Coefficient of lift) 
shows a dominating, but not very sharp, spike at Strouhal frequency, as well as peaks 
at its odd harmonics. These characteristics, including the randomness of time series 
depicted in Fig. 4b, imply the nature of flow as chaotic. 

Furthermore, the occurrence of these frequencies could be described using Fast 
Fourier transforms (FFTs) derived from the data of coefficient of lift, which are 
also shown in a similar figure. The occurrence of a single distinct spike signifies 
“lock-on,” whereas the hegemony of both frequencies is referred to as “non-lock-
on.” In Koopman’s early investigations [1], a Lissajous figure was seen to determine

Fig. 4 Time series of Cd and Cl at a F = 0.94 and b F = 1.02
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Fig. 5 FFTs and phase plane schematics for oscillating cylinder at Re = 500 and 1000

whether the driver oscillator and the hot-wire signal were of the same frequency. 
Furthermore, whereas the Lissajous figure was displayed as a “steady single loop,” 
the vortex street was called “locked-in.” The circular cylinder vibrated at a natural 
shedding frequency in his investigations. Since this work used a more reliable simu-
lation approach associated with a robust numerical method, the current findings are 
consistent with the experimental data. 

For Re = 1000
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Fig. 5 (continued)
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Fig. 5 (continued)

During the instances when F < 0.8, the phase plane is visible in unstable periodic 
courses, and hence, the presence of weakly chaotic zones can be seen. Even so, 
at F = 0.8, it is interesting to observe the weakly chaotic zones converging into 
a single, stable periodic course. The aforementioned is commonly referred to as a 
“limit cycle.” There is, however, a band during which the frequency of excitation is 
capable to force the frequency of vortex shedding within its corresponding value, as 
shown in Fig. 5 where it sustains up to F = 0.904. The phase plane once more turns 
chaotic and aperiodic for F ≥ 1.02. The Fast Fourier transforms (FFTs) derived from 
the lift coefficient histories, which are also shown in the very same image, could also 
be used to demonstrate the origins of these frequencies.
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5 Conclusions 

The dynamic mesh approach was used to model laminar incompressible flow across 
a cylinder with a user-defined function (UDF) utilized to create cylinder’s transverse 
oscillating motion to the free-stream flow along with the combination of the SIMPLE 
approach. This function offers a potent method for modeling a flow past objects. 
Thorough verification of the simulation’s outcomes using “physical” motion across 
the transverse axis has also produced outcomes that were in accordance with the 
findings of the existing numerical and experimental studies. The associated excitation 
and flow parameters also led to the observation of several near-wake vortex shedding 
phenomena that have been earlier found in several studies. Force amplifications and 
typical lock-on features, for like F = 1, were correctly anticipated. 

Some of the findings of the present study are: 

• The effect of “phase-lock-on” was extensively proven by plots of Fast Fourier 
transform, wake structure, phase-plane, temporal drag and lift coefficients, etc. 

• A phase plane is uneven, non-periodic, and weakly chaotic in the non-lock-on 
condition. 

Nomenclature 

A Amplitude 
St Strouhal frequency 
Cd Drag coefficient 
α The angle of oscillation of cylinder with respect to incoming flow field 
Cl Lift coefficient 
Re Reynolds no 
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General Pressure Equation-Based 
Incompressible Flow Solver 

Raghunathan Dheeraj and Y. Sudhakar 

1 Introduction 

It is well known that the absence of a separate equation for pressure is primarily 
responsible for the numerical difficulties associated with solving the incompress-
ible Navier–Stokes equations. Instead of a pressure evolution equation, we have 
the continuity equation which indicates that the velocity divergence is zero. This 
divergence-free constraint imposes an inevitable necessity to solve the elliptical pres-
sure Poisson equation (PPE) [14], and researchers conventionally adopted such an 
approach. Methods like Marker and Cell [9], SIMPLE algorithm [3] and its deriva-
tives, projection methods such as fractional step method [2], etc., are examples of 
such numerical techniques. Nevertheless, solving PPE is quite time-consuming and 
hence is numerically expensive. 

The artificial compressibility method (ACM) [6] is one alternative approach that 
avoids solving the pressure Poisson equation. In this method, slight compressibility is 
introduced, and eventually, the well-developed algorithms used for solving compress-
ible flow equations can now be applied to solve incompressible flow equations. This 
method is numerically less expensive than the conventional methods but has some 
limitations also. The classical ACM’s major drawback is that it applies only to steady-
state flows and a dual time-stepping [12] approach is necessary to extend their appli-
cation to unsteady flow problems. Studies reveal that dual time-stepping algorithms 
are more time-consuming than the conventional methods [11] and hence are not 
suitable for solving computationally intensive problems like the direct numerical 
solution of turbulent flows. 

Recent developments in the area of pseudo-compressible methods point towards 
a few single time-stepping ACM methods like kinetically reduced local Navier– 
Stokes (KRLNS) [1], entropically damped artificial compressibility (EDAC) [7],
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and general pressure equation (GPE) [17]. These approaches have the benefit that 
neither time-consuming PPE nor dual time-stepping is necessary and hence is found 
to be computationally efficient [18]. 

Unlike the classical ACM, which was directly proposed, GPE is derived from 
compressible flow and energy conservation equations. Thus, it offers a physical 
justification for artificial compressibility [17]. In vector form, GPE is written as 
follows. 

∂ p 
∂t 

+ β ∇ ·  −→V = γ 
Re Pr 

∇ ·  ∇ p. (1) 

Here, pressure and velocity vector are denoted by p and
−→
V , respectively. The artificial 

compressibility parameter, β, is expressed in terms of Mach number, Ma as β = 1/ 
Ma2. Other parameters such as γ , Re, and Pr correspond to heat capacity ratio, 
Reynolds number, and Prandtl number, respectively. 

The continuity equation in the incompressible Navier–Stokes equations is substi-
tuted by GPE (Eq. (1)). Eventually, the need for a time-dependent equation for solving 
pressure is satisfied, reducing the complexity of the solution algorithm. Thus, to simu-
late incompressible flow problems, the momentum equations and Eq. (1) are  solved  
numerically. The above-mentioned GPE-based approach is used in the current work 
to create a finite volume solver that simulates unsteady incompressible flows. A few 
unsteady and steady test cases are simulated successfully with the solver, and the 
scheme is validated by comparing the results obtained with those reported in the 
literature. 

The well-known shortcoming of ACMs is the deviation of the velocity field from 
the solenoidal condition. It is found that despite this, ACMs are widely used to 
simulate incompressible fluid flow problems [10, 13, 15]. 

Following is how the rest of the report is organised. The methodology is explained 
briefly in Sect. 2. The outcomes of numerical experiments are presented in Sect. 3. 
In Sect. 4, the report is concluded. 

2 Methodology 

In two-dimensional Cartesian coordinates, GPE (Eq. 1) is written as, 

∂p 

∂t 
+ 1 

Ma2

[
∂u 

∂ x 
+ 

∂v 
∂ y

]
= γ 

Re Pr

[
∂2 p 

∂x2 
+ 

∂2 p 

∂y2

]
. (2) 

The parameters γ and Pr mentioned in Eq. (1) are problem dependent [18] and 
their values are taken as unity for the test cases that we discuss in Section III. 
Moreover, we use the value Ma = 0.02 to evaluate β. 

Additionally, to compute the velocity components, we numerically solve the 
following momentum equations.
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Table 1 Coefficients for 
three-stage third-order Runge 
Kutta scheme 

i αi βi γi 

1 0 1/3 0 

2 − 5/9 15/16 1/3 

3 − 153/128 8/15 3/4 

∂u 

∂t 
+ 

∂(u2) 
∂x 

+ 
∂(uv) 
∂ y 

+ 
∂p 

∂x 
= 

1 

Re

[
∂2u 

∂x2 
+ 

∂2u 

∂y2

]
, 

∂v 
∂t 

+ 
∂(uv) 
∂x 

+ 
∂(v2) 
∂ y 

+ 
∂p 

∂y 
= 

1 

Re

[
∂2v 
∂x2 

+ 
∂2v 
∂y2

]
. (3) 

We use a staggered grid to avoid odd–even decoupling, and all the spatial deriva-
tives are discretised using central schemes. The time derivative is discretised using a 
three-stage, third-order Runge–Kutta method, proposed by Williamson [19], and is 
of the form, 

u(0) = u(n) 

k(i) = αi k
(i−1) + ∆t L(u(i−1) , tn + γi∆t) 

u(i) = u(i−1) + βi k
(i) for i ∈ [1, 2, 3] 

u(n+1) = u(3) . (4) 

Here, n and n + 1 represent the current and next time steps respectively. L(u, t) is  
the spatial discretisation operator. The coefficients α, β, and γ for the three-stage, 
third-order scheme are listed in Table 1. 

3 Results and Discussion 

In this section, we present the results from unsteady and steady-state test cases, 
simulated using the GPE-based solver. Two-dimensional test cases of Taylor–Green 
vortex problem, laminar flow over flat plate, and backward facing step are considered 
for the same. 

3.1 Laminar Taylor–Green Vortex 

To test the performance of the present algorithm in unsteady flow simulations, we 
use the Taylor–Green vortices problem. We set the initial flow field and allow the 
flow to evolve with time. For this case, the analytical solution [18] is available and 
is given by,
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(a) u-velocity contour (b) v-velocity contour (c) pressure contour 

Fig. 1 Initial conditions of Taylor–Green vortex problem 

u(x, y, t) = cos(Ax) sin(By)e−Ct , (5a) 

v(x, y, t) = −  sin(Ax) cos(By)e−Ct , (5b) 

p(x, y, t) = −  
1 

4 
(cos(2Ax) + cos(2By))e−2Ct . (5c) 

Here, A = 2π, B = 2π, and C = 8π2/Re. The initial conditions are obtained from the 
above equation by setting t = 0 (Fig. 1). The flow is confined to a unit square domain 
with periodic boundary conditions in both x and y directions. The Reynolds number, 
Re = 100, and the time-step used is 10−4. The code is run till the actual time reaches 
1.0 s and the computed results are compared with that of the analytical solution. 

We observe that the computed values of velocity and pressure match well with the 
exact solution. The maximum value of error observed for velocity is of the order of 
10−4 for a grid of 64 × 64. Error for pressure is also in the same range. To check the 
order of convergence, a graph between L∞-norm of error and number of mesh points 
for velocity and pressure is plotted (Fig. 2) at time t = 1.0 s. Here, the error is plotted 
for different mesh points such as 8 × 8, 16 × 16, 32 × 32, 64 × 64, 128 × 128, 
and 256 × 256. It is observed that both velocity and pressure follow second-order 
convergence.

3.2 Laminar Flow over Flat Plate 

Fluid flow over flat plate is a popular test case to study the boundary layer development 
in viscous flows. It is widely used in numerical studies to validate solution algorithms. 
The schematic diagram of the problem is presented in Fig. 3. Fluid flows with a 
uniform velocity of U0 = 1 through the inlet. It then approaches the flat plate of 
unit length, L, through a symmetry region. The length of the symmetry region, Ls is



General Pressure Equation-Based Incompressible Flow Solver 699

Fig. 2 Convergence plot for 
Taylor–Green vortex 
problem indicating 
second-order convergence

Fig. 3 Diagram showing the 
geometry and boundary 
condition details of flat-plate 
problem 

equal to that of the length of the plate. The width of the flow field represented by H 
is related to the boundary layer thickness as H = 5δ [16]. Here, δ is the thickness 
of the boundary layer computed at the tip of the flat plate. The flow takes place at a 
Reynolds number of Re = 10,000 and the viscosity is calculated from the Reynolds 
number. Also, the fluid density, ρ = 998.2 kg/m3. The flow evolves over time, and 
the results are taken at steady state. 

With reference to Fig. 3, the boundary conditions necessary to solve the problem 
are specified as follows. The flat plate is represented as a wall region (u = v = 0). 
The symmetry boundary condition implies that, ∂u/∂y = 0 and v = 0. As mentioned 
above, a uniform velocity is applied at the inlet, i.e. u = U and v = 0. The rest of 
the boundaries have outflow conditions meaning that there is no velocity gradient 
normal to the boundary (∇u·n = 0). The boundary conditions are summarised in 
Table 2.

In order to validate the computational algorithm, the velocity plot can be compared 
with that of the Blasius solution. Through Blasius’ solution, the boundary layer 
equations in the form of a partial differential equation (PDE) are converted to an 
ordinary differential equation. To do so, Blasius introduced a similarity variable, η, 
which is a non-dimensional independent variable that is obtained by combining the 
independent variables x and y. 

η = y 
/

U 

νx 
. (6)
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Table 2 Boundary 
conditions for laminar flow 
over flat plate 

Type u-velocity v-velocity Pressure 

Inlet u = U v = 0 ∂ p 
∂ x = 0 

Symmetry ∂u 
∂ y = 0 v = 0 ∂ p 

∂y = 0 

Wall u = 0 v = 0 ∂ p 
∂y = 0 

Outflow (right) ∂u 
∂ x = 0 ∂v 

∂ x = 0 ∂ p 
∂ x = 0 

Outflow (top) ∂u 
∂ y = 0 ∂v 

∂ y = 0 ∂ p 
∂y = 0

Fig. 4 Plot between 
similarity variable η and u/ 
U, obtained from the 
simulation of flow over flat 
plate, compared with 
Blasius’ solution 

Blasius then solved for a non-dimensional speed f '(η) = u/U as a function of the 
similarity variable, η [4]. We compare Blasius’ solution with the values obtained 
from the present simulation in Fig. 4. It is evident that the computed solution and the 
one provided by Blasius have an excellent agreement, supporting the solution’s self-
similarity nature. The mesh used for the simulation is 256 × 256, and the time-step 
value is 10−5. 

3.3 Backward Facing Step 

Flow over a backward facing step is a 2D laminar flow problem where in flow 
encounters a sudden expansion at a step as shown in Fig. 5. The channel width, H = 
1, and the length is taken as L = 20. The step height, h, is half of that of the channel 
width. We use a uniform mesh of size 400 × 40 and a time-step of 10−4. The flow 
is restricted to the laminar regime with Re = 800 and simulation is carried out till 
steady state is reached.

The boundary conditions are specified as follows:

• At top and bottom boundaries as well as on the step, u = 0 and v = 0. 
• At the inlet u = 24y(0.5 − y) with 0 ≤ y ≤ 0.5 and v = 0.
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Fig. 5 Schematic of the 
backward facing step 
problem

Fig. 6 Velocity contours at 
steady state obtained from 
the simulation of flow over 
backward facing step 

(a) Contours of u-velocity 

(b) Contours of v-velocity 

• At the outlet we have outflow condition, i.e. ∇U·n = 0. So, ∂u/∂x = 0 and ∂v/∂x 
= 0. 

• At all the boundaries, the pressure gradient is zero (i.e. ∂p/∂n = 0). 

The velocity field from the simulation is presented in Fig. 6. Here, we see that 
the flow detaches initially from the walls at a few locations but later reattaches back. 
Eventually, re-circulation regions appear at a few locations in the flow field. To 
validate the scheme, we compare the location of a few detachment and reattachment 
points mentioned in Fig. 5. The obtained values are x1 = 5.58, x2 = 4.6, and x3 = 
9.7 and found to be in agreement with that reported by Chiu [5]. 

To further test the accuracy of the solution algorithm, we plot the velocity profile at 
a location, x/H = 7 and compare the results with that reported by Gartling [8]. It can 
be seen that there is an excellent agreement between the computed and the reference 
values. The negative values in the plot indicate the presence of a re-circulation region 
(Fig. 7).

4 Conclusions 

In this work, we have developed an incompressible flow solver based on the general 
pressure equation, which belongs to the family of single time-stepping ACMs. The 
accuracy of the solver is tested using the standard test cases. The unsteady flow simu-
lation of Taylor–Green vortex problem demonstrated second-order convergence for 
both velocity and pressure. Also, when compared with the analytical solution, the
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Fig. 7 u-velocity plot along 
y-direction for the backward 
facing step problem at x/H = 
7.

maximum error obtained is of the order of 10−4 for a grid of 64 × 64 at t = 1.0 s. 
Additionally, the GPE-based solver was tested with two steady test cases involving 
laminar flow over flat-plate and backward facing step. The results obtained from the 
laminar flow over flat-plate problem indicate an excellent match with Blasius’ solu-
tion, and that from backward facing step is validated using results reported in the liter-
ature. Evidently, the solver demonstrates an excellent alternative to the conventional 
incompressible flow solvers. 

Nomenclature 

Re Reynolds number 
Pr Prandtl number 
Ma Mach number 
γ Heat capacity ratio 
β Artificial compressibility parameter 
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Modal Analysis of a Flow Past a Cylinder 

Arvind Thirunavukkarasu, Rahul Sundar, and Sunetra Sarkar 

1 Introduction 

Unsteady flow situations are characterized by high complexity and a need for a huge 
amount of computational resources. For real-world problems, CFD simulations, even 
though highly accurate, may take weeks, sometimes even months, to complete for 
just a single parameter instance. In this setting, an optimization study across several 
parameters is computationally intractable. It is therefore motivating to research the 
construction of reduced-order models for unstable flows, that avoid this issue by 
approximating solutions to the problem in a significantly lesser amount of time with 
reasonable accuracy. Proper orthogonal decomposition (POD) and dynamic mode 
decomposition (DMD) are two common modal analysis methods through which a 
reduced basis can be generated to build a reduced-order model in a low dimensional 
subspace. There are several reviews in the literature which cover these methods in 
detail and their role in reduced-order modeling [1–3]. 

The most popular method, POD, uses the energy content of the flow field to identify 
coherent structures [4]. The POD modes’ orthogonality is a desirable attribute for 
creating reduced-order models. Even though POD decomposition is optimal in the 
least squares sense [4], it does not give any information about the temporal scales 
of the various structures present in the flow. There can be dynamically important 
structures that might not be energetically important [5] and, thus, would not be 
captured in POD. 

To overcome this impediment, DMD was introduced by Rowley et al. [6]. Contrary 
to POD, which orders the flow structures by energy, DMD results in dominant 
dynamic modes of the flow field, with each mode having a characteristic frequency. 
Since the introduction of DMD, many variations of DMD have been formulated with 
applications in the field of fluid mechanics. The exact DMD method [7] is used in this
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paper for further analysis and is referred to as just DMD for the sake of convenience. 
It is worth noting that DMD modes are not orthogonal, in contrast to POD modes. 
Also, even if the modes have a characteristic frequency that helps in identifying 
the different temporal scales in the flow, there is no particular order of importance 
for these modes. The popular methods to rank these modes have been proven to be 
inadequate [8, 9]. Hence, the focus has lately been shifting toward a variant of POD 
known as spectral POD (SPOD) [10]. SPOD produces a set of orthogonal basis at 
discrete frequencies, ranked by their energy. SPOD has been used in the analysis 
of various problems ranging from pipe flows [11], turbulent jets [12, 13], channel 
flows [14], and wakes behind bluff bodies [15, 16]. Towne et al. [10] established the 
theoretical relationship of SPOD with POD, DMD, and resolvent analysis. 

In this work, SPOD analysis on a flow over a stationary circular cylinder is 
performed and compared with POD and DMD. The simple case of flow over a 
circular cylinder is an ideal entry point to test these modal analysis techniques. Even 
though the robustness of these modal analysis techniques can only be seen in the anal-
ysis of complex flows, a cylinder wake is a better model for learning these procedures 
since the results of these techniques applied to it are simpler to understand. Following 
brief introductions and implementation methodologies of POD, DMD, and SPOD in 
Sect. 2, the results for the case of cylinder flow are discussed in Sect. 3. The summary 
and conclusions are presented along with the scope for further work in Sect. 4. 

2 Methodology 

2.1 Proper Orthogonal Decomposition 

POD is a common technique to extract coherent patterns from flow fields [4]. When 
using POD on a fluid flow problem, the variations in the flow field q'(x, t) are obtained 
by subtracting the temporal mean from the data snapshot (q'(x, t) = q (x, t) − q (x)). 
The snapshot matrix Q is then constructed by stacking variations of the flow field as 
column vectors. 

Q = 

⎡ 

⎢⎢⎢⎣ 

q '(x1, t1) · · ·  q '(x1, tN ) 
q '(x2, t1) · · ·  q '(x2, tN ) 

... 
. . . 

... 
q '(xM , t1) · · ·  q '(xM , tN ) 

⎤ 

⎥⎥⎥⎦ (1) 

where the number of degrees of freedom is denoted by M (number of spatial points 
multiplied by number of flow field variables), and the number of snapshots is denoted 
by N [17]. The covariance matrix is then computed as, 

C = 1 

N − 1 
QQT . (2)
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Then, the covariance matrix’s eigen-decomposition is used to calculate the POD 
modes, such that, 

Cϕ = ∆ϕ. (3) 

The eigenvectorsϕ are called the POD modes [17]. The eigenvalues λk are helpful 
in the truncation of modes to reconstruct the data since they can be used to assess how 
effectively each mode φk represents the original data in the least squares sense. If only 
r (0 < r < min  (M, N)) modes are retained, the flow field data can be reconstructed 
by the truncated series, 

q(x, t) = q(x) + 
r∑

k=1 

ak(t)φk(x) (4) 

in an optimal manner, effectively lowering the dimensionality of the data. The data 
are projected onto these modes to get the temporal coefficients a (t) as,  

ak(t) =
/(
q(x, t) − q(x)

)
, φk(x)

/
. (5) 

In cases where the spatial size of the data is large (M >> N), computation of 
the spatial covariance matrix (C = QQT ) of size  M × M becomes cumber-
some, making it impossible to employ the traditional spatial POD approach in fluid 
simulations. Method of snapshots described in [18] overcomes this drawback by 
utilizing the fact that the temporal covariance matrix (QQT ) of size  N × N will still 
produce the same nonzero eigenvalues and similar eigenvectors, however, resulting 
in a computationally tractable problem. In snapshot POD, the following eigenvalue 
problem, 

QT Qϕk = λkϕk (6) 

is solved and original POD modes are recovered through, 

φk = Qϕk 
1 

λk 
. (7) 

2.2 Dynamic Mode Decomposition 

High-dimensional data can be broken down into dynamically relevant modes using 
DMD [7], which is a common alternative to POD. Each mode has a unique oscillation 
frequency and growth/decay rate. Similar to POD, the columns of matrices X and Y 
are designed to represent the snapshots of data collected at constant time intervals



708 A. Thirunavukkarasu et al.

∆t, such that, 

X = [q1, q2, . . . ,  qN−1] Y = [q2, q3, . . . ,  qN ], (8) 

with X, Y ∈ CM×N . Here, locally, flow field dynamics is approximated in a linear 
manner [7] so that a linear mapping is used to model the relationship between a flow 
field snapshot qi and the subsequent flow field snapshot qi+1, such that, 

qi+1 = Aqi (9) 

Since M >> N, direct calculation of A is computationally intractable. Hence, the 
following minimization problem is solved instead (in the least square sense): 

min||AX  − Y||2 F , (10) 

solution of which is now provided by calculating the pseudo-inverse of X such that, 

A = Y X† . (11) 

The eigenvectors (V ) and eigenvalues (∆) of  A are used to define the DMD modes 
and eigenvalues. These can be obtained without explicitly computing the matrix A 
by the algorithm given in Tu et al. [7]. Then, A = V∆V −1. From Assumption (9), 

qk = (V∆V −1 )k q0 = V∆k b. (12) 

Thus, 

xk = 
n∑
j=1 

λk 
j b j v j (13) 

for k = [0, N], where b denotes the coefficients of the weighted summation of the 
first snapshot x0 in terms of the eigenvectors, i.e., b = V −1x0 [19]. 

2.3 Spectral Proper Orthogonal Decomposition 

SPOD, being the frequency-domain counterpart of POD, decomposes the data into a 
set of ranked modes across distinct frequencies. The resulting modes exhibit coherent 
spatial and temporal evolution and are the best representations of the second-order 
space–time flow statistics [10]. Firstly, using Welch’s approach, a single time series 
of Nt snapshots is divided into Nb blocks to create an ensemble of realizations of the 
data [20]. Then, the blocks are Fourier transformed and eigen-decomposed to get the
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Fig. 1 Schematic depiction of Welch’s method to obtain the CSD matrix (schematics adapted from 
[10]) 

SPOD modes and eigenvalues. An overview of the algorithm is explained in Fig. 1, 
which is adapted from [10]. 

Once the Fourier transformed blocks are rearranged, the cross-spectral density 
matrix at a particular frequency is computed as, 

S fk = Q̂ fk Q̂∗ 
fk . (14) 

Now, the eigen-decomposition of S fk results in 

S fk𝚿 fk = 𝚿 fk∆ fk , (15) 

where the columns of 𝚿 fk represent the SPOD modes and are ranked according to 
their corresponding eigenvalues [10]. Similar to snapshot POD, the cross-spectral 
density is calculated as, S fk = Q̂∗ 

fk 
Q̂ fk , to reduce the computational complexity (as 

N >> Nb) [20]. It can be shown that the eigenvalue problem 

Q̂∗ 
fk Q̂ fkΘ fk = Θ fk∆ fk (16) 

gives the same nonzero eigenvalues as Eq. 15. The original eigenvectors can be 
retrieved as

𝚿 fk = Q̂ fkΘ fk∆
−1/2 
fk 

. (17)
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The detailed algorithm is explained in [20]. Reconstruction of the data from the 
modes can be done in two ways: by exactly doing the inverse of all the steps in the 
frequency domain, or in the time domain based on oblique projection [21]. After 
truncating the modes, the frequency-domain method illustrated in [21] is followed,  
to obtain the reconstructed data. It should be noted that the modes obtained here are 
orthogonal like POD and have a characteristic frequency like DMD; however, they 
are arranged in a particular order based on energy, thus combining the advantages of 
both POD and DMD. 

3 Results and Discussion 

Unsteady flow across the cylinder is simulated using an in-house immersed boundary 
method (IBM)-based flow solver [22] by solving the 2D incompressible Navier– 
Stokes equation. The IBM solver has been extensively validated in [22]. In this 
study, the flow Reynolds number Re is kept constant at Re = 100 for all the modal 
decomposition methods. In the current case, the Strouhal number of the flow, St = 
fD/U, comes out to be 0.171, which matches with the existing literature [23–25]. 
Figure 2 displays a snapshot of the vorticity flow field for reference. 

3.1 POD 

POD analysis on the flow across a stationary circular cylinder at Re = 100 is 
performed first. After discarding the initial transients, 100 snapshots, corresponding 
to 5 cycles of vortex shedding, are considered. The distinct, coherent structures in 
the modes became more apparent with increasing snapshots. The sampling interval
∆t between two consecutive snapshots is 0.252 s. The normalized eigenvalues as a 
function of modes are presented in Fig. 3. The POD modes can be seen to occur in 
pairs, indicating symmetry in the flow.

Fig. 2 Vorticity flow field at t = 25 s 
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Fig. 3 Normalized eigenvalues of POD modes 

The first two modes arranged as per descending energy content are shown in Fig. 4. 
As indicated by the eigenvalues, there is symmetry in the modes as well. Clearly, the 
modes predominantly have structures resembling vortices in the flow, bolstering the 
importance of the actual vortices in the flow. 

The vertical lines in Fig. 3 correspond to the percentage of total energy captured 
by the modes before them. It is evident that just two modes account for 95% of the 
total energy, and with eight modes, 99.99% of the total energy can be captured. As 
a result, it is possible to accurately represent the flow field with just eight modes. 
As expected, the error in the reconstructed flow field resembles the higher-order

(a) POD Mode 1 

(b) POD Mode 2 

Fig. 4 First two POD modes of U velocity 



712 A. Thirunavukkarasu et al.

POD modes, which were neglected. Thus, the dimension of the original data can be 
reduced to just eight modes, with an error of O(10−2). 

3.2 DMD 

Similar to POD, DMD is performed on 100 snapshots and the resulting eigenvalues 
were all found to be lying on a unit circle as demonstrated in Fig. 5. This indicates 
that the growth/decay rate of the modes is almost zero. 

The magnitude of the amplitudes of the DMD modes is plotted against frequency in 
Fig. 6. The highest peak is at zero which corresponds to the time-averaged flow or the 
base flow (Mode 0) and the subsequent peaks were at the vortex shedding frequency 
( fs) and its higher-order harmonics. This clearly indicates that the dynamically 
important modes are the ones that correspond to the vortex shedding.

Unlike POD modes, DMD modes are complex. The first dominant DMD mode 
(that corresponds to the vortex shedding frequency) is shown in Fig. 7. It can be 
seen that the first and second POD modes are identical to the real and imaginary 
components of the first DMD mode, indicating the fact that the POD modes, in this 
case, consist of structures oscillating at fs and its harmonics. Even though the POD 
algorithm does not have any constraints on the frequency of the modes, it can be 
observed that there is no mixing of frequencies in the modes. This is explained by 
the fact that the flow is periodic with only one dominant frequency (vortex shedding 
frequency). Thus, the POD modes correspond to the dominant frequency and its 
harmonics in the flow in this case. The real and imaginary components of the next 
important DMD mode (2 fs) are similar to the third and fourth POD modes.

Fig. 5 DMD eigenvalues in the complex plane 
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Fig. 6 Normalized amplitudes of the DMD modes at their respective frequencies

(a) Re ( Mode 1) 

(b) Im ( Mode 1) 

Fig. 7 First DMD mode of U velocity at the vortex shedding frequency 

When the flow field data were reconstructed using the first eight dominant DMD 
modes, the error in the flow field, similar to POD, resembled the neglected higher-
order modes. 

3.3 SPOD 

The SPOD is computed from 1080 snapshots to attain convergence in the reconstruc-
tion error. Following the guidelines established in [20], the number of snapshots per
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Fig. 8 SPOD eigenvalue spectrum 

block, N f , is set to 24 to make the lowest resolvable frequency correspond to the 
vortex shedding frequency. A hamming window is used, to compensate for the spec-
tral leakage. The full eigenvalue spectrum for different frequencies is shown in Fig. 8. 
The eigenvalues were normalized with respect to the total energy in the flow. As the 
mode number increases, the color of the curves changes from black to white. The 
low-rank nature of the flow is evident from the figure, as the first two modes capture 
a significant amount of energy across the frequency range. As expected, the most 
significant mode happens to be the first mode at the vortex shedding frequency. 

The first two SPOD modes of u-velocity at fs are shown in Fig. 9. It can be 
observed that the first SPOD mode resembles the first POD and DMD modes. This 
can be explained by the low-rank characteristics of the flow (the first two modes are 
able to account for almost all of the energy in the flow). The second mode resembles 
the higher-order modes of POD (not shown) reinforcing the lesser significance of 
these structures in the flow.

The flow field can be reconstructed within O(10−2) accuracy with just the first 
two modes of the first four dominant frequencies. As expected, the error in the 
reconstructed flow resembles the neglected modes. 

The relative reconstruction error, 

E = 
||u − urec|| 

||u|| , (18) 

where u is the actual flow field, and urec  is the reconstructed flow field, which is 
plotted across the number of modes used for reconstruction in Fig. 10. Since DMD 
modes are complex and have two components per mode (real and imaginary), there 
is a multiplicative factor k = 2 multiplied to the number of modes to represent the 
effective size of the latent space. Since the first 2 SPOD modes for each frequency 
were used in the reconstruction of the flow field, k = 2 for SPOD as well. It can be 
inferred that the flow field can be reconstructed with only 0.8% error using just four
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(a) SPOD Mode 1 

(b) SPOD Mode 2 

Fig. 9 First two SPOD modes of U velocity at vortex shedding frequency

Fig. 10 Relative reconstruction error as a function of the number of modes used for reconstruction 
for different methods 

SPOD modes, whereas it requires six modes of POD and DMD to reconstruct the 
flow field with the same error margin. 

4 Conclusions 

In this study, SPOD is used to analyze the wake structures of the flow past a stationary 
circular cylinder and compared to popular existing methods like POD and DMD. As 
expected, the vortices in the flow field were the significant structures in the flow,
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both energetically and dynamically. Overall, SPOD performed better than both POD 
and DMD in capturing dynamically important structures and produced an efficient 
reduced basis to reconstruct the flow field. The only disadvantage of SPOD was the 
requirement for a larger dataset to converge compared to the other methods. Even 
though the true potential of SPOD would be established in a flow with multiple 
temporal scales, this analysis serves as a good starting point. Building on this, 
future work can be directed toward analyzing complex flows with multiple dominant 
frequencies. 
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f s Vortex shedding frequency (Hz) 
X† Moore–Penrose pseudoinverse 
q Mean flow field 
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Computational Analysis of Serpentine 
Nozzles 

Somrick Das Biswas, Keshav Anand Kabra, Shailesh R. Nikam, 
and Siddharth Anish 

1 Introduction 

Serpentine nozzles completely shield the high-temperature core flow and the tail cone 
inside the core wall, which indicates that the core walls and the high-temperature 
parts inside the core wall are invisible from all directions at the rear of the serpentine 
nozzle. 

Recently, serpentine nozzles have attracted considerable attention, especially in 
military aviation. Serpentine nozzles suppress the thermal and acoustic signatures 
of the engine exhaust, making the aircraft difficult to track by radars and IR-homing 
missiles and seekers. In this paper, the main focus is on improving the expansion 
characteristics to reduce the performance penalty associated with serpentine nozzles. 
However, little research exists on predicting elementary flow characteristics like 
pressure and velocity gradients within the nozzle. Furthermore, the effects of inlet 
and outlet shapes on the flow parameters are not known. The paper aims to infer a 
relationship between geometry and flow behaviors. The literature survey has proved 
that serpentine nozzles have excellent stealth characteristics and avoid detection. 
As stealth becomes a primary consideration in future wars, the significant thrust 
penalties are the tradeoffs for operating in hostile airspace.
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2 Literature Review and Objective 

Several research papers were consulted and studied during the literature study phase 
to gain a deeper understanding of the topic. The different research papers consulted 
for this paper are summarized below. 

Hui et al.  [1] investigated the serpentine nozzle experimentally and computa-
tionally. They studied flow characteristics of serpentine nozzles and axisymmetric 
nozzles with the employment of a schlieren system, PSI electronic pressure scan-
ning valves, a six-component force balance system, and flowmeters. Their results 
show that the static pressure distributions on the upper and down walls of serpentine 
nozzles are different from those of axisymmetric nozzles, which are mainly affected 
by the flow tube near the walls. The flow velocity increases and the static pressure 
drops when the flow tube contracts. This paper serves as the primary basis of our 
validation. 

Cheng et al. [2] found that the shielding ratio has a significant impact on the 
infrared signature of the serpentine nozzle. The analysis indicates that the serpentine 
nozzle with ∆Y = 1 has a better stealth performance; additionally, the visible area 
ratio is suggested to be under 0.041. The swirl angle significantly affected the infrared 
signature level of the serpentine nozzle. Compared to the no-swirl case, the average 
reduction of the total infrared signature level increased from 2.29 to 13.84% in the 
horizontal plane for an increase in the swirl angle from 5° to 20°. An increased 
reduction from 5.83 to 31.21% is seen in the vertical plane. 

Shan et al. [3] had the following findings. The nozzle with an aspect ratio of 5 is 
recommended for achieving optimal aerodynamics. The increase in aspect and offset 
ratios could effectively suppress plume radiation, which was not sensitive to overall 
radiation. Compared with circular nozzles, the double S-shaped nozzles reduced 
infrared radiation by over 50%, proving significant stealth ability. A balance between 
aerodynamic performances and infrared radiation suppression could be reached for 
double S-shaped nozzles. 

Nageswara Rao et al. [4] experimentally discussed the effect of the nozzle shape on 
the flow field and acoustic characteristics of a high Mach no. subsonic jet emanating 
from a serpentine nozzle at Mach number 0.84. Near-field OASPL mapping results 
indicate that the dominant noise is emanating at the end of the potential core 
breakdown. 

Sun et al. [5] investigated and surmised that the centerlines with a rapid turning at 
the exit would result in a high Mach number, which brings on high friction loss and 
secondary loss at the turnings. For maximum efficiency of centerline distributions, it 
is recommended that curves with gentle turns at each serpentine passage exit should 
be chosen. 

Da et al. [6] theorized that with a sectional PI control law, the RMS control 
error was reduced by more than 56% under arbitrary changing conditions. Works 
in this paper also showed that the dynamics of this non-dimensional system can be 
simplified as a stable second-order overdamped system.
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3 Materials and Methods 

In the present investigation, CFD simulations are undertaken using the Ansys Fluent 
2021R2 version. The first step was to validate the CFD results from existing literature 
in [1]. Once an accurate enough model was established to give predictable results, 
new iterations were undertaken to study the control variables of a serpentine nozzle 
to derive the optimum geometry. 

After a few iterations, the established CFD model could accurately and consis-
tently deliver the expected values. Once the CFD models attained critical stability 
based on a grid independence study, literature data [1] were compared with our model 
predictions. This process is highlighted in Fig. 10. 

The present results match well within 10% of the literature result with a similar 
trend and thus helped us gain reasonable confidence in our CFD model. 

Post-validation, we decided to focus our attention on the different geometrical 
parameters of the serpentine nozzles. We have mainly focused on revamping the 
inlet and outlet geometries and tried multiple iterations such as elliptical, circular, 
rectangular, and cambered rectangular outlet geometries. These geometries and their 
CAD models and properties are discussed in the subsequent section. 

Following this, pressure and velocity contours of the geometries were studied 
and investigated to arrive upon the most optimum geometry, which would meet our 
objectives of reducing thrust penalties, by modulating pressure and velocity flows. 

The pressure and velocities contours have been plotted in the nozzle mid-plane. 
We have attempted to reduce the pressure perturbations to reduce abrupt pressure 
variations. 

The secondary objective is to study the velocity flow lines to ensure maximal 
exhaust velocity and to produce the highest amount of thrust possible from the engine. 

3.1 Nozzle Geometry 

The basic profile of the serpentine nozzle is seen in Fig. 1. The serpentine nozzle 
is modeled using Bezier curves in SolidWorks 2021. Five guide points are used to 
model the profile.

Several variations in inlet and outlet geometries were simulated, and their 
characteristics are analyzed. Their specifications are listed as follows: 

3.1.1 Cambered Rectangular Exit 

See Figs. 2 and 3.

Inlet diameter: 250 mm. 
Rectangular exit camber diameter: 100 mm. 
Rectangular exit straight length: 150 mm.
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Fig. 1 Basic profile of the serpentine nozzle

Fig. 2 Cambered rectangular exit 

Fig. 3 Cambered rectangular exit cross-section
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Fig. 4 Cambered rectangular exit 

Fig. 5 Cambered rectangular exit cross-section 

3.1.2 Cambered Rectangular Inlet 

See Figs. 4 and 5 

Length of inlet: 250 mm. 
Breadth of inlet: 175 mm. 
Corner radius: 50 mm. 
Exit diameter: 150 mm. 

3.1.3 Circular Inlet and Exit 

See Fig. 6.
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Fig. 6 Circular inlet and exit 

Fig. 7 Rectangular inlet and outlet 

Circular inlet and exit. 
Inlet diameter: 250 mm. 
Exit diameter: 200 mm. 

3.1.4 Rectangular Inlet and Exit 

See Figs. 7 and 8.

• Same inlet as iteration 3.1.2. 
• Same outlet as iteration 3.1.1. 

3.2 Modeling and Meshing 

In the CFD procedure, Unsteady Reynolds-Averaged Navier–Stokes (URANS) equa-
tions are used to simulate the flow. Since the nozzle is intended for subsonic flows, 
with a converging nozzle, as per the Rankine–Hugoniot conditions, there will be no 
flow separation inside the nozzle. This indicates that URANS equations will deliver
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Fig. 8 Rectangular inlet cross-section

accurate results. For modeling the serpentine nozzle, the Realizable k-ε Turbulence 
Model is used. Due to high Reynolds numbers and high-pressure gradients, the 
standard k-ε Turbulence Model is not used as it cannot resolve boundary layer flow 
according to the law of the wall at higher pressure gradients. The equations governing 
the flow are as follows: 

dk 

dt 
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ρ 
∂ 

∂ x j

(
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σk∂x j

)
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(
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The flow conditions are to be simulated at about Mach 0.9 at an altitude of 2000 
m above mean sea level. The engine outlet parameters at this altitude are used as 
the boundary conditions. These have been derived from literature [1]. The boundary 
conditions are as follows: 

• Inlet pressure: 1.25 MPa 
• Inlet velocity: 299 m/s 
• Inlet temperature: 1200 K 
• Outlet pressure: 0 (Gauge) 
• Outlet temperature: 290 K 

Due to the complexity of the domain, Tet-Dominant meshing was preferred. A 
mesh independence study was conducted to study the effects of cell size and number 
on the flow. The coefficient of pressure at the core at x/L = 0.5 was chosen to be 
the control variable. The edge length was varied until a significant difference in
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Table 1 Mesh metrics 
Iteration No. of cells No. of nodes 

Cambered rectangular exit 79,486 83,433 

Cambered rectangular inlet 78,225 82,680 

Circular inlet and exit 79,942 89,235 

Rectangular inlet and exit 79,774 86,534 
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Fig. 9 Mesh independence study

the control variable was detected. The results of this mesh independence study are 
summarized in Table 1 (Fig. 9). 

As per the study, the mesh with an edge length of 8 mm was the last mesh-
independent solution. Meshing details and boundary conditions are given in Table 1. 

• Tetrahedral meshing. 
• Patch conformational. 
• Average edge length: 8 mm. 
• Inflation factor: 1.25. 
• No. of inflation layers: 5. 
• Transition ratios: 0.3. 

3.3 Validation 

Pressure values against the dimensionless length of the serpentine nozzle were plotted 
and compared with the CFD and wind tunnel testing data from the literature [1] as  
shown in Fig. 10. 

Our CFD model shows remarkable similarity with the literature data, especially 
after 35% of the length. The maximum deviation from literature data is about 30%
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Fig. 10 Validation against literature data [1]

at x/L equals 0.25. This deviation at the beginning of the serpentine nozzle is incon-
sequential for this paper, as it focuses primarily on the effects near the exit of the 
nozzle, which is where the pressure distribution matters. 

Furthermore, the CFD model accurately predicts the trend of the pressure changes 
throughout the serpentine nozzle, which is of primary importance for making 
qualitative decisions about optimal decisions. 

4 Results and Discussion 

Post-simulations, the obtained results for each of the four geometries have been 
summarized below: 

4.1 Cambered Rectangular Exit 

The pressure variation along the flow is observed in Fig. 11a. Static pressure drops 
after x/L 0.4 for the upper surface and x/L 0.6 for the lower surface. It can also be 
observed that the pressure drops from 2.36 to 0.4 bar at the exit.

Figure 11b exhibits that velocity starts picking up at 50% of the length. Velocity 
accelerates from about 300 m/s to almost 693 m/s, which is a significant increase in 
speed. 

These two factors make this iteration a viable and preferred design for aircraft 
exhaust nozzles.
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(a) Pressure gradient 

(b) Velocity gradient 

Fig. 11 a Pressure gradient. b Velocity gradient

4.2 Cambered Rectangular Inlet 

Figure 12a shows the static pressure field distribution along the central plane for the 
iteration. The contour shows that the pressure drops later if compared to the previous 
iteration. At the upper surface, the pressure drops at around x/L = 0.5 and x/L = 0.8 
for the lower surface. Thus, expansion takes place later.

From Fig. 12b, it can be inferred that the final velocity at the nozzle exit is 766 m/s 
which is a significant expansion. It indicates that even though the expansion happens 
near the nozzle exit at x/L = 0.6, it occurs quite rapidly. 

4.3 Pure Circular Exit 

From Fig. 13a, it is evident that the peak pressure drop is encountered earlier in 
this iteration. However, the static pressure at the exit is higher than in the previous 
iteration. Pressure drop along the upper surface starts at x/L = 0.35, but the pressure 
drop across the lower surface starts at the same time.

Figure 13b indicates that the final velocity is smaller compared to the rectangular 
iteration at around 561 m/s, indicating that the expanding gasses have not been able 
to expand fully in the nozzle. This iteration is not ideal.
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(a) Pressure gradient 

(b) Velocity gradient 
. 

Fig. 12 a Pressure gradient. b Velocity gradient

(a) Pressure gradient 

(b) Velocity gradient 

Fig. 13 a Pressure gradient. b Velocity gradient
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(a) Pressure gradient 

(b) Velocity gradient 

Fig. 14 a Pressure gradient. b Velocity gradient 

4.4 Pure Rectangular Exit 

From Fig. 14a, inferences indicate that the magnitude of static pressure drop is the 
least in this iteration, from 2.4 bar to 0.2 bar. The pressure characteristics for both 
surfaces are similar to the cambered rectangular iteration. 

Figure 14b indicates that freestream velocity picks up quite late, at around 80% 
of the cavity length. There is a significant flow acceleration, from 300 m/s to about 
678 m/s, indicating good acceleration. 

The results obtained from these simulations allow us to plot the velocity ratio as 
a function of the area ratio for serpentine nozzles, as seen in Fig. 15.

From Fig. 15, we find a quadratic relation between the area and velocity ratios. 
The graph further highlights that the increase in area ratio does not keep up with the 
increase in velocity ratio. 

5 Conclusions 

From the present computational investigation, the following conclusions are drawn:

• Rectangular inlets and circular outlets give the best flow characteristics. 
• Significant velocity increase and the pressure penalty are also lower when 

compared to other inlet outlet conditions investigated. 
• It follows that a smaller exit area leads to a velocity increase but results in 

unfavorable pressure characteristics.
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Fig. 15 Area ratio versus velocity ratio

• Increasing the area ratio from 1.56 to 1.82 (~16% increase) leads to an 18% 
increase in the velocity. 

• Increasing the area ratio further does not lead to proportionate velocity gains. 
Increasing the area ratio from 1.82 to 2.15 (~18% increase) leads to only a 2% 
increase in the velocity ratio. 

• Similarly, increasing the area ratio from 1.82 to 2.35 (~29% increase) leads to 
only a 13% increase in the velocity ratio. 

Acknowledgements The authors would like to thank Mr. Aditya Shah, Mr. Sudhanva Rao Santhur, 
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Nomenclature 

CP Pressure coefficient (–) 
OASPL Overall sound pressure level (dB) 
x Distance from the nozzle inlet (m) 
L Length of the serpentine nozzle (m) 
M∞ Free stream Mach No. (–) 
P Static pressure (Pa) 
Pb Back pressure (Pa) 
AMSL Above mean sea level (m) 
σ Wall stress (Pa) 
K Turbulent kinetic energy (m2/s2) 
ε Rate of dissipation of TKE (m2/s3)
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μ Kinematic viscosity (cm/s2) 
ui Relative velocity (in direction) (m/s) 
cε1, cε2 Closure coefficients (–) 
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Direct Flux Reconstruction for Accurate 
Resolution of Complex Flow Structures 

Raagvendra Singh, Abhishek M. Kalluri, V. K. Suman, and Rakesh Kumar 

1 Introduction 

There have been continual efforts in simulating compressible flows using high-order 
accurate schemes. The goal is to preserve and capture flow structures with high 
resolution. This work has led to the development of high-order methods, including 
Discontinuous Galerkin (DG), Weighted Essentially Non-Oscillatory (WENO), and 
Flux Reconstruction (FR) schemes. 

Direct Flux Reconstruction [1] is one such high-order scheme that belongs to the 
class of Flux Reconstruction schemes and is simple compared to FR laid by Hyunh 
[2] since it does not use correction functions. With the reasonable choice of solution 
points, other high-order schemes can be recovered, such as the nodal DG method 
[1]. DFR is a nascent and promising candidate for simulating compressible, turbu-
lent flows. The reader is encouraged to consult [1] to understand the mathematical 
formulation of the DFR approach. 

The robustness and accuracy of a code are often analyzed using flows containing 
shocks and instabilities. In the present work, we have solved three problems using the 
in-house CFD solver based on DFR to evaluate the performance of this high-order 
scheme in simulating flows involving complex structures. These include shock– 
vortex interaction, Rayleigh–Taylor instability, and Kelvin–Helmholtz instability 
problems. We also validate our code using Sod’s shock tube problem.
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Shock–vortex interaction is paramount in understanding noise generation mech-
anisms in high-speed flows. Practically, such an interaction occurs during the flow 
of a supersonic jet. 

Rayleigh–Taylor (RT) instability happens at the interface of two fluids having 
different densities when an acceleration is being directed from the denser fluid to the 
lighter one. The instability results in the bubbles of lighter fluid rising in the denser 
fluid and spikes of denser fluid falling in the lighter fluid. 

Kelvin–Helmholtz (KH) instability occurs when there is a velocity discontinuity 
at the interface of two superposed fluids, one above the other. 

2 Governing Equations 

The governing equation for the shock–vortex interaction, RT instability, and KH 
instability is the Euler equation, which in 2D is represented by 
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and the expression for e is the caloric equation of state. For the Sod’s shock tube 
problem, shock–vortex interaction and KH instability 
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Fig. 1 Density variation 
with x as obtained 
analytically and using DFR 
with LLAV at t = 0.2 

3 Code Validation 

The Sod’s shock tube problem consists of the one-dimensional Riemann problem 
with the conditions, as (ρ, u, p) = (1, 0, 1) for  x ≤ 0.5, (ρ, u, p) = (0.125, 0, 0.1) for 
x > 0.5.  

The domain is [0, 1] × [0, 0.125]. Shock capturing is implemented using the 
artificial viscosity method by Persson and Perraire [3]. The results are plotted for t 
= 0.2. From Figs. 1 and 2, we can see that the results obtained using DFR are in 
agreement with the exact results.

4 Shock–Vortex Interaction 

We numerically simulate the interaction of a vortex with a shock using DFR with 
shock capturing. The computational domain is [0, 2] × [0, 1]. For the present case, 
we choose a Mach 1.1 shock, which is stationary and a vortex positioned at (xc, yc) = 
(0.25, 0.5). The conditions left to the stationary shock are defined as (ρ, u, v, p) = (1, 
1.1

√
γ, 0, 1), and the conditions on the right are obtained using Rankine–Hugoniot 

conditions. Temperature is given by P/ρ. The vortex is defined using perturbation to 
quantities of mean flow 

u' = ϵτ eα(1−τ 2 ) sin θ,  

v' = ϵτ eα(1−τ 2 ) cos θ,
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Fig. 2 Pressure variation 
with x as obtained 
analytically and using DFR 
with LLAV at t = 0.2

T ' = − (γ − 1)ϵ2e2α(1−τ 2 ) 
4αγ 

, 

S' = 0. 

τ = r/rc, r = 
√
(x − xc)2 + (y − yc)2, ε = 0.3, rc = 0.05, and α = 0.204. It is 

important to note that ε, α, and rc are the vortex’s strength, decay rate, and radius. 
The reader is encouraged to go through [4] for more details. 

Reflective boundary conditions are imposed for the bottom and top boundaries, 
and on the left and right boundaries, we have used Dirichlet boundary conditions. 
Pressure contours for t = 0.05, 0.2, and 0.35 are obtained. From a qualitative compar-
ison of Fig. 3, which represents the pressure contours for t = 0.05, 0.2, and 0.3 with 
[4], we can see that DFR captures the shock and vortex quite accurately.

5 Rayleigh–Taylor Instability 

For this case, we have the computational domain as [0, 0.25] × [0, 1]. At t = 0, the 
interface is at y = 1/2, the denser fluid is below the interface with density ρ = 2, 
and the lighter fluid with density ρ = 1 is above the interface. The acceleration is 
directed in the positive y-direction. 

In the same direction, a small perturbation is given to the fluid speed. The initial 
conditions are as mentioned in [5], for 0 < y < ½, (ρ, u, v, p) = (2, 0, − 0.025c. 
cos(8πx), 2y + 1) and for ½ ≤ y < 1 (ρ, u, v, p) = (2, 0, − 0.025c. cos(8πx), y + 3/ 
2). Here, c is the speed of sound c = (γP/ρ)1/2 and γ = 5/3. The boundary conditions
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(a) t = 0.05 (b) t = 0.35 

(c) t = 0.6 

Fig. 3 Pressure contours for shock–vortex interaction using ∆x = ∆y = 0.02 and third-order 
solution polynomial

consist of reflective type for left and right boundaries, while for the top and bottom, 
the values are set as ρ = 1, p = 2.5, u = 0, v = 0 and ρ = 2, p = 1, u = 0, v = 0, 
respectively. 

The density contours obtained in Fig. 4 are for ∆x = ∆y = 1/400 and third-order 
solution polynomial at t = 1.75, 2, 2.25, 2.5. For t = 1.75, t = 2, t = 2.25, and t = 
2.5, there are 15 equally spaced contour lines from ρ = 0.966967 to ρ = 2.10314, 
ρ = 0.942342 to ρ = 2.16773, ρ = 0.911713 to ρ = 2.24208, and ρ = 0.864408 to 
ρ = 2.33799, respectively. As a part of the grid study, we increase the order of the 
solution polynomial to the fifth order and decrease the grid size to ∆x = ∆y = 1/ 
200.

The density contours obtained in Fig. 5 are for ∆x = ∆y = 1/200 and fifth-order 
solution polynomial, and the time intervals are taken as previously stated that is t =
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(a) t = 1.75 (b) t = 2 (c) t = 2.25 (d) = 2.5 

Fig. 4 Density contours for ∆x = ∆y = 1/400 and third-order solution polynomial

1.75, 2, 2.25, and 2.5. Again, there are 15 equally spaced contours having minimum 
and maximum values the same as mentioned previously.

Comparing the contours for the two grids for the same times, we observe that the 
resolution obtained using the higher-order polynomial is better than the first grid. A 
key takeaway is that the number of degrees of freedom for the first grid is 640,000, 
while for the second grid, it is 360,000. Therefore, a higher-order solution polynomial 
can obtain better resolution even though the grid is coarser. 

6 Kelvin–Helmholtz Instability 

For numerically simulating the Kelvin–Helmholtz instability, the domain is taken as 
[− 0.5, 0.5] × [− 0.5, 0.5]. The initial conditions [6] are, for  − 0.25 ≤ y ≤ 0.25, (ρ, 
u, v, p) = [2, − 0.5, 0.01 sin (2πx), 2.5], and everywhere else (ρ, u, v, p) = [1, 0.5, 
0.01 sin (2πx), 2.5]. For all the boundaries, periodic boundary conditions are used. 

The perturbation is given to the vertical velocity using the sine function, and the 
amplitude is 0.01. Figure 6 represents the density contours for the Kelvin–Helmholtz 
instability problem for a fifth-order solution polynomial and 2002 elements at t = 
1, 2, and 3. The same figure shows that the vortical structures are well resolved, 
and the instability grows as time progresses. There are spurious oscillations near the
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(a) t = 1.75 (b) t = 2 (c) t = 2.25                (d) t = 2.5 

Fig. 5 Density contours for ∆x = ∆y = 1/200 and fifth-order solution polynomial

discontinuity; we have tried suppressing these oscillations using artificial viscosity. 
DFR can capture small-scale flow features and the roll-ups at the interface caused 
due to instability.
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(a) t = 1 (b) t = 2 

(c) t = 3 

Fig. 6 Density contours for Kelvin–Helmholtz in-stability using 2002 elements and fifth-order 
solution polynomial 

7 Conclusion 

A numerical study is performed to investigate the potential of DFR in resolving 
shocks and instabilities. We use the in-house DFR code with shock capturing in the 
inviscid framework. For the present paper, we performed simulations for three prob-
lems: Shock–vortex interaction, Rayleigh–Taylor instability, and Kelvin–Helmholtz 
instability problem. We have also validated the code using the Sod’s shock tube 
problem.
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For shock–vortex interaction, we note that the shock and vortex structure is very 
well preserved both before and after the interaction, and the results are qualitatively 
comparable to [4]. 

We see that the complex flow structures are captured for the RT instability problem. 
We also demonstrate the method’s capability in resolving flow structures wherein 
a coarse grid with a higher-order polynomial shows better resolution than the finer 
grid. 

For KH instability, DFR can capture complex and small- scale flow features. We 
have suppressed oscillations near the discontinuity using artificial viscosity because 
such oscillations often introduce errors in the flow. 
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Nomenclature 

P Pressure 
ρ Density 
u X-Velocity 
v Y-Velocity 
E Total energy 
T Temperature 
e Internal energy 
γ Specific heat ratio 
S Entropy 
t Time 
c Speed of sound 
u' u-Velocity perturbation 
v' v-Velocity perturbation 
T ' Temperature perturbation 
S' Entropy perturbation 
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