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Abstract. The advent of Industry 4.0, characterized by the integration of digital
technology into mechanical and electronic sectors, has led to the development of
autonomous vehicles as a notable innovation. Despite their advanced driver assis-
tance systems, these vehicles present potential security vulnerabilities, rendering
them susceptible to cyberattacks. To address this, the study emphasized investi-
gating these attack methodologies, underlining the need for robust safeguarding
strategies for autonomous vehicles. Existing preventive or detection mechanisms
encompass intrusion detection systems for Controller Area Networks andVehicle-
to-Vehicle communication, coupled with AI-driven attack identification. The crit-
ical role of artificial intelligence, specifically machine learning and deep learning
subdomains, was emphasized, given their ability to dissect vehicular communi-
cations for attack detection. In this study, a mini autonomous vehicle served as
the test environment, where the network was initially scanned, followed by the
execution of Man-in-the-Middle, Deauthentication, DDoS, and Replay attacks.
Network traffic was logged across all stages, enabling a comprehensive analysis
of the attack impacts. Utilizing these recorded network packets, an AI system was
trained to develop an attack detection mechanism. The resultant AI model was
tested by transmitting new network packets, and its detection efficiency was sub-
sequently evaluated. The study confirmed successful identification of the attacks,
signifying the effectiveness of the AI-based model. Though the focus remained
on autonomous vehicles, the study proposes that the derived methodology can be
extended to other IoT systems, adhering to the steps delineated herein.
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1 Introduction

The proliferation of Internet of Things (IoT) and Industrial Internet of Things (IIoT) has
catalyzed substantial advancements in various sectors, including the automotive industry,
exemplified by the emergence of autonomous vehicles. However, the cybernetic inte-
gration of IoT and IIoT systems within these vehicles elicits significant cybersecurity
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apprehensions. This study aims to scrutinize and counteract cyber threats—Man-in-the-
Middle (MitM), Distributed Denial of Service (DDoS), Deauthentication (Deauth), and
Replay attacks—impacting autonomous car networks, proposing a Gradient Boosting-
oriented detection mechanism as a viable solution. With autonomous vehicles increas-
ingly prone to cyberattacks due to their dependency on IoT and IIoT for data communica-
tion, processing, and decision-making, establishing rigorous security countermeasures is
indispensable. The study underscores the utility of machine learning algorithms, namely
Support Vector Machines (SVM), Random Forests (RF), and Neural Networks (NN),
in the detection and mitigation of such threats. In particular, the superior efficacy of the
Gradient Boosting algorithm in addressing these cyber threats within the IoT and IIoT
landscape is demonstrated. This paper navigates through relevant literature, provides
an overview of the targeted cyber-attacks and proposed detection mechanism, evalu-
ates the performance of each algorithm, and concludes by encapsulating the findings,
acknowledging study limitations, and suggesting future research directions.

2 Related Works

Within the framework of Industry 4.0, the domain of autonomous vehicles has sparked
substantial interest. Despite the transformative potential of these vehicles, they remain
susceptible to myriad cyber threats, necessitating focused research on their security.
Recent studies have underscored the value of artificial intelligence (AI) in detecting and
mitigating these threats. For instance, Kim et al. [1] analyzed the potential vulnerabilities
and corresponding countermeasures in autonomous vehicles, advocating for enhanced
anomaly detection via AI and machine learning. Nie et al. [2] demonstrated a successful
remote attack on a Tesla Model S, exploiting its wireless connection to control the
autonomous system.

Lee and Woo [3] proposed an insidious attack method, dubbed the CEDA, which
stealthily attenuates CAN signals, thereby causing the targeted Electronic Control Unit
(ECU) to ignore the received signals. Fowler et al. [4] deployed fuzz testing to identify
security vulnerabilities in CAN prototypes, revealing software errors in ECU. Other
studies, like those by Lim et al. [5] and Jakobsen et al. [6], focused on the vulnerabilities
of the obstacle detection ultrasonic sensors and Lidar-camera sensor fusion, respectively.

Eriksson et al. [7] conducted an examination of in-vehicle Android Automotive
application security utilizing static code analysis, while Cai et al. [8] spotlighted vulner-
abilities in BMW’s NBT Head Unit and Telematics Communication Box, emphasizing
the necessity for all-encompassing security precautions. Zoppelt and Kolagari [9] inves-
tigated the prospect of cloud-based remote attacks on autonomous vehicles, deploying
a Security Abstraction Model. Simultaneously, Maple et al. [10] introduced a hybrid
model for attack surface analysis in connected autonomous vehicles, demonstrating its
practical application through two use cases.

Other researchers like Miller and Valasek [11, 12] exploited a known Jeep Cherokee
vulnerability to gain control of the vehicle, while Woo et al. [13] identified CAN as a
security vulnerability and suggested a network address scrambling solution. Shrestha
and Nam [14] proposed a regional block cipher for maintaining blockchain stability in
VANETs, and Nasser and Ma [15] examined the Code Reuse security flaw, suggesting
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an HSM-based monitoring system. Zhang and Ma [16] put forth a hybrid IDS for high
detection rates and minimal computational expense.

Subsequent research, including those by Zhou et al. [17], Olufowobi et al. [18], and
Hamad et al. [19], concentrated on methods for ECU identification, message forgery
attack detection, and intrusion response systems for autonomous vehicle networks. Song
et al. [20] developed a deep convolutional neural network-based attack system for detect-
ing malicious CAN traffic, while Tang et al. [21] reviewed machine learning techniques
for future 6G vehicle networks.

Ahmad et al. [22] leveraged LSTM networks to mitigate relay attacks and verify
driver identity, whereas Gundu and Maleki [23] improved Random Forest accuracy by
incorporating time intervals. Kumar et al. [24] proposed BDEdge, a Blockchain and deep
learning-based system forMEC server security. Alsulami et al. [25] developed a 99.95%
accurate LSTM-based early detection system for False Data Injection, and Özgür [26]
achieved a similar accuracy rate using Decision Analysis and Resolution.

While these studies have primarily centered around the communication systems of
cars or core computer components like CAN and ECU, our research primarily focuses
on the control systems such as gas, brake, and steering wheel, thereby offering a unique
perspective on the security of autonomous vehicles.

3 Testing Infrastructure

3.1 Designed Autonomous System

The autonomous miniature vehicle, engineered utilizing Arduino, incorporates the
ESP8266 NodeMCU module. This essential module enables bidirectional communica-
tion between the vehicle and peripheral computing devices such as desktops or mobile
systems. Upon receiving distinct commands from these external interfaces, the vehicle,
by leveraging the capabilities of the integrated communication module, initiates and
executes the corresponding actions seamlessly (Fig. 1).

Fig. 1. Designed mini autonomous test vehicle.
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The ESP8266 NodeMCUmodule establishes a localized network, wherein an exter-
nal system can participate as a client, facilitating the transmission of HTTP GET com-
mands. These command requests prompt interactions with the system, enabling the
manual manipulation of the miniature autonomous test vehicle. For instance, such func-
tionality can be deployed to remotely operate a stationary vehicle, initiating maneuvers
such as exiting a parking space through a mobile device interface. This communication
system’s structural framework is depicted in Fig. 2.

Fig. 2. Communication System

3.2 Preparation of Attack System

Deauthentication (Deauth), Denial-of-Service (DoS), Man-in-the-Middle (MitM), and
Replay attacks were executed on the miniaturized autonomous test vehicle system uti-
lized in this research. The assault methodologies were facilitated using network analy-
sis and penetration tools including Nmap, hping3, airodump-ng, aireplay-ng, Ettercap,
Wireshark, andBurp Suite. These toolswere operatedwithin theKali Linux environment
on the network topology described in Fig. 3. The precise attack workflow was depicted
in Fig. 4.

Fig. 3. Network Topology
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When examining the general attack flowchart, it can be seen that the process was
divided into five main stages. Specifically, the MitM and Replay attack procedures
encompassed the first four phases: Discovery, Attack, Observation, andRepeatedAttack.
The final stage, Attack Detection via Artificial Intelligence, was a unique addition to
this study, focusing on the automatic identification of both passive attacks (like MitM)
and active attacks (like Replay attacks). This phase allows for early attack notification
and immediate system responsiveness.

In the Discovery phase, an initial network scan was conducted to identify the target
network, which was then subject to a specific scan. Subsequently, in the Attack phase,
three distinct assaults were launched against the identified system: Deauth Attack, DoS,
andMitM, as illustrated in theflowchart. TheObservationphase followed,monitoring the
impacted system to discern the consequences of the executed attacks. The Deauth Attack
resulted in re-authentication, the DoS assault increased packet time intervals, and the
MitMattackwas discerned by observing duplicate packets viaWireshark. The successful
modification of the victim device’s ARP table by the attacker was also confirmed.

Subsequently, in the Repeated Attack phase, a Replay attack was enacted on the
target system using the data gathered during the Observation stage. Finally, during the
Detection phase, packet data obtained during the attack period was introduced to the
machine learning system. This data encompassed packets from pre-attack, during attack,
and post-attack stages, aiding in the detection and mitigation of future assaults.

4 Attack Analyses

4.1 Deauth Attack

A Deauthentication (Deauth) attack is a form of cyber-attack that disrupts network
connectivity temporarily, thereby severing ongoing communications. The implications
of this attack were evaluated in the context of a mini autonomous test vehicle system.
The procedure encompassed several stages.

In the initial stage, the ‘airodump-ng’ command was utilized to detect all active
networks in the proximity, subsequently providing comprehensive information regarding
each one. The following stage involved identifying the specific target network for the
attack - in this instance, the ‘NodeMCU Car’ network.

In the penultimate step, the ‘aireplay-ng’ command was employed to consistently
transmit packets to the device tethered to the network until a threshold of 10,000 packets
was reached, resulting in the device being ejected from the network.

This attack manifested in the disruption of communication between the smartphone
and the autonomous vehicle, hindering real-time data transfer—a critical concern due
to the halted flow of pertinent information regarding the autonomous vehicle. In both of
the conducted tests, this disruption in communication was observed, thereby affirming
the successful execution of the Deauth attack.

4.2 Denial of Service (DoS) Attack

A Denial of Service (DoS) attack is a form of cyber offensive aimed at overloading a
computer system’s resources, which consequently results in the denial of access services.
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Fig. 4. Attack Flow Diagram

The ramifications of this attack form are assessed in the context of the designed mini
autonomous test vehicle system.

4.3 Man-in-the-Middle (MitM) Attack

AMan-in-the-Middle (MitM) attack constitutes the interception, alteration, ormanipula-
tion of communication between two entities by an unauthorized third party. In wireless
networks, packets are broadcast, enabling an attacker to capture all packets without
necessitating preprocessing. A MitM attack on the developed mini autonomous car sys-
tem is scrutinized herein. Initially, information concerning the target device was gleaned
using the Nmap scan. As Wireshark initiated network listening, the network packets
between the autonomous car and the phone weren’t fully perceptible.
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To gain access to all transmitted network packets, the Ettercap tool was utilized.
Connected devices were identified via the Ettercap tool, and subsequently, an ARP
poisoning attack was initiated by designating the phone as a target. Concurrently, all
network packets became visible with the onset of the attack, facilitated by theWireshark
tool’s listening function.

Upon manipulating one of the intercepted packets, a request was uncovered.
Examination of the disclosed information ascertained that the data transmitted to the
autonomous vehicle was both instantaneous and accurate.

4.4 Replay Attack

AReplay attack is a type of cyber offensivewhich involves obtaining unauthorized access
or circumventing the authentication process by repetitively transmitting the same data
employed in a preceding successful communication. This segment examines a Replay
attack on the mini autonomous test vehicle system.

In order to modify the packets sent to the autonomous vehicle and transmit packets
in the desired quantity and format, the Burp Suite tool was employed.

5 Detecting Attacks Through Artificial Intelligence Algorithms

In this section, the network traffic associated with the mini-autonomous test vehicle is
subjected to various artificial intelligence algorithms to facilitate attack detection, as
depicted in Fig. 14. The attack detection model employed in this study encompasses
four stages. Initially, data amassed over the network is processed, and the dataset file,
subsequent to the preprocessing stage, is integrated into the model. Subsequently, the
prepared dataset is partitioned into 70% training and 30% validation data, and subse-
quently subjected to analysis using Neural Network (NN)-ReLU, kNN, Random Forest,
Gradient Boosting, SVM, and Stochastic Gradient Descent artificial intelligence algo-
rithms. The third stage involves visualization of the data procured from the artificial
intelligence algorithms to enhance analysis. Finally, after evaluation, Gradient Boost-
ing is selected as the artificial intelligence algorithm for attack detection, on account of
its superior accuracy, F1, recall, and time values across all attacks, and preserved for
application to real-time data.

5.1 Gradient Boosting

Gradient Boosting is a renowned machine-learning algorithm, which is utilized to tackle
classification and regression problems. This algorithm represents an ensemble learning
method, which amalgamates multiple weak learners into a singular strong learner. The
fundamental concept of gradient boosting entails the construction of an ensemble of
decision trees, where each subsequent decision tree aligns with the residual errors of the
preceding tree.

The algorithm initiates with a simplistic decision tree tailored to the data. Subse-
quently, the model’s residuals are computed, and a new tree aligns with these residuals.
This process is iterated multiple times, with each new tree aligning with the residuals
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of the preceding trees. The final prediction is garnered by aggregating the predictions of
all trees within the ensemble.

Gradient Boosting provides several advantages over alternative machine learning
algorithms. It exhibits particular efficacy when handling high-dimensional data and can
accommodate both numerical and categorical data. It also displays relative resistance
to overfitting, which may pose an issue for other algorithms. Furthermore, Gradient
Boosting is highly adaptable and compatible with numerous loss functions, rendering it
a versatile algorithm for a myriad of problem types.

5.2 Model Creation and Training

Prior to the application of artificial intelligence algorithms, network packets underwent
scrutiny. The dataset was divided, with 70% allocated to training and 30% to testing.
Following the training of themodel, resultswere evaluated based on various performance
metrics such as training time, testing time, AUC, CA, F1, Precision, and Recall, as
presented in Table 1.

Table 1. Model Comparison

Model Train
Time[s]

Test Time
[s]

AUC CA F1 Precision Recall

Gradient
Boosting

332.383 1.404 0.997 0.987 0.987 0.987 0.987

Random
Forest

18.112 0.979 0.986 0.981 0.981 0.981 0.981

Neural
Network

382.897 0.9696 0.989 0.976 0.975 0.975 0.976

SGD 12.917 8.857 0.917 0.970 0.969 0.969 0.970

kNN 6.863 89.698 0.702 0.824 0.788 0.762 0.824

SVM 255.419 4.923 0.217 0.217 0.177 0.881 0.217

According to the time interval specified in Fig. 5 (X-axis), the network traffic of
source hosts (Y-axis) was appraised. The red network packets, indicative of the packets
dispatchedby the attackermodels,were tracked, leading to the successful visual detection
of the attacker models in the reference model devoid of an attacker. The red packets
marked as attack packets were attributed to the impact of the defined feature on the
model.
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Fig. 5. Detection of attackers using the artificial intelligence model.

6 Discussion

In this research, we underscored autonomous vehicles’ susceptibility to cyber-attacks,
stressing the need for potent security measures. Utilizing machine learning algorithms,
we presented a Gradient Boosting-based detection procedure, exhibiting remarkable
performance in mitigating threats, with an accuracy of 99.7% and a precision score of
0.987. The study’s outcomes highlight Gradient Boosting’s potential in tackling IoT and
IIoT cyber threats. As autonomous vehicles assume critical tasks, the importance of their
security amplifies. This research contributes valuable insights towards developing robust
countermeasures and underscores the necessity for continued exploration in autonomous
vehicle cybersecurity to safeguard these systems and the interconnected environment.

7 Conclusion

To conclude, this investigation illustrates the efficacious application of a Gradient Boost-
ing methodology for tackling cyber threats in autonomous vehicle networks. We exhib-
ited the method’s superiority in counteracting attacks such as MitM, DDoS, Deauth,
and Replay through the utilization of diverse machine learning algorithms. Our results
underline the essentiality of machine learning for autonomous vehicle security within
the IoT and IIoT infrastructure. Continued research is imperative for the advancement of
countermeasures and the adaptation to the progressively complex cyber threat landscape
in autonomous vehicle technology.
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