
Simulated Annealing for the Traveling
Purchaser Problem in Cold Chain Logistics

Ilker Kucukoglu1(B) , Dirk Cattrysse2 , and Pieter Vansteenwegen2

1 Industrial Engineering Department, Bursa Uludag University, Bursa, Turkey
ikucukoglu@uludag.edu.tr

2 KU Leuven Institute for Mobility – CIB, KU Leuven, Leuven, Belgium
{dirk.cattrysse,pieter.vansteenwegen}@kuleuven.be

Abstract. Transportation of perishable food in cold chain logistics systems is
crucial in order to preserve the freshness of the products. Due to the extended
traveling times and frequent stops, planning the distribution operations in cold
chain logistics plays a vital role in minimizing the deterioration cost of the prod-
ucts. In order to minimize the total cost of cold chain logistics activities related to
the purchase of perishable products, the route and procurement operations have
to be well-planned. In this context, this paper addresses the well-known traveling
purchaser problem (TPP) and extends the TPP by considering the procurement of
perishable products. This is called the traveling purchaser problem in cold chain
logistics (TPP-CCL). In the TPP-CCL, the demand for a number of perishable
products is provided from a number of markets, where the products purchased
at markets are transported by a temperature-controlled vehicle. In addition to the
transportation and procurement cost, the deterioration cost of the products is taken
into account in the problem. The problem is formulated as a non-linear mixed-
integer programming model in which the objective is to find the best procurement
and route plan for the purchaser that minimizes the total cost. Considering the
complexity of the problem, a simulated annealing (SA) algorithm is proposed to
solve the TPP-CCL. The SA is formed by using a number of local search proce-
dures, where the procedures are randomly selected to find a new solution in each
iteration. The proposed SA is performed for a TPP-CCL problem set that includes
different-sized instances. The results of the SA are compared to the GUROBI
solver results. A better result is obtained by the SA for most of the instances.
The computational results show that the proposed SA outperforms the GUROBI
results by finding better results in shorter computational times.

Keywords: Traveling Purchaser Problem · Cold-Chain Logistics · Mathematical
Modeling · Simulated Annealing

1 Introduction

The traveling purchaser problem (TPP) is the generalization of the well-known traveling
salesperson problem (TSP) and aims to satisfy a number of product demands from a
number of markets with minimum total cost [1]. Distinct from the TSP, TPP includes
three operational decisions: the selection of the markets to be visited, the number of
products purchased from each market, and the route of the purchaser.
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The TPP was first introduced by Ramesh [2] in 1981 and extended with different
assumptions. One of the widely studied variants of the TPP is the uncapacitated TPP,
in which the amount of a product is sufficient to satisfy demand if it is available in a
market [3]. Voß [4] considered a fixed market visiting cost for the uncapacitated TPP.
Another variant of the TPP is the bi-objective TPP, in which the objective function
includes different goals [5]. Coi and Lee [6] extended the TPP with a budget constraint
for multiple vehicles. In addition to the cost-based or delivery-based constraints, a num-
ber of studies addressed the TPP with environmental concerns, such as green TPP [7],
sustainable TPP [8], and solid green TPP [9]. Since the TPP belongs to the class of com-
binatorial optimization problems and has been shown to be NP-hard, many heuristic and
meta-heuristic solution approaches have been introduced in the literature [1]. The early
heuristic approaches are the solution construction methods, such as the generalized sav-
ing heuristic [10], the tour reduction heuristic [11], and the commodity adding heuristic
[12]). In addition to the solution constructionmethods, a number of local searchmethods
were developed to solve TPP. Recently, meta-heuristic solution approaches have been
used to find better results, such as ant colony optimization [13], transgenetic algorithm
[14], and variable neighborhood search [15].

In this paper, a newvariation of theTPP called the traveling purchaser problem in cold
chain logistics (TPP-CCL) is introduced for the procurement plan of perishable foods in
cold chain logistics. The TPP-CCL takes into account the release time of the perishable
foods in the markets and their additional deterioration costs during transportation. The
aim of the problem is to minimize the total cost of the purchaser. The TPP-CCL is
formulated as a non-linear mixed-integer programming model. To solve the considered
problem, a simulated annealing (SA) algorithm is proposed. The proposed SA employs
an advanced local search (LS) procedure to efficiently search the solution space. This
paper contributes to the literature by introducing a new variant of the TPP by considering
cold chain operational activities. Based on a non-linear deterioration cost function,which
is commonly used in the cold chain literature, a non-linear mixed-integer mathematical
model formulation is introduced for the problem. In addition to the deterioration costs, the
mathematical formulation considers the release time of the perishable products in each
market. To the best of our knowledge, theTPPhas not been addressed for perishable foods
with product release times. With this assumption, a more realistic operational plan can
be provided for the procurement of perishable products, which are available at different
times in the markets due to the fact that they are produced at different times of the day.
In addition to the new variant of the TPP, this study proposes a simulated annealing
algorithm in which a problem-specific local search operator is used to generate new
solutions. With the help of an advanced search mechanism, the proposed SA is capable
of finding effective results for the TPP-CCL.

The remainder of the paper is organized as follows. Section 2 introduces the details
of the TPP-CCL and its mathematical formulation. The proposed SA is presented in
Sect. 3. The computational results and performance analysis of the proposed algorithm
are given in Sect. 4. Finally, the conclusions are given in Sect. 5.
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2 Problem Definition and Model Formulation

In TPP-CCL, the demand for a set of perishable products is provided from a set of
capacitated markets, where the available quantity of a product at a market can be less
than the product demand or even zero. For each product at amarket, there exists a product
release time. Therefore, the purchaser can only buy a product at a market after its release
time. The tour of the purchaser starts and ends at the depot node. The purchaser collects
the perishable products by using a temperature-controlled vehicle, where the capacity
of the vehicle is greater than the total product demand. Each market can be visited
once at most. The aim of the problem is to minimize total traveling, procurement, and
product deterioration costs. Deterioration of the perishable products depends on the
time they stand in the vehicle and the opening time of the vehicle door for loading. The
loading time of the purchaser at any market is proportional to the number of products
purchased at the market. The loading operation can be carried out when all products to
be purchased from the market are available. Regarding the assumptions given above, the
mathematical model of the TPP-CCL is formulated by using the parameters and decision
variables presented in Table 1.

Min
∑

i∈V

∑

j∈V
cijxij +

∑

k∈K

∑

i∈Mk

pikzik +
∑

k∈K

∑

i∈Mk

pikzik
(
1 − e−θ1(r0−ri−si−wi)
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∑
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x0j = 1 (8)
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Table 1. Parameters and decision variables used in the mathematical model formulation.

Parameters

K Set of products {0} Depot

M Set of markets V Set of markets and depot (M ∪ {0})
Mk Set of markets in which the product k is available (Mk ⊆ M ), k ∈ K

dk Demand amount of product k, k ∈ K

qik Available amount of product k at market i, k ∈ K , i ∈ Mk

pik Price of product k at market i, k ∈ K , i ∈ Mk

rlik Release time of product k at market i, k ∈ K , i ∈ Mk

cij Traveling cost from node i to node j, i, j ∈ V

tij Traveling time from node i to node j, i, j ∈ V

hi Unit service time to purchase any product at market i; i ∈ M

θ1 Coefficient of deterioration of products per unit of time while products are in the
vehicle

θ2 Coefficient of deterioration of the products in a unit of time due to opening the
vehicle door

ϑ The cost of cooling the products in one unit of time at the market

γ Large number

Decision Variables

xij Binary variable: 1 if the purchaser travels from node i to node j, otherwise 0;
i, j ∈ V , i �= j

yi Binary variable: 1 if market i is visited by the purchaser, otherwise 0; i ∈ M

zik Amount of product k purchased from market i; k ∈ K , i ∈ Mk

oik Binary variable: 1 if product k is purchased at market i, otherwise 0; k ∈ K ,
i ∈ Mk

ri Arrival time of purchaser to node i; i ∈ V

si Time spent at market i; i ∈ M

wi Waiting time of vehicle at market i; i ∈ M

li The total purchasing cost of the products in the vehicle before it reaches market i;
i ∈ M

t0i ≤ ri + γ (1 − x0i) i ∈ M (9)

t0i ≥ ri − γ (1 − x0i) i ∈ M (10)

ri + si + wi + tij ≤ rj + γ
(
1 − xij

)
i ∈ M , j ∈ V , i �= j (11)

ri + si + wi + tij ≥ rj − γ
(
1 − xij

)
i ∈ M , j ∈ V , i �= j (12)
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si =
∑

k∈K
hizik i ∈ M (13)

wi ≥ rlik − ri − γ (1 − oik) k ∈ K, i ∈ Mk (14)

li +
∑

k∈K
pikzik ≤ lj + γ

(
1 − xij

)
i, j ∈ M , i �= j (15)

xij ∈ {0, 1} i, j ∈ V , i �= j (16)

yi ∈ {0, 1} i ∈ M (17)

oik ∈ {0, 1} k ∈ K, i ∈ Mk (18)

zik ≥ 0 k ∈ K, i ∈ Mk (19)

ri ≥ 0 i ∈ V (20)

si, li,wi ≥ 0 i ∈ M (21)

The objective function (1) aims to minimize total traveling, procurement, and deteri-
oration cost. In detail, each sub-term in the objective function determines the transporta-
tion cost of the vehicle on the move (f1), the procurement cost (f2), the deterioration
cost due to the waiting of products in the vehicle (f3), the deterioration cost due to
the door-opening (f4), and the refrigeration cost of the vehicle while waiting at market
nodes (f5). Here, f1 and f2 are the cost functions considered in the original TPP. f3–f5 are
formed regarding the existing literature related to cold chain logistics (i.e., [16–18]). In
case there is a degree of importance among these cost items, f1–f5 may be weighted by
using importance coefficients. Constraints (2) ensure that the demand for each product
is satisfied by the purchaser. Constraints (3) and (4) provide the capacity restrictions of
the markets where the purchased amount of a product at any market cannot exceed the
available stock. Constraints (5) and (6) guarantee that the purchaser enters and leaves
each visited market exactly once. Constraints (7) and (8) assure that the route of the pur-
chaser starts and ends at the depot node. Constraints (9)–(12) determine the arrival time
of the purchaser to the visited nodes. The service time of the purchaser at market nodes is
determined by constraints (13). The waiting time of the purchaser at the visited markets
is computed by constraints (14). Constraints (15) determine the cumulative price of the
products in the vehicle (li) before it reaches a market, where li is used to determine the
deterioration cost of products while waiting in the vehicle at market nodes. Constraints
(16)–(21) identify the decision variables of the model.

Based on the formulation given above, called hereafter Model 1, the purchaser is
allowed to load the vehicle at any market point after all purchased products are available
at the market. On the other hand, the model does not limit the purchaser for extra waiting
at any market even though all products are ready. In this context, the purchaser has an
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opportunity to reduce deterioration costs by waiting at the markets in the route before
loading the vehicle. In this way, the transportation time of the products can be reduced
in case there is a potential waiting time at further market nodes. As an alternative to
this situation, the extra waiting option of the purchaser can be avoided by using the
constraints (22) and (23), where w′

ik is a free variable and equals to difference between
the release time of product k at market i and the arrival time of the purchaser to the
corresponding market; k ∈ K , i ∈ Mk . The extended version of the model is called
Model 2.

w′
ik = rlikoik − ri k ∈ K, i ∈ Mk (22)

wi = max
{
0,maxk∈K

{
w′
ik

}}
i ∈ M (23)

3 Solution Methodology

SA is a stochastic method for solving combinatorial problems proposed by Kirkpatrick,
Gelatt, and Vecchi in 1983 [19]. The main feature of the SA is the solution acceptance
mechanism (known as the Metropolis acceptance criterion) that allows accepting worse
solutions in the searchwith a probability in order to escape from the local optimal. Thanks
to the Metropolis criterion, SA has been successfully employed to solve many routing
problems, such as capacitated vehicle routing problem with loading constraints [20],
two-echelon vehicle routing problem [21], traveling salesperson problem [22], green
vehicle problem [23], location routing problem [24], inventory routing problem [25],
etc. Motivated by its efficiency, this study proposes a simulated annealing algorithm to
solve the TPP-CCL in which the solution generation mechanism is formed by using an
advanced local search procedure.

The proposed SA starts with generating an initial solution (X0) by iteratively select-
ing one of the product types and purchasing from the unvisited/visitedmarkets according
to unit insertion price. Themarkets with smaller unit prices are selected until the demand
for the selected product is satisfied. In the main loop of the SA, a new solution (X

′
) is

generated through the existing solution (X) by using a number of search methods, where
these methods are categorized into two groups: procurement-based search methods and
route-change-based search methods. The procurement-based search methods are uti-
lized to make a change in the procurement plan of the purchaser. In this context, an
unvisited market insertion, a visited market removal, and product exchange between the
visited markets are the used moves. In the route-change-based methods, the order of the
visited markets is changed by using four different moves: exchanging a pair of markets,
moving a market to a forward position, moving a market to a backward position, and
reversing a sub-path in the route. The moves are employed in the local search procedure
in a nested structure. The procedure initially starts with X

′ = X and generates a new
solution (XLS) by applying one of the procurement-based search methods. Following
the procurement-based searchmethod, one of the randomly selected route-change-based
searches is carried out to improve XLS. As long as an improvement is provided by the
selectedmove, the route-change-based search is repeated.At the end of the route-change-
based search, if the XLS is better than the X

′
, the X

′
is updated as X

′ = XLS and the
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procedure continues by randomly selecting a procurement-based search to be carried
out. Otherwise, the local search procedure is terminated. The methods used in the local
search procedure are implemented by using the best-improvement strategy. After the
local search procedure, X

′
is accepted according to the SA solution acceptance criterion

where X = X
′
if f

(
X

′)
< f (X) or e�/T ≥ rnd . Here, � is the total cost difference

between the new solution and the existing solution (� = f
(
X

′) − f (X)), T is the tem-

perature, and rnd is the standard uniform distributed random number. At the end of the
main loop of the SA, the temperature is decreased by using a cooling coefficient (c).
The SA is terminated if the algorithm reaches a maximum number of iterations. Based
on the definition of the SA given above, the pseudo-code of the algorithm is presented
in Fig. 1.

Fig. 1. Pseudo-code of the proposed SA.

4 Computational Results

The performance of the proposed SA is analyzed by using a well-known capacitated
TPP benchmark problem set introduced by Laporte et al. [26]. The TPP instances are
adapted to the TPP-CCL by adding a release time for each available product in the
markets. In addition to the product release time, a service time for each market is
identified. The release times and service times are determined using a uniform ran-
dom distribution, where the lower and upper limits of the distribution are identified
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according to a feasible solution obtained for the TPP instance. Finally, the deteriora-
tion costs and the refrigeration cost of the vehicle while waiting at market locations
are specified. For the traveling time, it is assumed as tij = cij. By using this scheme,
315 different-sized TPP-CCL instances are generated, where each instance charac-
teristic is identified by three parameters: the number of nodes (|V | = {10, 20, 30}),
the number of product types (|K | = {10, 20, 30}) in the instance, and λ parameter
(λ = {0.1, 0.5, 0.7, 0.8, 0.9, 0.95, 0.99}) that controls the number of markets in a fea-
sible solution through the product demand. The benchmark problem set includes five
different instances for each parameter combination. The generated problems are labeled
as “TPP.CCL.|V |.|K |.λ.[#Instance]”.

The proposed algorithm is carried out for each instance with 10 independent runs
with a 10,000 iteration limit. The SA parameters are identified as To = 1000, c = 0.92,
and L = 20. In order to evaluate the performance of the proposed SA, the LS without SA
and the GUROBI solver are used as competitor algorithms. As in the SA computations,
the LS is run 10 times for each instance, and each run is terminated at 10,000 iterations.
On the other hand, the GUROBI results are obtained with a time limit of one hour. Each
computation is carried out on a personal computer with an Intel®Core™ i7-8665UCPU
and 16GB of memory.

The SA, LS, and GUROBI are implemented for both Model 1 and Model 2. Table 2
and Table 3 show the summary of the computational results based on Model 1 and
Model 2, respectively. The details of the results are given in Appendix Tables A1, A2,
A3, A4, A5 and A6, in which each row shows the averages of the results obtained for
five instances belonging to a parameter combination ({|V |, |K |, λ}).

In Table 2 and Table 3, the GUROBI results are presented through the best-found
integer solution (fG), the optimality gap of the GUROBI solver (Gopt%), and the solution
time in second (tG). The notations used for the LS results are the best-found solution
of LS over 10 runs (f BLS ), the average solution of LS over 10 runs (f ALS ), the average
computational time of LS over 10 runs (tLS ), the percentage gap between the f BLS and fG
(GB

LS%), and the percentage gap between the f ALS and fG (GA
LS%). Similar notations are

used to show SA results as follows: the best-found solution of SA over 10 runs (f BSA), the
average solution of SA over 10 runs (f ASA), the average computational time of SA over
10 runs (tSA), the percentage gap between the f BSA and fG (GB

SA%), and the percentage
gap between the f ASA and fG (GA

SA%). The percentage gaps are calculated by using the
Eq. (24) where a negative gap value indicates that a lower total cost is obtained by LS
or SA compared to the GUROBI solution. Regarding the results presented in Table 2
and Table 3, it can be expressed that the proposed SA outperforms GUROBI by finding
better results in less computational time. Particularly, for the large-sized instances, the
average percentage gaps between the SA result and GUROBI results are greater than
20%. Similar results are provided by the LS, where a better average result is obtained
for each problem size excepting the instances with the size {|V | = 10, |K | = 10}. On
the other hand, when the SA is compared to the LS, better results are obtained by SA
for almost all problem sizes.

GBorA
LSorSA% = f BorALSorSA − fG

fG
× 100% (24)
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Table 2. Computational results for Model 1.

Problem
Size

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|V | |K | fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

10 10 2874.62 0.61 2380.37 2874.04 −0.02 2878.46 0.76 0.13 2874.04 −0.02 2876.49 0.85 0.07

10 20 3997.62 10.14 3600.00 3910.36 −1.96 3919.71 1.11 −1.72 3910.36 −1.96 3917.07 1.18 −1.79

10 30 4851.21 16.15 3600.00 4664.82 −3.38 4680.30 1.34 −3.08 4664.79 −3.38 4676.89 1.39 −3.14

20 10 3808.71 17.77 3600.00 3580.96 −5.39 3632.08 1.24 −4.01 3574.72 −5.55 3625.41 1.37 −4.21

20 20 6026.63 29.63 3600.00 5298.64 −11.58 5357.47 2.07 −10.62 5292.14 −11.70 5348.79 2.12 −10.76

20 30 8241.95 38.00 3600.00 6885.38 −16.10 6982.94 2.83 −14.91 6884.37 −16.11 6960.02 2.96 −15.18

30 10 5471.45 39.06 3600.00 4338.26 −20.06 4451.90 2.04 −17.93 4323.62 −20.36 4428.11 2.07 −18.33

30 20 8583.46 44.63 3600.00 6530.52 −23.03 6660.89 4.07 −21.47 6521.51 −23.12 6634.04 4.13 −21.73

30 30 11551.10 45.38 3600.00 8787.53 −23.70 8978.70 6.27 −22.05 8778.45 −23.78 8956.62 6.46 −22.26

Average 6156.31 26.82 3464.49 5207.84 −11.69 5282.49 2.41 −10.63 5202.67 −11.78 5269.27 2.50 −10.81

Table 3. Computational results for Model 2.

Problem
Size

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|V | |K | fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

10 10 2875.67 2.29 3600.00 2875.39 −0.01 2879.08 0.83 0.09 2875.39 −0.01 2877.43 0.95 0.08

10 20 3934.86 7.53 3600.00 3911.20 −0.58 3919.40 1.08 −0.42 3911.20 −0.58 3916.40 1.24 −0.39

10 30 4751.13 13.41 3600.00 4667.80 −1.68 4680.69 1.28 −1.42 4667.75 −1.68 4678.73 1.50 −1.46

20 10 3692.86 12.92 3600.00 3589.45 −2.43 3640.19 1.33 −1.01 3584.60 −2.56 3625.63 1.37 −1.42

20 20 5707.91 23.38 3600.00 5302.93 −6.83 5358.41 2.13 −5.86 5298.13 −6.92 5348.82 2.14 −6.04

20 30 7691.00 31.66 3600.00 6891.22 −9.88 6985.75 2.94 −8.64 6888.73 −9.90 6965.61 2.95 −8.88

30 10 5665.52 37.49 3600.00 4347.15 −21.66 4465.04 2.04 −19.36 4336.52 −21.83 4438.59 2.05 −19.96

30 20 8936.06 44.86 3600.00 6547.01 −25.96 6664.47 4.10 −24.65 6539.35 −26.05 6643.49 4.13 −24.87

30 30 11118.71 41.01 3600.00 8798.96 −19.98 9037.45 6.27 −17.86 8781.82 −20.14 8966.00 6.41 −18.46

Average 6041.52 23.84 3600.00 5214.57 −9.89 5292.28 2.44 −8.79 5209.28 −9.96 5273.41 2.53 −9.04

Another finding of the computational experiments is the effect of restricting the extra
waiting before vehicle loading on the total cost. In order to compare Model 1 and Model
2, five small-sized instances (|V | = 10 and |K | = 10) are selected and resolved by
GUROBI without a time limitation. For each instance, an optimal solution is found for
both model types. Table 4 presents the selected instances and the results based on the
cost items of the objective function (f1 − f5). In this context, the results given in Table 4
show that avoiding extra waiting for the purchaser directly affects the total cost of the
purchaser. As a result, it should be expressed that less cost can be provided by allowing
waiting for the purchaser at markets if waiting is allowed.
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Table 4. Comparison of Model 1 and Model 2 based on the cost items.

Problem Model 1 Model 2

f1 f2 f3 f4 f5 Total
Cost

f1 f2 f3 f4 f5 Total
Cost

TPP.CCL.10.10.5.1 1649 240 63.25 20.99 16.06 1989.30 1649 240 64.26 20.99 16.06 1990.31

TPP.CCL.10.10.5.3 1612 611 118.50 17.83 20.54 2379.87 1612 611 132.86 17.83 20.54 2394.23

TPP.CCL.10.10.95.2 2151 354 64.49 34.44 18.58 2622.52 2151 354 65.53 34.44 18.58 2622.56

TPP.CCL.10.10.95.3 1902 511 111.46 32.67 19.22 2576.35 1902 521 108.28 31.31 19.40 2581.99

TPP.CCL.10.10.99.2 1362 295 38.29 12.38 19.83 1727.50 1362 295 38.55 12.38 19.83 1727.76

5 Conclusion

In this study, the traveling purchaser problem in cold chain logistics (TPP-CCL) is
introduced, considering the deterioration cost of perishable foods in cold chain logistics
operations. TPP-CCL considers a number of perishable products to be purchased from
a set of markets, where the products at markets become available at a specific time. In
this context, the aim of the problem is to find the procurement and route plan for the
purchaser that minimizes total traveling, procurement, and deterioration cost. Regarding
the exponential computations of the deterioration rate, the problem is formulated as
a non-linear mixed-integer programming model. To solve the TPP-CCL, a simulated
annealing (SA) algorithm is proposed. The algorithm is formed by using a problem-
specific local search (LS) procedure in which route-based and purchase-based moves
are employed. In computational studies, the performance of the proposed algorithm
is tested on a benchmark problem set, which includes different-sized instances. The
results of the SA are compared to GUROBI results and LS results used in the SA. A
better result is obtained by the proposed SA for most of the instances. As a result of the
experiments, the proposed SAoutperforms both the competitor algorithms. Furthermore,
it is concluded from the computational experiments that allowing extra waiting for the
purchaser at markets may reduce the total cost of the purchaser.

For future research, this study can be extended by considering additional restrictions
of cold chain logistic activities. In this context, multiple vehicles with different cool-
ing technologies or incompatible products can be taken into account for the purchaser.
On the other hand, a maximum traveling time for each product can be considered for
the perishable products. In addition to the new assumptions for the problem, problem-
specific exact solution approaches can be implemented to find the optimal solution for
the TPP-CCL.

Acknowledgement. This work is supported by the Commission of Scientific Research Projects
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Appendix

Detailed computational results for Model 1 and Model 2
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Table A1. Results for the TPP-CCL instances of size |V | = 10 for Model 1.

Problem
Type

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|K | λ fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

10 0.1 3120.43 1.24 2419.12 3117.86 −0.08 3131.76 0.73 0.34 3117.86 −0.08 3124.94 0.88 0.13

10 0.5 2479.53 0.73 1784.57 2478.04 −0.04 2479.35 0.71 0.01 2478.04 −0.04 2478.88 0.77 −0.01

10 0.7 2899.42 0.87 3052.95 2899.60 0.01 2900.21 1.01 0.03 2899.60 0.01 2900.21 0.86 0.03

10 0.8 2756.98 0.40 2102.57 2756.89 0.00 2756.89 0.67 0.00 2756.89 0.00 2756.89 0.80 0.00

10 0.9 3287.69 0.61 2945.02 3287.64 0.00 3290.80 0.66 0.10 3287.64 0.00 3289.26 0.80 0.05

10 0.95 3051.94 0.18 2487.60 3051.96 0.00 3058.47 0.81 0.20 3051.96 0.00 3056.75 1.00 0.15

10 0.99 2526.31 0.22 1870.76 2526.26 0.00 2531.75 0.74 0.27 2526.26 0.00 2528.47 0.86 0.10

20 0.1 3679.73 10.08 3600.00 3598.05 −1.90 3613.16 1.07 −1.44 3598.05 −1.90 3612.38 1.10 −1.49

20 0.5 3994.98 4.92 3600.00 3975.37 −0.47 3985.61 0.99 −0.22 3975.37 −0.47 3983.34 1.16 −0.27

20 0.7 3915.53 9.32 3600.00 3793.92 −2.80 3800.96 1.07 −2.63 3793.92 −2.80 3795.13 1.24 −2.77

20 0.8 4127.13 12.67 3600.00 3976.95 −3.13 3981.40 1.30 −3.03 3976.95 −3.13 3978.48 1.14 −3.10

20 0.9 4146.09 6.90 3600.00 4103.37 −0.96 4113.22 1.12 −0.71 4103.37 −0.96 4111.15 1.29 −0.77

20 0.95 3913.13 10.71 3600.00 3860.51 −1.21 3869.53 1.06 −1.01 3860.51 −1.21 3867.27 1.22 −1.04

20 0.99 4206.76 16.38 3600.00 4064.36 −3.26 4074.07 1.13 −3.03 4064.36 −3.26 4071.77 1.15 −3.09

30 0.1 4851.38 17.32 3600.00 4709.48 −2.83 4742.23 1.22 −2.21 4709.48 −2.83 4731.56 1.32 −2.39

30 0.5 4927.72 17.90 3600.00 4609.96 −5.85 4624.31 1.17 −5.56 4609.96 −5.85 4619.81 1.36 −5.66

30 0.7 5112.91 17.98 3600.00 4754.79 −5.51 4765.17 1.30 −5.36 4754.79 −5.51 4757.06 1.51 −5.48

30 0.8 4488.92 12.05 3600.00 4405.15 −1.68 4420.47 1.55 −1.36 4404.97 −1.69 4421.34 1.35 −1.35

30 0.9 4728.30 14.66 3600.00 4613.70 −2.28 4629.39 1.31 −1.94 4613.70 −2.28 4625.07 1.57 −2.03

30 0.95 4862.75 14.57 3600.00 4791.49 −1.53 4802.27 1.29 −1.30 4791.49 −1.53 4801.50 1.33 −1.32

30 0.99 4986.49 18.57 3600.00 4769.17 −4.00 4778.23 1.52 −3.82 4769.17 −4.00 4781.87 1.25 −3.75

Table A2. Results for the TPP-CCL instances of size |V | = 20 for Model 1.

Problem
Type

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|K | λ fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

10 0.1 4192.49 23.23 3600.00 3786.28 −9.05 3856.56 1.30 −7.58 3786.28 −9.05 3849.35 1.52 −7.69

10 0.5 3689.01 15.31 3600.00 3566.36 −3.07 3632.39 1.22 −1.29 3556.12 −3.37 3620.68 1.46 −1.59

10 0.7 3824.59 16.86 3600.00 3545.47 −6.67 3587.10 1.32 −5.48 3545.47 −6.67 3570.80 1.50 −5.96

10 0.8 3543.27 18.32 3600.00 3415.77 −3.26 3449.13 1.18 −2.32 3384.83 −4.02 3447.04 1.19 −2.40

10 0.9 4343.93 19.38 3600.00 4098.89 −5.57 4147.59 1.35 −4.40 4095.91 −5.65 4140.29 1.56 −4.54

10 0.95 3489.09 16.73 3600.00 3202.33 −6.94 3270.50 1.16 −4.72 3202.83 −6.92 3275.87 1.16 −4.86

10 0.99 3578.56 14.60 3600.00 3451.61 −3.21 3481.27 1.11 −2.30 3451.61 −3.21 3473.82 1.20 −2.43

20 0.1 6629.70 33.90 3600.00 5739.58 −13.24 5799.88 2.18 −12.34 5736.28 −13.29 5776.10 2.35 −12.71

20 0.5 6456.10 31.26 3600.00 5602.83 −12.76 5646.57 2.13 −12.12 5599.11 −12.82 5643.11 2.26 −12.16

20 0.7 5840.25 29.92 3600.00 5115.47 −12.27 5192.06 2.14 −10.95 5104.39 −12.46 5175.65 1.98 −11.25

(continued)
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Table A2. (continued)

Problem
Type

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|K | λ fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

20 0.8 6037.68 28.64 3600.00 5404.54 −10.06 5477.13 2.03 −8.92 5393.64 −10.28 5462.88 2.24 −9.12

20 0.9 6265.40 28.37 3600.00 5497.90 −12.24 5548.42 2.27 −11.41 5497.93 −12.24 5544.65 2.15 −11.48

20 0.95 6080.99 33.29 3600.00 5258.76 −13.02 5325.27 2.01 −11.99 5241.26 −13.27 5327.07 2.06 −11.89

20 0.99 4876.31 22.07 3600.00 4471.39 −7.49 4512.94 1.72 −6.62 4472.34 −7.50 4512.06 1.75 −6.73

30 0.1 7841.78 36.09 3600.00 6630.43 −15.60 6736.32 2.70 −14.29 6621.12 −15.68 6695.94 2.88 −14.68

30 0.5 7981.06 37.21 3600.00 6694.05 −15.33 6812.02 2.63 −13.69 6694.05 −15.33 6806.28 2.68 −13.98

30 0.7 8768.70 37.70 3600.00 7345.52 −15.47 7438.17 2.85 −14.47 7349.94 −15.43 7389.69 3.03 −14.95

30 0.8 7894.64 41.16 3600.00 6407.17 −18.71 6513.57 2.73 −17.35 6407.17 −18.71 6505.05 2.79 −17.44

30 0.9 8382.25 38.13 3600.00 6984.79 −16.47 7070.95 2.87 −15.51 6984.79 −16.47 7046.71 3.05 −15.81

30 0.95 8931.52 38.43 3600.00 7550.57 −15.27 7641.52 3.23 −14.34 7550.57 −15.27 7619.90 3.29 −14.56

30 0.99 7893.69 37.30 3600.00 6585.13 −15.87 6668.03 2.83 −14.73 6582.92 −15.90 6656.55 2.97 −14.83

Table A3. Results for the TPP-CCL instances of size |V | = 30 for Model 1.

Problem
Type

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|K | λ fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

10 0.1 5566.38 37.20 3600.00 4453.11 −19.47 4552.57 1.85 −17.70 4438.60 −19.72 4514.35 1.85 −18.37

10 0.5 5864.88 36.19 3600.00 4731.61 −17.29 4864.21 2.32 −14.57 4729.41 −17.30 4835.52 2.34 −14.93

10 0.7 5481.15 41.88 3600.00 4184.95 −23.36 4308.30 2.00 −21.10 4171.45 −23.64 4292.94 2.03 −21.36

10 0.8 5224.29 39.28 3600.00 4074.45 −21.56 4228.34 2.15 −18.53 4055.00 −21.92 4213.97 2.08 −18.84

10 0.9 5271.33 40.19 3600.00 4143.62 −20.73 4180.54 1.96 −20.10 4139.36 −20.79 4178.16 2.09 −20.11

10 0.95 5890.40 40.55 3600.00 4616.13 −21.40 4784.16 2.18 −18.48 4611.59 −21.54 4738.48 2.22 −19.20

10 0.99 5001.71 38.15 3600.00 4163.97 −16.60 4245.20 1.85 −15.06 4119.94 −17.64 4223.38 1.86 −15.49

20 0.1 7403.38 44.07 3600.00 5806.60 −21.43 5909.79 3.04 −20.01 5790.78 −21.62 5897.98 3.16 −20.17

20 0.5 9877.00 48.93 3600.00 6918.68 −26.62 7082.36 4.20 −24.93 6906.50 −26.70 7027.43 4.40 −25.26

20 0.7 8324.20 41.94 3600.00 6490.15 −21.77 6638.90 4.07 −19.85 6495.43 −21.70 6606.12 4.10 −20.26

20 0.8 8578.89 48.20 3600.00 6291.49 −26.47 6402.23 4.02 −25.18 6281.18 −26.60 6377.40 4.05 −25.45

20 0.9 8278.45 40.39 3600.00 6591.03 −19.89 6715.26 4.21 −18.42 6584.48 −19.95 6664.00 4.36 −18.95

20 0.95 8416.62 44.54 3600.00 6549.18 −22.11 6696.04 4.32 −20.32 6549.18 −22.11 6694.50 4.33 −20.41

20 0.99 9205.69 44.32 3600.00 7066.55 −22.90 7181.63 4.61 −21.57 7043.05 −23.13 7170.88 4.52 −21.63

30 0.1 13025.45 50.03 3600.00 9215.54 −28.96 9418.18 5.85 −27.41 9219.09 −28.93 9404.66 5.76 −27.55

30 0.5 10701.92 42.53 3600.00 8372.23 −21.77 8614.90 5.68 −19.56 8364.34 −21.85 8606.23 5.70 −19.62

30 0.7 11358.03 47.23 3600.00 8452.13 −25.56 8571.64 6.31 −24.52 8457.97 −25.51 8551.52 6.64 −24.68

30 0.8 11485.16 45.83 3600.00 8805.68 −23.36 8996.88 6.57 −21.67 8787.23 −23.46 8952.57 7.13 −22.05

30 0.9 11526.76 45.03 3600.00 8980.64 −21.94 9125.99 6.62 −20.73 8963.67 −22.09 9129.20 6.93 −20.68

30 0.95 10583.14 44.35 3600.00 8004.36 −24.21 8220.72 5.88 −22.18 7987.31 −24.39 8159.03 6.06 −22.80

30 0.99 12177.24 42.65 3600.00 9682.14 −20.09 9902.63 6.99 −18.31 9669.52 −20.21 9893.14 6.97 −18.40
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Table A4. Results for the TPP-CCL instances of size |V | = 10 for Model 2.

Problem
Type

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|K | λ fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

10 0.1 3119.03 3.12 3600.00 3118.23 −0.02 3127.34 0.81 0.12 3118.23 −0.02 3122.89 0.89 0.25

10 0.5 2481.69 2.52 3600.00 2481.35 −0.01 2481.79 0.83 0.00 2481.35 −0.01 2481.52 0.94 0.01

10 0.7 2901.41 2.36 3600.00 2901.28 0.00 2906.03 0.87 0.14 2901.28 0.00 2902.49 1.05 0.04

10 0.8 2757.26 1.91 3600.00 2757.15 0.00 2757.15 0.83 0.00 2757.15 0.00 2757.15 0.96 0.00

10 0.9 3290.08 2.69 3600.00 3289.52 −0.02 3291.25 0.83 0.04 3289.52 −0.02 3291.16 0.99 0.04

10 0.95 3053.32 2.24 3600.00 3053.32 0.00 3058.34 0.84 0.15 3053.32 0.00 3057.32 0.99 0.13

10 0.99 2526.92 1.22 3600.00 2526.92 0.00 2531.71 0.78 0.22 2526.92 0.00 2529.50 0.85 0.12

20 0.1 3618.99 7.76 3600.00 3599.48 −0.50 3615.30 1.14 −0.37 3599.48 −0.50 3605.03 1.24 −0.03

20 0.5 3997.02 7.45 3600.00 3977.50 −0.47 3986.62 0.98 −0.28 3977.50 −0.47 3984.88 1.16 −0.24

20 0.7 3813.64 7.23 3600.00 3793.94 −0.49 3797.13 1.03 −0.42 3793.94 −0.49 3796.78 1.22 −0.42

20 0.8 4001.99 7.73 3600.00 3978.15 −0.55 3988.26 1.09 −0.32 3978.15 −0.55 3986.97 1.29 −0.34

20 0.9 4126.15 7.27 3600.00 4103.48 −0.57 4108.92 1.14 −0.42 4103.48 −0.57 4107.48 1.27 −0.46

20 0.95 3883.60 6.60 3600.00 3860.51 −0.54 3866.74 1.05 −0.39 3860.51 −0.54 3862.66 1.21 −0.49

20 0.99 4102.64 8.68 3600.00 4065.36 −0.90 4072.80 1.12 −0.72 4065.36 −0.90 4070.98 1.32 −0.77

30 0.1 4872.18 16.66 3600.00 4716.80 −3.03 4742.04 1.25 −2.53 4716.80 −3.03 4745.18 1.49 −2.50

30 0.5 4659.72 12.02 3600.00 4610.77 −1.06 4626.52 1.14 −0.72 4610.77 −1.06 4618.76 1.37 −0.89

30 0.7 4839.24 13.37 3600.00 4755.57 −1.63 4767.07 1.24 −1.42 4755.57 −1.63 4762.80 1.49 −1.51

30 0.8 4504.67 13.15 3600.00 4407.73 −2.01 4419.07 1.34 −1.76 4407.73 −2.01 4421.94 1.54 −1.71

30 0.9 4670.78 12.24 3600.00 4616.82 −1.14 4632.39 1.33 −0.81 4616.51 −1.15 4628.74 1.54 −0.88

30 0.95 4874.65 13.45 3600.00 4795.63 −1.58 4802.53 1.38 −1.44 4795.63 −1.58 4798.77 1.58 −1.51

30 0.99 4836.67 13.00 3600.00 4771.25 −1.32 4775.22 1.30 −1.24 4771.25 −1.32 4774.92 1.51 −1.24

Table A5. Results for the TPP-CCL instances of size |V | = 20 for Model 2.

Problem
Type

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|K | λ fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

10 0.1 4075.29 19.60 3600.00 3820.37 −5.68 3866.27 1.21 −4.57 3806.17 −5.99 3844.79 1.28 −5.09

10 0.5 3639.34 13.83 3600.00 3592.83 −1.06 3637.06 1.29 0.12 3592.83 −1.06 3633.56 1.48 0.05

10 0.7 3598.21 8.08 3600.00 3545.47 −1.37 3587.88 1.55 −0.20 3545.47 −1.37 3570.37 1.30 −0.68

10 0.8 3516.78 12.89 3600.00 3388.77 −3.18 3450.77 1.23 −1.49 3385.16 −3.27 3445.10 1.41 −1.69

10 0.9 4224.85 13.88 3600.00 4100.33 −2.96 4157.67 1.55 −1.51 4100.33 −2.96 4133.29 1.35 −2.12

10 0.95 3246.74 9.62 3600.00 3223.20 −0.55 3296.75 1.23 1.80 3207.11 −1.05 3278.42 1.36 1.18

10 0.99 3548.78 12.57 3600.00 3455.21 −2.22 3484.91 1.23 −1.25 3455.11 −2.22 3473.84 1.39 −1.59

20 0.1 6111.60 24.72 3600.00 5739.28 −5.93 5801.33 2.40 −4.85 5738.86 −5.96 5784.57 2.26 −5.21

(continued)
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Table A5. (continued)

Problem
Type

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|K | λ fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

20 0.5 6074.93 25.56 3600.00 5609.00 −7.61 5672.86 2.24 −6.57 5607.71 −7.63 5667.32 2.12 −6.67

20 0.7 5511.46 23.64 3600.00 5130.07 −7.00 5200.33 2.10 −5.75 5116.87 −7.27 5166.99 1.97 −6.34

20 0.8 5778.10 22.97 3600.00 5398.68 −6.09 5473.11 2.10 −4.77 5400.38 −6.06 5475.11 2.24 −4.79

20 0.9 5789.89 19.63 3600.00 5501.96 −5.03 5548.55 2.14 −4.21 5501.96 −5.03 5538.71 2.26 −4.37

20 0.95 5825.40 27.08 3600.00 5260.57 −9.65 5296.14 2.12 −9.09 5242.91 −9.91 5297.08 2.25 −9.08

20 0.99 4863.98 20.09 3600.00 4480.96 −6.53 4516.57 1.79 −5.79 4478.22 −6.59 4511.99 1.89 −5.85

30 0.1 7270.14 28.24 3600.00 6634.47 −7.97 6758.08 2.78 −6.31 6623.38 −8.09 6679.46 2.75 −7.31

30 0.5 7578.96 32.38 3600.00 6696.12 −10.33 6780.07 2.75 −9.17 6702.71 −10.21 6781.80 2.87 −9.13

30 0.7 8128.72 31.35 3600.00 7356.02 −8.63 7443.37 3.07 −7.57 7350.18 −8.69 7424.75 2.96 −7.74

30 0.8 7660.93 37.98 3600.00 6414.36 −16.19 6504.43 2.91 −15.04 6414.36 −16.19 6480.38 2.80 −15.34

30 0.9 8027.33 33.11 3600.00 6991.83 −12.79 7080.69 2.99 −11.72 6991.83 −12.79 7065.53 3.08 −11.91

30 0.95 8094.05 30.68 3600.00 7557.75 −6.52 7651.99 3.14 −5.42 7553.05 −6.57 7642.77 3.30 −5.49

30 0.99 7076.90 27.90 3600.00 6587.95 −6.70 6681.62 2.92 −5.21 6585.56 −6.74 6684.61 2.91 −5.21

Table A6. Results for the TPP-CCL instances of size |V | = 30 for Model 2.

Problem
Type

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|K | λ fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

10 0.1 6148.98 41.09 3600.00 4451.36 −25.85 4549.10 1.83 −24.09 4442.46 −25.96 4554.60 1.93 −24.00

10 0.5 6244.18 35.94 3600.00 4752.67 −20.17 4888.46 2.28 −17.11 4733.30 −20.52 4849.70 2.34 −18.27

10 0.7 5671.69 40.64 3600.00 4215.11 −25.20 4318.61 1.99 −23.34 4172.52 −25.89 4285.77 1.92 −23.89

10 0.8 5134.55 34.19 3600.00 4078.76 −19.67 4198.21 2.16 −17.33 4081.59 −19.61 4188.52 2.06 −17.51

10 0.9 5421.38 37.86 3600.00 4149.28 −22.52 4207.11 1.97 −21.49 4149.02 −22.52 4203.26 2.04 −21.61

10 0.95 5982.14 38.71 3600.00 4618.24 −22.09 4791.77 2.13 −19.08 4620.67 −22.08 4746.72 2.18 −19.87

10 0.99 5055.74 34.02 3600.00 4164.66 −16.08 4302.05 1.96 −13.11 4156.06 −16.24 4241.54 1.89 −14.56

20 0.1 8325.64 47.31 3600.00 5818.22 −29.47 5967.89 3.15 −27.70 5799.74 −29.59 5937.00 3.16 −28.04

20 0.5 9705.19 48.46 3600.00 6912.41 −27.69 7027.87 4.52 −26.40 6920.43 −27.66 7017.31 4.55 −26.59

20 0.7 8824.69 43.06 3600.00 6534.30 −25.68 6640.99 4.11 −24.52 6510.98 −25.99 6625.51 4.00 −24.70

20 0.8 9243.40 49.28 3600.00 6314.08 −30.73 6414.33 3.82 −29.63 6308.25 −30.80 6386.67 4.07 −29.94

20 0.9 8321.82 37.82 3600.00 6602.61 −19.87 6693.44 4.41 −18.78 6609.80 −19.80 6661.02 4.26 −19.16

20 0.95 8372.15 41.82 3600.00 6564.36 −21.09 6649.25 4.28 −20.09 6554.51 −21.22 6668.55 4.31 −19.80

20 0.99 9759.55 46.31 3600.00 7083.11 −27.16 7257.49 4.41 −25.41 7071.74 −27.29 7208.35 4.56 −25.85

30 0.1 12119.73 44.31 3600.00 9245.62 −22.64 9474.35 5.69 −20.70 9228.56 −22.75 9454.04 5.73 −20.81

30 0.5 10472.12 39.80 3600.00 8376.07 −19.86 8610.68 5.56 −17.64 8353.73 −20.07 8547.13 5.94 −18.23

30 0.7 10564.36 40.90 3600.00 8467.11 −19.66 8685.76 6.44 −17.54 8465.14 −19.68 8627.19 6.49 −18.15

30 0.8 11268.45 41.14 3600.00 8817.32 −20.84 9048.57 6.89 −18.77 8774.18 −21.21 8973.62 7.14 −19.46

(continued)
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Table A6. (continued)

Problem
Type

GUROBI LS SA

Best Solution Average Solution Best Solution Average Solution

|K | λ fG Gopt% tG f BLS GB
LS% f ALS tLS GA

LS% f BSA GB
SA% f ASA tSA GA

SA%

30 0.9 11203.16 41.57 3600.00 9007.16 −18.36 9219.63 6.56 −16.53 8988.16 −18.54 9154.57 6.75 −17.07

30 0.95 9909.30 38.07 3600.00 7993.05 −18.73 8248.24 6.02 −16.29 7989.93 −18.83 8149.58 5.86 −17.19

30 0.99 12293.85 41.28 3600.00 9686.42 −19.78 9974.96 6.75 −17.55 9673.05 −19.91 9855.84 6.97 −18.34
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