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Abstract. Digitalization can be defined as the transfer of activities performed
in a field to digital environments. The application of digitalization in industry is
revolutionary. The digitalization in industry can include applications such as col-
lecting, analyzing, and managing company data with digital technologies, digi-
tally monitoring and controlling the transfer of information between departments,
and thus optimizing processes. In human resources management, digitalization
can facilitate employee management in a variety of ways, increasing productivity
and enabling better decisions. Human resources (HR) departments can develop
more effective human resource management strategies by taking into account the
amount of time employees are likely to work in the organization while making
decisions such as incentives, bonuses, salary increases, and promotions. In this
study, a decision support system is proposed to assist HR in determining the most
appropriate departments for employees by predicting the potential working hours
of current or new/to be hired employees in the organization. To estimate the poten-
tial work hours, we have used machine learning techniques that are widely used in
the literature. We have adopted an assignment algorithm with work hour predic-
tion to determine of the most suitable departments for employees. An application
is carried out on a data set that has been published in the literature, and the results
are discussed.
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1 Introduction

Employee turnover is a significant problem in organizations. It negatively impacts a
wide range of issues, from morale and productivity to project continuity and long-term
growth strategies. These problems result in a significant loss of time and money for
the organization. In addition, an organization’s production speed and quality can be
negatively affected by the turnover of experienced and skilled employees. Therefore,
predicting an employee’s intention to resing gives the organization the opportunity to
take preventive action. Predicting the period during which employees are likely to leave
allows organizations to make decisions such as incentives, bonuses, promotions, etc.
more effectively.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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Machine learning algorithms, have had great success in the prediction of future events
based on historical data. In this study, a machine learning based prediction system is
proposed for the solution of the employee turnover problem in organizations. Thus, the
prediction of employee turnover period can be evaluated together with the performance
of employees and their contributions to the organization, and can provide great benefits to
organizations in determining policies according to the employees. In addition, enterprises
can reconsider employees’ career plans and reorganize working conditions to improve
performance and productivity according to the prediction of employee turnover.

Another problem that is frequently encountered in the organizations is to determine
the department in which the employees can make the greatest contribution to the orga-
nization. Performance assessment, which is considered in the framework, is a planned
process that evaluates the development ability of the individual and his/her contribution
to the success of the organization. It also reveals what training, reward, development
and motivation the organization should provide to the employee [19]. It is not always
easy to determine the appropriate department because employees have different skills,
interests, and experiences. Since the determination of the appropriate departments for
the employees has a direct impact on the success of the business, the solution of this
problem will make a significant contribution to the business. The framework proposed
in this study can be used as a decision-support system for determining the appropriate
departments for employees.

In literature, turnover refers to the sum of intangible assets such as knowledge,
skills, experience, creativity and other mental abilities of an employee who leaves the
organization. The loss of such assets is an important factor that can reduce the value of
the organization and at the same time reduce its competitive advantage [1]. The focus
of this analysis is on the optimal utilization of employees. A meta-analysis review of
human resource studies [2] found that the strongest predictors of retention were age,
tenure, compensation, overall job satisfaction, and employee perceptions of fairness.
Other similar research findings have suggested that personal or demographic variables,
particularly age, gender, ethnicity, education, and marital status, are important factors
in the prediction of voluntary employee turnover [3, 4]. Salary, working conditions,
job satisfaction, supervision, promotion, recognition, growth potential, burnout, etc.
are other characteristics that studies have focused on. [5, 6]. The frequent turnover of
employees prevents the formation of a collective data base in the organization. It also
reduces customer satisfaction because customers are constantly in contact with new
employees. On the other hand, employee turnover leads to an undesirable situation that
is the loss of employees may mean the loss of valuable knowledge with them, so it may
cause the loss of competitive advantage [7]. Therefore, an organization should minimize
employee turnover asmuch as possible tomaintain its competitive advantage. Finding the
reasons for employee turnover and preventing it is vital for an organization [8]. However,
the use of heuristic methods by managers for this purpose can be difficult and time-
consuming due to the consideration of many factors such as employee demographics
andworking conditions. The use of predictive analytical approaches can provide optimal
combinations of employees and departments in the organization by giving managers a
general idea of employee resignation rates [9].
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The study involves selecting five different regressionmodels for the dataset, compar-
ing their performance, and selecting the best one. Based on this model, an infrastructure
for a decision support system has been created. The proposed decision support system
uses the results of the regression models as coefficients of the assignment problem to
determine the appropriate departments for each employee.

This paper is organized in the followingmanner: Sect. 2 describes the algorithms used
in this paper and their mechanisms. The characteristics of the data set, its preprocessing,
and the exploratory data analysis are analyzed in Sect. 3. Section 4 presents the results
of the study.

2 Methodology

Machine learning techniques are effective in making predictions. These techniques auto-
matically identify patterns and links in data using statistical algorithms and computer
methodologies, which can then be applied to forecast upcoming occurrences or out-
comes. They rely on learning from historical/training data to map relevant dependent
output variables to new input records based on appropriate independent variable values.
Due to their capability to handle complicated correlated factors and their effectiveness in
dealing with correlated variables, it is crucial to employ modern forecasting algorithms
to obtain the best accuracy.

We can forecast staff turnover rates thanks to the benefits and predictive capabili-
ties of machine learning algorithms. Using machine learning algorithms, a network of
regression models was established, and its prediction outputs were utilized to generate
an assignment problem. The predictions derived from the regression models were then
considered as coefficients of the assignment problem. As a result, a decision-support
system was created to identify the most appropriate departments for employees. It also
provides information on employee turnover rates to human resources management.

Another problem faced by companies is determining the appropriate departments for
employees. With the information obtained in the estimation of the employees’ turnover
rates, it is possible to predict in which departments the employees will work longer, and
this information can be taken into account when determining the employees’ depart-
ments. Therefore, this information can be used as a parameter in an assignment prob-
lem. The estimation of working hours can be used with objective coefficients of the
assignment model to determine the most suitable department for employees.

2.1 Machine Learning Algorithms

Five prediction algorithms were used in this study. They are Extra Trees Regression,
Random Forest Regression, Bagging Regression, LightGBM Regression, and XGBoost
Regression. These five prediction algorithms are used to predict the values of the target
variables using the characteristics of the samples. Extra Trees is built by combining
many random trees to avoid overlearning. Random Forest is also an ensemble method
of combining trees and is designed to produce low-variance and low-bias predictions.
Bagging LightGBM is an ensemble method that combines many LightGBM trees and is
designed to produce faster predictions. XGBoost is a gradient boosting method that adds
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new trees by focusing on the errors of previous trees and is popular in many machine
learning applications.

Random Forest (RF) is a tree-based ensemble method that was developed to address
the shortcomings of the traditional Classification and Regression Tree (CART) method.
RF consists of a large number of simultaneously grown weak decision tree learners and
is used to reduce both the bias and variability of the model [10]. RF uses bagging to
increase the diversity of the trees, which in turn are grown from different training data
sets, thus reducing the overall variability of the model. RF makes it possible to assess
the relative importance of input features, which is useful for dimensionality reduction to
improvemodel performance in high-dimensional data sets. RF changes an input variable
while holding other input variables constant and measures the average reduction in the
model’s prediction accuracy, which is used to assign a relative importance score to each
input variable [11].

The Extra Tree (ET) algorithm is a relatively new machine learning technique that
was developed as an extension of the Random Forest algorithm and is less likely to
overfit a data set [12]. ET uses the same principle as random forest and uses a random
subset of features to train each base predictor. However, it randomly selects the best
feature and the corresponding value to split the node. ET uses the entire training data
set to train each regression tree [13].

Bagging regression is a parallel ensemble approach that deals with the propagation
of a prediction model by including additional training data. This training data is added
to the original set using a data imputation method. For each new set of training data,
certain observations can be repeated during sampling. After bagging, the probability of
each element in the reconstructed data set is the same. Increasing the size of the training
data set has little effect on the predictive power. However, if the variation is adjusted to
fit the desired result, the variation in the prediction can be significantly reduced. Each
set of this dataset is automatically used to train new models [14].

XGBoost is a newly developed machine learning technique that has recently been
widely used in many fields. It will be suitable for many applications because it is a
well-organized, portable, and flexible approach [15]. As an efficient algorithm that com-
bines the Cause Based Decision Tree (CBDT) and Gradient Boosting Machine (GBM)
approaches, this technique has the ability to improve the boosting approach to process
almost all types of data quickly and accurately. With these unique features, this algo-
rithm can be efficiently used to develop predictive models by applying regression and
classification to the target data set. XGBoost can also be used to process large data sets
with many attributes and classifications. This algorithm provides practical and effective
solutions to new optimization problems, especially when trade-offs between efficiency
and accuracy are considered [16].

LGBM regression (Light Gradient BoostingMachine Regression) uses another inno-
vativemachine learning based data processing algorithm formore accurate residual value
modeling and prediction. As a newly developed technique, it is designed by combining
two novel data sampling and classificationmethods, namely Exclusive Feature Bundling
(EFB) and Gradient-based One-Side Sampling (GOSS) [17]. With these combined fea-
tures, data scanning, sampling, clustering and classification operations are performed
properly and accurately in a short time compared to analogous techniques.



122 Z. Kaya and G. B. Yildiz

2.2 Assignment Problem

The assignment problem (AP) is defined as the assignment of m workers to n jobs.
The classical assignment problem is a special case of transportation problems where
the quantity of resources and demand are equal to 1 [20]. According to the quality of
workers, assignment problems can be classified into three main categories: assignment
models with at most one task per worker, assignment models with more than one task
per worker, and multi-level assignment models [21, 22].

An assignment problem has been studied to ensure that workers are assigned to the
appropriate departments in order to maximize the working time of workers in the organi-
zation under the current conditions. The developed model will identify departments that
are likely to be more suitable for employees, thus providing decision support for human
resource management. Human resource management can benefit from these suggestions
when making decisions about salary, bonus, incentives, etc.

3 Application

3.1 Data Set

The basic knowledge and primary data on Predictive Human Resource Analytics was
collected by William Walter [18] from Kaggle website. The data used in this proposed
study contains 14,999 observations with each row representing a single employee. The
fields in the dataset contain the following 10 variables:

• Satisfaction_level = The satisfaction level takes values between 0 and 1.
• Last_evaluation = The year elapsed since the last performance evaluation.
• Number_project = The number of projects completed while working.
• Average_montly_hours = The monthly average of hours spent at the workplace.
• Time_spend_company = The year(s) spent in the company.
• Work_accident = The employee’s work accident status (0 ‘No Work Accident’, 1

‘Work Accident’).
• Left = The employee’s status at the workplace (0 ‘Not Leaving the Job’, 1 ‘Leaving

the Job’).
• Promotion_last_5years = The employee’s promotion status in the last five years (0

‘Not Promoted’, 1 ‘Promoted’).
• Department = The employee’s department. (“Sales”: A, “Accounting”: B, “HR”: C,

“Technical”: D, “Support”: E, “Management”: F, “IT”: G, “Product Manager”: H,
“Marketing”: I, “R&D”: J).

• Salary = Relative salary level (low, medium, high).

The preprocessing of filters focuses on two types of values in the data set, sample
and attribute. The sample values are used for resampling. The samples are divided
into two data sets, a training set and a test set. In the data set, 70% of the attribute
time_spend_company is allocated for training and 30% for testing.

Figure 1 analyzes the time spent by employees in each department of the company
and displays this data in a bar chart. This chart shows how many employees are in each
department and the time spent by employees in the company is shown in different colors.
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Fig. 1. Departments by Years Spent at the Company

This observation can also show the relationship between the number of employees and
the department. Figure 1 shows 268 employees who have worked in the IT department
for 2 years. It also shows that the number of employees in the sales, support and technical
departments is high, and the number of employees in each department has worked for a
maximum of 3 years.

3.2 Data Preprocessing

There are many difficulties in maintaining data in real life. There may be deficiencies
in the data, incorrect entries may have been made, or extraordinary situations may have
occurred. In such cases, it may be necessary to pre-process the data instead of using it
directly in the model. The data preprocessing performed on the data in this study is as
follows:

1. Detection of missing data.
2. Changing variable names.
3. Conversion of non-categorical variables into categorical variables.
4. Detection of outlier data.

4 Computational Results

In this section, the effectiveness of the implemented regression models was evalu-
ated. Table 1 shows the performance of each machine learning algorithm in estimat-
ing employee turnover. R-Squared, RMSE and Time Taken were used as performance
measures.

In Table 1, the performance of each machine learning algorithm is presented for
predicting employee turnover rate. In the evaluated case study, the Extra Tree algorithm
exhibits the lowest RMSE value based on the number of years spent in the company.
Therefore, the Extra Tree algorithm is determined as the most suitable regression algo-
rithm for predicting the duration of each employee’s tenure in the company. A staffing
model has been created using the predictions generated by this regression model.
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Table 1. Performans measures of each ML techniques

1,62Extra Trees Regression

Bagging Regression

XGBoost Regression

PERFORMANCE OUTPUTS

0,48

0,46

0,40

0,34

0,25

1,04

LightGBM Regression

Random Forest Regression

R-Squared RMSE Time Taken

1,06 2,35

1,11 0,25

1,17 1,56

1,24 0,08

M
O
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Fig. 2. Estimated work time of five employees according to the different departments

Figure 2 provides estimates of the turnover time of five different workers in different
departments. While all other attributes are the same, only the departments were changed
and differences in turnover times were observed. Thus, it was concluded that the depart-
ments have a significant impact on employee turnover times. For example, when the
first employee works in the first department, it is estimated that he/she will leave the job
within 2 years, while the estimated time to leave the job increases to 3.69 years when
the employee is taken to the fifth department.
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Fig. 3. Current status and recommended status for 5 employees

As an example, Fig. 3 shows the estimatedwork time for 5workers in the departments
where they currently have jobs. The total working time increases from 15.08 years to
18.65 years when an assignment problem is run to maximize the total working time of
these workers. The model determined the appropriate department for each worker and
recommended that the 1st worker be assigned to the E department, the 2nd worker to the
B department, the 3rd worker to the J department, the 4th worker to the H department,
and the 5th worker to the F department. Thus, it was observed that this could further
increase the estimated working time of workers.

When assigning workers to departments, special constraints may be added to the
assignment problem by taking into account the places where workers can work. There-
fore, it is important to verify that the model’s recommendations are consistent with the
company’s goals and priorities. Figure 4 shows the assignments suggested by the decision
support system when we extend our example to 50 employees and 10 departments.

A significant difference in total employee work time was found between the current
plan and the proposed plan in this example of 50 employees and 10 departments. In
the case proposed by the decision support system, when all conditions were equal, the
total work time of the employees was 34.52 years higher with only the changes in the
departments.
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Fig. 4. Results of the assignment model

5 Conclusion

In this study, a decision support system has been created for human resources man-
agement. This decision support system estimates the time spent by a worker in the
organization. In the same way, the working time of a newly applied candidate can be
estimated. These results also serve as a reference for the future changes that HR will
make in the working conditions of workers. On the other hand, the developed decision
support system makes a suitable department estimation for both existing employees and
a new employee. For this purpose, an assignment problem that maximizes the working
time of employees is solved when choosing a department for each employee.
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