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Artificial Intelligence: An Overview

Hong Jiang

The development of artificial intelligence (AI) 
has a short history, starting in the 1950s, yet after 
continuous iterations and upgrades, today, it can 
be said to have penetrated all areas of society, 
especially people’s lifestyles have also under-
gone radical changes. Clothing, food, housing, 
and transportation, while pursuing efficiency, 
people are also in pursuit of a more personalized 
and comfortable experience, which is also 
reflected in seeking medical care. Therefore, 
experts and scholars in the medical field are 
rooted in their own professions and actively seek 
cross-disciplinary cooperation to promote the 
beautiful vision of intelligent and smart medical 
care to become a reality.

1	� History of Artificial 
Intelligence in Medicine

The origin of AI can be traced back to Alan 
Turing, who first described the concept of using 
computers to simulate intelligent behavior and 
critical thinking in 1950 (Ramesh et al. 2004). He 
introduced a test named after him as “Turing 
test,” to clarify if computers were able to master 

human intelligence (Greenhill 2020). In 1956, 
John McCarthy proposed the concept of artificial 
intelligence (Puppe 1997).

The early stage of AI, which was from the 
1950s to 1970s, bred machines that were capable 
of making inferences or decisions like human 
intelligence (Kaul et al. 2020). The first industrial 
robot arm (Unimate; Unimation, Danbury, Conn, 
USA) was added to the General Motors assembly 
line in 1961 to automate die casting (Moran 
2007). Unimate can perform actions following 
exact commands. Three years later, Eliza was 
developed and it was a prototype of future AI that  
could make a communication like humans by 
employing pattern matching and substitution 
methodology (Weizenbaum 1966). In 1966, 
Shakey, the “first electronic person,” created by 
the Stanford Research Institute, was introduced. 
As the first mobile robot capable of interpreting 
instructions, it no longer simply followed a step-
by-step instruction and acted, but was able to pro-
cess more complex instructions and perform 
appropriate actions (Kuipers et  al. 2017). This 
was an important milestone in robotics and artifi-
cial intelligence.

After decades of advancement, AI now con-
sists of computer algorithms that can mimic the 
characteristics of human intelligence, and its suc-
cess is due to the tremendous growth in comput-
ing ability and data availability. Over the past 
decade, AI applications based on machine learn-
ing (ML), deep learning (DL), and neural net-
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work algorithms have made significant 
breakthroughs in areas such as computer vision 
(CV), intelligent robotics, natural language 
understanding, semantic recognition, and image 
processing.

However, the combination of AI with medi-
cine began very slowly. Starting from the 1970s, 
AI methods were applied in the medical field to 
improve the efficiency of disease diagnosis and 
treatment, which led to the emergence of artifi-
cial intelligence in medicine (AIM). One of the 
first prototypes demonstrating the feasibility of 
applying AI to medicine was the development of 
a consultation program for glaucoma using the 
CASNET model, a cause-and-effect correlation 
network consisting of three separate programs: 
model building, consultation, and a database built 
and maintained by collaborators. The model 
allowed for the application of disease-specific 
information to individual patients and provided 
advice to physicians on patient management. It 
was developed in 1976 (Weiss et  al. 1978). 
Developed in the early 1970s, MYCIN is a 
“backward-chaining” artificial intelligence sys-
tem (Shortliffe et al. 1975). Based on physician 
input of patient information and a knowledge 
base of approximately 600 rules, MYCIN could 
provide a list of potential bacterial pathogens and 
then suggest appropriate adjustments to antibi-
otic regimens based on the patient’s weight. 
MYCIN became the framework for the later rule-
based system EMYCIN.  Later, INTERNIST-1 
used the same framework as EMYCIN and a 
larger medical knowledge base to assist primary 
care physicians with diagnosis (Kulikowski 
2019).

In 1986, the University of Massachusetts 
released DXplain, a decision support system that 
generates a differential diagnosis by entering a 
patient’s symptoms (Amisha et  al. 2019). It is 
also an electronic medical textbook that provides 
detailed descriptions of diseases and other refer-
ence material. At the time of its first release, 
DXplain was able to provide information on 
about 500 diseases and was subsequently 
expanded to over 2400 diseases (The 
Massachusetts General Hospital Laboratory of 

Computer Science 2023). By the late 1990s, there 
was a renewed interest in ML, particularly in the 
medical community, which, along with the tech-
nological developments described above, set the 
stage for the modern era of AIM.

In the last two decades, AIM has changed pro-
foundly. In 2007, IBM created an open-domain 
question-answering system called Watson, which 
competed against human participants and won 
first place on the 2011 television game show 
Jeopardy! The technology, called DeepQA, uses 
natural language processing and various searches 
to analyze data on unstructured content to gener-
ate possible answers compared to traditional sys-
tems that use forward reasoning (rules from data 
to conclusions), backward reasoning (rules from 
conclusions to data) or hand-crafted if-then rules 
(Ferrucci et  al. 2013). This system is easier to 
use, easier to maintain, and more cost-effective. 
By extracting information from patients’ elec-
tronic medical records and other electronic 
resources, one can apply DeepQA technology to 
provide evidence-based medical responses. Thus, 
it offers new possibilities for evidence-based 
clinical decision-making (Ferrucci et  al. 2013; 
Mintz and Brodie 2019). In 2017, Bakkar et al. 
(2018) successfully identified novel RNA-
binding proteins altered in amyotrophic lateral 
sclerosis using IBM Watson.

Given this momentum, AIM began to evolve 
rapidly along with improvements in computer 
hardware and software programs that made dig-
ital medicine more accessible. Natural language 
processing transforms chatbots from superficial 
communication (Eliza) to meaningful conversa-
tional interfaces. This technology was applied to 
Apple’s virtual assistant Siri in 2011 and to 
Amazon’s virtual assistant Alexa in 2014. 
Pharmabot is a chatbot developed in 2015 to 
assist in medication education for pediatric 
patients and their parents, and Mandy was cre-
ated in 2017 as an automated patient intake for a 
primary care clinic program (Comendador et al. 
2015; Ni et al. 2017). Deep learning (DL) marks 
an important advance in AIM.  In contrast to 
machine learning (ML), which uses a set num-
ber of features and requires human input, DL 
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can be trained to classify data on its own. 
Although DL was first studied in the 1950s, its 
use in medicine was limited by the “overfitting” 
problem. Overfitting occurs when ML is too 
focused on a specific dataset and cannot accu-
rately process new datasets, which can be the 
result of insufficient computational power and a 
lack of training data. These limitations were 
overcome in the 2000s with the advent of larger 
datasets and significant increases in computa-
tional power.

A convolutional neural network (CNN) is a 
DL algorithm applied to image processing that 
simulates the behavior of interconnected neurons 
in the human brain. A CNN is composed of sev-
eral layers that analyze the input image to iden-
tify patterns and create specific filters. The final 
result is a combination of all the features of the 
fully connected layers (Hoogenboom et al. 2020; 
Yang and Bang 2019). Several CNN algorithms 
are now available, including Le-NET, AlexNet, 
VGG, GoogLeNet, and ResNet (Vinsard et  al. 
2019). The advent of ML and DL expanded the 
use of AIM, creating opportunities for personal-
ized medicine instead of algorithm-based medi-
cine alone. Predictive models can be used for 
diagnosis of diseases, prediction of treatment 
response, and possibly future preventive medi-
cine. AI may improve the accuracy of diagnosis, 
increase the efficiency of workflow and clinical 
operations, facilitate better disease and treatment 
monitoring, and improve the accuracy of surgery 
and overall patient outcomes (Kaul et  al. 2020; 
Yazhou et al. 2022).

2	� Common Technologies 
of AIM

The development of AI has emerged in two main 
historical directions: symbolism and connection-
ism. The expert system (ES), which became pop-
ular in the 1980s, was a classic example of 
symbolism. Since the 1990s, connectionist-based 
learning approaches have emerged, with the 
advantage that data, rather than human experts, 
provided the assurance of accuracy (Su 1994).

2.1	� Machine Learning (ML)

The concept of ML was introduced by Samuel 
in 1959 and can be expressed as the ability of 
data to be learned by a computer without 
explicit programming (Sameul 1959). Quinlan 
(1988) proposed the decision tree (DT) algo-
rithm, which can classify data based on estab-
lished rules (Quinlan 1988). Vladimir proposed 
support vector machines (SVM), which is a 
widely used supervised ML algorithm, com-
monly used in classification and regression 
problems (Huang et al. 2018). HO (1998) pro-
posed the random forest (RF) algorithm, which 
can effectively complete feature extraction.

In recent years, ML has been increasingly 
used in the medical field, aiming to help physi-
cians predict disease and prognosis outcomes. 
ML has reached important milestones in its 
development, achieving similar or better accu-
racy than human experts. Typical supervised 
tasks include regression and classification, unsu-
pervised tasks include dimensionality reduction, 
clustering, and outlier detection, while semi-
supervised learning is a hybrid framework 
between supervised and unsupervised, with 
applications such as segmentation or classifica-
tion of images using partially labeled data 
(Burton 2nd et al. 2020).

There are still significant gaps and room for 
improvement in ML technology. Clinicians want 
to understand the scientific basis for clinical deci-
sions so that they can make independent judg-
ments about effectiveness and ensure that they 
are appropriate for all types of patients. However, 
clinicians do not have intuitive access to the 
underlying mechanisms in ML technology to 
understand how to make specific recommenda-
tions for a given clinical situation, which is often 
referred to as a “black box” problem. Especially 
when clinicians’ prior experience conflicts with 
the recommendations of AI methods, physicians 
often lack trust in AI methods, and advances in 
“interpretable AI” may address this issue in the 
future.

Artificial Intelligence: An Overview
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2.2	� Deep Learning (DL)

Since the 1990s, ML methods have evolved and 
been improved, giving birth to what is now popu-
larly known as DL. DL was a subset of ML algo-
rithms and was first introduced by Aizenberg and 
Hinton et  al. in the early twenty-first century 
(Schmidhuber 2015). It was called “deep” 
because it was organized in layers at multiple lev-
els and could automatically extract meaningful 
features from big data. AI has been proposed to 
improve the accuracy, consistency, and efficiency 
of medical imaging reports. Arterys became the 
first cloud-based DL application in healthcare 
approved by the FDA in 2017. Arterys’ first prod-
uct, CardioAI, was able to analyze cardiac MRI 
images in seconds, providing information such as 
cardiac ejection fraction. This application has 
since expanded to include liver and lung imaging, 
chest and musculoskeletal X-ray images, and 
non-contrast head CT images.

Currently, the application of DL in medical 
images has achieved great progress, but it still has 
certain limitations. First, medical datasets bear the 
characteristics of unevenness and are often single-
centered with small sample sizes, but DL relies 
strongly on high-quality large datasets, which 
may bring expensive economic costs. Second, DL 
models have a large number of learning parame-
ters and a risk of overfitting, so they lack stability 
and repeatability in applications. Finally, similar 
to ML technology, DL also has the disadvantage 
of “black box,” which causes suspicion in both 
doctors and patients while applying it in the clini-
cal setting. Therefore, DL technology should be 
applied in appropriate medical fields to improve 
the accuracy of diagnosis and treatment.

2.3	� Expert System

ES is a computer system that simulates the 
decision-making ability of human experts, which 
can reason and solve a series of complex prob-
lems using the existing knowledge system, and is 
one of the early successful AI software (Urrea 
and Mignogna 2020). The development phase of 
ES can be roughly divided into three stages: the 
initiation period (1965–1971), the development 

period (1972–1977), and the maturity period 
(1978–present). Currently, ES has demonstrated 
strong clinical decision-making ability and has 
greater advantages in disease screening and diag-
nosis. However, ES is more dependent on human 
experts, who may make mistakes or have subjec-
tive tendencies. The subsequent application still 
needs to integrate the clinical experience of phy-
sicians and patient history to improve the accu-
racy of the system. In addition, the application of 
ES requires continuous updating of medical 
knowledge and findings to provide clinicians 
with cutting-edge diagnoses and treatment plans.

2.4	� Intelligent Robots

In 1979, the American Institute of Robotics intro-
duced the concept of Intelligent Robots (IR), 
which is defined as a reprogrammable multifunc-
tional manipulator designed to perform tasks 
using a variety of programmed materials, compo-
nents, and tools (Beasley 2012). Since the 1980s, 
IR has been gradually used in surgical procedures. 
Currently, FDA-approved robotic surgical sys-
tems include ZUES, Da Vinci, and automated 
endoscopic systems. With the advantages of being 
minimally invasive, precise, and intelligent, IR 
has been widely used in many fields such as 
orthopedics, gynecology, urology, and dentistry.

Whereas, IR used in clinical practice were 
often discrete robots with limited mobility. In 
recent years, continuous robots have been pro-
posed as a new type of bionic robot with a flexi-
ble structure of “invertebrates,” which has flexible 
bending characteristics and good environmental 
adaptability and is expected to gradually replace 
discrete robots as the main force of future surgi-
cal procedures (Gao et  al. 2020). However, IR 
still has the disadvantages of high cost, large size, 
and limited application scope.

3	� Healthcare Applications 
of AI

The combination of AI and healthcare focuses on 
the datasets. By collecting and analyzing tremen-
dous amount of patient data, AI can help doctors 
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and patients screen, diagnose, and predict risk 
factors and diseases.

3.1	� AI in Medical Imaging 
and Diagnostics

At present, AIM technology has been applied in 
the screening of many kinds of malignant tumors, 
which can automatically screen the benign and 
malignant nature of cancerous areas, such as the 
screening for digestive tumors and breast cancer. 
AI also improved the assessment in medical imag-
ing to detect diabetic retinopathy and achieved 
high specificity and sensitivity (Yazhou et  al. 
2022). In addition, the diagnostic role of AI has 
been emerging. Studies have been conducted to 
testify the sensitivity, accuracy, and AUC value of 
AIM technologies, the results of which showed 
that they accomplished good automation perfor-
mance (Yazhou et  al. 2022). Diseases that AIM 
technologies can well diagnose include infectious 
diseases, medical diseases, and surgical diseases.

However, it should be noticed that the accu-
racy of AI screening models has a significant 
impact on physicians’ clinical decisions, and 
when models are inaccurate in their predictions, 
their effectiveness in aiding screening is often 
substantially reduced. In addition, the lower 
prevalence of certain diseases and smaller sample 
sizes make false positives more likely. Given 
these shortcomings, the use of AI models in the 
clinic continues to face significant challenges, 
and the potential shortcomings of model-assisted 
screening should be considered in the develop-
ment and application of AI tools.

3.2	� AI in Risk Prediction

AIM enables automatic assessment and early 
warning of risks and provides effective clinical 
decision support. AI-based approaches to early 
warning systems have been proposed and imple-
mented in predicting infection, chronic disease, 
and treatment risks. However, their implementa-
tion aroused disparate opinions among clinicians 
due to the nontransparency and uncertainty of AI 
technologies such as ML, DL, and so on.

3.3	� AI as Assistive Therapy Tools

Currently, a variety of decision support tools 
based on AI approaches have performed excel-
lently as experts in making a judgment on dis-
eases. Their application effectively improved 
empirical treatment decisions, shortened treat-
ment time, and lowered costs. These tools 
included therapeutic decision support, drug 
development and management, and robot-
assisted surgery. First, the application of thera-
peutic decision support included the use of ML 
models to determine the threshold dose of radio-
therapy that different organs can receive when 
administering radiation therapy to oncology 
patients, thereby delineating the organs at risk 
and providing guidance for the treatment. 
Secondly, prescription drugs are critical to the 
treatment of diseases and the safety of patients’ 
lives. Prescription errors may trigger high mor-
bidity and medical burden. ML-based prescrip-
tion recognition and decision system can 
automatically warn of prescription errors and 
correct them, which can improve the existing pre-
scription error warning system and enhance the 
efficiency of medication management. Besides, 
robotic surgery has been widely used in orthope-
dics, biliary, pharyngeal, and liver surgeries, and 
achieved good surgical results and prognosis, 
possessing the prospect of expanding applica-
tions in other departments.

Yet, most of the current adjuvant tools target 
specific diseases, and their generalized value 
needs to be further explored; therefore, increas-
ing the diversity of cases, collecting long-term 
follow-up and post-follow-up data, and develop-
ing multicenter and multisite planning systems 
can provide better clinical treatment guidance.

4	� Applications of AI 
in Anesthesiology

In recent years, AI has flourished in the medical 
field, improving the efficiency of healthcare pro-
fessionals. As an important discipline of clinical 
medicine, the development of anesthesiology is 
crucial to the progress of the medical field. In 
daily anesthesia work, due to the variability of 
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surgical operations, individual patient differ-
ences, and the unpredictability of clinical events, 
anesthesiologists must respond to a large number 
of clinical events simultaneously and accurately, 
and thus may suffer from mental exhaustion and 
consequently adverse outcomes under prolonged 
high-pressure environments. To address this 
prominent problem, while improving anesthesia 
efficiency and safeguarding patient safety in the 
perioperative period, AI has been applied to clini-
cal anesthesiology, and a variety of intelligent 
anesthesia systems have been developed, and 
clinical anesthesia is evolving toward automated 
anesthesia. This section will briefly introduce 
how AI intersects with anesthesiology.

4.1	� Ultrasound-Guided 
Anesthesia

Ultrasound has become a major diagnostic and 
operational tool for anesthesiologists. Nerve 
blocks, intraoperative echocardiographic moni-
toring, and difficult arteriovenous cannulation all 
require ultrasound assistance. Accurate recogni-
tion of ultrasound images is the foundation for 
anesthesiologists to master ultrasound technol-
ogy. The accurate recognition of medical images 
can be effectively improved by using the AI deep 
learning algorithm CNN, the full name of which 
is a convolutional neural network, and its opera-
tion mode is similar to the human eye perceiving 
the outside world. Firstly, the local receptive 
fields are obtained by disassembling the image 
layer by layer, and then the RBG values of indi-
vidual pixel points within each receptive field are 
calculated, and then the information of each local 
receptive field is integrated to recognize the con-
tent of the whole image. With the continuous 
innovation of the operating function and the 
speed of operation, CNN can perform image rec-
ognition quickly and accurately, and the effect 
can be comparable to that of human eyes. The use 
of echocardiography, ultrasound-guided nerve 
blocks, and subarachnoid blocks can greatly 
improve the efficiency of anesthesia and guaran-
tee anesthesia and surgical safety. Details will be 
illustrated in detail in subsequent chapters.

4.2	� Anesthesia Monitoring

One of the main responsibilities of anesthesiolo-
gists is to monitor patients’ vital signs during 
anesthesia and to ensure patients’ life safety, a 
process also called anesthesia monitoring. During 
surgery, it is necessary to avoid both too shallow 
or too deep anesthesia. The former may induce 
intraoperative awareness, while the latter may 
affect the patient’s transition, both of which can 
cause damage to the patient’s physiology and 
psychology. The degree of stress at different 
stages of surgery varies, so it is necessary to con-
stantly adapt the depth of anesthesia to the surgi-
cal stimulation. Therefore, each anesthesia and 
surgery is like a huge project. Dumont et  al. 
described anesthesia control systems, including 
feedforward and feedback systems as well as 
multiple examples of different closed-loops 
(Dumont and Ansermino 2013). Li et al. (2020) 
combined LSTM with a fuzzy autocoder to pre-
dict the depth of anesthesia according to EEG 
during anesthesia. Compared with other tradi-
tional prediction models, this model had the 
highest prediction accuracy of 85.56%. With this 
model, the occurrence of postoperative complica-
tions induced by too-deep anesthesia can be 
decreased and intraoperative awareness can be 
avoided. Therefore, it was expected to be pro-
moted in clinical applications.

4.3	� Anesthesia Event Prediction

For perioperative care risk prediction, various 
techniques in machine learning, neural networks, 
and fuzzy logic have been applied. For instance, 
neural networks were used to predict the hyp-
notic effect of propofol induction dose (measured 
by BIS) (sensitivity of 82.35%, specificity of 
64.38%, area under the curve of 0.755) and were 
found to exceed the average estimate of practic-
ing anesthesiologists (sensitivity of 20.64%, 
specificity of 92.51%, area under the curve of 
0.5605) (Lin et al. 2002). Neural networks were 
also used to predict recovery rates from neuro-
muscular blockade and episodes of hypotension 
after induction or during spinal anesthesia, while 
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other machine learning methods have been tested 
to automatically classify preoperative patient 
acuity, namely ASA status, define difficult laryn-
goscopy findings, identify respiratory depression 
during conscious sedation, and to help to decide 
the best anesthetic approach for pediatric surgery 
(Hashimoto et al. 2020).

Machine learning approaches used in critical 
care were not limited to large database studies. In 
a single-center randomized controlled trial that 
compared a machine learning alert system using 
six vital sign parameters as features with an elec-
tronic health record-based alert system using 
other criteria for predicting sepsis, the machine 
learning alert system outperformed the Systemic 
Inflammatory Response Syndrome criteria, the 
Sequential Organ Failure Assessment Score, and 
the Rapid Sequential Organ Failure Assessment 
Score in detecting sepsis. With this alert system, 
the average length of stay was reduced by 20.6%, 
and in-hospital mortality was reduced by 58% 
(Shimabukuro et al. 2017).

4.4	� Pain Management

Pain management is also an important responsi-
bility of anesthesiologists. Pain is an inevitable 
experience during surgery, but the combination 
of multiple anesthetics often masks the typical 
manifestations of pain, preventing anesthesiolo-
gists from detecting inadequate analgesia in a 
timely manner and causing serious physical and 
psychological trauma to patients. Kharghanian 
et  al. (2016) used a convolutional deep confi-
dence network for recognizing facial expression 
features, by which whether pain presented was 
determined, and results obtained had an accuracy 
of 95%, which can reduce the incidence of pain 
that failed to diagnose. Lim et  al. (2019) con-
structed a deep learning model for intraoperative 
pain assessment and imported the data of heart 
rate and its variability collected intraoperatively 
into three algorithms: deep belief network 
(DBN), multilayer perceptron, and support vec-
tor machine. The accuracy of these three predic-
tion models was evaluated by the AUC area under 
the ROC curve, and the results showed that DBN 

had the highest accuracy, which was 84.1%. This 
model may serve as a basis of a pain assessment 
system for surgical patients in the future to pre-
vent inadequate intraoperative analgesia. 
Rodriguez et al. (2017) developed a CNN + LSTM 
model for guiding the development of postopera-
tive analgesia protocols. The composite model 
first extracted facial features from images using 
the CNN algorithm, and then trained LSTM algo-
rithm with these facial feature data for pain grad-
ing, with an accuracy of 97.2% for estimating 
pain levels. The application of these AI technolo-
gies to accurately identify and assess pain set a 
foundation for realizing the concept of “pain-free 
treatment.”

4.5	� Airway Management

Airway management is an indispensable skill 
mastered by all anesthesiologists. Throughout 
the entire process of anesthesia and surgery, rang-
ing from preoperative airway assessment to post-
operative airway management in the SICU, a 
secure and current airway guarantees the safety 
of patients and surgery. With the assistance of AI 
technologies, airway management became more 
scientific and effective, especially in the case of 
difficult airways. Related techniques include face 
recognition analysis, speech feature analysis, and 
support vector machines. An AI model for diffi-
cult intubation classification using CNN was 
described in the study by Hayasaka et  al. for 
rapid identification and management of difficult 
intubations in emergency situations (Hayasaka 
et  al. 2021). The chief editors of this book and 
their team are also dedicated to clinical research 
related to the application of AI in managing dif-
ficult airway.

4.6	� Clinical Decision Support 
System

Anesthesia records are a major component of 
clinical anesthesia, and patients’ perioperative 
data can provide a reference for subsequent anes-
thesia management and case management. The 
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current anesthesia information management sys-
tems (AIMS) in major hospitals can collect data 
from sources such as monitors, hospital informa-
tion systems, ventilators, and anesthesia worksta-
tions in real time. At the same time, 
anesthesiologists record the patient’s fluid bal-
ance status, surgery, medication, special events, 
and other information in real time according to 
intraoperative anesthesia management. In a word, 
the anesthesia record is a comprehensive data-
base of real-time information during the patient’s 
surgery.

Clinical Decision Support System (CDSS) is a 
hardware system that provides real-time decision 
aid for anesthesiologists. The system mainly col-
lects data from AIMS and categorizes them by 
transforming, filtering, and filling in the missing 
data, etc. into useful and other types of data. The 
decision processor applies algorithms to process 
the data and determines whether to make notifi-
cations or alerts on the AIMS according to the set 
decision rules. Anesthesiologists, thus, make 
decisions on the following treatments according 
to the notifications.

4.7	� Clinical Skill Training 
and Assessment

AI is changing various aspects of clinical skill 
training and assessment in anesthesiology. On 
one hand, technologies such as “real-time collec-
tion and identification of multi-source clinical 
teaching data,” “analysis of teaching indicators 
for artificial intelligence methods and construc-
tion of prediction and warning model,” “teaching 
evaluation algorithm and intelligent teaching 
intervention hint” can track and analyze students’ 
performance and provide advises for improve-
ment automatically. On the other hand, against 
the background of the COVID-19 pandemic, 
activities of all kinds are somehow halted and 
may be suspended at any time. Using AI to score 
student performance on both written and in-
person components of clinical skills assessment 
is promising and efficient. Researchers showed 
their confidence in the positive future of the 
application of AI expert systems in students’ 

training, anesthesia teaching, and hospital 
development.

5	� Challenges to AI Adoption 
in Medicine and the Way 
Forward

5.1	� Limitations and Challenges

5.1.1	� Role of Anesthesiologists
The role of the anesthesiologist has been chal-
lenged. Whether automated machines will gradu-
ally replace anesthesiologists has also become a 
controversial issue. In recent years, various types 
of AI systems have emerged and are challenging 
human capabilities in various aspects. ChatGPT, 
introduced by OpenAI, has attracted a lot of 
attention from different communities with its 
outstanding intelligence and interaction capabili-
ties. It not only participated in scientific research 
but also outperformed senior clinicians in disease 
diagnosis and treatment plan development. For 
example, leading international journals have pub-
lished articles with it as a co-author, and journals 
have established publication rules for ChatGPT 
as more and more scholars draw on it to complete 
their research. In the field of anesthesia, 
Hemmerling (2020) suggested that robotic anes-
thesia should be realized in the future. 
Nevertheless, we believe that the adoption of 
automated machines should be primarily aimed 
at assisting clinicians with selected simple and 
repetitive clinical procedures, reducing work-
load, and allowing physicians to focus on the 
most important tasks. Whether AI will replace 
anesthesiologists in the future will depend on the 
state of the art. In addition, clinicians need to be 
aware that overreliance on machines can lead to 
the degradation of their clinical skills, such as 
their independent judgment of the clinical envi-
ronment and their ability to handle emergencies 
may be diminished, which may pose a threat to 
clinical safety (Loeb and Cannesson 2017).

5.1.2	� Data
The premise of machine learning processing 
data is to ensure the integrity and accuracy of the 
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data, when faced with incomplete or false data, 
performance will be significantly reduced. 
Moreover, AI algorithms are also susceptible to 
data bias. In addition to the basic research biases 
that clinicians have been taught such as sampling 
and blinding, we must also consider implicit and 
explicit biases in the healthcare system that can 
affect the large-scale data that is or will be used 
to train AI. Clinical trial eligibility for specific 
patient populations, implicit bias in treatment 
decisions in real-world care, and other forms of 
bias can greatly affect the types of predictions 
that AI may make and influence clinical deci-
sions (Murthy et al. 2004). Char et al. cited the 
example of withdrawing patients with traumatic 
brain injury from care (Char et al. 2018). AI may 
analyze data from the neuro ICU and interpret 
patterns of death following traumatic brain 
injury as a necessary consequence of the injury, 
rather than as a secondary cause of clinical deci-
sions to withdraw life support. Therefore, it is 
imperative that practicing clinicians collaborate 
or engage in dialogue with data scientists to 
ensure appropriate interpretation of data 
analysis.

5.1.3	� Ethical Implications
The black box problem is one of the disturbing 
concerns for users of AI.  A black box result 
means that an algorithm can give a clinician or 
researcher a prediction, but cannot provide fur-
ther information about why such a prediction 
was made. In the case of explainable AI, efforts 
are underway to improve the transparency of 
algorithms. Explainable AI aims to develop 
models that make it easier to explain its results 
such as by showing which features it may rely 
on to produce its predictions, with the ultimate 
goal of improving the transparency and winning 
human trust and understanding of its predic-
tions. Some techniques in AI are easier to 
explain than others. For example, decision trees 
allow great transparency because each decision 
node can be reviewed and evaluated, whereas 
DL is currently evaluated by induction. That is, 
in a DL model, it may not be possible to clearly 
explain why each node makes certain predic-
tions, but the model can be asked to come up 

with relevant features or examples from its 
training data of skeletal radiographs to explain 
why a particular prediction was made about the 
patient’s bone age. In addition to concerns about 
transparency and trust in the model, AI is excel-
lent at demonstrating correlation or identifying 
patterns, but it is not yet able to determine cau-
sality—at least not to the extent needed for clin-
ical implementation (Hashimoto et al. 2020).

5.2	� Future Prospects

Artificial intelligence algorithms have not out-
performed humans yet; however, AI’s ability to 
quickly and accurately sift through large amounts 
of data and discover correlations and patterns that 
are imperceptible to human cognition will make 
it a valuable tool for clinicians. In pathology, AI 
has been shown to enhance clinicians’ diagnostic 
capabilities, for example, by reducing the error 
rate in identifying cancer-positive lymph nodes. 
This reduction in errors is due to its ability to 
reduce the size of histopathology sections that 
human pathologists must review, allowing more 
attention to be focused on smaller areas 
(Hashimoto et al. 2020). Similarly, AI technology 
that can help monitor anesthesia depth, maintain 
drug infusions, or predict intraoperative hypoten-
sion will allow practicing anesthesiologists to be 
more effective and efficient in providing care.

Anesthesiologists should continue to col-
laborate with data scientists and engineers to 
provide their valuable clinical insights into the 
development of AI to ensure that the technol-
ogy is clinically applicable, i.e., that the data 
used to train the algorithm is valid, representa-
tive of a broad patient population, and that the 
interpretation of that data is clinically meaning-
ful. Therefore, anesthesiologists should work 
with other healthcare providers such as sur-
geons, intensive care doctors, nurses, and 
patients to help develop strategies for the opti-
mal use of AI. Anesthesiology has been a leader 
in implementing and achieving patient safety 
initiatives, and AI can serve as a new tool to 
continue innovation in the delivery of safe 
anesthesia care.

Artificial Intelligence: An Overview
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6	� Conclusion

The core of medicine and anesthesiology is still 
human intervention. Although algorithms may 
1  day surpass humans in integrating complex, 
huge, structured data sets, much of the data that 
clinicians collect from patients comes from posi-
tive patient–physician interactions and patients’ 
trust in the physician. While knowledge and 
training for trusting AI models may be developed 
in the future, it remains to be seen to what extent 
patients are willing to trust algorithms and how 
patients wish to receive the results conveyed by 
the algorithms. Therefore, additional qualitative 
research is required to better understand the ethi-
cal, cultural, and social implications of incorpo-
rating AI into clinical workflows (Hashimoto 
et al. 2020).
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Machine Learning and Other 
Techniques in Artificial 
Intelligence

Ming Xia

The term “artificial intelligence” (AI) was intro-
duced in the 1950s and was proposed at the 
beginning as a simple theory of representing 
human intelligence in machines (Bini 2018). In 
1976, Jerrold S. Maxmen predicted that AI would 
open the “post-doctoral era” in the twenty-first 
century (Maxmen 1976; Naylor 2018). Today, his 
prediction has been validated by the rapid devel-
opment of AI technologies, the exponential 
growth of mega data sets (“big data”), and the 
transition of AI from mere theory to practical 
applications of unprecedented scale (Topol 
2019). From AI clothes fitting, to tailor-made 
health recipes, to voice-controlled smart appli-
ances, to driverless cars, etc., these technologies 
have greatly improved the human experience in 
all aspects of clothing, food, housing, and trans-
portation. The combination of AI and anesthesi-
ology has been a trend that cannot be halted. 
Since AI has been a broad topic embracing vari-
ous techniques that support its development, it is 
necessary to introduce machine learning and its 
algorithms before exploring the existing and 
probable role of AI in administering high-quality 
anesthesia.

1	� Machine Learning, a Key 
Subfield of AI

Artificial intelligence and machine learning (ML) 
have been popular topics that draw the attention 
of people from all walks of life. Nevertheless, the 
majority oversimplified the relationship between 
AI and ML. This section illustrates how ML serv-
ing as the foundation boosts the development of 
AI.

Machine learning (ML), as a subset of AI, lit-
erally means that machines exhibit empirical 
“learning” behaviors similar to human intelli-
gence, but at the same time have the ability to 
learn and improve their own analytical processes 
through computational algorithms. Those algo-
rithms use large sets of data inputs and outputs to 
identify behavioral patterns and effectively 
“learn” them in order to train the machine to 
make autonomous recommendations or deci-
sions. After constant repetition and modification 
of the algorithm, the machine becomes able to 
accept inputs and predict outputs (Bini 2018; 
Naylor 2018). The output is then compared to a 
set of known outcomes to evaluate the accuracy 
of the algorithm, which is then iteratively tuned 
to refine the ability to predict further outcomes 
(Haeberle et al. 2019).

Machine learning is closely related to, and 
often overlaps with, computational statistics, 
which also focuses on making predictions 
through the use of computers. Also, machine 
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learning is closely related to mathematical opti-
mization exercises, which provide the domain of 
methods, theory, and applications for machine 
learning. Some people may confuse machine 
learning with data mining, a subfield that is more 
focused on exploratory data analysis, or unsuper-
vised learning, which is described below.

While there is a wide variety of machine learn-
ing algorithms, data is often more important than 
the selected algorithm. Various defects may be 
found in the data collected, including insuffi-
cient, poor quality, incorrect, missing, and irrele-
vant data, and duplicate data values. A dataset is 
a collection of data values that can be in the form 
of a CSV file or a spreadsheet. Each column is 
called a feature and each row is a data point con-
sisting of a specific set of values for each feature. 
If a dataset holds information about customers, 
then each row is associated with a specific cus-
tomer. In the field of data analytics, machine 
learning is a method for designing complex mod-
els and algorithms that play an important role in 
prediction. Various analytic models help research-
ers, data scientists, engineers, and analysts to 
obtain “reliable, repeatable decisions and results” 
and to discover “hidden insights” by learning 
from historical relationships and trends in data.

1.1	� Types of Machine Learning

As AI techniques continuously upgraded and 
iterated, the classification of machine learning 
techniques has also been innovated. By learning 
problems, machine learning can be classified as 
supervised learning, unsupervised learning, and 
reinforcement learning (Russell and Norvig 
2009). This type of classification is also com-
monly used in the study of medicine-related 
fields. Besides, by hybrid learning problems, it is 
divided into semi-supervised learning, self-
supervised learning, and multi-instance learning 
(Goodfellow et al. 2016); by statistical inference, 
it includes inductive learning, deductive infer-
ence, and transductive learning; by learning tech-
niques, it can be classified as multi-task learning, 
active learning, online learning, transfer learning, 
and ensemble learning. Each of these types of 

learning algorithms has a range of techniques 
that can be applied. We will mainly focus on 
supervised learning, unsupervised learning, and 
reinforcement learning.

1.1.1	� Supervised Learning
Supervised learning is a task-driven process in 
which the algorithm learns from labeled data, and 
after understanding the data, it can determine 
which label should be assigned to the new data by 
associating patterns with the new unlabeled data. 
Supervised learning can be divided into two cat-
egories: classification and regression. 
Classification problems are used to predict the 
category to which the data belongs. Examples of 
classification in everyday life include spam 
detection, customer churn prediction, sentiment 
analysis, and dog breed detection. Examples of 
regression include house price prediction, stock 
price prediction, and height-weight prediction. 
The regression problem predicts values based on 
previously observed data. When supervised 
learning is applied in anesthesiology, it can assist 
to differentiate the patient’s anesthesia status, 
select the best anesthesia, identify potential 
patients for healthcare, etc. with the help of a 
decision tree. Normally, supervised learning 
requires a training dataset and a test dataset. The 
training dataset allows the machine to analyze 
and learn the association between the input val-
ues and the desired output values, while the test 
dataset allows to evaluate the performance of the 
algorithm on new data. In many studies, a large 
data set is subdivided into a training set and a test 
set (typically 70% of the data is used for training 
and 30% for testing) (Hashimoto et al. 2020).

For example, Kendale et al. (2018) underwent 
a supervised learning study on electronic health 
record data aiming to identify patients who pre-
sented with post-induction hypotension (mean 
arterial pressure [MAP] below 55 mmHg). The 
training data set included 70% of the patients and 
a number of variables such as the American 
Society of Anesthesiologists (ASA) physical sta-
tus, age, body mass index (BMI), comorbidities, 
and medications, and also the patient’s blood 
pressure. The different algorithms used by 
Kendale et al. (2018) were then able to analyze 

M. Xia



15

the training dataset to figure out which variables 
predict post-induction hypotension. The test 
dataset was then analyzed to evaluate the accu-
racy of the algorithm predicting post-induction 
hypotension in the remaining 30% of patients. 
Several studies have used external validation 
such as using separate datasets, to assess the gen-
eralizability of the algorithm to other data sources 
(Wanderer and Rathmell 2018).

1.1.2	� Unsupervised Learning
Contrary to supervised learning, unsupervised 
learning does not label the data but rather is an 
algorithm that learns or identifies inherent pat-
terns or structures in the dataset. The learned 
models can be categories, transformations, or 
probabilities. Such models enable clustering, 
dimensionality reduction, visualization, proba-
bility estimation, and association rule learning on 
the data. Therefore, it can be useful for exploring 
new ways to classify patients, drugs, or other 
groups. Bisgin et  al. (2011) used unsupervised 
learning techniques to mine data from Food and 
Drug Administration drug labels to identify 
major themes such as specific adverse events, 
therapeutic applications, and to automatically 
classify drugs in order to develop hypotheses for 
future research. Likewise, unsupervised learning 
can be helpful in determining the type of drug 
that is most appropriate for a patient, e.g., an 
asthma patient who would benefit most from glu-
cocorticoid therapy based on genomic analysis 
(Hakonarson et al. 2005).

1.1.3	� Reinforcement Learning
Reinforcement learning is a machine learning 
problem in which an intelligent system learns 
optimal behavioral strategies in continuous inter-
action with its environment. Examples include 
driverless cars and automatic delivery systems of 
anesthetics. The essence of reinforcement learn-
ing is to learn the optimal sequential decisions. 
At each step, the intelligent system observes a 
state and a reward from the environment and 
takes action. The environment decides the state 
and reward for the next moment based on the 
action taken. The policy to be learned is repre-
sented as the action taken in a given state, and the 

goal is not the maximization of the short-term 
reward, but the maximization of the long-term 
cumulative reward. Indeed, today’s reinforce-
ment learning problem has become more com-
plex. For example, Padmanabhan et  al. (2015) 
used reinforcement learning to develop an anes-
thesia controller that collects feedback data from 
the patient’s bispectral index (BIS) and mean 
arterial pressure (MAP) to control the infusion 
rate of propofol in a simulated patient model. In 
this case, achieving BIS and MAP values within 
a set range gives the algorithm a reward, while 
values outside this range lead to errors, prompt-
ing further optimization of the algorithm.

2	� Techniques and Models 
within Machine Learning

Among the three approaches to machine learning 
described above, there are various techniques and 
models. Although a detailed description of the 
specific methods and algorithms used in machine 
learning is beyond the scope of this review, it is 
useful to have an introductory familiarity with 
the basic concepts of the more general techniques 
used in artificial intelligence research.

2.1	� Fuzzy Logic

The description of fuzzy set theory and fuzzy 
logic first appeared in 1965 (Zadeh 1965). 
Although fuzzy logic itself may not necessarily 
belong to artificial intelligence, it can serve in 
other frameworks to enhance the application of 
other functions based on artificial intelligence. 
Standard logic allows only the concepts of true 
(value 1.0) and false (value 0.0), but fuzzy logic 
allows partial truth, for example, values between 
0.0 and 1.0. It can be compared to probability 
theory, where the probability of a statement being 
true (“A pancreaticoduodenectomy will be sched-
uled tomorrow”) is evaluated against the degree 
to which a statement is true (“The probability of 
scheduling a pancreaticoduodenectomy tomor-
row is 80%”). The purpose of this technique is to 
simulate the human decision-making process for 
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ambiguous or imprecise information (Hashimoto 
et al. 2020).

Fuzzy logic relies on rule-based systems such 
as the “if… then” systems which are commonly 
adopted in control systems because precise math-
ematical functions do not accurately model phe-
nomena. For instance, an anesthesia monitor for 
detecting hypovolemia was developed on the 
foundation of fuzzy logic to approximate the 
appearance of mild, moderate, and severe hypo-
volemia according to normalized values of heart 
rate (HR), blood pressure, and pulse volume 
which were classified as mild, moderate, and 
severe. The monitor employs rules established on 
fuzzy logic, for example, “If (electrocardiogram-
HR is mild) and (blood pressure is mild) and 
(pulse volume is severe), then (hypovolemia is 
moderate)” (Baig et al. 2011).

The development of such rules requires the 
input of human experts to determine an appropri-
ate set of rules that can be followed by machines. 
Early research on fuzzy logic and other adaptive 
control mechanisms laid the groundwork for 
exploring more modern approaches to imprecise 
information or incomplete data. AI methods have 
been introduced in recent research in this field to 
facilitate the evaluation and use of data to trigger 
the rule functions of fuzzy systems. Therefore, 
while research in fuzzy logic systems remains 
ongoing, particularly in control systems for 
applications such as drug delivery, advances in 
AI research have targeted the use of more data-
driven techniques in machine learning to enable 
the goals first explored by researchers in fuzzy 
logic.

2.2	� Classical Machine Learning

The task performance of machine learning relied 
on features or attributes of the data. Similar to 
that in statistical analysis, features could be 
regarded as the independent variables in a logis-
tic regression. In classical machine learning, fea-
tures are chosen by experts to guide the algorithms 
in analyzing complex data.

Decision tree learning is a supervised learning 
algorithm that can be used to perform either clas-

sification (classification trees) or regression tasks 
(regression trees). As is implied by its name, this 
set of techniques uses flowchart-like tree models 
with multiple branch points to identify a target 
value or classification of an input. Each node 
within a tree has a specified value, with the final 
node representing the endpoint and the cumula-
tive probability of reaching this endpoint based 
on the previous decisions. Hu et al. used decision 
trees to predict the total consumption of patient-
controlled analgesia (PCA) consumption by 
characteristics such as patient demographics, 
vital signs, medical history, surgery type, and 
PCA doses consumed, and finally, in turn, using 
such techniques to optimize PCA dosing regi-
mens (Hu et al. 2012).

The k-nearest neighbor algorithms are a set of 
supervised learning algorithms that evaluate 
training data geometrically and then identify 
whether additional input data belongs to a certain 
category in light of the closest training examples 
plotted closest to it (according to Euclidian dis-
tance). Depending on the specific approach used, 
this may be based on a single nearest point 
(1-nearest neighbor) or on the weights of a set of 
points (k-nearest neighbor). Support vector 
machines are another type of supervised learning 
algorithm that plays a useful role in classification 
and regression. They map training data in space 
and optimize the classification of the data by 
hyperplanes into representative groups or clus-
ters. Subsequently, new data are divided accord-
ing to their location in the space relative to the 
hyperplane (Hastie et al. 2016).

2.3	� Neural Networks and Deep 
Learning

Deep learning, known as deep structured learn-
ing, hierarchical learning, or deep machine learn-
ing as well, explores artificial neural networks 
and related machine learning algorithms encom-
passing more than one hidden layer.

Using neural networks to accomplish tasks of 
machine learning has been quite popular in these 
days. The inspiration for neural networks origi-
nates from biological nervous systems that pro-
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cess signals in layers of computational units 
(neurons). Each network is composed of an input 
layer of neurons that consists of features repre-
senting the data. Among all layers of neurons, at 
least one hidden layer performs different mathe-
matical transformations of the input features, and 
an output layer produces the result. There are 
multiple connections between neurons lying 
between each layer. Those neurons are parame-
terized with different weights based on the input–
output maps. Therefore, neural networks are a 
framework within which different machine learn-
ing algorithms can perform to accomplish a spe-
cific task, for example, image recognition and 
data classification.

Modern neural network architectures have 
been extended to allow deep learning, that is, the 
use of many layers of neural networks to learn 
more complex patterns than can be discerned by 
simple one- or two-layer networks. Some of the 
most successful deep learning methods are con-
cerned with artificial neural networks that are 
inspired by the biological models proposed by 
Nobel laureates David H.  Hubel and Torsten 
Wiesel in 1959, who identified two types of cells 
in the primary visual cortex: simple and complex 
cells. Various artificial neural networks can be 
regarded as cascade models of cell types moti-
vated by these biological observations (Weng 
et al. 1992).

Fukushima’s Neocognitron introduced convo-
lutional neural networks that were trained in part 
by unsupervised learning with human-guided 
features on the neural plane. LeCun et al. (1989) 
applied supervised backpropagation to such 
architectures. Weng et  al. (1992) published the 
convolutional neural network Cresceptron for 
identifying 3D objects from images of cluttered 
scenes and for segmenting such objects from 
images (LeCun et al. 1989; Weng et al. 1993).

Igor Aizenberg and colleagues in 2000 pro-
posed the use of the expression “deep learning” 
in the context of artificial neural networks. A 
Google Ngram chart shows that the use of the 
term has become popular since 2000. More atten-
tion was drawn to a 2006 paper by Geoffrey 
Hinton and Ruslan Salakhutdinov, who showed 
how multilayer feedforward neural networks can 

be effectively pre-trained layer by layer, treating 
each layer in turn as an unsupervised restricted 
Boltzmann machine, and then fine-tuned using 
supervised backpropagation. Schmidhuber had 
already implemented a very similar idea for the 
more general case of unsupervised deep recurrent 
neural networks in 1992, and also experimentally 
demonstrated its benefits in terms of accelerating 
supervised learning (Aizenberg et  al. 2000; 
Schmidhuber 2015; Hinton 2007).

The subtypes of deep learning networks one 
might encounter are convolutional neural net-
works as well as recurrent neural networks. 
Convolutional neural networks can process data 
consisting of multiple arrays, and recurrent neu-
ral networks are designed to analyze sequential 
data such as speech. Generally, features in classi-
cal machine learning are handcrafted. Whereas, 
deep learning self-learns features are based on 
the data itself. Specifically, deep learning ana-
lyzes all available features in the training set to 
determine which features can best perform a spe-
cific task for a deep neural network such as iden-
tifying objects from images. Therefore, deep 
learning may be a powerful tool that can be used 
to analyze very large datasets where handcrafted 
features are not sufficient and/or do not yield 
effective results. One of the promises of deep 
learning is to replace handcrafted features with 
efficient algorithms for unsupervised or semi-
supervised feature learning and hierarchical fea-
ture extraction.

Considering their flexibility in analyzing dif-
ferent types of data, neural networks are now 
being applied to other subfields of artificial intel-
ligence, including natural language processing 
and computer vision. Presently, neural networks 
have also been combined with anesthesia, for 
example, depth of anesthesia monitoring and 
control of anesthesia delivery.

2.4	� Bayesian Methods

Baye’s theorem describes the probability of an 
event based on previous knowledge or data about 
factors that may affect that event. In many studies 
in the medical literature, a frequentist approach 
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to statistics is applied, among which hypothesis 
testing is based on the frequency of events occur-
ring in a given sample of data as a representation 
of the study population of interest. However, a 
Bayesian method uses the known previous prob-
ability distributions of events, as well as proba-
bility distributions stood for in a given data set 
(Bidhendi Yarandi et al. 2020).

Many techniques in artificial intelligence are 
based on Bayes’ theorem, due to the fact that the 
theorem allows modeling of uncertainty and iter-
ative updating or learning as new data becomes 
available. Bayesian techniques are currently used 
in many common tasks, such as spam filtering, 
financial modeling, and evaluation of clinical 
tests. Although it is beyond the scope of this 
review to delve into specific Bayesian methods, 
Bayesian methods like Bayesian networks, 
Hidden Markov Models, and Kalman filters are 
being used with increasing frequency in the med-
ical literature (van den Berg et al. 2017; Kukacka 
2010).

3	� Conclusion

Artificial intelligence, machine learning, and 
deep learning, at their root, are all related to 
machine perception, the ability to interpret sen-
sory data. The two main ways we interpret things 
are by naming our senses; for example, we hear a 
sound and say “that is my daughter’s voice”; or 
we see a cloud of photons and say “that is my 
mother’s face.” Even if things remain unknown to 
us, we can still recognize their similarities and 
dissimilarities to the things we perceive. For 
example, when you see two faces, you know they 
are mother and daughter even without knowing 
their names, or you hear two voices and know 
they are from the same city or state by their 
accents. The algorithm trains names of things by 
supervised learning and clustering of things by 
unsupervised learning. The difference between 
supervised and unsupervised learning is whether 
you work with a labeled training set or not. The 
labels you add to the data are the results you are 
concerned about, for example, you try to identify 
people in images or identify spam, which are 

unstructured text. Maybe you are reviewing time 
series data, which is a string of numbers, but what 
you intend to acquire is whether the next instance 
in the time series will be higher or lower.

Thus, deep learning works with other algo-
rithms that can help with classification, cluster-
ing, and prediction. Such ability is trained by 
learning to automatically read the signal or struc-
ture in the data. When deep learning algorithms 
are trained, they make a prediction based on the 
data, measure their prediction errors against the 
training set, and then correct their predictions in 
a way that enhances their prediction accuracy. 
This process is optimization.

After all, with deep learning, it is possible to 
classify, cluster, or predict any data that one has, 
including images, video, sound, text and DNA, 
and time series. In other words, anything that 
humans can perceive and that technology can 
digitize can be processed as described above. In 
this way, the ability of humans to analyze what is 
happening in the world has doubled several 
times. With deep learning, humans essentially 
give society the ability to behave more intelli-
gently, and to explain exactly what is happening 
in the world around them through software, and 
this ability will continue to improve as technol-
ogy evolves.
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Assistance of Artificial Intelligence 
in Ultrasound-Based Procedures

Chenyu Jin

The urgent requirement for the use and develop-
ment of ultrasound (US) techniques has been 
realized for a long time. Compared with com-
puted tomography (CT) and magnetic resonance 
imaging (MRI), US has the advantages of being 
non-invasive, less costly, and having no radiation 
exposure. Therefore, it is commonly used for 
screening and diagnosis (Reddy et  al. 2008). 
Except for the common use in point-of-care test-
ing in emergency medical treatment and pallia-
tive care, it is now combined with laboratory 
tests, serving as the multi-biomarker strategy for 
predicting the clinical outcome.

However, image quality control remains to be 
a critical defect of US image acquisition. For one 
thing, the image acquisition of CT and MRI is 
performed automatically with a specific patient, a 
fixed measurement time, and consistent image 
settings. Whereas, US imaging is acquired 
through manual sweep scanning, indicating that 
the image quality depends on the skill levels of 
the examiners. Moreover, the image quality and 
diagnostic accuracy may be affected by acoustic 
shadows caused by obstructions including bones 
(Feldman et al. 2009).

Artificial intelligence (AI), including machine 
learning and deep learning, has developed rap-
idly in recent years and is increasingly being 

incorporated into medical research and applica-
tions (Asada et al. 2021). Deep learning is a lead-
ing subset of machine learning, defined as the use 
of convolutional neural networks (CNNs) to learn 
non-programmatically from large amounts of 
data (LeCun et  al. 2015). This state-of-the-art 
technique offers the potential to perform tasks 
more rapidly and accurately than humans in spe-
cific areas such as imaging and pattern recogni-
tion (Chen et  al. 2021; Esteva et  al. 2017). In 
particular, medical imaging analysis is compati-
ble with AI, where classification, detection, and 
segmentation are used as the fundamental tasks 
in AI-based imaging analyses. In addition, many 
AI-driven medical devices have been approved 
by the US Food and Drug Administration (FDA) 
for clinical use (Wu et al. 2021).

More than a dozen papers describe the use of 
artificial intelligence techniques to assist in per-
forming ultrasound-based procedures, and neural 
networks are the most common method to achieve 
ultrasound image classification. Smistad et  al. 
used inguinal ultrasound images from 15 patients 
to train convolutional neural networks to identify 
the femoral artery or vein while distinguishing it 
from other similar ultrasound images that may 
appear such as muscle, bone, or even acoustic 
shadow. Further investigation of this network 
revealed that it prioritized the analysis of hori-
zontal edges in ultrasound over vertical edges to 
identify blood vessels with an average accuracy 
of 94.5% ± 2.9% (Smistad et al. 2016).
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Apart from structure-specific detection in 
ultrasound images, researchers have used neural 
networks to assist in identifying vertebral levels 
and other anatomical landmarks for epidural 
placement. Pesteie et  al. (2018) used convolu-
tional neural networks to automatically identify 
the anterior base of the vertebral lamina, while 
Hetherington et  al. (2017) used convolutional 
neural networks to automatically identify the 
sacrum and L1–L5 vertebrae and vertebral spaces 
from ultrasound images in real time with an accu-
racy up to 95%.

1	� US Image Preprocessing

Ultrasound imaging usually exhibits low spatial 
resolution and many artifacts due to ultrasound 
diffraction. These features affect not only the 
examination and diagnosis of ultrasound, but also 
artificial intelligence-based image processing 
and recognition. Therefore, several ultrasound 
image preprocessing methods have been pro-
posed that eliminate the noise that hinders accu-
rate feature extraction prior to ultrasound image 
processing. Two methods for ultrasound image 
quality improvement and acoustic shadow detec-
tion will be presented here.

First, several techniques have been developed 
that can improve ultrasound image quality by 
reducing speckles, clutter, and other artifacts. 
Ultrasonic beam steering using an array of trans-
ducers has been proposed to acquire real-time 
spatial composite imaging of multiple multi-
angle scans of an object. In addition, harmonic 
imaging using endogenously generated low fre-
quencies has been proposed to reduce attenuation 
and improve image contrast. Ultrasound image 
enhancement using conventional image process-
ing methods has been reported. Despeckling is a 
representative research topic for filtering or 
removing point-like artifacts in ultrasound imag-
ing. With this approach, the causes of image 
quality degradation are eliminated at the root 
cause during the ultrasound image generation 
stage or noise features are modeled after careful 
inspection during ultrasound image generation. 

Current approaches to improving ultrasound 
image quality using machine learning or deep 
learning include improving despeckle perfor-
mance, as well as improving overall image qual-
ity. One significant advantage of this data-driven 
approach is that there is no need to create a model 
for each domain. However, improving ultrasound 
image quality requires a large amount of targeted, 
high-quality training data, which can present crit-
ical problems in clinical applications due to the 
general difficulty of preparing such a dataset.

Several techniques have been developed that 
can improve ultrasound image quality by reduc-
ing speckles, clutter, and other artifacts during 
image acquisition. Ultrasonic beam steering 
using an array of transducers has been proposed 
to acquire real-time spatial composite imaging of 
multi-angle scans of an object. In addition, har-
monic imaging using endogenously generated 
low frequencies has been proposed to reduce 
attenuation and improve image contrast. 
Ultrasound image enhancement using conven-
tional image processing methods has been 
reported. Despeckling is a representative research 
topic for filtering or removing point-like artifacts 
in ultrasound imaging. With this approach, dur-
ing the ultrasound image generation stage, the 
causes of image quality degradation are elimi-
nated at the root cause or noise features are mod-
eled after careful inspection. Current approaches 
to improving ultrasound image quality using 
machine learning or deep learning include the 
improvement of despeckle performance and 
overall image quality. One significant advantage 
of this data-driven approach is that there is no 
need to create a model for each domain. However, 
improving ultrasound image quality requires a 
large amount of targeted, high-quality training 
data, which is difficult to prepare, and therefore, 
critical problems in clinical applications may 
sprout.

Acoustic shadow detection is also a well-
known method for ultrasound image preprocess-
ing. Acoustic shadow is one of the most 
representative artifacts, caused by several reflec-
tors blocking the ultrasound beam propagating in 
a straight line from the transducer. Some useful 
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artifacts, such as the comet tail artifact (B-line), 
can provide clues to help diagnose COVID-19 
infection in point-of-care lung ultrasound. 
However, its presentation as black in this region 
is similar to missing information, which hinders 
the presentation of examination results and 
AI-based image recognition of the target organ in 
US imaging. Therefore, acoustic shadow detec-
tion prior to US imaging analysis can help deter-
mine whether the acquired images are suitable as 
input data. Conventional image processing meth-
ods for detecting acoustic shadows include auto-
matic geometric and statistical methods (break 
detection using brightness values along the scan 
line), and random walk-based methods. In these 
methods, parameters and models need to be care-
fully changed to cope with shifts in the domain. 
However, deep learning-based methods can be 
applied to a much wider range of domains. The 
preparation of training datasets remains challeng-
ing due to the high cost and difficulty of pixel-
level annotation of acoustic shadows due to their 
translucent nature and blurred boundaries.

2	� Algorithms for US Imaging 
Analysis

The specialized algorithms for US imaging anal-
ysis to overwhelm the noisy artifacts and the 
instability of the viewpoint and cross-section 
owing to manual operation will be introduced in 
this section.

Classification, detection, and segmentation 
are commonly used as basic algorithms for US 
imaging analysis. Classification evaluates one or 
more labels across the image and is often used as 
a standard scan plane for screening or diagnosis 
in US imaging analysis. ResNet and Visual 
Geometry Group (VGG) are examples of classifi-
cation methods. Detection primarily serves to 
evaluate lesions and anatomical structures. 
YOLO and the single-shot multibox detector 
(SSD) are popular detection algorithms. 
Segmentation is used for further accurate pixel 
measurements of lesions and organ structures, as 
well as exponential calculations of length, area, 

and volume. U-Net and DeepLab are representa-
tive algorithms for segmentation. These standard 
algorithms are often used as baselines to evaluate 
the performance of specialized algorithms for US 
imaging analysis.

There are specialized algorithms for US imag-
ing analysis to address performance degradation 
due to noise artifacts. Cropping-segmentation-
calibration (CSC) and multi-frame + cylinder 
method (MFCY) use time series information to 
reduce noise artifacts and perform accurate seg-
mentation in US videos. Deep attention networks 
have also been proposed to improve segmenta-
tion performance in US imaging, such as 
attention-guided dual path networks and a U-Net-
based network that combines a channel attention 
module and VGG.  A framework based on con-
trast learning and a framework based on genera-
tive adversarial networks (GAN) for progressive 
learning has been reported to improve boundary 
prediction in US imaging.

Critical problems caused by the instability of 
views and cross-sections often become apparent 
when calculating clinical metrics with segmenta-
tion methods. One traditional ultrasound image 
processing method is the reconstruction of three-
dimensional (3D) volumes. Traditional direct 
segmentation methods of 3D volumes, including 
3D U-Net, are useful for accurate volume quanti-
fication; however, labeling them is very expen-
sive and time-consuming. Interactive few-shot 
Stiamese networks use Stiamese networks and 
recurrent neural networks to train 3D segmenta-
tion from a few annotated two-dimensional (2D) 
ultrasound images. Another research topic is the 
extraction of 2D US images involving standard 
scanning planes from 3D ultrasound volume. The 
iterative transformation network aims to guide 
the current plane toward the position of the stan-
dard scanning planes in the 3D ultrasound vol-
ume. In addition, Duque et  al. proposed a 
semi-automatic segmentation algorithm for free-
hand 3D ultrasound volume, which is a continu-
ous 2D cross-section formed by using an 
encoder-decoder architecture with 2D ultrasound 
images and several 2D labels (Gonzalez Duque 
et al. 2020).

Assistance of Artificial Intelligence in Ultrasound-Based Procedures
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3	� Clinical Application of US 
Images Using AI Techniques

3.1	� Vessel Detection in US Images

Vessel segmentation in ultrasound images can be 
applied to aid in deep vein thrombosis detection, 
anesthesia guidance, and catheter placement. The 
goal of vessel detection in this work is to deter-
mine the location and size of the vessels in the 
image. Some segmentation and tracking methods 
require this as an initialization. In reference 
(Smistad and Lindseth 2016), a real-time vascu-
lar detection method was introduced that elimi-
nates the need for manual initialization. This 
method uses a graphics processing unit (GPU) to 
perform ellipse fitting on each pixel of the image. 
However, this method is biased in differentiating 
between vessels and non-vessels when changing 
user settings, such as on ultrasound scanners and 
in people with more subcutaneous fat tissue 
because of the increased number of reverberation 
artifacts. In addition, this method is only used to 
detect a single vessel per image.

Smistad and Lindseth (2016) proposed to use 
a similar ellipse fitting method to find vessel can-
didate regions and pass it to a deep neural net-
work classifier to determine if the region contains 
a vessel (Fig. 1). This detection method provides 
the location and size, and can also be used as a 
vessel segmentation method, assuming the vessel 
is elliptical. The method is also capable of detect-
ing multiple blood vessels simultaneously.

3.1.1	� Vessel Model
Each vessel is modelled as an ellipse with center 
c = [cx, cy] and major and minor radius a and b. 

The point pi and its normal ni of point i on an 
ellipse of N equally distributed points can be cal-
culated with the following equations:
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3.1.2	� Vessel Candidate Search
At first, using convolution with a Gaussian mask 
(σ = 0.5 mm) blur the image and then the image 
gradients G are calculated using a central differ-
ence scheme. For given radii a and b, the vessel 
score S is calculated as the average dot product of 
the outward normal ni and the corresponding 
image gradient at N points on the ellipse. The 
equation is shown below:
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For each pixel, different major radii a from 
3.5 mm to 6 mm, flattening factors f from 0 to 0.5 
(minor radius b = (1- f) a) and N = 32 samples of 
ellipses were used to calculate the vascular score. 
The increment of radius was 0.25  mm and the 
flattening factor was 0.1. The highest-scoring 
ellipse was selected for each pixel. The best score 
and values a and b for each pixel were stored. 
Any candidate vessel with a score lower than 1.5 
was discarded, which was a low threshold so that 
vessels with low contrast would not be discarded, 

Vessel candidate search Vessel classifier

Deep neural network

Result

Fig. 1  The ellipse fitting method proposed by Smistad et al., where vessel candidate regions are found and passed to a 
deep neural network classifier to determine if the region contains a vessel
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but several nonvascular regions would be 
included. Then, candidate vessels are sorted 
according to their scores from highest to lowest. 
These vessels are then processed in order and if 
the center is not within another already accepted 
vessel candidate structure, this vessel candidate 
structure is accepted. Any candidate vessel that 
overlaps with a previously accepted candidate 
vessel is discarded.

3.1.3	� Vessel Classifier
The next step is to run each blood vessel candi-
date image through a deep convolutional neural 
network classifier to identify whether the image 
belongs to a blood vessel or not. Caffe was used 
as the underlying framework for classifier train-
ing and testing, and at the same time, the vessel 
candidate search was implemented by the FAST 
medical image computing framework (Jia et  al. 
2014; Smistad et al. 2015).

The AlexNet network was initially used and 
progressively simplified by removing 
convolution-pooling blocks and reducing the 
number of convolutions, while keeping the accu-
racy of the verification. The network was simpli-
fied mainly to increase the speed at which the test 
could run, which was important to achieve real-
time performance. The final vessel classification 
network consists of two convolutional layers, one 
normalization layer, two max pooling layers, and 
three fully connected layers. In addition, rectified 
linear units (ReLU), which have been shown to 
improve training, were used as nonlinear activa-
tion units for the convolutional and fully con-
nected (FC) layers. Therefore, the network 
consists of a total of 13 layers, including the 
ReLU layer. In addition, the network is trained 
using the softmax loss layer. The size of the data 
layer was fixed to 110 × 110 pixels. During the 
training process, random patches of size 
110 × 110 were cropped from the 128 × 128 vas-
cular candidate images to prevent overfitting. 
This technique improved the accuracy by 1%. 
The average image was computed from the train-
ing data and subtracted from the input image. The 
first convolution layer had 9 convolutions of size 
11 × 11 pixels and the second convolutional layer 
had 32 convolutions of size 15 × 15. The maxi-

mum set was done on a 3  ×  3 patch. Local 
response normalization (LRN) was used after the 
first convolution layer with the same parameters 
as in the research of Krizhevsky et  al. Dropout 
was used on the fully connected layer with a 
probability of 0.5. The network was trained using 
stochastic gradient descent with a batch size of 
128, momentum of 0.9, and weight decay of 
0.0005. The base learning rate was 0.01 with a 
sigmoid learning rate decay.

3.1.4	� Outcomes
The convolutions learned by the neural network 
show that the first convolutional layer learns to 
detect horizontal edges and the second layer 
learns to recognize horizontal edges with differ-
ent patterns. It seems that the trained neural net-
work did not find the vertical edges in the 
ultrasound images important. This seems reason-
able considering that vertical edges tend to be 
weaker or disappear in ultrasound images.

The leave-one-subject-out method of cross-
validation was used, so 14 subjects were used for 
training and 1 subject was reserved for valida-
tion. The average classification accuracy for 
cross-validation was 94.5% with a standard devi-
ation of 2.9. This was calculated using a discrimi-
nation threshold of 0.5 for the softmax output of 
the vessel classifier (Smistad et al. 2016).

3.2	� Automatic Localization 
of the Needle Target 
for Ultrasound-Guided 
Epidural Injections

Epidural anesthesia is a common method used 
in obstetrics and chronic pain management. 
Epidural anesthesia involves placing a local 
anesthetic needle into the epidural space 
between the ligamentum flavum and the dura 
mater, with the patient in a sitting or lying posi-
tion with an arched back to extend the interver-
tebral gap. Studies have shown that the two 
positions are indistinguishable in terms of effi-
cacy, operative time, and patient comfort level. 
Conventional epidural anesthesia is guided by 
palpation and loss-of-resistance technique or is 
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performed under fluoroscopy. The traditional 
loss-of-resistance has a failure rate of 6–20% 
(Kim et al. 2012). Failure is defined as poor or 
no postoperative pain relief, usually due to nee-
dle misplacement. In some cases, the needle tip 
overshoots as it passes through the epidural 
space, piercing the dura, which can lead to 
headaches and other complications. In addition, 
fluoroscopy has significant shortcomings, such 
as exposing the patient to ionizing radiation, 
and therefore the use of fluoroscopy for epidural 
anesthesia is contraindicated during labor and 
delivery.

Fortunately, US technology has recently been 
used to facilitate spinal needle injections and 
lumbar epidural anesthesia, and the clinical feasi-
bility of using US-guided injections has been 
investigated (Conroy et al. 2013). Generally, US 
images are often difficult to interpret due to the 
complexity of anatomical structures compared to 
other imaging techniques, and images are often 
affected by speckle noise, acoustic clutter, rever-
beration artifacts, and shadowing. Although 
beam formation and image filtering algorithms 
are continuously improved in order to promote 
the overall image quality, image interpretation 
remains a key challenge with a steep learning 
curve for novices. Moreover, current US-guided 
injection systems provide limited guidance to 
physicians, such as accurate positioning of the 
needle target prior to needle insertion and guid-
ance of the needle during the procedure. 
Therefore, a system to automatically identify and 
locate needle targets in spinal US images is 
needed. Such a guidance system has potential 
benefits to patients, such as increased analgesic 
use and effectiveness and reduced incidence and 
severity of associated complications. In particu-
lar, the goal of the guidance system is to allow 
any operator, including novice ultrasound users 
to correctly identify the location of injections in 
different patients. Studies have shown that ultra-
sound guidance can reduce the learning time of 
novices, as well as the number of needle inser-
tions required before reaching the target. The 
expected benefit of studies is to reduce complica-
tions and perform successful anesthesia in most 
patients by improving the accuracy of needle 

positioning and operator confidence and success 
rates.

In the study, Pesteie et al. illustrate their goal 
of developing a machine learning technique that 
would help the operator to accurately locate the 
needle target in US images before or during 
needle insertion (Pesteie et al. 2018). They pro-
pose a convolutional network architecture iden-
tifying and localizing the epidural space in 
paramedian US images of the lumbar spine 
(Pesteie et  al. 2018). They introduce a feature 
intensification technique that combines the con-
volutional feature maps obtained from convolu-
tional layers with multiscale local directional 
Hadamard features. Since the multiscale 
Hadamard features are sensitive to the direc-
tionality of US echoes from the vertebral sur-
face in the US image, the enhancement provides 
the deep network with a unique set of directional 
features from the sequence domain in addition 
to the feature maps automatically obtained from 
the spatial domain. In addition, they demon-
strate that the enhanced Hadamard features are 
not automatically learned by deep networks 
with the same number of convolutional layers 
and kernels. Therefore, the enhanced features 
are not redundant. The impact of feature 
enhancement on pixel-level classification per-
formance is shown by evaluating the accuracy 
of the proposed network against a conventional 
CNN architecture with the same number of con-
volutional layers and kernels. Furthermore, they 
display that augmenting Hadamard features 
with convolutional feature maps improves the 
accuracy of target localization compared to the 
localization results of template matching and 
state-of-the-art deep networks for biomedical 
image segmentation.

Bowness et al. demonstrate the clinical utility 
of an assistive AI system in aiding the identifica-
tion of anatomical structures on ultrasound dur-
ing ultrasound-guided regional anesthesia 
(Bowness et al. 2021). The system they assessed 
is ScanNav Anatomy Peripheral Nerve Block 
(Intelligent Ultrasound Ltd), facilitating the iden-
tification of anatomical structures on ultrasound 
for the purpose of ultrasound-guided regional 
anesthesia (UGRA). The evaluation was con-
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ducted from a clinical perspective, with experts 
in the field rating the overall performance of the 
system, and the assessment focused on whether 
the system is helpful in identifying relevant ana-
tomical structures and whether it helps less expe-
rienced physicians to confirm the correct 
ultrasound view. Although it must be validated by 
further studies, the results show promise for the 
accuracy and clinical utility of the system—espe-
cially for non-experts in UGRA, as AI technol-
ogy can aid the learning and practice of clinicians 
who regularly practice clinical anatomy but need 
further anatomical knowledge or skills in ultra-
sonic anatomical interpretation (Bowness et  al. 
2021).
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Artificial Intelligence in Anesthesia 
Control and Monitoring

Bei Pei

Artificial intelligence (AI) is increasingly being 
used in clinical anesthesia, and researchers are 
using algorithms to dig information from 
patients’ perioperative data, process and analyze 
them from multi-dimensions, after which predic-
tive models are built to dynamically predict peri-
operative adverse events.

The depth of anesthesia (DOA) is associated 
with morbidity, mortality, postoperative adverse 
events, and related organ damage. Therefore, 
maintaining the appropriate DOA in the periop-
erative period is of great significance for clinical 
anesthesia. Currently, the monitoring of periop-
erative anesthetic depth uses BIS.  Maintaining 
BIS at 40–60 can avoid intraoperative awareness 
and deep anesthesia, but the monitoring may be 
influenced because there is a time lag and BIS 
may be easily interfered by the electrotome. 
There are researches exploring the monitoring of 
the DOA according to the patient’s original elec-
troencephalography (EEG). Due to the complex 
changes of EEG under different anesthesia states, 
it is difficult to effectively assess the DOA by 
extracting a single feature, while multiple effec-
tive features can be extracted from EEG with the 
help of AI algorithms to accurately assess the 
DOA and improve real-time monitoring. Apart 
from BIS and EEG, other clinical signals have 

also been investigated to help monitor the DOA 
and other perioperative clinical data, which will 
be introduced in this chapter as well.

1	� Application of AI in BIS

Artificial neural networks are commonly used in 
medical research to build prediction models. A 
multilayer feed-forward neural network was used 
to predict steady-state plasma drug concentra-
tion, which showed less prediction error than 
nonlinear mixed effects modeling (Brier et  al. 
1995). In a study of clinicians and artificial neu-
ral networks, researchers found the AI predicted 
a BIS value under 60 after bolus propofol injec-
tion better than clinicians with 10 common clini-
cal parameters (Lin et  al. 2002). Using 
spontaneous neuromuscular recovery and time 
elapsed since reversal, a simple feed-forward 
neural network predicted residual neuromuscular 
block (Laffey et al. 2003). As compared to tradi-
tional and statistical diagnostic models, feed-
forward neural networks predicted postoperative 
nausea and vomiting (Peng et  al. 2007), and 
hypotension (Lin et al. 2011) better. Additionally, 
artificial neural networks have been extensively 
used to interpret complicated data, such as elec-
troencephalograms (EEGs). With a correlation 
coefficient of 0.94, a feed-forward neural net-
work was trained to build a novel index of anes-
thesia depth based on raw EEG signals (Ortolani 
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et al. 2002). Preprocessed EEG was used to dif-
ferentiate three anesthetic states using a recurrent 
neural network were capable of differentiating 
three anesthetic states using preprocessed EEG 
with an accuracy as high as 99.6% (Srinivasan 
et  al. 2005). A feed-forward neural network 
model that combined preprocessed EEG with 
multiple vital signs to build a new DOA index 
was tested for prediction of anesthesia level, and 
the index showed less error and higher prediction 
accuracy than BIS (Sadrawi et al. 2015).

Traditionally, isobole and response surface 
models have been used to explain the pharmaco-
dynamic interaction between propofol and remi-
fentanil (Short et al. 2016; Bouillon et al. 2004). 
An empirical response surface model was 
recently used by Short et al. (2016) to predict the 
BIS value for propofol Ce and remifentanil Ce. 
There was a good correlation between predicted 
and measured BIS with a MDPE of 8 ± 24% and 
a MDAPE of 25 ± 13%. BIS prediction during 
propofol and remifentanil target-controlled infu-
sions was better using artificial neural networks 
than traditional response surface models. Gambús 
et al. (2011) adopted a fuzzy logic-based artificial 
neural network (Adaptive Neuro-Fuzzy Inference 
System, ANFIS) to predict BIS from the combi-
nation of propofol Ce and remifentanil Ce during 
sedation-analgesia for endoscopic procedure. A 
validation group analysis found an MDPE of 
5.83, MDAPE of 15.85, and RMSE of 13.25%, 
which is significantly less than the mistakes in 
the Short et  al. (2016) study. As a result, the 
ANFIS model has been built using calculated Ce, 
which is inherently inaccurate in dynamic phases, 
and has only been tested in steady states. 
Induction and recovery periods of anesthesia may 
be less applicable to the ANFIS model. The use 
of feed-forward neural networks in combination 
with time series data may lead to enhanced pre-
dictive power in the dynamic phase due to the 
effective use of long and short-term memory to 
process time series data.

The empirical model aiming at optimizing 
data description has the disadvantage that it has 
no biological basis, and the parameters are diffi-
cult to interpret. Additionally, complex models 
with a large number of parameters are likely to 

exhibit overfitting, which decreases the predic-
tive power of the empirical model. By using 
advanced computational methods such as deep 
learning, we addressed the weaknesses of empiri-
cal modeling by designing a model system that 
mimics the traditional mechanistic PK–PD 
model. This study contrasts substantially with the 
traditional PK model in terms of long- and short-
term memory, as well as in terms of theoretical 
similarity. According to the traditional PK model, 
the change in drug amount over time in the final 
node of the long short-term memory is perfectly 
linear, as the previous time node affects the next 
time node. The study does not assume pharmaco-
kinetic intermediaries such as plasma concentra-
tions or Ce, which are sources of error in 
traditional PK–PD models, in our long short-term 
memory model. Based on the computation of the 
nonlinear dose–response relationship between 
propofol in the compartments and BIS measured 
in the chambers, a feed-forward neural network 
is the number of nodes in a feed-forward neural 
network with a hidden layer that can approximate 
any nonlinear function, unlike a simple feed-
forward neural network that performs a similar 
task to multiple linear regression analysis layers 
(Hornik 1991). A hidden layer of the feed-
forward neural network was used to estimate the 
effects of covariates and propofol and remifent-
anil combined. PD and PK parts were both fed 
covariates to improve performance, though PD 
was more error-prone than PK.

Its extensibility in various areas is the main 
advantage of Verotta’s deep learning model archi-
tecture. Due to cost or ethical concerns, tradi-
tional PK–PD studies require frequent blood 
sampling and analysis of drug concentrations, 
which are major limitations. Verotta’s study can 
perform more easily PK–PD studies in vulnera-
ble subjects since the deep learning model only 
requires dosing history and measured effect. The 
second benefit of the deep learning model is that 
it can easily test the effects of multiple covariates. 
Because Verotta related covariates directly with 
effects rather than PK–PD parameters, the high-
dimensionality problem associated with tradi-
tional covariate modeling can be eliminated 
(Verotta 2012). In the deep learning model, 
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several covariates that affect propofol PK–PD 
can be quickly incorporated as input nodes 
(Upton et al. 1999; Johnson et al. 2004). These 
include cardiac output and hemorrhage. Another 
long short-term memory input can be used to 
model the combined effects of more than two 
drugs. Lastly, it is an excellent way to extend 
machine learning algorithms and software that 
are rapidly developing. Results of this study can 
also be applied clinically. Target-controlled infu-
sion pumps can provide a BIS prediction curve to 
aid in determining the best dose of two synergis-
tic drugs. By calculating the BIS from the input 
and node weights, deep learning can be applied 
immediately to target-controlled infusion 
devices, contrary to the learning process (Beam 
and Kohane 2016).

2	� EEG with a Deep Learning 
Approach

In surgery, anesthetic drugs primarily affect the 
brain (Brambrink and Kirsch 2019). Physiological 
measures like blood pressure, heart rate, and 
blood oxygen level are usually used to measure 
the DOA during surgery. Patients and surgeries 
differ in these clinical parameters, depending on 
their age, body weight, gender, and medical his-
tory. Since vital signs are primary inputs in con-
sciousness assessment, observing them is quite 
challenging. A BIS is used to reduce the inci-
dence of awareness during total intravenous 
anesthesia by monitoring the effect of anesthetic 
agents by processing the online EEG. Commercial 
EEG monitors are known as BIS.  Since BIS is 
still subject to patent access restrictions, it is not 
publicly available. In the BIS monitor, electrodes 
are molded onto the forehead to capture raw EEG 
signals and generate DOA scores ranging from 0 
to 100 (Nimmo et  al. 2019; Punjasawadwong 
et al. 2014). EEG-based DOA estimation is com-
monly performed using BIS.

EEG is a useful tool for recording brain activ-
ity and has been widely used to analyze and diag-
nose epilepsy, Alzheimer’s disease, attention 
deficit hyperactivity disorder, and other disor-
ders. As one of the common methods for moni-

toring, detecting, and diagnosing epilepsy, EEG 
measures the electrical activity of the brain 
through multiple electrodes placed at different 
locations in the brain, and the recorded signal 
usually contains multiple channels. Based on pre-
vious work, EEG signals are usually acquired by 
placing electrodes on the surface of the scalp or 
by short-term intracranial implantation, called 
scalp EEG and intracranial EEG, respectively. 
Although intracranial EEG recordings provide a 
better signal-to-noise ratio, intracranial elec-
trodes have limited coverage and may miss dis-
charges outside the coverage area, making them 
more demanding for the surgeon. Scalp EEG is a 
noninvasive technique that is more applicable 
and easy to use for daily patient monitoring and 
emergence alert generation.

There has been considerable progress in the 
use of machine learning methods in processing 
complex data, including deep learning (Ravì 
et al. 2016; Hong et al. 2020; Korkalainen et al. 
2019). By creating a hybrid deep learning struc-
ture, this study attempts to mimic the BIS index 
online. EEG raw data is received by the network, 
and the DOA index is calculated without any 
handcrafted features elicited from the EEG.  A 
deep neural network (DNN) outperforms feature-
based classification systems as well as other 
DNN structures using large patient datasets 
(Bengio et al. 2013). A real-time forecast of con-
tinuous BIS scores is relatively new when used in 
the field of anesthesia. In this study, we combine 
deep learning methods in order to estimate the 
BIS index by using a regression model.

As deep learning is widely used and deeply 
promoted in the fields of image classification, 
natural language processing, and time series pre-
diction, more and more deep learning models are 
proposed. In particular, deep learning algorithms 
possess the ability to learn high-level representa-
tions from natural signals (Mei et al. 2018), so it 
has achieved more prominent results in the medi-
cal field and signal processing. In EEG monitor-
ing, deep learning models such as convolutional 
neural network (CNN) and stacked autoencoder 
(SAE) can learn feature representations directly 
from EEG data, thus replacing hand-designed 
feature extraction one way or another (Craley 
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et al. 2021; Yang et al. 2020). The extracted fea-
tures have been proven to be more robust and can 
achieve better performance detection.

BiLSTM networks have design advantages 
over CNNs in extracting temporal features of 
brain activities in different states one way or 
another, such as emotion recognition (Jia et  al. 
2020), motor imagery classification (Jin et  al. 
2018), and sleep staging (Lea et  al. 2016). 
However, because information decays after many 
layers in the deep neural network structure, back 
propagation also leads to gradient disappearance 
problem when the long short-term memory 
(LSTM) network is faced with ultra-long 
sequences, which can weaken the reliability of 
the model. CNNs can extract displacement-
invariant local patterns from input sequences as 
features for classification models, especially for 
learning features of multivariate time series data, 
e.g., for action or activity recognition (Morid 
et al. 2020), capturing hidden patterns of multi-
variate time series of healthcare data (Wang et al. 
2019), and extracting period information for mul-
tivariate time series prediction (Yuan et al. 2017).

The DOA assessment has been proposed for a 
variety of features in a range of domains over the 
past few years. BIS indexes obtained using wave-
let coefficient energy entropy and wavelet 
weighted median frequency, for instance, exhibit 
a high correlation with wavelets (Zoughi and 
Boostani 2010; Afrasiabi et al. 2012). A key fea-
ture of deep anesthesia detection is burst suppres-
sion. The nonlinear energy operator was used to 
detect and segment burst suppression automati-
cally by Sarkela et al. (Särkelä et al. 2002) It is 
common for several studies to use sample entropy 
and permutation entropy features (Shalbaf et al. 
2013, 2017; Liu et al. 2018). An important com-
ponent of the BIS score is the instantaneous fre-
quency (IF) (Lashkari and Boostani 2017). EEG 
can also be used to estimate the IF using a short-
time Fourier transform. Moreover, Kalman filters 
are used to predict the cutoff frequencies of the 
band-pass filter through successive windows, 
resulting in a more accurate estimation of IF 
(Lashkari and Boostani 2017). It is possible to 
make decisions using various types of regressors 
and classifiers, such as artificial neural networks 

(Shalbaf et al. 2013), neuro-fuzzy inference sys-
tems with linguistic hedges (Shalbaf et al. 2017), 
and random forests (Liu et al. 2018). It is, how-
ever, mostly private datasets that are used in anes-
thesia research. DOA labels in datasets are 
assessed by anesthesiologists (Liu et al. 2019) or 
extracted from automatic EEG monitoring sys-
tems (Bengio et al. 2013; Liu et al. 2018).

Based on data collected from 231 subjects 
undergoing total intravenous anesthesia during 
surgery, Lee et al. (Bengio et al. 2013) developed 
a deep learning model. Besides the subject’s 
characteristics, propofol, and remifentanil infu-
sion histories are inputs into the network. By pre-
dicting continuous values, it determines the BIS 
score. Pharmacokinetic-pharmacodynamic 
model does not perform well in comparison to 
their developed method (Liu et  al. 2019). 
Convolutional neural networks like CifarNet, 
AlexNet, and VGGNet are trained on the spectro-
grams of EEGs from 50 subjects. A big dataset 
requires computing intensive conversion of EEG 
signals into 2D images. A classification perfor-
mance of 93.5% is achieved after only three lev-
els of anesthesia, while it is more common to 
consider four anesthetized states before a classifi-
cation is possible (Shalbaf et al. 2013, 2017; Liu 
et al. 2018). In Lee et al.’s study (Lee et al. 2019), 
a decision tree is built to classify BIS ranges 
using four parameters driven by the BIS monitor. 
BIS values are then calculated using multiple 
regression models. A dataset of 5427 subjects is 
being used to train the model. As compared to our 
end-to-end deep learning model, this method is 
less generalized and more susceptible to noise.

Most feature-based methods combine expert 
handcrafted features with classifiers that focus 
more on extracting handcrafted features from 
background patterns, and common features 
include time-domain methods, frequency-domain 
methods, time-frequency-domain methods, and 
nonlinear methods. Classifiers often use tradi-
tional machine learning methods.

However, in many fields, features extracted by 
deep learning methods are more robust than 
handcrafted features. In the literature (Truong 
et  al. 2018), the short-time Fourier transform 
(STFT) was used to extract the time and frequency 
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domain information of EEG signals, and a CNN 
architecture consisting of three blocks (each 
block includes a normalization layer, a convolu-
tional layer, and a maximum pooling layer) was 
used for feature extraction and classification. In 
the literature (Ullah et al. 2018), instead of fea-
ture extraction for EEG signals, a pyramidal one-
dimensional deep convolutional neural network 
was directly used to detect single-channel EEG 
signals, and the experimental results showed that 
CNNs learn better than manual engineering 
techniques.

Manual feature extraction requires a large 
amount of domain knowledge, and selecting only 
some EEG channels will lose some useful infor-
mation. Although EEG signals are usually 
dynamic and nonlinear, the signals can be consid-
ered smooth over sufficiently small time periods. 
Different brain regions may have different effects 
on epilepsy, different brain regions have different 
EEG data characteristics for epilepsy, and there 
may be local dependence between different chan-
nels. The characteristics of EEG signals at one 
point in time have different degrees of correlation 
with data from past time points and data from 
future time points. In contrast, in the field of nat-
ural language processing, self-attentive mecha-
nisms are often used to capture contextual 
relationships. For example, the literature (Li et al. 
2020) proposes a BiLSTM model with a self-
attentive mechanism and multi-channel features, 
which combines multiple feature vectors and the 
implicit output of the BiLSTM model to give dif-
ferent sentiment weights to different words using 
the self-attentive mechanism. It can effectively 
improve the importance of sentiment polar words 
and fully exploit the sentiment information in the 
text. A Chinese-named entity recognition model 
based on multi-scale local contextual features 
and self-attentiveness mechanism is proposed in 
the literature (Guo et al. 2020). The original bidi-
rectional long short-term memory and condi-
tional random field (BiLSTM-CRF) model is 
modified by fusing convolutional neural net-
works (CNNs) with different kernel sizes to 
extract multi-scale local contextual features. The 
self-attentive mechanism breaks the limitation of 
BiLSTM-CRF in capturing process dependen-

cies, and further improves the performance of the 
model.

EEG as a key technology for brain–computer 
interface can be divided into five stages in terms 
of its application method (Ilyas et al. 2015). The 
first stage is the acquisition of EEG signals. The 
second stage is the preprocessing of EEG signals, 
which aims to remove noise interference. The 
original EEG signal contains interfering signals 
of eye, heart, and muscle, and removing the inter-
fering signals can simplify the subsequent analy-
sis and processing of EEG signals. The third 
stage is EEG signal feature extraction. The fea-
tures are extracted from the preprocessed EEG 
signals to distinguish different EEG signals, and 
to reduce the dimensionality of the signals to 
simplify the calculation process. The fourth stage 
is the classification of the extracted features. The 
selection of the appropriate classifier is an impor-
tant factor affecting the classification effect. The 
fifth stage is to use the classification results for 
the control of external devices or to give judg-
ment results. Preprocessing, feature extraction, 
and classification of EEG signals are important 
elements of EEG signal processing and have 
been widely and deeply studied (Motamedi-
Fakhr et al. 2014; Tambe and Khachane 2016).

The raw EEG signal contains eye, ECG, EMG, 
and other noises, and also industrial frequency 
interference is an important source of EEG arti-
facts, which increase the complexity of EEG sig-
nal processing and increase the amount of 
operations during processing, and need to be 
stripped before signal analysis (Rajya Lakshmi 
et al. 2014). The main EEG signal preprocessing 
methods are Common Spatial Patterns (CSP), 
Principal Components Analysis (PCA), Common 
Average Referencing (CAR), adaptive filtering, 
Independent Component Analysis (ICA), Digital 
Filter, etc.

After preprocessing, the original EEG signal 
becomes a relatively pure EEG signal with vari-
ous artifacts and noise removed, but due to the 
large amount of EEG signal data, direct process-
ing is too complicated, and feature extraction is 
needed to reduce the dimensionality of the data 
(Ilyas et  al. 2015). At present, the commonly 
used signal feature extraction methods are Power 
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Spectrum Density (PSD), Principal Component 
Analysis (PCA), Independent Component 
Analysis (ICA), Auto Regressive Analysis (AR), 
Wavelet Transform (WT), Wavelet Packet 
Transform (WPT), Fast Fourier Transform (FFT), 
etc.

After the EEG signal is preprocessed and fea-
ture extracted, the extracted feature vectors are 
classified by classifier to achieve the analysis and 
prediction of EEG signal. Commonly used EEG 
signal classifiers include k-Nearest Neighbor 
(k-NN), Linear Discriminant Analysis (LDA), 
Support Vector Machine (SVM), Naive Bayes 
(NB), Artificial Neural Network (ANN), and 
Deep Learning (DL).

2.1	� Common Spatial Patterns

The common spatial pattern (CSP) in signal pro-
cessing is a mathematical method for separating 
multivariate signals into additive subcomponents 
that have the largest variance difference between 
two windows. CSP filtering is derived from 
Common Spatial Subspace Decomposition 
(CSSD), the basic idea of CSSD algorithm is to 
find a direction in the high-dimensional space 
that maximizes the variance of one class while 
minimizing the variance of the other class when 
classifying two cases. The basic idea is to design 
a spatial filter to process the EEG signal to obtain 
a new time series that maximizes the variance of 
one type of signal while minimizing the variance 
of the other type of signal, thus obtaining the fea-
ture with the largest variance. The advantage of 
this algorithm is that it does not require pre-
selection of specific frequency bands, but the dis-
advantage is that it is noise sensitive and depends 
on multi-channel analysis (Pei and Yang 2018).

2.2	� Principal Component Analysis

PCA is the process of computing the principal 
components and using them to perform a change 
of basis on the data, sometimes using only the 
first few principal components and ignoring the 
rest. It is a statistical method that transforms a set 

of correlated independent variables into linearly 
uncorrelated variables through an orthogonal 
transformation, and the transformed variables are 
called “principal components.” The function of 
principal component analysis is to reduce the 
dimensionality of vectors and the complexity of 
signal feature extraction and classification. In 
EEG signal processing applications, principal 
component analysis decomposes the EEG signal 
into uncorrelated components with maximum 
variance, separates the interfering components 
with large amplitude such as EEG and EMG, and 
then reconstructs the EEG signal to achieve sig-
nal denoising (Liu and Yao 2006).

2.3	� Common Average Reference

CAR is a computationally simple technique, and 
therefore amenable to both on-chip and real-time 
applications.

2.4	� Adaptive Filter

The adaptive filter comprises a linear filter with 
variable parameters and a method to adjust each 
parameter according to an optimization algo-
rithm. In most cases, adaptive filters are digital 
filters due to the complexity of optimization algo-
rithms. It is a filter that automatically adjusts its 
parameters without knowing the statistical char-
acteristics of the input signal and noise in 
advance, and gradually estimates the desired sta-
tistical characteristics during operation to adjust 
its own parameters to achieve the best filtering 
effect. A complete adaptive filter consists of four 
main parts: the input signal, the reference signal, 
the filter, and the parameter adjustment.

2.5	� Independent Component 
Analysis

An independent component analysis (ICA) 
involves separating multivariate signals into 
additive subcomponents as part of signal pro-
cessing. It is a blind source analysis method 
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that separates artifacts from the EEG signal as 
independent components based on data charac-
teristics. According to the theory of ICA algo-
rithm, oculomotor artifacts, ECG artifacts, 
EMG artifacts, and IDF interferences are gen-
erated by independent sources with statistical 
independence, which can be separated by the 
ICA algorithm to extract useful EEG signals. 
ICA algorithm provides an effective method for 
separating and removing oculomotor artifacts 
from EEG signals, and Matthew B.  Pontifex 
et  al. explored a fully automated ICA compo-
nent separation method for eye-movement arti-
facts that avoids mis-segregation of signal 
components resembling the distribution of eye-
movement artifacts in scalp EEG and reduces 
the potential for human error in identifying arti-
facts (Pontifex et al. 2017a). In the same year in 
the same journal, Matthew B.  Pontifex et  al. 
also explored the possibility that the variability 
associated with the uncertainty of the ICA algo-
rithm may affect the reconstruction of the EEG 
signal after the removal of the oculomotor arti-
fact component. Matthew B. Pontifex et al. per-
formed ICA analysis of EEG signal data from 
32 university students using three different ICA 
algorithms repeated 30 times. The results 
showed that the ICA algorithm may introduce 
other artifacts in the reconstruction of EEG sig-
nals after removing artifact components, and 
careful selection of the ICA algorithm and 
parameters may reduce this effect (Pontifex 
et al. 2017b).

2.6	� Power Spectrum Density

Power spectral density defines how the power of 
a time series signal is distributed with frequency 
and is a probability statistic that is a measure of 
the mean square value of a random variable. The 
results showed that there were statistically sig-
nificant differences between the “between” and 
“before” and “after” periods. The results show 
that there are statistical differences between the 
“interphase” and “before” and “after” periods, 
and that the fractal dimensions are also signifi-
cantly different, and that these differences help to 

understand the changes in the sleep fusiform 
waves (De Dea et al. 2018).

2.7	� Auto Regressive Analysis

AR analysis is a time-domain analysis method 
for feature extraction by fitting EEG signal data 
with a mathematical model. AR models can be 
formulated as linear prediction problems, where 
for time series data, the predicted value at the 
current point can be approximated by a linear 
weighted sum of the sampled values of the n clos-
est previous points. AR models commonly used 
in EEG signal analysis can be further classified 
into adaptive and non-adaptive models (Li et al. 
2009).

2.8	� Wavelet Transform 
and Wavelet Packet Transform

Wavelet transform is a time-frequency transform 
method, which inherits and develops the idea of 
localization of short-time Fourier transform, and 
can provide a “time-frequency” window that 
changes with frequency. The wavelet transform 
highlights the signal characteristics and refines 
the signal at multiple scales through the tele-
scopic translation operation to achieve higher 
time resolution at high frequencies and higher 
frequency resolution at low frequencies, which 
automatically adapts to the requirements of sig-
nal time-frequency analysis. The wavelet trans-
form decomposes only the low-frequency part of 
the signal, but not the high-frequency part, so the 
frequency resolution decreases as the signal fre-
quency increases. The discrete wavelet trans-
form (DWT) of EEG signals from migraine 
patients was performed, and 23 feature quanti-
ties were extracted from each channel signal, 
and all of them were used for pattern recognition 
after secondary screening (Subasi et  al. 2019). 
The quality factor Q of the discrete wavelet 
transform wavelet basis function is fixed, while 
the quality factor Q of the Tunable Q-factor 
Wavelet Transform (TQWT) is adjustable to 
adjust the wavelet oscillation characteristics to 
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match the characteristic waveform oscillation 
characteristics. TQWT generally decomposes 
EEG signals into different sub-bands based on 
the quality factor Q, redundancy R, and the num-
ber of decomposition layers J.  Because of the 
random non-smooth characteristics of EEG sig-
nals, the quality factor Q takes a larger value, for 
example, Q takes 14 (Al Ghayab et  al. 2019). 
Wavelet packet transform has a higher resolution 
than wavelet transform for high-frequency sig-
nals and is a more refined analysis method, 
which is used for feature extraction in studies 
based on EEG signals such as lie detection, 
facial expression recognition, driving intention 
recognition, etc., to obtain better classification 
results (Dodia et  al. 2019; Edla et  al. 2018; Li 
et al. 2018).

2.9	� Fast Fourier Transform

Fast Fourier Transform is a fast algorithm of dis-
crete Fourier Transform, and in EEG signal fea-
ture extraction, FFT transforms EEG signal from 
the time domain to frequency domain and does 
spectral analysis or calculates power spectral 
density. FFT is also used for fatigue driving EEG 
signal analysis and driver EEG signal analysis in 
unmanned driving system driving behavior simu-
lation experiments (Dkhil et al. 2018; Yang and 
Ma 2018).

EEG signal feature extraction is an impor-
tant step in EEG signal classification and rec-
ognition, EEG signal is the superposition of 
potentials formed by various electrophysiolog-
ical activities of the brain on the surface of the 
scalp, which has random and non-smooth char-
acteristics, how to extract useful features from 
the complex EEG signal is the key to EEG sig-
nal analysis. The band-pass filtering of the 
EEG signal according to its frequency distribu-
tion is not sufficient to reflect its characteris-
tics, and the high-dimensional feature vector 
will bring a very complex operation to the sub-
sequent classification algorithm, so it is neces-
sary to do the dimensionality reduction process, 
generally using PCA or ICA dimensionality 
reduction.

2.10	� Linear Discriminant Analysis

LDA is a linear learning method proposed by 
Fisher in 1936. The main idea of LDA is: for a 
given set of training samples, find the appropriate 
projection direction to project the samples onto a 
straight line, so that the projection points of the 
same class are concentrated as much as possible 
and the projection points of different classes are 
as far away as possible (Zhou 2016). LDA is not 
too computationally intensive, easy to use, and is 
a good classification method.

2.11	� Support Vector Machine

The basic principle of SVM is to find the optimal 
decision surface in space so that different classes 
of data can be distributed on both sides of the 
decision surface to achieve classification (Li 
2018). Siuly et al. performed the optimum alloca-
tion based principal component analysis method 
(OA_PCA) for feature extraction and tested four 
popular classifiers: least square support vector 
machine (LS-SVM), naive bayes classifier (NB), 
k-nearest neighbor algorithm (KNN), and linear 
discriminant analysis (LDA). The results showed 
that the classification accuracy of LS-SVM was 
up to 100%, which was 7.10% more accurate 
than the existing classification algorithms for epi-
lepsy EEG data (Siuly and Li 2015).

2.12	� Naive Bayes

The Naive Bayesian classifier is a simple and 
practical classifier based on Bayes’ theorem, 
and in some fields its efficiency is comparable to 
that of some other classifiers (Tahernezhad-
Javazm et  al. 2018; Machado and Balbinot 
2014; Mehmood et al. 2017). The main idea of 
the Naive Bayesian is that for a given item to be 
classified, solve for the probability of occur-
rence of each category under the conditions of 
this item’s occurrence, and whichever category 
is the largest, the item to be classified belongs to 
that category. The Naive Bayesian algorithm 
assumes that the samples are independent of 
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each other and uncorrelated (Obeidat and 
Mansour 2018). The Naive Bayesian classifier 
has outstanding features of speed, efficiency, 
and simple algorithm structure when used to 
process high-dimensional data (Katkar and 
Kulkarni 2013). Based on the Naive Bayesian 
algorithm researchers have proposed various 
improved algorithms, such as tree augmented 
Naive Bayesian algorithm and network aug-
mented plain Bayesian algorithm, which all aim 
to improve the algorithm performance and 
increase the classification accuracy 
(Tahernezhad-Javazm et al. 2018).

2.13	� Artificial Neural Network

ANN is a hot research topic in the field of AI 
since the 1980s, which abstracts the neuronal net-
work of human brain from the perspective of 
information processing and builds corresponding 
models to form different networks with different 
connection methods. It is a branch of machine 
learning methods.

ANN is widely used in the field of medical 
diagnosis, especially in the detection and analysis 
of biomedical signals, and can be used to solve 
problems that are difficult or impossible to solve 
by conventional methods in biomedical signal pro-
cessing, and has been widely used in EEG, ECG, 
oncology, and psychiatry (Dande and Samant 
2018; Ventouras et  al. 2005). Payal Dande et  al. 
present a trained and learned ANN for the diagno-
sis of tuberculosis with a sensitivity and specificity 
of 100% and 72% (Dande and Samant 2018), 
respectively. Enzo Grossi et  al. used an ANN-
based MS-ROM/I-FAST system to extract fea-
tures of interest from EEG for the differential 
diagnosis of autism in children with good results, 
requiring only a few minutes of EEG data and 
without any data preprocessing (Grossi et  al. 
2017).
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Artificial Intelligence in Airway 
Management

Ming Xia

Airway management is anesthetists’ main task 
during a surgical procedure, which crosses 
through the whole perioperative period—from 
the preoperative airway assessment to the postop-
erative management in SICU. This chapter intro-
duces the ways in which AI techniques are 
applied in different steps of the airway manage-
ment process, namely the assessment, induction, 
maintenance, and management after the surgery, 
especially when encountering difficult airways 
during these steps. Related techniques include 
face recognition analysis, speech features analy-
sis, and support vector machine. These methods 
integrating AI techniques are featured with higher 
sensitivity and specificity, which defines their 
prospective future development in the airway 
field.

1	� AI in Prediction of Difficult 
Airway

Prediction of a difficult airway is an essential part 
of preoperative assessment since difficult airway 
management has always been one of the main 
causes of adverse events related to anesthesia, 
especially oral anesthesia, and has the potential 

to cause life-threatening complications. Thus, the 
prediction of difficult airways before surgery has 
been a topic of concern for anesthesiologists.

An analysis of claims related to airway man-
agement in the UK (Cook and Macdougall-Davis 
2012) and the USA (Metzner et al. 2011) shows 
that respiratory events, such as difficult intuba-
tion and inadequate ventilation, are the leading 
causes of poor clinical outcomes (severe harm, 
brain damage, and death). When the patient is not 
able to breathe with a face mask or be intubated 
with an endotracheal tube, the worst-case sce-
nario in airway management arises. A similar 
situation is estimated to occur between 0.01 and 
3  in 10,000 people (Heard et  al. 2009). The 
inability to either ventilate or intubate is the most 
common cause of death attributed to anesthesia 
in modern times (Hove et al. 2007). The advance-
ment of laryngoscopy and monitoring of the 
placement of endotracheal tubes has allowed ease 
of intubations (Aziz et al. 2011; Teoh et al. 2010; 
Serocki et  al. 2010), but difficult intubations 
remain a concern (Cook and Macdougall-Davis 
2012).

Preoperative detection and prediction of a dif-
ficult airway are essential to patient safety. It is 
recommended that specific equipment and per-
sonnel be called in if there is a reasonable possi-
bility of difficulty during intubation. Bedside 
tests are commonly used by anesthesiologists to 
predict the difficulty of tracheal intubations, but 
they have a low correlation with actual results. 
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Besides using existing bedside tests, experienced 
anesthesiologists should make more comprehen-
sive clinical judgments based on morphologic 
parameters. However, even with fine-tuned pre-
operative airway assessments, some difficult air-
way patients are still not identified.

Based on the traditional methods, there are 
prediction techniques with the application of AI 
being developed, mainly techniques integrating 
facial analysis techniques and speech features 
analysis techniques. These methods mainly 
acquire parameters that are also acquired in tradi-
tional methods, and analyze them with a devel-
oped model or algorithm. In this way, the analysis 
could be in an automated and a faster manner, 
and at the same time, the specificity and efficacy 
of the prediction are raised.

In the following sections, AI techniques used 
in difficult airway prediction will be introduced 
in a more detailed way.

1.1	� Facial Analysis Techniques 
in Difficult Airway Prediction

In areas such as marketing and emotion analysis 
(Ahn and Picard 2014; Ringeval et al. 2014), face 
recognition systems to improve vehicle safety 
(Dong et al. 2009; Gao et al. 2014) as well as in 
medicine (Baynam et al. 2011; Claes et al. 2012; 
Zhao et al. 2013; Zhu and Ramanan 2012), com-
puter vision methods are being used extensively. 
A fast and robust face recognizer can now be 
built using facial landmark detection and tracking 
(Cevikalp et  al. 2013; Xiong and De La Torre 
2013). Those can detect and interpret specific 
features of the face, based on landmark positions, 
making them suitable for facial morphology 
analysis.

An automated method for predicting the diffi-
cult airway has been developed by Gabriel Louis 
Cuendet et  al. (2016a). An algorithmic model 
was built using artificial intelligence (AI) to pre-
dict difficult airways using face data from a 
patient database and facial feature points fitted 
according to an algorithm. It had the same level 
of accuracy as manual assessment of difficult air-
ways based on ROC validation. With a simple 

facial scan alone, this study provides an idea for 
the development of a more convenient and intel-
ligent prediction model for difficult airways. This 
study’s small sample size requires further investi-
gation and validation of the face scanning predic-
tion method for difficult airways.

A deep learning model was designed by 
Hayasaka et al. (2021) for predicting intubation 
difficulty. Study participants excluded those 
undergoing surgery with altered facial appear-
ance, surgery with altered neck range of motion, 
or intubation performed by a physician with less 
than 3 years of anesthesia experience at Yamagata 
University Hospital. The patients were photo-
graphed 16 times after surgery. A deep learning 
classification model was developed by linking 
the patient’s facial image with the difficulty of 
intubation, and all images were categorized as 
“easy” or “difficult” by an anesthesiologist. 
Intuiting a real patient and developing an AI 
model led to the development of receiver operat-
ing characteristic curves (ROC curves) with sen-
sitivity, specificity, and area under the curve 
(AUC) being calculated; median AUC was used. 
The AI model’s classification of intubation diffi-
culties was visualized using class activation heat 
maps. Supine-side, mouth-base-closed images 
were used to generate the most accurate AI model 
for classifying intubation difficulties. As a result, 
80.5% accuracy, 81.8% sensitivity, 83.3% speci-
ficity, 0.864 AUC, and 95% confidence interval 
[0.731–0.969], indicating a significant concentra-
tion of class activation thermograms around the 
neck, regardless of the background. AI identifies 
intubation difficulties by recognizing facial con-
tours. This study is the first to use deep learning 
(CNN) for the classification of intubation diffi-
culties. The AI model developed in this study 
may be useful for inexperienced medical person-
nel performing tracheal intubation under general 
anesthesia or in emergency situations.

Based on the two studies mentioned above, it 
is not difficult to come to the conclusion that the 
prediction of difficult airway with AI are actually 
based on traditional prediction methods.

The Mallampati score assesses the airway 
according to the visibility of oropharyngeal 
structures observed on a sitting patient with the 
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mouth wide open and the tongue out. The author 
suggests that the larger the base of the tongue, the 
more it overshadows the larynx, resulting in a 
poor laryngoscopic view and a potentially diffi-
cult laryngoscopy. Endotracheal intubation diffi-
culty can therefore be assessed by the volume of 
the tongue, which is a difficult parameter to mea-
sure. The tongue’s volume cannot be determined 
in relation to the capacity of the oropharyngeal 
cavity, so it makes sense that the base of the 
tongue is disproportionately large when it can 
mask the visibility of the facial pillars and uvula. 
Depending on the score, the oropharyngeal struc-
ture is either fully visible or not visible. 
Mallampati and modified Mallampati tests 
reported varying sensitivity and specificity. Based 
on the report of Cattano et al. (2004), sensitivity 
and specificity were reported at 35% and 91%, 
respectively. Lundstrøm et al. (2011) included 55 
studies and 177,088 patients, and reported a sen-
sitivity of 0–100% and a specificity of 44–100%. 
Based on ROC analysis, the diagnostic test was 
classified as good when the area under the curve 
(AUC) was 0.753. There was a report by Lee 
et al. (2006) that the AUC of the Mallampati test 
and the modified Mallampati test was 0.58 and 
0.83, respectively. As the Mallampati test does 
not have significant discriminatory power when 
used alone, its clinical value is limited.

By moving the lower jaw forward (in a move-
ment of prognathism), Khan et al. (2003) evalu-
ated the patient’s ability to cover his upper lip 
with his lower incisors. In grades I and II, laryn-
goscopy is predicted to be easy, and in grades III, 
it is predicted to be difficult. There was an initial 
sensitivity of 76.5% and a specificity of 88.7% 
reported by the authors. Recently, those results 
were confirmed by 78.95% and 91.96% of par-
ticipants in a study (Khan et al. 2009).

A study performed by Eberhart et al. (2005) 
compared Mallampati score with upper lip bite 
test as a preoperative bedside screening test for 
difficult laryngoscopy and concluded that both 
tests provided poor preoperative predictions of 
difficult laryngoscopy. Airway management 
problems cannot be predicted by any of those 
simple tests. Predicting difficult endotracheal 
intubations is generally difficult due to their low 

sensitivity and predictive positive values. A mul-
tivariate analysis score has thus been proposed in 
several studies.

The thyromental distance (TMD) is also called 
the Patil-Aldreti test, it measures the distance 
from the upper edge of the thyroid cartilage to the 
chin when the patient’s head is fully extended. 
When TMD is short, it means that the anterior 
lying larynx is at a more acute angle. It also 
equates a less space for the tongue to be com-
pressed when using the laryngoscope. A thyro-
mental distance greater than 7  cm is usually 
associated with easy intubation whereas a thyro-
mental distance smaller than 6 cm may predict a 
difficult intubation. This predictor itself is not a 
good predictor for difficult intubation because of 
its low sensitivity and specificity (48% and 70%) 
(Baker et al. 2009), which obliges its combina-
tion with other methods. The ratio of height to 
thyromental distance (RHTMD) improves the 
accuracy of predicting difficult laryngoscopy 
compared to TMD alone (sensitivity and specific-
ity of 77% and 54%, respectively) (Krobbuaban 
et al. 2005).

The Wilson risk sum score (Wilson et  al. 
1988) takes five of the aforementioned factors 
into account and scores them between 0 and 2: 
the weight, the vertical head and neck movement, 
the jaw movement (prognathism), the receding 
mandible and buck teeth. In difficult laryngos-
copy assessments, the true positive rate and false 
positive rate are influenced by changing the 
threshold values. In the original study, the authors 
proposed a threshold of 4, meaning a score 
greater than or equal to 4 indicates difficulty in 
intubation.

Prediction Methods applying AI are based on 
the listed parameters, with the general process 
being acquisition of facial features (or feature 
extraction) and output of the results using the 
acquired data. The whole process could be sum-
marized as automatic face recognition. One of 
the most important stages in automatic face rec-
ognition is feature extraction. In the case of 
Espinoza-Cuadros et al., they posed the objective 
to have a specific compact and structured repre-
sentation of craniofacial characteristics able to 
describe both inter- and intraclass variability for 
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OSA and non-OSA individuals. Three main types 
of facial features are included in automatic face 
recognition: holistic features, local features, and 
features derived by statistical models. They took 
the work from Lee et al. (2009a, b) as a reference, 
so local features are used. However, their major 
differences compared to the research in Lee et al. 
(2009a, b) are the use of supervised automatic 
image processing and the definition of more 
robust craniofacial measurements adapted to our 
less controlled photography capture process.

Identification of a set of relevant landmarks on 
images of subjects is the first critical step for 
extracting local facial features. Manual annota-
tion of all images can be tedious and is prone to 
errors due to subjectivity even if done by skilled 
personnel. For this, there is a widely used auto-
matic landmarking method first proposed by 
Cootes et  al. in 2001 based on the Active 
Appearance Model (AAM) (Cootes et al. 2001; 
Teijeiro-Mosquera et  al. 2010). The AAM is 
based on a priori knowledge of landmark loca-
tions, combined with a statistical model repre-
senting the shape and texture variation of the face 
(object), and uses a gradient-corrected fitting 
algorithm. They used a grid of 52 landmarks 
taken from general face recognition systems and 
a set of 24 landmarks including specific markers 
in the neck region in the AAM of frontal and pro-
file photographs.

1.2	� Speech Features Analysis 
in Difficult Airway Prediction

In addition to describing the compliance, shape, 
and dimensions of the upper airway, human 
speech also contains many characteristics of 
those structures. A narrow palate, a large tongue, 
a receding chin, and a limited opening of the 
mouth are all anatomical landmarks associated 
with difficult intubation, and these structural 
alterations may also affect pronunciation, making 
speech an excellent candidate for assessing diffi-
cult airways. Recent years have seen rapid 
advancements in speech technology. Since it is 
nonintrusive and provides objective data rapidly, 
it is becoming increasingly popular in various 

fields of medicine, including obstructive sleep 
apnea (OSA), depression, Parkinson’s, and 
COVID-19. Yet, there is a scarcity of studies 
examining whether speech can lead to an accu-
rate prediction of an airway obstruction. Earlier 
studies reported that speech may serve as an 
important diagnostic tool for difficult airways by 
de Carvalho et al. (2019a, b). Although the above 
studies did not use AI technology, speech record-
ings, and speech features were not 
comprehensive.

The author hypothesizes that the raw speech 
features and speaker recognition features 
extracted from syllables and sentences, combined 
with AI techniques, could be used to predict dif-
ficult airway. AI techniques mentioned in the pre-
vious sentence include machine learning, support 
vector machine, etc., with the general process 
being training, testing, and validating the data 
set, and the data set contains speech features in 
this case.

A speaker recognition system represents the 
acoustic information in an utterance by a 
sequence of feature vectors corresponding to the 
short-term spectral envelope of the sounds 
embedded within the utterance. The Mel-
Frequency Cepstrum Coefficients (MFCC) are 
used in this study since most auto-speaker recog-
nition systems use their first-order derivative 
(Kinnunen and Li 2010; Bimbot et al. 2004).

Further, since utterances exhibit different 
lengths of MFCC feature vectors, they are gener-
ally transformed into fixed-length vectors x that 
represent all the relevant acoustic information in 
the utterance (total variability is the vector space 
used to represent all the variability in that utter-
ance). As a result, we will also be able to use a 
fixed-length acoustic vector x as input to the esti-
mator function f, simplifying estimation.

This transformation is commonly conducted 
using i-vectors. A weighted sum of Gaussian 
component densities, Gaussian Mixture Models 
(GMM), were developed to model the probability 
density function of sequences of feature vectors. 
An adaptation of a universal background model 
(GMM-UBM) trained on a large speaker popula-
tion can be used to generate a GMM representing 
an utterance from a particular speaker (Reynolds 
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et al. 2000). A supervector is simply the stacked 
pile of all means of the adapted GMM that has 
been generated from a GMM-UBM using the 
utterances of a given speaker. Speech utterances 
will then be represented by high-dimensional 
vectors x of sizes 10–120 k, as the proportion of 
Gaussian components in a GMM for speaker rec-
ognition is typically 512–2048, and MFCC 
acoustic vector dimensions range from 20 to 60.

In addition to the advantage of projecting 
GMM supervectors into a low-dimensional sub-
space, i-vectors allow the user to capture more 
speaker-specific variability than supervectors do.

Both supervectors and i-vectors have success-
fully been used to recognize speakers (Dehak 
et al. 2011a), recognize languages (Dehak et al. 
2011b), estimate speaker age (Bahari et al. 2014), 
estimate speaker height (Poorjam et  al. 2014), 
and recognize accents (Bahari et al. 2013). Since 
speech contains significant sources of interfering 
intraspeaker variability (speaker weight, height, 
etc.), we believe the success of i-vectors in chal-
lenging tasks is a reasonable guarantee for their 
use in estimating the Apnea-Hypopnea Index. 
Due to the same microphone and four sentences 
read by all speakers, both channel and phonetic 
variations are minimized, so i-vectors can cap-
ture characteristics of sounds more affected by 
OSA, since the microphone was used for all 
recordings. In addition to discussing this topic in 
Espinoza-Cuadros et  al. (2016), there is also a 
comparison of the use of i-vectors and supervec-
tors when predicting the AHI.

2	� AI and Intraoperative Airway 
Maintenance

2.1	� Intraoperative Monitoring

Anesthesia monitoring and prediction AI is 
increasingly used in clinical anesthesia, and 
researchers have used algorithms to mine infor-
mation from patient perioperative data, process 
and analyze multidimensional data, and develop 
predictive models to dynamically predict the 
occurrence of perioperative adverse events in 
order to improve patient perioperative safety.

Perioperative hypotension is associated with 
major cardiovascular adverse events as well as 
acute kidney injury (Hallqvist et  al. 2018), and 
early prediction and early intervention of hypo-
tension is a hot topic in current clinical research. 
Hatib et al. (2018) developed an AI algorithm for 
predicting hypotension based on arterial wave-
forms, and after validation, it was testified that 
using a large dataset of high-fidelity arterial 
waveforms, a machine learning model can be 
trained to predict arterial hypotension events in a 
surgical patient’s physiologic dataset up to 15 
minutes in advance.

The algorithm is also known as an early warn-
ing system. In view of the passive and lagging 
nature of this system for predicting hypotension, 
Wijnberge et al. (2020) proposed a new predic-
tion model to assist physicians in proactively pre-
dicting the occurrence and cause of hypotension, 
which combines an early warning system with 
circulatory therapy guidelines, allowing anesthe-
siologists to quickly obtain potential causes of 
hypotension based on the parameters suggested 
by the computer system and corresponding to the 
flow chart. By intervening 15 min in advance of 
the etiology, the incidence of perioperative hypo-
tension is effectively reduced and circulatory 
fluctuations during anesthesia are reduced.

The depth of anesthesia is associated with 
morbidity and mortality, postoperative adverse 
events and related organ damage, and maintain-
ing the appropriate depth of anesthesia during the 
perioperative period is of great significance for 
clinical anesthesia. The current monitoring of 
perioperative depth of anesthesia is mainly based 
on the BIS, and maintaining the BIS at 40–60 can 
avoid intraoperative knowledge and deep anes-
thesia, but the BIS has a lag and is easily dis-
turbed by the electric knife, which makes the 
monitoring effect vulnerable. The current 
research focuses on exploring methods to moni-
tor the depth of perioperative anesthesia based on 
the patient’s original EEG. Due to the complexity 
of EEG changes in different anesthesia states, it 
is difficult to effectively assess the depth of anes-
thesia by extracting a single feature. Extracted 
four effective parameters (entropy, EEG edge fre-
quency, β-ratio, and relative synchronization of 
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fast and slow waves) from EEG with the help of 
an artificial neural network, and used these four 
parameters as the input layer of the neural net-
work and BIS as the output layer of the neural 
network to analyze the functional state of the 
brain, which can effectively distinguish the 
awake state from the anesthesia state of the 
patient; Gu et al. (2019) used wavelet transform 
method to analyze EEG and extract features. To 
further improve the accuracy of monitoring, 
Saadeh et  al. (2019) used a machine learning 
classification processor to analyze the EEG and 
classified patients into four states: deep sedation, 
moderate sedation, light sedation, and awake, 
with an accuracy of 92.2% and a maximum lag 
time of 1 s. This method ensures that patients are 
appropriately anesthetized intraoperatively. This 
ensured the appropriate depth of anesthesia for 
the patient during surgery.

Researchers have also used AI to make other 
predictions, such as using neural networks to pre-
dict the recovery of muscle relaxation (Santanen 
et al. 2003); identifying patients with difficult tra-
cheal intubation based on facial images (Cuendet 
et  al. 2016b); and identifying patients with 
transfusion-related acute lung injury preopera-
tively (Murphree et  al. 2015). intraoperative 
safety.

2.2	� Drug Administration

2.2.1	� Closed-Loop Target Controlled 
Injection

Total intravenous anesthesia (TIVA) has become 
readily accepted due to rapid-acting and stable 
anesthetics like propofol and remifentanil, which 
allow for rapid recovery. The use of target con-
trolled infusion (TCI) has further improved 
TIVA, making it more compatible with the phar-
macokinetics and pharmacodynamics of these 
drugs. TCI’s pharmacokinetic model may not 
work in all patients because of individual differ-
ences. Propofol has been infusion controlled 
since the 1980s for this reason. Recently, many 
new closed-loop systems have been developed as 
a result of the development of computer technol-
ogy and EEG monitoring technology. Infusions 

controlled by closed loops can avoid the limita-
tions of TCI by compensating for individual dif-
ferences, which allows anesthetics to be used 
rationally. Anesthesiologists may also be able to 
reduce their workload with closed-loop con-
trolled infusions.

Electrocortical activity is altered by anesthet-
ics in a dose-dependent manner. Several compar-
ative studies have involved the infusion of 
propofol, and the bispectral index (BIS) has been 
widely used to monitor anesthesia depth and to 
regulate anesthetic administration during general 
anesthesia.

In clinical work, anesthesiologists need to 
adjust the dosage of drugs in real time according 
to the condition of patient and surgery, such as 
the stability of the patient’s vital signs stable. In 
order to keep patients in a suitable state of seda-
tion, analgesia, and neuromuscular relaxation are 
administered. Considering the characteristics of 
anesthesiologists’ work that the infusion of vari-
ous drugs should be closely regulated, research-
ers have developed an automated infusion system, 
which can automatically maintain the suitable 
state of anesthesia of patients. The system is 
called closed-loop target-controlled infusion sys-
tem, referred to as a closed-loop system. The sys-
tem consists of four components: (1) anesthesia 
effect parameters, which measure the degree of 
drug efficacy, such as BIS; (2) parameter set 
points, where the anesthesiologist pre-sets the 
control range of effect parameters; (3) a control-
ler, where the computer processes the parameters 
through an algorithm and issues command to the 
actuator; and (4) an actuator, which is the drug 
infusion pump. The anesthesiologist can press 
the “pause” or “stop” button at any time during 
the working time of the system to stop it and con-
trol the anesthesia manually, so as to prevent 
unexpected events caused by loopholes and 
ensure patient safety.

The first attempt to use a closed-loop system 
happened in 1950 when Mayo et al. (1950) used 
EEG analysis to automate the management of 
thiopental sodium sedation. BIS automated con-
trol of propofol infusion, maintaining a BIS of 
40–60 to ensure appropriate depth of sedation for 
the patient (Liu et  al. 2012). As single-loop 
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closed-loop systems become mature, more intel-
ligent multi-loop closed-loop systems are devel-
oped to support the administration of anesthesia. 
For example, Liu et al. (2011) used BIS to control 
the infusion of remifentanil and propofol, and 
developed a dual-loop closed-loop system in 
which the target BIS value was set at 40–60, and 
only the infusion rate of remifentanil was adjusted 
when the BIS difference (actual BIS value and 
target BIS value) was 2–3 (if the infusion rate of 
remifentanil was changed for three consecutive 
times, the infusion rate of propofol was changed 
simultaneously); when the BIS difference was 
>4, the infusion rate of propofol and remifentanil 
would be changed, and the automated control of 
sedation and analgesia was successfully com-
pleted. To meet more anesthetic needs, 
Hemmerling et al. (2013a) developed the world’s 
first fully automated closed-loop anesthesia infu-
sion system, McSleepy, which uses BIS, 
Analgoscore, and four cascade stimuli as seda-
tion, analgesia, and muscle relaxation parame-
ters, respectively. The system has successfully 
automated the management of induction and 
maintenance of anesthesia in non-cardiac surgery 
by controlling the infusion of propofol, remifent-
anil, and rocuronium, respectively. Later, it was 
testified that the closed-loop system can be used 
not only for non-cardiac surgery, but also for car-
diac surgery, pediatric anesthesia, and telemedi-
cine with continuous optimization of the system 
(Biswas et  al. 2013; Hemmerling et  al. 2013b), 
expanding the application scenarios of the closed-
loop system in the field of anesthesia. Studies 
have shown that compared with manual control, 
closed-loop systems have faster postoperative 
awakening, shorter extubation time, smoother 
anesthesia, and also reduced the occurrence of 
postoperative cognitive dysfunction in elderly 
patients (Besch et al. 2018).

In recent years, the value of closed-loop sys-
tems has not just been limited to anesthesia seda-
tion, analgesia, and muscle relaxation, researchers 
have also developed closed-loop systems for 
perioperative fluid infusion and vasoactive drug 
administration. A closed-loop fluid infusion sys-
tem is a closed-loop system that simulates the 
principles of goal-directed fluid infusion and 

automates the management of perioperative fluid 
infusion based on variables such as urine volume, 
blood pressure, heart rate, volume per beat, vari-
ability per beat, and pulse pressure variability 
(Rinehart et al. 2012). Variability, and automated 
control of remifentanil, propofol, crystalloid, and 
colloid infusions, promoting the diversification 
of closed-loop systems. The closed-loop system 
can also automatically control the infusion of 
vasoconstrictor (Joosten et al. 2019) or vasodila-
tor (Mackenzie et al. 1993) according to the feed-
back of blood pressure and heart rate to maintain 
the target blood pressure. Yet due to the high 
development cost, imperfect safety assessment 
and the difficulty of clinical supervision, there 
are relatively few closed-loop systems developed 
on vasoactive drugs, and it is believed that in the 
future, with the development of engineering tech-
nology, closed-loop systems can combine more 
clinical indicators, truly simulate anesthesiolo-
gists and automate the perioperative anesthesia 
process.

2.2.2	� Real-Time Control of Drug 
Administration

In recent times, many control engineers have 
been working toward developing a closed-loop 
control strategy for drug administration and 
scheduling to improve work efficiency, even in 
the presence of perturbations or uncertainties. 
Such techniques included PID, I-PD controllers, 
FLCs, PIDs with two degrees of freedom, fuzzy 
back-stepping controls with adaptive learning, 
adaptive control, closed-loop optimal controls, 
interval type-2 FLCs, MPCs, reinforcement 
learning controls, sliding mode controls (SMCs), 
super-twisting SMCs, and internal model con-
trols (Bojkov et  al. 1993; Algoul et  al. 2011; 
El-Garawany et al. 2017; Khadraoui et al. 2016; 
Nasiri and Kalat 2018; Padmanabhan et  al. 
2017a,b; Sharifi and Moradi 2019; Ramkumar 
and Naidu 2007; Mahmoodian et  al. 2015; 
Florian Jr et  al. 2008; Sharifi et  al. 2017; Dey 
et al. 2018; Kovács et al. 2014). In order to apply 
them on patients, clinical trials are the primary 
requirement for testing a new drug. It is impor-
tant to note that protocols for determining the 
optimal dose of medication depend on a number 
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of factors, including sex, weight, age, and body 
surface area. Pharmacokinetic changes arising 
from different patients are not taken into account 
by these factors (Karnik 2017). As part of chemo-
therapy treatment, a significant issue concerns 
the drug dose and time of administration. It is 
possible to lose efficacy (under-dosing) or cause 
toxicity (over-dosing) if the administered chemo-
therapeutic drug is nonconforming (Mage et al. 
2017). To provide effective and reliable treatment 
for patients, a narrow and clear range of drugs 
must be administered. In 2017, Rokhforoz et al. 
developed a robust approach for the simultaneous 
control of cells such as immune cells, tumors, 
and normal cells by using an extended Kalman 
filter observer (Rokhforoz et  al. 2017). During 
treatment sessions, the enhanced drug toxicity 
level is not taken into account when assessing the 
controller’s stability. An in-depth analysis of cur-
rently available computational models for drug 
transport in tumors and other drug delivery meth-
ods, including nanoparticle-based and 
convection-enhanced methods, was published by 
Zhan et  al. in 2018 (Zhan et  al. 2018). The 
Lyapunov theory and Barbalat lemma are used to 
analyze the stability of closed-loop drug delivery 
(Khalili and Vatankhah 2019). In a study pub-
lished in the Journal of Applied Mathematics, 
Panjwani et al. investigated the optimal schedul-
ing of chemotherapy drugs using a PID control 
scheme with two degrees of freedom (Shindi 
et  al. 2020). FLC can use expert knowledge to 
develop automated drug delivery systems. 
However, clinical trials are not included in any of 
these simulation studies and models. Clinical tri-
als are needed to confirm the effectiveness of 
chemotherapeutic agents, taking into account 
hindering factors, interfering factors, individual 
pharmacokinetics, and pharmacodynamics 
(Pandey et  al. 2018; Panjani et  al. 2019; Karar 
and El-Brawany 2011; Yu et al. 2018).

Personalized devices have been revolutionized 
with MEMS technology, which is mentioned as a 
potential treatment for cancer. MEMS devices 
composed of polydimethylsiloxane were pre-
sented by Song et  al. containing doxorubicin, 
which significantly inhibited pancreatic cancer 
cell growth (Song et al. 2013). Using intuitionis-

tic fuzzy sets and optimization techniques, Karar 
et  al. developed invasive weed optimization, a 
closed-loop FLC approach to control intravenous 
drug administration. Controlling the drug con-
centration using this method is optimal and adap-
tive. Researchers will use progressive patient 
models with drug side effects such as autoim-
mune reactions and cellular damage in the future. 
The ultimate goal of this work is to conduct real-
time preclinical studies in animals using the 
developed controller.

It was proposed by Mage et  al. in 2017 that 
chemotherapeutic agents could be administered 
in a real-time closed-loop system. In live rats and 
rabbits, they used an aptamer-based biosensor to 
demonstrate stable and prolonged closed-loop 
control of doxorubicin (Mage et al. 2017). Human 
clinical trials with chemotherapeutic agents can 
be conducted with real-time controlled drug 
delivery. This study, however, used a simple PID 
controller, which measured in vivo concentration 
output and compared it to a reference set point 
for calculating the rate of drug infusion. Control 
algorithms can be improved to achieve faster 
control of drug administration, according to the 
research. It may be better to use advanced control 
approaches such as model predictive control to 
restrict chemotherapeutic agents in real time, 
since they account for nonlinearities and self-
adaptation based on patient-to-patient pharmaco-
kinetic changes without requiring manual 
adjustments. A closed-loop control system for 
the treatment of cancer could also be provided by 
AI-based techniques.

3	� Clinical Decision Support 
System

With the increasing popularity of AIMS, research-
ers have used machine learning to comprehen-
sively analyze the comprehensive database of 
patient anesthesia and develop a hardware system 
that provides real-time decision aids for anesthe-
siologists to reduce physician errors, which is 
called Clinical Decision Support System (CDSS). 
The system mainly collects data from AIMS, 
categorizes the data into usable data by transfor-
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mation, filtering, and missing fill, and the 
decision.

Anesthesia records are a major component of 
clinical anesthesia, and patient perioperative data 
can provide a reference for subsequent anesthesia 
management and case management. The current 
AIMS in major hospitals can collect data from 
sources such as monitors, hospital information 
systems, ventilators, and anesthesia workstations 
in real time, and anesthesiologists record the 
patient’s fluid balance status, surgery, medication 
records, and special events in real time based on 
intraoperative anesthesia management, making 
the anesthesia record a comprehensive database 
of real-time information about the patient during 
surgery.

The decision processor applies algorithms to 
the data and determines whether to notify or alert 
(e.g., pop-up messages or flashing buttons) on the 
AIMS according to the decision rules that have 
been set. In the early days, CDSS was mainly 
used for routine workflow reminders, such as 
prompting physicians to give intraoperative anti-
biotics, beta-blockers, optimize ventilator param-
eters, avoid wasting anesthetic drugs, and check 
anesthesia bills (Freundlich and Ehrenfeld 2017). 
Ehrenfeld et al. developed a CDSS for intraoper-
ative glucose monitoring, which uses an autore-
gressive algorithm to automatically identify 
potential diabetic patients using mathematical 
modeling based on patient demographics, disease 
history, type of anesthesia, surgical characteris-
tics, insulin levels, and glucose levels (Ehrenfeld 
et al. 2017). The CDSS can also be used to iden-
tify the target population based on patient infor-
mation from AIMS, such as brain injury traumatic 
pediatric patients undergoing neurosurgery, and 
remind anesthesiologists of the key points of 
anesthesia to focus on intraoperative process 
according to the set algorithm rules, reducing the 
incidence of intraoperative adverse events 
(Kiatchai et  al. 2017). However, the reminder 
interface of the early CDSS is monotonous and 
sometimes difficult to attract anesthesiologists’ 
attention. The new CDSS integrates the patient’s 
circulatory indexes, respiratory parameters, fluid 
balance, laboratory test results, and alarm 
reminders in a single reminder interface with dif-

ferent colored organ dynamic diagrams, which 
comprehensively and vividly reflects the patients’ 
intraoperative situation and improves the anes-
thesiologists’ perioperative management effi-
ciency (Kheterpal et al. 2018).

Most of the current CDSS are reactive support 
systems, and researchers developing new sys-
tems can collect data from monitors directly 
while processing large amounts of data streams 
with the help of 5G networks to develop CDSS 
with real-time prediction, but such predictive 
CDSS are still in the research stage.

As part of AI-enabled CDSS, intelligent com-
ponents are included, representing a paradigm 
shift compared with traditional CDSS (Sim et al. 
2001; Haynes and Wilczynski 2010; Grout et al. 
2018; Jia et al. 2020; Daniel et al. 2019; Salem 
et al. 2015). Using sophisticated algorithms, they 
transform raw medical data, documents, and 
expert practice into a set of tools that assist clini-
cians. In this way, users can find suitable solu-
tions to their medical problems and make clinical 
decisions using machine learning, knowledge 
graphs, natural language processing, and com-
puter vision (Aljaaf et  al. 2015). In addition to 
improving clinician performance, quality of 
health care, and patient safety, AI-enabled CDSS 
can also save costs for healthcare payers (Richard 
et al. 2020).

The use of AI-enabled CDSS in diagnostics is 
significant, especially in the diagnosis of rare dis-
eases, the detection and prediction of sepsis, frac-
ture detection, and the treatment of cancers 
(Faviez et  al. 2020; Wulff et  al. 2019; 
Langerhuizen et  al. 2019; Yassin et  al. 2018; 
Ferrante di Ruffano et  al. 2018). The use of 
AI-assisted CDSS has also been documented for 
the management of health care and medication 
therapy (Roumeliotis et al. 2019; Rawson et al. 
2017; Oluoch et al. 2012; Carter et al. 2019).

A CDSS enabled by AI will be able to learn 
from actual use and experience (training) and 
improve its performance (adaptation) (Tang 
2019). AI can handle large amounts of text clas-
sification, information retrieval, and information 
extraction from hospital electronic health records 
by using techniques such as knowledge graphs 
and natural language processing. The use of AI 
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can facilitate clinicians’ ability to make more 
comprehensive and personalized decisions based 
on structured data through techniques such as 
machine learning. Another benefit is that the 
functionality and utility of CDSS combined with 
AI techniques outperform those of traditional 
systems, and through intelligent behavior pat-
terns and the ability to learn new clinical knowl-
edge, the system improves and supports the 
decision-making process (Aljaaf et al. 2015).
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Artificial Intelligence in Prediction 
for Intraoperative Hypotension 
and Hypoxemia

Shuang Cao

There are attentive studies focusing on the direc-
tion of AI applications for adverse event moni-
toring. Generally, hazardous events can be 
broadly divided into two categories, those that 
can be quantified and those that cannot. For the 
quantifiable ones, such as hypotension and 
hypoxemia that we will explore in this chapter, 
they are expected to be predictable and interpre-
table; for the hard-to-quantify ones such as 
ataxic respiration and pain control that will be 
covered in other parts of this book, we want 
them to be quantifiable. To achieve the goal that 
we set for our management of hazardous events, 
we turned our direction toward AI technologies 
by combing the literature that may provide 
insights.

1	� From Quantifiable to 
Predictable and Explainable 
Adverse Events

Take hypoxemia as an example, pulse oximetry 
can continuously detect SpO2. Whereas, the indi-
cator can only reflect real-time oxygen deficiency 
and cannot predict and prevent possible future 
oxygen deficiency. Previously, researchers have 
used machine learning to predict adverse events 

such as sepsis with adequate accuracy, but the 
problem is that the predictions are difficult to 
interpret. In other words, we are not sure why the 
adverse event occurred. The previous solution 
was to avoid complex but more accurate models 
and retreat to simpler interpretable models but at 
the cost of a decrease in accuracy. This reveals 
that accuracy and interpretation of the prediction 
are not available at the same time.

In 2018, Lundberg et  al. built on recent 
advances in prediction interpretation methods for 
model uncertainty by developing a method that 
provides a theoretically sound explanation for 
model predictions that balances prediction accu-
racy and interpretability (Lundberg et al. 2018). 
This approach relies on the change when clini-
cians observe a feature (e.g., a patient’s BMI) 
versus when clinicians do not observe that fea-
ture (e.g., not knowing the patient’s BMI). The 
change in the model output prediction when a 
feature is observed indicates its importance to the 
prediction. This importance represents more of a 
correlation than a causality. However, by under-
standing these characteristics that are strongly 
correlated with risk prediction, clinicians can 
make preliminary interpretations in the context 
of clinical experience.

In achieving the prediction of hypoxemia, 
physicians can then adjust the parameter of 
inhaled oxygen content of the ventilator in 
advance to maintain blood oxygen concentration. 
Radhakrishnan et  al. developed a system to 
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predict the FiO2 required to maintain oxygen sat-
uration, and the predicted output of this system 
was compared with the physician’s decision and 
found the error to be less than 5% (Radhakrishnan 
et  al. 2019). The same is true for hypotension, 
where a sphygmomanometer can measure blood 
pressure but cannot predict it. Kang et al. devel-
oped a machine learning model to predict 
anesthesia-induced hypotension that occurs dur-
ing tracheal intubation to incision and found that 
the most important features affecting the accu-
racy of machine learning predictions were the 
patient’s lowest SBP, lowest MAP, and mean 
SBP before tracheal intubation (Kang et  al. 
2020). In 2020, Cherifa et  al. predicted acute 
hypotensive episodes 10  min in advance using 
the super learner algorithm (Cherifa et al. 2020).

2	� Artificial Intelligence in 
Prediction for Intraoperative 
Hypotension

Intraoperative hypotension, defined as a mean 
arterial pressure (MAP) below 65  mmHg, is 
associated with an increased incidence of postop-
erative myocardial infarction and acute kidney 
injury, both of which are predictors of poor long-
term patient prognosis. In the intensive care unit 
setting, hypotension is associated with an 
increased incidence of acute kidney injury. The 
risk of serious complications increases with the 
duration of hypotension, but it can begin to 
develop in as little as a few minutes. It is caused 
by anesthetics, pre-operative use of medication, 
existing comorbidities, pre-induction hypoten-
sion, or the surgery itself. Early warning of 
impending hypotension, even if the warning is 
given only 10–15 min in advance, can facilitate 
diagnostic and therapeutic measures to reduce 
the clinical impact.

Intraoperative arterial hypotension occurs fre-
quently and is associated with postoperative mor-
bidity and mortality. Hypotension in the early 
stage of anesthesia, known as post-induction 
hypotension (PIH), is associated with multiple 
causative mechanisms, such as the patient’s age, 
pre-induction systolic blood pressure (SBP), and 

emergency surgery. Apart from these factors, 
comorbidities, medications used preoperatively, 
and anesthetic techniques, including the type and 
dose of anesthetic agent, can contribute to PIH. In 
light of these complex causes, predicting hypo-
tension during induction of anesthesia has been 
challenging. Recognition of hypotensive events 
in a timely manner may be accomplished by 
machine learning algorithms, bringing early 
treatment and avoidance of adverse outcomes.

Kang et al. studied the feasibility of develop-
ing a machine learning model to predict PIH. If 
PIH could be accurately anticipated, anesthesiol-
ogists would be capable of proactively determine 
appropriate management strategies, so to avoid 
negative outcomes associated with hypotension. 
Over the years, modern anesthesia data have 
expanded to include high-resolution time-
synchronized physiological and pharmacological 
data from multiple anesthesia devices. As a result, 
a wealth of anesthesia-related data to the tradi-
tional electronic health records; however, analyz-
ing these data in real time to predict the occurrence 
of PIH in a busy operating room setting can be 
distracting to anesthesiologists. With this in 
mind, machine learning can be used as an alter-
native approach to assist anesthesiologists in 
using this data to predict PIH. Various machine 
learning models have been introduced to predict 
postoperative in-hospital mortality, hypotension, 
and PIH, whose predictive performance is equal 
to or outweighs traditional modeling (Kang et al. 
2020).

Kang et  al. developed Naïve Bayes, logistic 
regression, random forest, and artificial neural 
network (ANN) models for predicting late 
PIH. Naïve Bayes is a probabilistic classifier that 
applies the Bayesian theorem, which assumes 
independence between attributes. Logistic 
regression is a probabilistic model that uses the 
relationship between the dependent and indepen-
dent variables as a specific function of the pre-
dictive model. Random forest randomly samples 
the training data to create a large number of deci-
sion trees and then collects the results of the 
decision trees to arrive at the final result by 
majority voting. The decision tree predicts the 
value of the target variable based on several 
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input variables. Random forest has a high accu-
racy because it brings large amounts of these 
decision trees, learns them collectively, and 
comes up with a majority result. Convenient and 
rapid, it can deal with large data sets and many 
input variables. ANN simulates the information 
processing system of the human brain, involving 
complex neuronal connections and sophisticated 
computations. When various information is 
input, the ANN originates a new value through a 
predetermined functional process. Any estimated 
function can be approximated by a reasonably 
complex neural network with high prediction 
accuracy, which is the advantage of this algo-
rithm. The authors performed iterative k-fold 
cross-validation to guarantee unbiased perfor-
mance. Such a validation method is a statistical 
skill that measures the performance of the model 
on new data after dividing the data into k folds. 
A fold is tested as new data for the model built 
from the remaining k-1 folds, and the process is 
repeated while all folds are tested once. K-fold 
validation has random sample selection when 
forming a fold. When the samples are homoge-
neous, randomness will not lead to biased per-
formance on a particular fold segmentation. 
Whereas, the performance of the algorithm may 
change when the samples are heterogeneous, 
according to which samples are split into which 
folds. The repeated k-fold validation comple-
ments this weakness by repeating the step of 
splitting the samples into folds. Biomedical data, 
especially our biosensor data, varies from patient 
to patient; thus the authors repeated the fourfold 
cross-validation 1000 times to produce stable 
performance.

Their evaluation result showed that machine 
learning can predict late PIH with a variable 
range; the random forest model achieved the best 
performance (AUC = 0.84) among the four meth-
ods tested. Selected features obtained through a 
feature selection method (20 and 23 features) 
performed better than using all 89 features. The 
three most important features affecting the pre-
diction accuracy of machine learning (e.g., ran-
dom forest) were the patient’s lowest SBP, the 
lowest MBP, and the mean SBP before tracheal 
intubation. Among the patient features, the 

patient’s age was an important factor in predict-
ing advanced PIH (Kang et al. 2020).

In a narrative review, Van der Ven et  al. 
described the Hypotension Prediction Index 
(HPI), one of the first machine learning (ML)-
derived prediction algorithms for use in the oper-
ating room setting (Van der Ven et al. 2021). The 
HPI is a unitless number that ranges from 1 to 
100, and as the number increases, the risk of an 
event occurring in the future increases. The 
potential value of the HPI in clinical use is to pro-
vide anesthesiologists with real-time information 
that allows them to proactively address impend-
ing hypotensive events. The overview discusses 
the development and validation process, advan-
tages, limitations, and potential clinical utility of 
HPI. The HPI is a supervised ML algorithm that 
is trained to classify outputs to predict a desired 
or undesired event.

HPI performance was assessed in two retro-
spective trials and two clinical randomized con-
trolled trials. One of these retrospective analyses 
validated HPI performance in 255 patients under-
going major surgery, with predictions close to the 
actual onset of hypotension within the first 5, 10, 
or 15 min before hypotension occurs, with AUCs 
of 0.93, 0.90, and 0.88, respectively (Davies et al. 
2020). In another small retrospective study of 23 
patients undergoing vascular or cardiac surgery, 
HPI performance was worse, with an AUC of 
0.77 when predicting hypotension 5–7 min before 
its onset (Ranucci et al. 2019).

Moreover, a prospective study, an RCT of 
patients scheduled for hip arthroplasty, compared 
25 patients receiving goal-directed hemodynamic 
therapy such as the administration of colloid and/
or vascular compressors, with 24 patients treated 
with routine care. Time to hypotension was sig-
nificantly reduced in the intervention group (0% 
vs 6% of total anesthesia time, P  <  0.001). 
According to the treatment protocol, for 77.8% 
of all HPI alarms the appropriate intervention 
was performed. In light of the protocol, it is most 
likely that the intervention group was adminis-
tered with less crystalloid fluid and more colloid 
fluid. It should be noted that the authors described 
that a lower HPI threshold of 80 was used to 
achieve early intervention (Schneck et al. 2020).
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In addition, Wijnberge et al. performed a simi-
lar pilot RCT in which 68 patients were assigned 
to an HPI-guided treatment protocol or to stan-
dard care. The HPI-guided treatment group, 
which was consulted with HPI values >85, 
included treatment recommendations based on 
hemodynamic variables indicating problems in 
preload, afterload, or contractility. Through 
observation and comparison, it was found that 
time spent in hypotension (2.8% vs 10.3% of 
total procedure time, P < 0.001) was less, but no 
differences were observed in administered fluids 
or vasopressors. Fluid boluses were used more 
frequently in the intervention group than in the 
control group (16% vs 6%, P < 0.001). In con-
trast, phenylephrine (24% vs 19%, P ¼ 0.04) and 
ephedrine (14% vs 6%, P  <  0.001) were used 
more frequently in the control group. These dif-
ferences in treatment choice suggest a shift 
toward more frequent but fewer interventions and 
toward more frequent infusions in the interven-
tion group, but no overall effect on total infusions 
and vasopressors (Wijnberge et al. 2020).

Apart from HPI, using arterial pressure wave-
form as the basis to predict hypotension with a 
machine learning algorithm is considered to be 
convincing. Hatib et  al. proposed a model that 
relates a large set of features calculated from the 
arterial pressure waveform to the prediction of an 
impending hypotensive event (Hatib et al. 2018). 
This model employs machine learning to map the 
arterial pressure waveform features that serve to 
predict the hypotension. At the same time, it 
adopts logistic regression as the classification 
method for prediction. After training, the algo-
rithm output can predict whether the patient has a 
tendency to develop hypotension. When the algo-
rithm output is low, the likelihood of a hypoten-
sive event is also low, and the time interval until 
the event occurs tends to be longer. Conversely, 
when the algorithm output is high, the likelihood 
of a hypotensive event is higher and the time 
interval until the event occurs tends to be shorter.

Using the vast electronic bandwidth, Lee and 
colleagues demonstrate an example of deep 
learning applied to perioperative practice (Lee 
et al. 2021). Their study showed that a deep learn-
ing model can predict hypotension in real time 

5  min, 10  min, and 15  min before hypotensive 
events based on biosignals obtained using routine 
invasive and noninvasive patient monitoring. The 
model performed well across different patients 
and procedure types. Also, similar to other 
machine learning models, the model performs 
better when using a combined signal rather than a 
single signal. Deep learning algorithms are 
increasingly being used to analyze biosignal 
waveforms to predict various types of medical 
conditions. In the model of LEE et al., the predic-
tion of medical conditions is based on detecting 
changes and signs of biosignals caused by dis-
eases, physiological conditions, or compensatory 
mechanisms. Unsupervised learning can benefit 
from detecting clinically undetectable and subtle 
changes that cannot be recognized by human 
vision. The model features unsupervised feature 
extraction from multiple heterogeneous biosig-
nals (Lee et al. 2021).

Over the same period, in 2020, Cherifa et al. 
used the Super Learner (SL) algorithm to predict 
acute hypotensive episodes 10  min before their 
occurrence (Cherifa et al. 2020). Acute hypoten-
sive episodes (AHE) refer to a fall in mean arte-
rial pressure (MAP) <65 mmHg lasting at least 
5 min, which are one of the most serious events in 
the intensive care unit as they are associated with 
adverse outcomes in critically ill patients. 
Anticipating AHE allows for adjusting the treat-
ment to prepare for or shorten the duration of 
AHE; thus, reducing the risk of surgery. The 
authors utilized the SL algorithm, an ensemble 
machine learning algorithm, and specifically 
trained it to achieve the goal of predicting AHE 
10 min in advance. Potential predictors include 
age, gender, type of care unit, severity scores, and 
time-evolving features such as mechanical venti-
lation, vasopressors, or sedative drugs, as well as 
features extracted from physiological signals. 
The algorithm was trained on the MIMIC II data-
set (Medical Information Mart for Intensive 
Care). An external validation was carried out 
using a dataset from the Lariboisière Hospital in 
Paris and its internal validation was based on the 
area under the receiver operating characteristic 
curve (AUROC) and the Brier score (BS). The 
study includes 1151 candidates, with 1 single 
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random period per patient, the SL algorithm with 
Haar wavelets transform preprocessing was asso-
ciated with an AUROC of 0.929 (95% confidence 
interval [CI], 0.899–0.958) and a BS of 0.08. SL 
with Haar wavelets transform preprocessing was 
associated with an AUROC of 0.89 (95% CI, 
0.886–0.895) and a BS of 0.11 (Cherifa et  al. 
2020). The result shows that the SL algorithm 
shows good performance in predicting AHE 
10 min in advance. It allows a valid, robust, and 
rapid assessment of the risk of hypotension, 
opening the way for routine use.

3	� Artificial Intelligence in 
Prediction for Intraoperative 
Hypoxemia

Hypoxemia, also called low arterial oxygen ten-
sion, is an undesired physiological condition that 
can cause serious harm to patients when this con-
dition occurs during general anesthesia and sur-
gery (Dunham et  al. 2014). Hypoxemia is 
associated with cardiac arrest, cardiac arrhyth-
mias, postoperative infections and impaired 
wound healing, cognitive impairment and delir-
ium, and cerebral ischemia through a number of 
metabolic pathways. Although oxygen saturation 
(SpO2) is monitored continuously during general 
and regional anesthesia using pulse oximetry, 
hypoxemia can neither be reliably predicted nor 
prevented at a future time point. Real-time oxy-
gen monitoring via pulse oximetry only allows 
the anesthesiologist to take reactive action to 
minimize the duration of hypoxemic episodes 
after they occur. According to the relevant guide-
lines, although decision support systems that pro-
cess electronic medical record data can help 
improve the management of hypoxemia after it 
occurs, they do not reverse the essential problem 
of reactive management rather than predictive 
response. If hypoxemia can be predicted or antic-
ipated before it occurs, then anesthesiologists can 
act to proactively prevent hypoxemia and mini-
mize harm to patients.

Although anesthesiologists make every effort 
to avoid intraoperative hypoxemia, it is currently 
not possible to reliably predict future intraopera-

tive hypoxemia. Scott et  al. report the develop-
ment and testing of a machine learning-based 
system that predicts the risk of hypoxemia and 
provides an explanation of risk factors in real 
time during general anesthesia. The system, 
trained on minute-by-minute data from electronic 
medical records of over 50,000 procedures, 
improved anesthesiologists’ performance by pro-
viding interpretable hypoxemia risks and contrib-
uting factors. The interpretation of predictions is 
broadly consistent with the literature and the 
anesthesiologist’s prior knowledge. The findings 
suggest that if anesthesiologists are currently 
able to predict 15% of hypoxemic events, with 
the help of the system their predictive ability 
could be improved to 30%, a large portion of 
which may benefit from early intervention as it 
relates to modifiable factors. The system can help 
understand the risk of hypoxemia during anesthe-
sia care by providing general insight into the 
exact variability of risk due to certain characteris-
tics of the patient or procedure (Lundberg et al. 
2018).

According to different anesthesia contexts, 
there are studies exploring the combination of AI 
and medical treatment. Geng et  al. assess the 
value of an artificial neural network (ANN) 
model in predicting hypoxemia during sedation 
for gastrointestinal endoscopy (Geng et al. 2019). 
Using propofol sedation during anesthesiologist-
directed endoscopic procedures improves patient 
comfort and guarantees the smooth performance 
of endoscopic procedures. However, propofol 
may cause sedation-related complications 
because it exacerbates airway collapse and low-
ers the threshold for upper airway obstruction 
and hypoxemia. Therefore, early identification of 
patients at high risk for hypoxemia before endos-
copy can help physicians take prompt and active 
interventions (e.g., chin lift, positive pressure 
ventilation, and tracheal intubation). In complex, 
multidimensional, and nonlinear relationships 
between predictors and prognosis, artificial neu-
ral networks can be used to predict clinical out-
comes. Iterations and tours were set to 500 for the 
ANN in the study. A convergence criterion of 
0.00001 was selected along with an overfit 
penalty of 0.001. The output of the ANN was 
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converted to a range of 0–1; hypoxemia was pre-
dicted if the output was greater than or equal to 
0.5. Receiver operating characteristic (ROC) 
curves were constructed and the area under the 
receiver operating characteristic curve (AUC) 
was used to assess the performance of the ANN 
model and other predictions. The criterion for 
excellent performance was an AUC above 0.8. 
This study concluded that the ANN model, built 
on three variables (BMI, habitual snoring, and 
neck circumference), is a useful tool for predict-
ing hypoxemia during endoscopy (Geng et  al. 
2019).
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Application of Artificial 
Intelligence in ICU Management

Ningning Ji

Since 2011, with the rapid advancement of natu-
ral language processing and image analysis tech-
nologies, artificial intelligence (AI) technology, 
with deep learning as the main technology, has 
shown great potential in many fields such as dis-
ease diagnosis, image recognition and drug 
development, and has become an important tool 
to promote the change of medical industry. ICUs 
are data-intensive, technology-intensive, and 
knowledge-intensive, and are an important place 
for information technology applications, whose 
integration with AI is gradually entering the 
application stage as data availability increases 
and information sharing level improves. More 
and more scholars started to develop and intro-
duce intelligent decision support systems, risk 
alert systems, and smart devices in ICUs to 
improve ICU healthcare practice and promote 
ICU healthcare service innovation.

1	� AI in Decision-Making 
Support

ICU staffs need to make a comprehensive analy-
sis of patient conditions in a short period of time, 
and this decision-making process requires solid 
theoretical knowledge and rich clinical experi-

ence. With the development of machine learning, 
especially deep learning and natural language 
processing, AI technologies can rapidly and com-
prehensively analyze patient data to derive indi-
vidualized patient care plans and effectively 
assist healthcare professionals in decision-
making. The algorithm developed by Laures 
et al. based on evidence can help healthcare pro-
fessionals in intensive care units to select the 
most appropriate pain assessment method for 
their patients and improve pain assessment prac-
tices (Laures et  al. 2021). AI technologies can 
assist and support healthcare professionals in 
decision-making, facilitate the clinical applica-
tion of best evidence, and bring homogenization, 
standardization, and science to the healthcare 
delivery process.

1.1	� Clinical Decision Support 
System

Researchers have developed a hardware system 
called clinical decision support system (CDSS) 
with the growing popularity of AIMS, which ana-
lyzes a comprehensive database using machine 
learning. The system provides anesthesiologists 
with timely decision aids and helps eliminate 
errors. Through data transformations, filtering, 
and filling in gaps, CDSS transforms and catego-
rizes AIMS data into usable data. Based on the 
set decision rules, the decision processor 
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determines whether to notify or to alert AIMS, 
and on the basis of the alert prompts, anesthesi-
ologists decide autonomously how the treatment 
plan should proceed.

Clinical culture, processes, workflows, and 
professional norms all play a role in the success 
of CDSS implementation. The implementation of 
CDSS is challenging from a number of perspec-
tives, including system, organizational, and 
human factors. Due to the complexity of the 
healthcare process, it is difficult to ensure that 
improving one aspect of it does not lead to unin-
tended consequences in another.

The scope of CDSS is also beyond that of an 
information technology tool, which can pose a 
challenge for adoption. Clinical practice is inte-
grated with a paradigm of evidence-based prac-
tice. CDSS can often challenge deeply ingrained 
beliefs about professional autonomy and author-
ity hierarchies in the clinical setting, leaving sci-
entists skeptical of its use. A number of studies 
have examined the technical appropriateness and 
user experience of CDSS, but very few have 
explored how perceptions are influenced by the 
characteristics of end users.

Some scholars have developed corresponding 
CDSSs for glucose management (Lipton et  al. 
2011), temperature management (Fortier et  al. 
2006), and potassium regulation management 
(Hoekstra et  al. 2010) of ICU patients, which 
improve the accuracy of data recording and pro-
vide nurses with immediate and appropriate 
decision-making solutions in the form of alerts, 
reminders, and recommendations. It is suggested 
that although CDSS can help healthcare provid-
ers to provide different decision-making options 
for different patients’ conditions, it is important 
not to over-rely on the decision-making system 
and neglect the observation of patients’ condi-
tions, leading to poor decision-making.

In ICU, CDSS can also be applied to airway 
management. Lyerla found that evidence of bed-
head elevation angle of mechanically ventilated 
patients was formed into a nursing decision sup-
port system, and a support system for protective 
ventilation strategies for mechanical ventilation 
in the ICU was designed, which could remind 
nurses to implement preventive measures to 

reduce the occurrence of ventilator-associated 
pneumonia (Frank 2008). Hu designed and 
implemented a CDSS for ventilator-associated 
pneumonia in ICU with rich decision dimen-
sions, and fast decision speed and validated the 
decision accuracy of the system in actual clinical 
data, which provided a decision basis for the pre-
vention, diagnosis, and treatment of ventilator-
associated pneumonia in ICU and improved the 
decision efficiency of healthcare workers (Hu 
2017).

2	� AI in the Risk Alert

The ICU is equipped with a variety of advanced 
monitoring devices to help ICU staffs obtain data 
on multiple aspects of the patient’s condition in 
order to detect early dynamic changes. In the 
early days, ICU nurses were required to monitor 
patients closely at the bedside in real time to 
determine possible changes in condition and care 
problems based on a large amount of raw data, 
which had limitations in terms of manpower and 
efficiency. Scholars have begun to try to use AI 
technology to transform the large amount of real-
time monitoring data generated in the ICU into 
valuable medical information and to achieve 
intelligent risk alert. A Japanese hospital used 
machine learning based on the random forest 
algorithm to predict the pain level of patients 
based on parameters such as vital signs, age, and 
sedation level (Kobayashi et al. 2021). The results 
showed that the use of machine learning could 
objectively, continuously, and semi-automatically 
assess the pain experienced by ICU patients with 
an accuracy rate of 85.3%, which not only helped 
to optimize analgesic management but also had 
some value in promoting patient recovery. 
Sotoodeh et  al. (2021) used unstructured data 
related to stress injury in electronic medical 
records, especially nursing records, to build pre-
dictive models using algorithms such as random 
forest and neural networks, which can predict the 
risk of a stress injury in advance and assist in 
intervention timing decisions. Shi et  al. (2018) 
invented an intelligent sputum sound analysis 
system that automatically identifies sputum 
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deposition in mechanically ventilated patients in 
the ICU and provides alerts when patients have 
excessive sputum accumulation. In addition, sev-
eral AI-based predictive models have been devel-
oped in recent years, including sepsis prediction, 
risk of rebleeding in patients with gastrointestinal 
bleeding, ventilator extubation failure prediction, 
and human–machine confrontation prediction. 
By predicting the risk of various events and alert-
ing ICU staffs to take precautionary measures, 
these models reduce the workload and stress of 
nurses while ensuring patient safety.

2.1	� Monitoring Vital Signs

Continuous vital sign monitoring techniques are 
commonly used in patients with deteriorating 
conditions or those considered to be at high risk 
of deterioration. Early identification of signs of 
deterioration and clinical intervention can reduce 
the occurrence of adverse patient events. False 
alarms are a significant problem during continu-
ous monitoring, and technical issues such as elec-
tromagnetic interference and wire dislodgement 
explain the false alarms. Wearable vital sign 
monitoring devices are a new type of device that 
is portable and performs continuous vital sign 
monitoring without the patient being connected 
to the device by wires, which reduces the number 
of false alarms caused by technical aspects to a 
certain extent. Another important reason for gen-
erating false alarms is the lack of personalized 
settings for patients, and the application of 
machine learning makes personalized medicine a 
possibility. Ostojic et  al. intelligently analyzed 
physiological monitoring and reduced false alarm 
rates by combining brain oximetry data with 
machine learning algorithms (Ostojic et al. 2020). 
Mousavi et al. further used convolutional neural 
networks to automatically extract data, and this 
method in the task of reducing virtual alarms 
achieved better results with a sensitivity of 
93.88% and a specificity of 92.05% for alarm 
classification (Mousavi et al. 2020). Ansari et al. 
used machine learning methods to effectively 
reduce the incidence of false arrhythmia alarms, 
which also provides more evidence for the appli-

cation of machine learning to vital sign monitor-
ing techniques (Ansari et al. 2016).

2.2	� Monitoring Subtle Activity

ICU patients may experience subtle and sudden 
responses after a period of unconsciousness, such 
as finger and toe movements or blinking, which 
are unpredictable and difficult to identify (Magi 
and Prasad 2020). Traditional human observation 
methods are inefficient and may miss the patient’s 
minute movements. A non-invasive mobility sen-
sor (NIMS) designed by Reiter et al. can locate, 
track, and identify the person and determine the 
highest level of movement by predicting the 
patient’s posture. Magi et al. developed a novel 
hand monitoring system that uses image process-
ing and deep learning to monitor ICU patients in 
real time, categorizing patients’ hands as “nor-
mal” or “abnormal” (Magi and Prasad 2020). The 
latter indicates that the patient has hand activity, 
at which point the system alerts the doctor or 
nurse with an alarm so that the patient can be 
treated as soon as possible. However, this system 
is currently only applicable to hand observation 
and has not been extended to whole-body 
monitoring.

2.3	� Early Recognition of Delirium

Delirium is an acute disorder of consciousness 
and cognitive function, and studies have shown 
that 23.06–30.80% of patients in the ICU develop 
delirium. With pervasive sensing technology and 
AI, Davoudi et  al. used sensors and cameras to 
capture data and found significant differences in 
facial expressions, limb movements, and postural 
functional status between delirious and non-
delirious patients after analysis (Davoudi et  al. 
2019). Delirium in patients may be related to 
autonomic instability, which can be assessed by 
heart rate variability. Based on the above hypoth-
esis, Oh et  al. developed a delirium prediction 
model using heart rate variability and machine 
learning methods, which has a certain degree of 
confidence and validity (Oh et al. 2018). Mikalsen 
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et al. developed an anchor word-based delirium 
recognition model using a consistent clustering 
algorithm and a t-distributed stochastic neighbor 
embedding algorithm by automatically reading 
medical records by computer (Mikalsen et  al. 
2017). The area under the accuracy rate curve 
was 0.96, but the correct rate of this model for 
diagnosing delirium was related to the quality of 
the electronic medical record text, and further 
verification of the related sensitivity and specific-
ity is needed.

2.4	� Prediction of Mortality Risk

Studies have reported high in-hospital mortality 
rates for patients in the ICU, ranging from 6.7% 
to 44.0% worldwide (Weigl et al. 2017, 2018). In 
clinical practice, physicians need to take into 
account the medical history, physical examina-
tion, and trends in vital signs when assessing 
patients’ conditions and making clinical deci-
sions, which is a huge workload. Especially for 
ICU patients, an accurate, reliable, and conve-
nient assessment can help physicians to make 
decisions and take timely treatment measures. At 
present, ICU mostly uses the scoring system for 
mortality assessment. It is significant to further 
protect the life safety of ICU patients if a predic-
tion model can be established using objective 
indicators to simplify and automate the assess-
ment method and obtain more accurate and reli-
able assessment results.

In recent years, machine learning, as an impor-
tant branch of AI, has been widely used in the 
field of healthcare, and has great potential in min-
ing and processing medical data to make up for 
the shortcomings of linear models. Lin (2018) 
constructed a prediction model for the risk of in-
hospital death in patients with acute renal impair-
ment in ICU based on the support vector machine 
approach and compared its prediction perfor-
mance with that of a simplified acute physiologi-
cal score, after that, concluded that the SVM 
model presented better prediction performance. 
The study mentioned above was conducted only 
for patients with acute renal impairment in the 
ICU and was not applicable to all ICU inpatients. 

The metric variables used were the same as the 
simplified acute physiology score, and fewer 
metrics were included in the study. For the deep 
learning model long short-term memory (LSTM) 
artificial neural network and its derivative gated 
recurrent unit (GRU), better AUCROC and 
AUC-PR were achieved in predicting mortality in 
ICU patients. However, LSTM and GRU have 
disadvantages such as computationally large, 
time consuming, high hardware requirements, 
and gradient disappearance, making it difficult to 
process and apply large data for clinical dissemi-
nation. Note that the mechanism mimics the data 
processing mode of the human brain and is cur-
rently combined with LSTM or other deep learn-
ing methods to improve computational efficiency 
or interpretability (Yu et  al. 2020). However, 
inefficiency, a limitation of the method itself, is 
still unavoidable.

Deng et al. (2022) introduced a classification 
algorithm, support vector machine (SVM) 
method, which shows unique advantages in solv-
ing finite samples, nonlinear and high-
dimensional problems. It has a perfect 
mathematical form with intuitive geometric 
interpretation, and unlike the structural design of 
neural networks, it does not depend on the 
designer’s empirical and a priori knowledge, has 
few artificially set parameters, is easy to use, and 
therefore has a better generalization capability. 
The core idea of using kernel functions to map 
complex classification problems into linearly dif-
ferentiable problems cleverly solves the problem 
of “curse of dimensionality.”

3	� AI in Assistance 
of Nurses’ Work

Due to the special nature of ICU patients and the 
closed environment, ICU nurses are the main 
focus of all activities. Studies have shown that the 
workload of ICU nurses is significantly higher 
than that of nurses in general wards, and devices 
developed based on AI technology can assist or 
replace nurses to complete some low-tech repeti-
tive tasks so that nurses can devote more time and 
energy to patient care. Yuan et al. developed an 
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intelligent suction robot with a roller drive, which 
was tested to have a success rate of ≥95% in 
delivering and withdrawing suction tubes, and is 
expected to replace traditional suction operations 
in the future (Yuan et al. 2020). Peine et al. devel-
oped and evaluated a new non-contact visual rec-
ognition system to identify and track the use of 
medical consumables in the ICU through deep 
learning methods, at the same time, to automati-
cally register them in hospital electronic records 
(Peine et  al. 2019). The system automatically 
registers the hospital’s electronic records and 
predicts the number of consumables used, 
enabling intelligent management of consum-
ables. The application of intelligent devices can 
assist or replace nurses in completing some 
repetitive curing and simple operations, alleviate 
the current severe situation of global nursing 
human resources shortage, and promote the intel-
ligent development of the nursing model.

3.1	� Controlling the Risk 
of Infection

Hospital-acquired infections affect patient mor-
bidity, mortality and quality of life, and are an 
important public health issue. Proper and effec-
tive hand hygiene can reduce the occurrence of 
hospital-acquired infections, but related studies 
have shown that ICU nurses have low awareness 
of hand hygiene. Myo is an electronic wearable 
device designed for gesture control, which builds 
an effective gesture recognition algorithm through 
electromyography, acceleration, and rotation data 
(Kutafina et  al. 2015). Pan et  al. combined IoT 
technology, positioning technology, and behavior 
recognition technology to design a monitoring 
system that records nurses’ actions through a 
badge and uses indicator lights and warning tones 
to remind nurses of hand hygiene before and after 
they enter and exit dangerously infected areas, 
and the results showed that the effective hand 
washing rate of nurses increased by 43.3% after 
applying the new system compared with that 
before implementation (Pan et  al. 2020). This 
finding is supported by the studies of Wang et al. 
(2021) and Zhong et  al. (2021), which suggest 

that the real-time monitoring and reminder func-
tion has some merit in improving hand hygiene 
among healthcare workers. Effective and continu-
ous environmental cleaning and disinfection are 
also key to reducing hospital-acquired infections, 
and disinfection service robots can be used to 
sterilize microorganisms by producing dry mist 
that is invisible to the naked eye and adheres to 
the surface. The 3D sensor smart toothbrush col-
lects and analyzes data on brushing accuracy, 
duration, and frequency to provide customized 
recommendations, displaying areas missed by 
brushing on a tooth distribution diagram.

3.2	� Simplifying the Nursing 
Process

Patient handling is a common operation in clini-
cal nursing, which not only consumes nurses’ 
physical strength but also easily causes skeletal 
muscle injury in the long run. Wang et al. invented 
a modular symmetrical transfer nursing robot, 
which can realize the transfer of patients between 
hospital beds and stretcher carts. He et  al. 
designed a combined nursing bed (He 2016), 
which can automatically convert hospital beds 
into wheelchairs during operation. An item trans-
fer robot is another technological innovation that 
streamlines the nursing process. With sensors, a 
wireless network, and a central hospital system, 
the robot can execute commands as required. The 
new coronavirus pneumonia epidemic is driving 
the rapid development of the robotics industry. 
During the COVID-19 outbreak, intelligent 
robots perform activities such as delivering meals 
and medications according to a preset route, 
effectively avoiding direct human contact and 
cutting off the spread of the virus at the source. 
The robots can also help nurses obtain supplies 
and deliver them to preset locations.

4	� AI in Remote Intensive Care

Remote intensive care is a new medical model 
that provides remote healthcare for patients in 
off-site locations with the help of advanced infor-
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mation technology and equipment to achieve the 
sharing of quality medical resources. Studies 
have shown that remote intensive care has posi-
tive effects in the prevention and management of 
venous thromboembolism, catheter-associated 
bloodstream infections, and ventilator-associated 
pneumonia, but it is not yet commonly practiced. 
Some foreign hospitals use an intelligent color 
coding system to classify the risk of patients in 
the remote monitoring ward, therefore, remotely 
alert ICU nurses to changes in patients’ condi-
tions through alarms and prioritize their work, 
effectively reducing the incidence of adverse 
events. The development of remote intensive care 
in China is still in its infancy, and most hospitals 
are committed to applying network systems for 
remote consultation. The remote medicine plat-
form of Karamay Central Hospital of Xinjiang 
was put into use in 2017 (Lai et al. 2018), which 
has improved medical technology diagnosis and 
treatment while saving transfer costs and reduc-
ing the financial burden for patients’ families. 
After the outbreak of COVID-19, the advantages 
of remote critical care have become increasingly 
evident. Through the application of medical-
assisted robots, big data analysis, cloud plat-
forms, remote medicine, and intelligent 
monitoring, the risk of cross-regional transmis-
sion of personnel is reduced while completing 
medical services, allowing limited medical 
resources to maximize their value.

5	� Summary

ICU is an area where management of quality, 
efficiency, and accuracy is required. It surely 
poses a strict demand on ICU staff’s work, at the 
same time, it suggests the possibility of imple-
menting AI into ICU management. From the dis-
cussion in this chapter, it can be found that AI can 
support ICU management in decision-making, 
risk alert, the assistance of nurses’ work, and 
remote intensive care. AI has already taken an 
important role in ICU management, and there are 
further ways of application that remain to be dis-
covered, which brings numerous topics for future 
studies in this field.
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Artificial Intelligence in Prediction 
and Management of PONV

Ming Xia

Even with the development of new anesthetic 
agents and techniques, the incidence of postop-
erative nausea and vomiting (PONV) still remains 
at about 30%. PONV may cause suture rupture, 
wound dehiscence, pulmonary aspiration, bleed-
ing, dehydration, and electrolyte disturbance. 
Although anti-emetic prophylaxis can be helpful, 
routine efforts are generally contraindicated by 
cost and side effects of anti-emetics. In order to 
identify patients who would benefit from prophy-
lactic anti-emetics, by now, researchers have 
been developing or verifying the predictive mod-
els for PONV. This chapter will review and ana-
lyze these models and provide useful suggestions 
for practice and future researches.

1	� Guidelines for the Prediction 
and Management of PONV

1.1	� Incidence of Postoperative 
Nausea and Vomiting and Its 
Adverse Effects

The incidence of postoperative nausea and vom-
iting (PONV) is 30% in general surgical patients 

and up to 80% in high-risk patients. PONV 
occurs mostly 24–48 h after surgery, and a few 
can last until 3–5 days after surgery (Echeverria-
Villalobos et al. 2022).

PONV may cause patients to experience dif-
ferent degrees of pain, including water and elec-
trolyte balance disorders, wound dehiscence, 
incisional hernia formation, misinhalation, and 
aspiration pneumonia, thereby reducing patient 
satisfaction, prolonging hospitalization time, and 
increasing medical costs.

1.2	� Risk Factors of PONV

1.2.1	� Patient Factors
Female, PONV and/or motion sickness history, 
non-smoking, age less than 50 years. Risk factors 
for the occurrence of PONV in children include 
age 3  years and older, history of POV/PONV/
sickness, family history of POV/PONV, post-
pubertal females; strabismus surgery, adenoton-
sillectomy or otoplasty, surgery time 30 min and 
more, intraoperative use of inhalational anesthet-
ics, anticholinergics; postoperative use of long-
acting opioids (Veiga-Gil et al. 2017; Apfel et al. 
2012; Kovac 2021).

1.2.2	� Anesthetic Factors
The risk of PONV caused by inhaled anesthetics 
such as nitrous oxide depends on the duration of 
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surgery. Postoperative opioids, thiopental 
sodium, etomidate, ketamine, tramadol, etc., also 
increase the incidence of PONV. Insufficient vol-
ume increases the incidence of PONV. Propofol 
TIVA, multimodal analgesia, regional block 
anesthesia, and opioid dosage reduction reduce 
the incidence of PONV.  Accelerated recovery 
strategy proposed that fasting after midnight may 
increase the risk of PONV.

1.2.3	� Surgical Factors
The long duration of surgery (>3 h) is associated 
with an increased risk of PONV. The incidence of 
PONV is higher in laparoscopic surgery, bariatric 
surgery, gynecological surgery, cholecystectomy, 
and other types of surgery.

Apfel designed a simple adult PONV risk 
score based on four major risk factors for PONV 
in adults: female, non-smoking, history of PONV 
and/or motion sickness, and postoperative opioid 
use: each factor is scored as 1, and those with 
scores of 0, 1, 2, 3, and 4 have a 10%, 20%, 40%, 
60%, and 80% risk of PONV, respectively. The 
five main risk factors for postoperative discharge 
nausea and vomiting (PDNV) in adults were 
female, history of PONV, age under 50 years, use 
of opioids in PACU and history of nausea in 
PACU, with scores of 0, 1, 2, 3, 4, and 5, respec-
tively, the risk of PDNV was 10%, 20%, 30%, 
50%, 60% and 80%. The four main high-risk fac-
tors for PONV in children are surgery 
time ≥ 30 min, age 3 years and above, strabismus 
surgery, history of PONV or history of PONV in 
the immediate family with scores of 0, 1, 2, 3, 
and 4, the risk of PONV was 10%, 10%, 30%, 
50%, and 70%, respectively (Gan et  al. 2014; 
Horn et al. 2014).

1.3	� PONV Scoring

Visual analog scoring method (VAS): 10  cm 
straightedge as a scale, one end is 0, indicating no 
nausea and vomiting, the other end is 10, indicat-
ing the most severe nausea and vomiting that is 
unbearable (1–4 for mild, 5–6 for moderate, 7–10 
for severe).

1.4	� The Occurrence Mechanism 
of PONV

The vomiting center is located in the ventral pos-
terior pole area of the fourth ventricle (Area pos-
trema) chemical trigger zone and above the 
nucleus of the solitary bundle, divided into the 
neuroreflex center and chemoreceptor trigger 
zone.

The neuroreflex center receives afferent stim-
uli from the cortex (visual, olfactory, gustatory), 
pharynx, gastrointestinal and inner ear vestibular 
tract, coronary artery, and chemoreceptor trigger 
zone. The chemical trigger band includes 5-HT3 
receptors, 5-HT4 receptors, opioid receptors, 
cholinergic receptors, cannabinoid receptors, 
dopamine receptors, and a variety of other sites 
associated with nausea and vomiting.

The efferent nerves for nausea and vomiting 
include the vagus, sympathetic, and phrenic 
nerves.

1.5	� Classification of Anti-emetic 
Drugs

Anti-emetic drugs can be classified according to 
their action sites: (1) acting in the cortex: benzo-
diazepines; (2) acting in the chemical trigger 
zone: phenothiazines (chlorpromazine, prometh-
azine, and prochlorazide), butylphenols (halo-
peridol and haloperidol), 5-HT3 receptor 
antagonists (ondansetron, granisetron, toltese-
tron, azathioprine, dolasetron, and palonosetron), 
NK-1 receptor antagonists (aprepitant), benza-
mides, cannabinoids; (3) acting in the vomiting 
center: anti-dopaminergic drugs (amisulpride), 
antihistamines (benzosin and hydroxyzine), anti-
cholinergics (scopolamine); (4) acting in the vis-
ceral afferent nerves: 5-HT3 receptor antagonists, 
benzamides (metoclopramide); and (5) other: 
corticosteroids (dexamethasone, 
methylprednisolone).

1.5.1	� Anti-dopaminergic Drugs
Amisulpride is an oral antipsychotic agent as a 
dopamine D2 and D3 receptor antagonist.  
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In patients who have been given non-
antidopaminergic drugs to prevent PONV, amis-
ulpride 10  mg is more effective compared to 
placebo for PONV. Amisulpride 5 mg was given 
before induction to prevent postoperative nausea 
and vomiting (Haber et al. 2021).

1.5.2	� Anticholinergic Drugs
The mechanism of action of these drugs is to 
inhibit muscarinic-like cholinergic receptors and 
inhibit acetylcholine release. This class of drugs 
can block the impulse afferent to the vestibule, 
mainly used for the treatment of motion sickness, 
vertigo, viral otitis media, Meniere’s disease, and 
tumor-induced nausea and vomiting. The main 
use of scopolamine patch to prevent and control 
PONV, side effects are dry mouth and blurred 
vision.

1.5.3	� Antihistamines
Histamine receptors can be divided into H1, H2, 
and H3 three types. H1 receptors and allergic, 
inflammatory reactions related to H2 receptors 
and gastric acid secretion, H3 receptors and hista-
mine release related. The recommended dose of 
diphenhydramine is 1  mg/kg for sedation. 
Promethazine can be effective in the treatment of 
PONV, 6.25 mg dose is effective, and the sedative 
effect is small (Athavale et al. 2020).

1.5.4	� Butylphenols
Small doses of haloperidol (0.625–1.25 mg) can 
effectively prevent PONV, and ondansetron 4 mg 
effect is similar. Flupirtide may lead to QT inter-
val prolongation and tip-twisting ventricular 
tachycardia by the US FDA black box warning, 
but many scholars and literature that such com-
plications are time- and dose-dependent, mainly 
seen in antipsychotic weeks or months of con-
tinuous use, and small doses applied to PONV is 
safe, in adults using low doses of this product on 
the QT interval effect with Ondansetron and pla-
cebo no difference, but also suggests that in the 
prevention and treatment of PONV should avoid 
the use of high doses of this product or with other 
drugs that can prolong the QT interval, has 
proved that even in very small doses (10–15 μg/

kg), also have anti-emetic effect (Elvir-Lazo 
et al. 2020). While increasing the dose enhances 
the anti-emetic effect, it also poses the risk of 
increased side effects such as sedation and extra-
pyramidal symptoms. Haloperidol is recom-
mended as an alternative to haloperidol, 0.5–2 mg 
sedation or intramuscular injection has a good 
preventive effect on PONV and can be adminis-
tered after induction or before the end of surgery, 
side effects include QT prolongation, similar to 
5-HT3 receptor antagonists.

1.5.5	� Glucocorticoids
Dexamethasone and methylprednisolone anti-
vomiting mechanism is still unclear. Since dexa-
methasone takes time to work, it should be 
administered at the beginning of the procedure, 
with the main concern being the possible increase 
of blood glucose in diabetic patients. 
Methylprednisolone 40 mg IV before induction 
may prevent postoperative nausea and vomiting 
(Shaikh et al. 2016).

1.5.6	� Benzamide
Metoclopramide has central and peripheral dopa-
mine receptor antagonism, also has an anti-
serotonin effect, accelerates gastric emptying, 
inhibits gastric relaxation, and inhibits vomiting 
central chemoreceptor trigger band, most com-
monly used in gastric motility drugs and as adju-
vant therapy for vomiting associated with 
antitumor chemotherapy, conventional dose of 
10 mg has not been shown to have a preventive 
effect on PONV. A large sample of studies has 
shown that metoclopramide 25 mg or 50 mg in 
combination with dexamethasone 8 mg is better 
than dexamethasone 8 mg alone for the preven-
tion of PONV, and such a high dose of metoclo-
pramide significantly increases the complications 
of the extrapyramidal system.

1.5.7	� 5-HT3 Receptor Antagonists
While 90% of 5-HT receptors are present in the 
gastrointestinal tract (gastrointestinal submu-
cosa and intestinal chromophores), 1–2% of 
them are present in the central chemoreceptor 
trigger band (Mawe and Hoffman 2013). 
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Chemotherapy and postoperative emesis are 
associated with the activation of 5-HT3 recep-
tors in the submucosa of the gastrointestinal 
tract. It is recommended for the prophylaxis of 
PONV, especially in high-risk patients, and 
multiple therapeutic doses are not recommended 
if no effect is tried with another class of drugs. 
Studies have shown that the therapeutic effect 
and safety of all such drugs in the prevention of 
PONV do not differ. It has also been shown that 
low-dose granisetron (0.1  mg) compounded 
with 8  mg dexamethasone and ondansetron 
4  mg compounded with dexamethasone 8  mg 
for the prevention of nausea and vomiting after 
hernia surgery can achieve excellent results of 
94–97% within 2  h and 83–87% within 24  h 
after tracheal tube extraction (Ngo et al. 2019). 
The efficacy of ondansetron was similar to that 
of 4–8 mg dexamethasone and haloperidol. The 
efficacy of 0.3 mg IV ramosetron or 150 mg IV 
fosaprepitant were both superior to 
ondansetron.

The recommended dose of ondansetron for 
PONV is 4 mg, with the following side effects: 
headache (5–27%), diarrhea (<1–16%), constipa-
tion (<1–9%), fever (<1–8%), malaise or fatigue 
(0–13%), and increased liver enzymes (1–5%).

Toltestrone blocks 5-HT3 receptors, and the 
main ring of the drug’s structure is closest to 
5-HT, making it more specific. This drug has a 
long half-life (8–12 h, ondansetron 3 h, granise-
tron 3.1–5.9  h) and is available in oral 
formulations.

Palonosetron is a second-generation, highly 
selective, high-affinity 5-HT3 receptor antagonist 
with a half-life of 40  h. Compared to first-
generation 5-HT3 receptor antagonists, palonose-
tron has a similar structure to 5-HT and binds 
more readily to 5-HT3 receptors. Studies have 
shown that 0.075 mg of palonosetron can effec-
tively prevent the occurrence of PONV within 
24 h after surgery, and its effect is similar to that 
of 4 mg of ondansetron (Yoo et al. 2018). Mainly 
metabolized by CYP2D6 enzyme, the clinical 
dose is not affected by age, liver and kidney func-
tions, and has no significant effect on QT 
interval.

1.5.8	� NK-1 Receptor Antagonist
Aprepitant has selectivity and high affinity for 
NK-1 receptors, low affinity for NK-2 and NK-3 
receptors, and low affinity for dopamine recep-
tors and 5-HT receptors. It exerts anti-emetic 
effects by binding to NK-1 receptors to block the 
action of substance P.  Oral administration of 
40 mg aprepitant 1–3 h before surgery can effec-
tively prevent the occurrence of PONV within 
48  h after surgery. The oral administration of 
150 mg of casopitant before induction can also 
prevent postoperative nausea and vomiting.

1.5.9	� Anesthetics
Small doses of propofol (20 mg) have anti-emetic 
effect, but the effect time is short. Studies have 
shown that midazolam 2 mg given 30 min before 
the end of surgery can effectively prevent PONV, 
and ondansetron 4 mg equivalent.

1.5.10	� The Combination of Different 
Types of Anti-PONV Drugs

It can be used in combination to block a variety 
of central nervous system receptors; the efficacy 
is better than a single drug. In addition, due to the 
use of the lowest effective dose, the incidence of 
side effects of each drug is also reduced. 
Combinations of drugs are recommended for the 
prevention of PONV, such as 5-HT3 receptor 
antagonists (ondansetron, palonosetron) + dexa-
methasone, 5-HT3 receptor antagonists (ondanse-
tron, palonosetron)  +  aprepitant, 
aprepitant  +  dexamethasone, 5-HT3 receptor 
antagonists (ondansetron, palonosetron) + halo-
peridol, ondansetron  +  haloperidol, ondanse-
tron  +  betahistine Ramosetron  +  gabapentin, 
dexamethasone  +  haloperidol, amisulpride  +  1 
non-dopaminergic anti-emetic, and dexametha-
sone  +  teicoplanin. 5-HT3 receptor inhibitors 
work best when combined with haloperidol and 
dexamethasone (Law et al. 2003).

1.5.11	� Acupoint Stimulation
Acupoint stimulation therapy may increase the 
release of beta-endorphin in  vivo, activate 
adrenergic and noradrenergic nerve fibers to 
alter 5-HT3 transmission, and inhibit vagal 
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nerve and gastric acid secretion to prevent and 
treat PONV. acupoint stimulation can be 
divided into invasive stimulation and noninva-
sive stimulation, invasive stimulation including 
acupuncture, electroacupuncture, acupoint 
injection, scar moxibustion, and buried thread, 
noninvasive stimulation including acupressure, 
transcutaneous electrical stimulation, indirect 
moxibustion, and ultralaser irradiation. 
Acupuncture points can be selected from the 
Nei Guan point (P6 point), the combination of 
the Nei Guan point with bilateral Hegu, Foot 
San Li, and San Yin Jiao points, and the auricu-
lar acupressure stimulation method (Acar 
2016). Acupoint drug injections can be used for 
patients who are difficult or unsuitable for 
indwelling acupuncture, such as pediatric 
patients. For example, injection of 50% glucose 
0.2  mL at the Neiguan acupoint in pediatric 
patients is comparable to haloperidol 10 μg/kg 
for the prevention and treatment of PONV 
(Elvir-Lazo et al. 2020).

1.5.12	� Other Drugs
Preoperative gabapentin can reduce abdominal 
surgery patients with PONV.  Hypnosis, ginger, 
small doses of naloxone, and other therapeutic 
measures have a certain anti-emetic effect.

1.6	� Prevention and Control 
of PONV Principles

1.6.1	� General Principles
Clinicians should determine the risk of patients 
to occur PONV, and patients at risk or above 
should be given effective drug prevention.

Removal of underlying causes, including 
appropriate preoperative fasting (not less than 
6 h); preoperative insertion of coarse-caliber gas-
tric tube single suction or continuous drainage 
for patients with gastrointestinal obstruction, 
intraoperative gastric distension patients should 
be placed in a large-caliber gastric tube before 
the end of surgery for a one-time suction, suction 
after removal of the gastric tube to reduce gastric 
tube irritation and reflux.

Epidural anesthesia, infiltration anesthesia, 
propofol intravenous anesthesia are conducive 
to reducing PONV. Dexmedetomidine given 
before skin incision can reduce the incidence of 
PONV. Short-acting opioids such as remifent-
anil, intraoperative rehydration in adequate 
amounts to avoid cerebral hypoxia ischemia, 
and using sugars instead of neostigmine to 
antagonize neuromuscular NSAIDs can signifi-
cantly reduce the risk of PONV, but non-selec-
tive NSAIDs may be associated with 
gastrointestinal surgical anastomotic fistula and 
should be used with caution.

1.6.2	� The Choice of Anti-vomiting 
Drugs and Administration Time

PONV clinical prevention and treatment effect is 
determined by the gold standard which is to 
achieve 24  h effective and completely without 
nausea and vomiting.

Different mechanisms of action of PONV 
drugs in combination with the prevention and 
treatment effect are better than a single drug, the 
effect of additive but not additive side effects. 
5-HT3 receptor inhibitors, dexamethasone and 
haloperidol or haloperidol are the most effective 
prevention of PONV and side effects of small 
drugs. Patients without PONV risk factors do not 
need prophylactic medication. For low- and 
intermediate-risk patients, one or two of these 
drugs can be used for prophylaxis. For high-risk 
patients, two to three drug combinations can be 
used for prevention.

The onset and duration of action of drugs 
should be considered for prophylaxis. Oral medi-
cations such as ondansetron, dolasetron, pro-
chlorperazine, and aprepitant should be given 
1–3 h before induction of anesthesia; intravenous 
anti-emetics should be administered before the 
end of surgery, but intravenous dexamethasone 
should be given after induction of anesthesia; and 
scopolamine patches should be given in the eve-
ning before surgery or 2–4 h before the start of 
surgery.
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1.6.3	� Anti-emetic Treatment 
for PONV

When persistent nausea and vomiting occur after 
the patient leaves the anesthesia recovery room, 
bedside investigations should first be performed 
to exclude drug stimulation or mechanical fac-
tors, including patient-controlled analgesia with 
morphine, blood drainage along the throat, or 
abdominal obstruction. After drug and mechani-
cal factors are ruled out, anti-emetic therapy can 
be initiated.

If the patient has no prophylactic medica-
tion, treatment with a small dose of 5-HT3 
receptor antagonists should be started at the 
first presentation of PONV.  The therapeutic 
dose of 5-HT3 receptor antagonists is usually 
about 1/4 of the prophylactic dose, ondanse-
tron 1  mg, dolasetron 12.5  mg, granisetron 
0.1 mg, and toltesetron 0.5 mg, dexamethasone 
2–4  mg, haloperidol 0.625  mg, or prometha-
zine 6.25–12.5  mg (Theriot et  al. 2022). 
Patients may be considered for treatment with 
propofol 20  mg by sedation when PONV 
occurs in the PACU.

If prophylactic medication has been adminis-
tered, treatment should be switched to another 
type of drug. If PONV still occurs in patients 
after triple therapy (such as 5-HT3 receptor 
inhibitors, dexamethasone, and haloperidol or 
haloperidol) prophylaxis, these three drugs 
should not be repeated within 6 h of administra-
tion and should be replaced with other anti-
emetics. If PONV occurs 6  h postoperatively, 
repeat administration of 5-HT3 receptor antago-
nists and haloperidol or haloperidol may be con-
sidered at the same dose as before. Repeated 
application of dexamethasone is not 
recommended.

1.6.4	� The Combination of Chinese 
and Western Medicines

Combination of anti-emetic drugs and transcuta-
neous electrical stimulation of acupuncture 
points or acupuncture, compared with a single 
method, can further reduce the incidence of nau-
sea and vomiting, and reduce the incidence of 
anti-emetic side effects.

2	� PONV Prediction Models

The purpose of constructing PONV prediction 
model is to screen PONV high-risk population so 
as to customize effective preventive measures. 
Some foreign studies have already designed their 
own PONV prediction models, such as Finland’s 
Koivuranta et  al. (1997) and Germany’s Apfel 
et  al. (1999) established prediction models as 
Risk = 1 ÷ [1 + exp. (−2.21 + 0.93 × female + 0.
82 × PONV history + 0.59 × history of motion 
sickness  +  0.61  ×  non-smoking sta-
tus  +  0.75  ×  operation time over 60  min)] and 
Risk = 1 ÷ [1 + exp. (−2.28 + 1.27 × female + 0.
65 × PONV history + 0.72 × non-smoking sta-
tus +  0.78 × postoperative opioid application)], 
the AUCs of the ROC curves were 0.72 and 0.75, 
respectively. But Van Den Bosch et  al. in the 
Netherlands validated the predictive efficacy of 
these two prediction models. Apfel et al. (van den 
Bosch et al. 2005) also validated several different 
PONV prediction models in their own population 
and found that the AUC was only 0.61–0.71 
(Apfel et al. 1999). Thus, the efficacy of PONV 
prediction models is affected by ethnic 
differences.

In the previous section, risk factors of PONV 
are listed, which has shown the direction for the 
construction of PONV prediction models. 
Numbers of risk factors are closely related to the 
risk levels; therefore, prediction models can cal-
culate the risk with the number of risk factors.

A study by Mao and Gu (2012) included a 
total of 1443 anesthetized patients, in which the 
incidence of postoperative nausea and vomiting 
was 23.9%. The incidence of PONV in patients 
undergoing gynecologic surgery can be as high 
as 42.5%. The higher the postoperative pain clas-
sification, the higher the incidence of POV, and 
the incidence of PONV in patients with severe 
pain is 32.3%. logistic regression analysis found 
that women, history of PONV or motion sick-
ness, and general anesthesia are risk factors for 
PONV, and dexamethasone and haloperidol have 
anti-PONV effects. The model constructed 
according to these five relevant factors is 
P = 1/1 + eY = − 1.158 + 1.051 (gender) + 0.984 
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(general anesthesia)  +  0.420 (history)  −  0.732 
(dexamethasone) − 2.050 (haloperidol) [gender: 
male-0, female  =  l; general anesthesia: no  =  0, 
yes =  l1; history: no0, yes =  l; dexamethasone: 
no-0, yes =  l; fluprednisol: no-0, yes = 1]. The 
area under the curve of the prediction model was 
0.705 (95% confidence interval 0.673–0.737). 
They concluded that women, history of PONV or 
motion sickness, and general anesthesia are risk 
factors for PONV in patients, while giving dexa-
methasone or haloperidol can reduce the risk of 
PONV occurrence, and the prediction model con-
structed by logistic regression analysis can be 
used to assess the probability of PONV in anes-
thesia patients, thus providing clinical informa-
tion for the prevention and treatment of PONV in 
China.

A study by Ji et al. (2021) developed a predic-
tion model for PONV in neurosurgery patients. 
The formula for the calculation of risk factors for 
postoperative nausea and vomiting in neurosur-
gery: Logit (P)  = −2.372  +  0.623  ×  female  + 
0.733 × previous history of postoperative nausea 
and vomiting + 0.898 × history of upper gastro-
intestinal tract disease + 1.483 ×  intraoperative 
blood transfusion  +  0.921  ×  craniotomy. The 
area under the ROC curve was 0.716, sensitivity 
0.750, specificity 0.577, accuracy 0.266, and 
maximum Yordon index 0.327. The prediction 
model was tested using the Hosmer-Lemeshow 
test with χ2 = 8.343, P = 0.303. The fit was good. 
The results of this study showed that females 
with, previous history of postoperative nausea 
and vomiting, history of upper gastrointestinal 
tract disease, intraoperative blood transfusion, 
and craniotomy were independent risk factors 
for postoperative nausea and vomiting in neuro-
surgery, and the prediction model of postopera-
tive nausea and vomiting based on the 
above-influencing factors had a better predictive 
effect and could complete the assessment of the 
risk of postoperative nausea and vomiting occur-
rence during the first evaluation of patients 
admitted to ICU care after surgery. In this study, 
we combined the comprehensive factors of post-
operative nausea and vomiting in neurosurgery 
and constructed a prediction model to fully 

assess the potential risk, which is more condu-
cive to early warning identification of patients 
with postoperative nausea and vomiting in neu-
rosurgery in clinical practice and to reduce the 
occurrence of related adverse events. The results 
of the study showed that the model has ideal 
specificity, sensitivity, and accuracy, with a max-
imum Yordon index of 0.327 and an area under 
the curve of 0.716. The model can be used to 
predict the probability of postoperative nausea 
and vomiting, to include neurosurgical patients 
at high risk in the key population for close obser-
vation, and to alert physicians for therapeutic 
interventions if necessary, so as to reduce the 
occurrence of adverse events caused by postop-
erative nausea and vomiting, thus achieving 
Early warning judgment.

During the care-as-usual period, 1022 patients 
were enrolled, and 458 patients were included 
during the intervention period in Kappen et al.’s 
study (Kappen et al. 2015). There was no signifi-
cant difference in mean predicted PONV risks 
between allocation periods. PONV risk catego-
ries were, however, distributed differently across 
allocation periods. Several predictor variables 
have varying baselines, which is likely to explain 
small differences in the predicted PONV risk 
distribution.

The intervention on group completed 75%, 
the care-as-usual group 83% of the follow-up 
measurements on PONV, and 92% of all patients 
completed a follow-up measurement (interven-
tion period 87%; care-as-usual period 94%). 
The intervention period had a PONV incidence 
of 42%, while the care-as-usual period had a 
PONV incidence of 50%. In the intervention 
period, the incidence of PONV was significantly 
reduced compared to the care-as-usual period 
(OR: 0.60, 95% confidence interval: 0.43–0.83), 
and the reduction was greater for high-risk 
patients (OR interaction term: 0.45, 95% confi-
dence interval: 0.28–0.72). Statistical signifi-
cance and the number needed to treat (NNT) for 
the risk-dependent reduction in PONV can be 
seen in Fig. 1a. Confounder correction using all 
predictors from the prediction model can explain 
differences in ORs for the variable predicted 
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risk between complete case analysis and multi-
ple imputations.

Every patient received prophylactic anti-
emetics. Sixty-six percent of anesthetists adminis-
tered prophylactic anti-emetics in accordance with 
the recommendations from the clinical decision 
support tool during the intervention period. Care-
as-usual compliance increased by 46% after the 
fictional compliance (the prescription behavior 
that would have been advised if the decision rule 
had been active) reached 20%. When compared 
with the care-as-usual period, 76% of prophylactic 
anti-emetics were administered appropriately dur-
ing the anesthesia case during the intervention 
period. Both the post-anesthesia care unit and the 
ward did not correlate the timing of prophylactic 
anti-emetics with PONV.  After multiple imputa-
tions and confounder adjustments, the linear 
regression analysis confirmed the increase in 
prophylactic anti-emetics. As a result of the inter-
vention, anesthesiologists administered more anti-
emetic prophylaxis according to risk. The 
anesthetists administered 0.49 (95% CI: 0.41–
0.58) additional anti-emetics for every additional 
anti-emetic advised during this period.

Kappen et  al. evaluated the effects of risk-
dependent PONV prophylaxis based on a predic-
tion model’s prediction of PONV risks. Using a 
directive approach, the model presented pre-
dicted risks along with treatment recommenda-
tions directly to anesthetists in the operating 
theater. In addition to reducing incidence of 
PONV within 24  h after surgery, this directive 
approach clearly increased the administration of 
risk-dependent anti-emetic prophylaxis to 
patients.

This study contradicts the outcomes of Kappen 
et al.’s previous study. An assistive approach was 
tested in the previous study, which presented only 
the risk of PONV without recommending thera-
pies. Assistive strategies had little impact on 
PONV incidence, whereas directive strategies 
significantly reduced PONV incidence within 
24  h (OR: 0.60, 95% CI: 0.43–0.83). As the 
results of the two studies differ, an actionable rec-
ommendation may have a greater impact on clini-
cal practice when accompanied by a prediction 
model.

Physician behavior was positively affected in 
this study, as it has been in other PONV decision 
support studies. A directive decision support tool 
implemented by Kooij and colleagues resulted in 
an absolute increase of 40% in compliance, 
which matches Kappen et al.’s (46%). As in our 
previous (assistive) study, Frenzel and colleagues 
(Frenzel et  al. 2020) achieved an absolute 
increase of 5% in compliance by applying an 
assistive approach. Our directive approach 
reduced overall absolute risk by 8%, which is in 
line with other studies that reported similar 
reductions ranging from 8% to 35%. It is unfortu-
nate that such a comparison lacks value, due to 
differences in PONV prophylaxis administration, 
study design, and analysis. In most other studies, 
there was no randomization, no adjustment for 
confounding, or no control group. Thus, compar-
ing our results with theirs is difficult.

The directive approach may result in a signifi-
cant reduction in PONV incidence, but its actual 
impact on PONV occurrence seems moderate at 
best and does not even approach its desired 
result-a “PONV-free hospital.” In spite of this, we 
should not discard risk-dependent strategies for 
PONV prophylaxis since the actual impact dif-
fers from the potential impact. Prior to coming to 
a conclusion, we need to consider several interac-
tions between clinicians and the decision support 
tool.

Predictive performance of the prediction 
model may have been inadequate to improve 
clinical decision-making. Compared with other 
PONV prediction models, our prediction model 
performed well (c-statistic ~0.70). Model-based 
decisions may not have been superior to clinical 
judgement with moderate predictive perfor-
mance. A second factor that may have affected 
compliance with the recommendations is the 
interface of the decision support tool. Due to pro-
phylactic anti-emetics being administered either 
at the beginning or toward the end of an anes-
thetic case, desensitization may have occurred. 
The third finding is that physicians did not fully 
comply with the therapeutic and risk recommen-
dations despite a sizeable increase in risk-
dependent PONV prophylaxis. A patient in the 
highest risk category was advised to take three 

M. Xia



77

prophylactic anti-emetics, but only received two 
of them on average. A number of barriers have 
been identified in the literature that could contrib-
ute to the anesthetists’ limited compliance with 
prediction models and decision support. Fourthly, 
prophylactic anti-emetics may have become 
more prevalent because of an overall increase in 
attention to PONV, not because of the interven-
tion itself. Therefore, decision support systems 
are sometimes referred to as “reminder systems” 
since they are designed to increase understanding 
of a particular patient problem. Prediction mod-
els are used as decision support to improve risk-
dependent decision-making by using predictions 
as inputs. Rather than a Hawthorne effect, the 
decision support tool likely provided information 
that assisted them in making decisions, as both 
primary and secondary outcomes resulted in a 
risk-dependent prediction model.

3	� Conclusion

Risk-dependent PONV prevention is efficacious 
in both clinical trials and clinical practice when 
a real-time, computer-based prediction model is 
applied together with risk-based recommenda-
tions on PONV prevention. Implementing a risk 
prediction model in combination with treatment 
recommendations for each predicted risk can 
generate better results for clinical decision-
making and patient outcomes than applying a 
prediction model without considering such treat-
ment recommendations. In light of the remain-
ing high resulting incidence of PONV, more 
liberal use of prophylactic anti-emetics and 
lower risk thresholds for actionable recommen-
dations may be required to realize a real “PONV-
free hospital.”
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Artificial Intelligence in Pain 
Management

Bifa Fan

Pain management has always been one of the 
core topics discussed in anesthesiology. The 
realm of pain management that benefits from AI 
may penetrate every stage of anesthesia and sur-
gery such as the prediction of opioid prescription, 
and more importantly, the diagnosis of pain. The 
identification of pain was difficult even with the 
assistance of imaging techniques, not to mention 
diagnosing pain by the widely used various 
scales. Fortunately, researchers have developed 
various models and methods based on machine 
learning to identify pain in a more objective and 
scientific manner. Besides, opioids play a critical 
role in acute or chronic postoperative pain man-
agement. Yet, considering the addictive nature of 
opioid therapies and their side effects, patients 
who suffer from postoperative pain may better be 
discriminated to get individualized therapies. 
There are studies exploring the potential of 
machine learning methods to achieve the goal of 
personalizing patients’ pain treatment.

1	� AI in Chronic Pain Diagnosis 
and Care

Automated detection of pain is a topic of great 
interest in the healthcare field because pain is not 
only an important indicator for medical diagnosis 
but also a barrier that affects patient recovery in 
the intensive care unit and after surgery (Joshi 
and Ogunnaike 2005). The study of Anderson 
et al. showed that accurate pain assessment plays 
a key role in precise pain control (Anderson et al. 
2000). Currently, pain assessment is usually per-
formed by a professional nurse through a verbal 
examination, which is referred to as self-report. 
However, such a way of assessment is not always 
completed successfully due to factors such as the 
patient’s age, specific medical conditions, or lan-
guage barriers. In addition, pain is a subjective 
sensation and the way it is described varies across 
cultures. Consequently, if the automatic and sci-
entific assessment of pain can be addressed by 
AI, it will greatly improve the efficiency of pain 
diagnosis and treatment outcomes.

Researchers have been marching toward the 
goal of AI diagnosis of pain. Typically, facial 
action units (AUs) have been used to encode 
facial motion corresponding to different facial 
expressions, including pain. As manifested by 
Rudovic et  al. (2015), the task of AU intensity 
estimation is very challenging due to the high 
variability of facial expressions depending on the 
environment, such as illumination, head 
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movements, or expressions of specific objects. As 
a complex task, AU intensity estimation has 
gained much attention in the last two decades for 
general facial motion analysis. Whereas, the 
study of Rodriguez et  al. used the raw facial 
image as the input of the convolutional neural 
network (CNN) instead of facial markers, which 
is different from previous studies. They con-
fronted the binary pain recognition task for facial 
images from a deep learning perspective, achiev-
ing state-of-the-art results in comparison to the 
leave-one-subject setting (Rodriguez et al. 2022). 
Thus, this exposed the problem of deciding which 
method was more persuasive when other works 
have substaintiated their results with details such 
as accuracy, area under the curve (AUC), subject 
exclusion, and non-exclusion settings. They con-
sidered subject exclusion to be crucial and there-
fore provided all results computed in this manner. 
They announced that their method of training 
deep CNNs for pain level estimation has pro-
vided good results, and they have shown that 
using RNNs to exploit the temporal relationship 
between frames can improve the results. By train-
ing a CNN end to end for pain level estimation, 
their method obtained an AUC of 89.6, which 
increased to 93.3 when the same CNN was used 
to extract features to train a RNN.  In addition, 
they demonstrated the generality of their method 
by obtaining an accuracy of 97.2% on the 
Extended Cohn-Kanade (CK+) facial emotion 
recognition dataset, compared to the state-of-the-
art method. The result they achieved was a com-
petitive score compared to the most advanced 
methods (97.3%) (Zhao et al. 2016).

Pain identification is not limited to imaging 
techniques; Ben-Israel et  al. developed a noci-
ceptive level (NOL) index that was based on a 
machine learning analysis of photoreceptor maps 
and skin conduction waveforms recorded in 25 
patients undergoing elective surgery (Ben-Israel 
et al. 2013). However, the NOL index was based 
on a target described as a composite index of 
stimulation and analgesia that was defined and 
validated in the same study, embracing an arbi-
trary ranking of intraoperative toxic stimuli. 
Gram et al. used machine learning to analyze the 
EEG signals of 81 patients trying to predict 

patients who responded to opioid therapy for 
acute pain; the results showed that the preopera-
tive EEG assessment was only 65% accurate for 
patients who responded to postoperative opioid 
therapy (Gram et  al. 2017). In addition, Olesen 
et  al. conducted a large data study looking for 
single nucleotide polymorphisms in 1237 cancer 
patients that could predict opioid dose in these 
patients; however, their study did not find any 
association of single nucleotide polymorphisms 
with opioid dose in this population (Olesen et al. 
2018).

Chronic pain is a complex condition that is 
often misdiagnosed because it shares symptoms 
with other syndromes. In this context, several 
studies have proposed different machine learning 
algorithms to classify or predict chronic pain 
conditions. These algorithms employ a variety of 
data types, ranging from questionnaire-based 
self-reported data to state-of-the-art brain imag-
ing techniques. In Santana et  al.’s study, they 
evaluated the sensitivity of different algorithms 
and datasets for the classification of chronic pain 
syndromes (Santana et al. 2020). Along with the 
evaluation, they highlighted important method-
ological steps that should be considered when 
conducting machine learning experiments. The 
best results were obtained with the ensemble-
based algorithm and the dataset containing the 
maximum information diversity, resulting in an 
area under the receiver operating curve value of 
approximately 0.85. In addition, the performance 
of the algorithm is closely related to the hyper-
parameters. Therefore, a good hyper-parameter 
optimization strategy should be used to extract 
the most information from the algorithm. These 
findings supported the idea that machine learning 
can be a powerful tool for a better understanding 
of chronic pain conditions.

Specifically, researchers have achieved prog-
ress in predicting chronic pain disease with 
machine learning. For example, Wang et al. dig 
deep into the prediction of postherpetic neural-
gia in patients with herpes zoster by machine 
learning (Wang et  al. 2020). They intended to 
develop a predictive model to evaluate whether 
patients with shingles would develop PHN. They 
reviewed 52 patients with shingles and classified 
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them according to whether they had PHN. Risk 
factors associated with PHN were identified by 
univariate analysis. Machine learning using 
logistic regression and random forest algorithms 
was completed, and then the prediction accura-
cies of the two algorithms were compared to 
select the superior algorithm to predict the next 
60 new cases. The results showed that age, NRS 
score, rash site, Charlson comorbidity index 
(CCI) score, antiviral therapy, and immunosup-
pression were all associated with the develop-
ment of PHN.  The NRS score was the most 
strongly associated factor with a significance of 
0.31. As for accuracy, random forest had an 
accuracy of 96.24%, which was superior to 
logistic regression’s 92.83%. Then, the random 
forest model was used to predict 60 newly diag-
nosed herpes zoster patients with an accuracy of 
88.33% and a 95% confidence interval (CI) of 
77.43–95.18%.

Furthermore, experts developed and examined 
the efficacy of AI in improving the treatment 
strategy for chronic pain. Cognitive behavioral 
therapy for chronic pain (CBT-CP) is a safe and 
effective alternative to opioid analgesics. Piette 
et  al. applied the principles of “reinforcement 
learning” (a field of artificial intelligence) to 
develop an evidence-based, personalized CBT 
pain management service that automatically 
adapts to the unique and changing needs of each 
patient (AI-CBT). AI-CBT uses feedback from 
patients about their pain-related functional prog-
ress, measured daily through pedometer steps, to 
automatically personalize the intensity and type 
(Piette et  al. 2016). In their later research, they 
made a comparison between AI-CBT-CP person-
alized patient treatment and standard telephone 
CBT-CP treatment. The results showed that 
among 278 participants, the 3-month mean 
RMDQ score difference between AI-CBT-CP 
and standard CBT-CP was −0.72 points (95% CI, 
−2.06 to 0.62) and the 6-month difference was 
−1.24 points (95% CI, −2.48 to 0); no inferiority 
criterion was met at both the 3- and 6-month end 
points (P < 0.001 for both). Over half of the par-
ticipants receiving AI-CBT-CP had clinically 
meaningful improvements at 6  months as indi-
cated by RMDQ (37% vs 19%; P  =  0.01) and 

pain intensity scores (29% vs 17%; P  =  0.03) 
(Piette et al. 2022).

2	� AI in Intraoperative Pain 
Management

When it comes to intraoperative pain manage-
ment, quantifying the patient’s NOL and adjust-
ing the analgesic drug infusion during anesthesia 
have still been a challenge. Consequently, apply-
ing machine learning techniques to assist clini-
cians with analgesic drug administration are 
considered to improve pain management quality 
during anesthesia. As done by Gonzalez-Cava 
et  al. (2020), they evaluated the Analgesia 
Nociception Index (ANI) as a guiding variable 
for opioid infusion rate regulation. The ANI mon-
itor—Physiodoloris performed heart rate vari-
ability (HRV) analysis to measure the effect of 
respiratory sinus arrhythmia (RSA). The ANI 
values together with hemodynamic information 
were superior to non-specific conventional signs 
such as heart rate and blood pressure to quantify 
NOL and can predict dose changes to prevent 
hemodynamic events before they occur 
(Gonzalez-Cava et  al. 2020). The efficiency of 
the support vector machine (SVM) classifier 
using ANI as a guidance variable can be demon-
strated with an accuracy of 86.21% (83.62–
87.93%), a precision of 86.11% (83.78–88.57%), 
a recall of 91.18% (88.24–91.18%), a specificity 
of 79.17% (75–83.33%), an AUC of 0.89 (0.87–
0.90) and a kappa index of 0.71 (0.66–0.75) 
(Gonzalez-Cava et al. 2020).

Likewise, Tighe et  al. (2012) conducted a 
study of artificial intelligence and intraoperative 
pain management, aiming to determine if a 
machine learning classifier could predict which 
patients would require preoperative acute pain 
service (APS) consultation. They reviewed the 
records of 9860 surgical patients between January 
1 and June 30, 2010. Surgical cases requiring 
preoperative acute pain service consultation were 
classified and compared based on the ability or 
inability of the machine learning classifier. The 
classifiers were then optimized using ensemble 
techniques. Computational efficiency was 
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measured by the central processor processing 
time required for model training. The classifier 
was tested using the full feature set, as well as a 
reduced feature set optimized using a merit-based 
dimensionality reduction strategy. The machine 
learning classifier correctly predicted 92.3% 
(95% confidence interval [CI], 91.8–92.8) of 
requests for preoperative acute pain service con-
sultations across all surgical cases. The Bayesian 
approach yielded the highest area under the 
receiver operating curve (0.87, 95% CI 0.84–
0.89) and the shortest training time (0.0018  s, 
95% CI, 0.0017–0.0019 for the naïve Bayes 
Updateable algorithm). The combination of a 
high-performance machine learning classifier did 
not yield a higher area under the receiver operat-
ing curve than its component classifiers. The 
dimensionality reduction decreased the computa-
tional requirements of multiple classifiers but did 
not adversely affect classification performance.

3	� AI in Postoperative Pain 
Management

In the field of pain medicine, artificial intelli-
gence is emerging as a competent helper. Its pow-
erful and sophisticated analytical capabilities 
make a better understanding of the pathophysiol-
ogy of pain become possible. Gonzalez-Cava 
et  al. used machine learning to analyze differ-
ences in functional magnetic resonance imaging 
(MRI) data collected from human volunteers 
who were exposed to painful and non-painful 
thermal stimuli (Gonzalez-Cava et  al. 2017). 
They illustrated that machine learning analysis of 
whole brain scans was more successful in accu-
rately identifying pain than traditional analysis of 
individual brain regions associated with nocicep-
tion. In addition, good results have been achieved 
with respect to postoperative pain, probably con-
sidering the complexity of the variables that con-
tribute to the development of postoperative pain, 
both in terms of their numbers and relationships 
(Gonzalez-Cava et al. 2017). Barry et al. in their 
analysis of factors associated with rebound pain 
after peripheral nerve block, found that compared 
to other analysis methods, especially with multi-

variate logistic regression models, machine learn-
ing techniques, especially the “logistic model 
tree attribute selection classifier,” was able to 
uncover new variables not previously considered 
and proved to have the best performance (Barry 
et al. 2021). Parthipan et al., on the other hand, 
used machine learning techniques to better 
understand the relationship between postopera-
tive pain and depression (Parthipan et al. 2019). 
They concluded that thanks to the use of these 
new analytical techniques, the first groundbreak-
ing demonstration of the known ability of selec-
tive 5-hydroxytryptamine reuptake inhibitors 
(SSRIs) to suppress the potency of prodrug opi-
oids had an impact on worse pain control. 
Machine learning has proven useful not only in 
pain risk prediction but also in supporting clinical 
decision-making in acute pain services (APS) 
(Tighe et al. 2012).

Opioids play a crucial role in acute postopera-
tive pain management. Nair et  al. conducted a 
study on machine learning approach to predict 
postoperative opioid requirements in ambulatory 
surgery patients (Nair et al. 2020). Their goal was 
to develop machine learning models to predict 
the postoperative opioid requirements of patients 
undergoing ambulatory surgery. To develop these 
models, they used a perioperative dataset that 
included 13,700 patients (18  years of age and 
older) who underwent outpatient surgery from 
2016 to 2018. These data, which included patient, 
procedure, and provider factors that may influ-
ence postoperative pain and opioid requirements, 
were randomly divided into training (80%) and 
validation (20%) datasets. Different classes of 
machine learning models were developed using 
the training dataset to predict categorical levels 
of postoperative opioid need and then evaluated 
on the validation dataset. Prediction accuracy 
was used to differentiate the performance of the 
models. The accuracy of the five classes of mod-
els developed was as follows at two different 
stages of surgery: (1) pre-surgery—Multinomial 
Logistic Regression: 71%, Naive Bayes: 67%, 
Neural Network: 30%, Random Forest: 72%, 
Extreme Gradient Boost: 71%; (2) End of sur-
gery—Multinomial Logistic Regression: 71%, 
Naive Bayes: 63%, Neural Network: 32%, 
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Random Forest: 72%, Extreme Gradient Boost: 
70%. Analysis of the sensitivity of the best-
performing Random Forest model showed higher 
prediction accuracy for lower opioid demand 
(89%) compared to higher opioid demand (43%). 
The importance of features (relative importance 
percentage) predicted by the model showed that 
type of surgery (15.4%), medical history (12.9%), 
and time of surgery (12.0%) were the three fea-
tures that contributed the most to the model pre-
dictions. Overall, patient and procedure features 
contributed 65% and 35% to model predictions, 
respectively. Machine learning models can be 
used to predict postoperative opioid requirements 
for ambulatory surgery patients and potentially 
help better manage their acute postoperative pain.

Similarly, another research performed by Lu 
et al. focused on the development and verification 
of a machine learning algorithm that can predict 
patients at risk for delayed postoperative opioid 
use after receiving elective knee arthroscopy (Lu 
et al. 2022). They reviewed the data at a tertiary 
academic medical center and identified adult 
patients undergoing knee arthroscopy between 
2016 and 2018. They defined prolonged postop-
erative opioid consumption as opioid consump-
tion lasting for at least 150  days after surgery. 
Five machine learning algorithms were evaluated 
for their ability to predict the prolonged opioid 
consumption outcome. The assessment tools 
included discrimination, calibration, and deci-
sion curve analysis. Overall, 60 (20.3%) of the 
381 patients included showed continued opioid 
consumption postoperatively. The factors deter-
mined for the prediction of prolonged postopera-
tive opioid prescription were reduced preoperative 
scores for the following patient-reported results: 
the IKDC, KOOS ADL, VR12 MCS, KOOS 
pain, and KOOS Sport and Activities. The ensem-
ble model achieved the best performance based 
on discrimination (AUC = 0.74), calibration, and 
decision curve analysis. This model was inte-
grated into a web-based open-access application 
capable of providing prediction and interpreta-
tion. With appropriate external validation, the 
algorithm currently developed enhances the 
timely identification of patients at risk for long-
term opioid use. Reduced scores on preoperative 

patient-reported outcomes, symptom duration, 
and perioperative oral morphine equivalents were 
identified as novel predictors of prolonged post-
operative opioid use. The predictive model can be 
easily deployed in a clinical setting to identify 
patients at risk, thus allowing providers to opti-
mize modifiable risk factors and counsel patients 
appropriately preoperatively.

Apart from being used as a tool to diagnose 
pain, NOL also imposes positive impacts on 
guiding the use of opioids in managing postop-
erative pain. Meijer et al. found that the majority 
of postoperative patients reported moderate to 
severe pain and that pain may be associated with 
under- or over-dosing of opioids during surgery 
(Meijer et al. 2020). Objective guidance on opi-
oid dosing using the NOL index could help 
improve postoperative pain control in patients. 
Specifically, the NOL index is a multiparametric 
artificial intelligence-driven index designed to 
monitor nociception during surgery, potentially 
leading to more appropriate analgesic protocols 
and better surgical outcomes. They tested whether 
NOL-guided opioid dosage during general anes-
thesia reduced postoperative pain. In this two-
center RCT study, 50 patients undergoing 
abdominal surgery under fentanyl/sevoflurane 
anesthesia were randomly assigned to either the 
NOL-guided fentanyl dose group or the standard 
of care group, in which fentanyl dosage was 
determined hemodynamically. Patients’ postop-
erative pain levels were assessed in the 
PACU.  Results showed a median postoperative 
pain score of 3.2 (interquartile range 1.3–4.3) and 
4.8 (3.0–5.3) in the NOL-guided and standard 
care groups, respectively (P  =  0.006). 
Postoperative morphine consumption (standard 
deviation) was 0.06 (0.07) mg/kg (NOL-guided 
group) and 0.09 (0.09) mg/kg (control group; 
P = 0.204). During surgery, the dose of fentanyl 
did not differ between groups (NOL-guided 
group: 6.4 [4.2] μg/kg vs. standard care: 6.0 [2.2] 
μg/kg, P  =  0.749), although the difference 
between patients in the NOL-guided group was 
greater (coefficient of variation: 66% in the NOL-
guided group and 37% in the standard care 
group). This suggests some improvement in post-
operative pain scores (1.6 points) in patients 
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under NOL guidance, although there was no dif-
ference in intraoperative and postoperative fen-
tanyl and morphine consumption.
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Clinical Decision Support System

Hong Jiang

The anesthesia record is a major component of 
clinical anesthesia work, and patients’ periopera-
tive data is of referential meaning for subsequent 
anesthesia management. The current anesthesia 
information management systems (AIMS) used in 
major hospitals can collect data from sources such 
as monitors, hospital information systems, ventila-
tors, and anesthesia workstations in real time, while 
the anesthesiologist records the patient’s fluid bal-
ance status, surgery, medication, special events, 
and other information according to the intraopera-
tive anesthesia management condition. All these 
records form a comprehensive database of real-
time patient information during the surgery.

1	� Development of Clinical 
Decision Support System

With the growing popularity of AIMS, research-
ers have used machine learning to analyze the 
comprehensive database, and clinical decision 
support system (CDSS), a hardware system that 
provides timely decision aids for anesthesiolo-
gists and helps to exterminate errors, was then 
developed. CDSS collects data from the AIMS 
and categorizes it into usable data by transform-

ing, filtering, and filling in the gaps (Sutton et al. 
2020). The decision processor applies algorithms 
to the usable data and determines whether to 
notify or alert (e.g., pop-up messages or flashing 
buttons) on the AIMS according to the set deci-
sion rules, and the anesthesiologist makes an 
autonomous decision about the next step in the 
treatment plan based on the alert prompts.

In the medical field, the development of com-
puter systems that can use patient data and clini-
cal guidelines to simulate the human 
decision-making process and accelerate the auto-
mation of clinicians’ reasoning and judgment has 
been a topic of debate for decades. As early as 
1968, Lusted began researching ways to more 
accurately implement human workflows in medi-
cal practice on computers (Ambinder 2005). 
However, the development of such systems is a 
complex process and demands multidisciplinary 
task that requires the integration of knowledge 
and decisions from the clinical domain to make 
the CDSS adaptable to the workflow of the entire 
healthcare system practice. In recent years, the 
CONFlexFlow (clinic context-based flexible 
workFlow) system, a clinical context-based flex-
ible work system, has successfully integrated 
clinical workflows into CDSS, accelerating the 
progress of computer-based diagnosis and treat-
ment research (Yao and Kumar 2013). Despite 
the rapid development of CDSS, there are no sys-
tematic conceptual descriptions and implementa-
tion methods for CDSS in data mining and 
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decision-making. Knowledge-based CDSS uses 
natural language processing techniques to mimic 
the knowledge and experience of experts and 
build expert systems to make diagnostic strate-
gies including disease prediction and matching 
treatment plans (Afzal et al. 2015).

As the complexity of the medical treatment 
process has escalated in recent years, various 
medical fields need CDSS to provide various 
treatment options for clinicians to choose or 
modify, in addition to strict paradigm clinical 
decision-making. Machine learning and artificial 
intelligence breakthroughs have made it easier 
for CDSS to mine information from large 
amounts of historical data and be more accurate 
and relevant in predicting clinical outcomes. 
Non-knowledge-based CDSS is based on big 
data to build and train classification models or 
prediction models, and then perform disease 
identification diagnosis and risk prediction 
(Huang et al. 2020). Such CDSS are data mining 
using various machine learning methods. Arooj 
et  al. used Bayesian networks, support vector 
machine (SVM), and function tree (FT) as algo-
rithms for heart disease detection assisted deci-
sion systems and compared their accuracy; data 
from the Stanford Cancer Center related database 
were used to demonstrate the high accuracy and 
interpretability of the method and to demonstrate 
a decision support system for personalized treat-
ment of metastatic cancer (Arooj et al. 2022).

2	� Adoption of CDSS 
in the Clinical Context

CDSS may not be fully adopted by end users just 
because it is available. As a result, even though 
evidence of CDSS’s benefits increases, the adop-
tion rate still remains low (Laka et al. 2021). The 
adoption rate of CDSS in healthcare organiza-
tions is lower than expected, with 96% of alerts 
or recommendations being ignored or overridden 
(Chow et  al. 2016; Liberati et  al. 2017; Moxey 
et al. 2010) as a result of end users’ negative atti-
tudes, evasion, and skepticism, as well as unan-
ticipated effects on clinical workflows (Chung 

et al. 2017; Kortteisto et al. 2012; Ozkaynak et al. 
2018).

An array of interdependent factors influences 
the success of the implementation of systems like 
CDSS, including clinical culture, processes, 
workflows, and professional norms (Kilsdonk 
et  al. 2017). Several factors, including system, 
organizational, and human factors, contribute to 
the challenge of implementing CDSS, as Yusof 
et al. discovered (Yusof et al. 2008). It is difficult 
to ensure that improving one aspect of the care 
process does not have unintended consequences 
in another because of this complexity.

Adopting CDSS can also be challenging due 
to its scope which goes beyond that of an infor-
mation technology tool. It integrates a paradigm 
of evidence-based practice into everyday clinical 
practice (Sutton et al. 2020). Scientists report that 
the CDSS can sometimes challenge deep-seated 
beliefs about professional autonomy and hierar-
chies of authority in the clinical setting, which 
can lead to skepticism about its use (Liberati 
et al. 2017). Studies have examined CDSS adop-
tion based on technical appropriateness and user 
experience (Camacho et  al. 2020; Catho et  al. 
2020; Jung et al. 2020), but few have examined 
how end-user characteristics influence 
perceptions.

2.1	� Barriers and Facilitators 
in the Adoption

2.1.1	� External Factors
There was a lack of support and training provided 
by organizations, which led to a lack of confi-
dence in the system and made it difficult for users 
to resolve technical problems, thus discouraging 
CDSS adoption (Lai et  al. 2006; Trivedi et  al. 
2002). The adoption of any new technology is 
also influenced by cultural factors according to 
organizational theories (Tsiknakis and 
Kouroubali 2009). It was found that young clini-
cians were more prone to obtain organizational 
support before taking up CDSS for antibiotic 
management, perhaps due to the profound impact 
of the clinical hierarchy and seniors’ preferences 
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on their practice (Allard 1998) as seniors were 
less willing to use CDSS.

It is one of the fundamental constructs of 
UTAUT to make sure the system is easy to use. In 
the survey, clinicians rated ease of use as one of 
the most important factors in adopting and adher-
ing to CDSS for antibiotic management. This is 
in accordance with measures in the information 
system (IS) success model proposed by DeLone 
and Mclean which relates user satisfaction and 
adoption to ease of use (Yusof et  al. 2008; 
DeLone and McLean 2004). Primary care clini-
cians and those who have used CDSS before also 
regard ease of use as one of the most significant 
features of CDSS adoption. Features such as lim-
ited consultation time, workload, and the poten-
tially compromised direct communication with 
patients limited by the time required to navigate 
the system, make ease of use a highly cherishable 
requirement for the successful execution of 
CDSS in primary care (Lugtenberg et al. 2015a, 
2015b; Short et al. 2003).

User trust that the system is right for their spe-
cific requirements affects system effort expecta-
tions and perceived benefit (Lugtenberg et  al. 
2015a). Clinical experience was associated with 
a preference for end-user consultation as a facili-
tator of CDSS implementation by clinicians with 
longer work experience. Similarly, clinicians 
with more clinical experience (>11  years) who 
felt CDSS threatened their clinical autonomy 
were more likely to see it that way. CDSS may be 
adopted, trusted, and implemented more effec-
tively if experienced clinicians are included in 
the development and implementation processes.

2.1.2	� Internal Factors
The lack of confidence in the content of the 
CDSS was frequently reported as the most fre-
quent barrier to the adoption of the CDSS for 
antibiotic management in our study. CDSS non-
users expressed this concern in our study, sug-
gesting that it might be because they do not fully 
understand how the system gathers information 
to guide recommendations, they lack trust in the 
personnel who developed the system, and they do 
not agree with its content (Khairat et  al. 2018; 

Shibl et al. 2013). Many clinicians are hesitant to 
engage with CDSS because they fear that it will 
compromise their clinical judgments (Cabana 
et al. 1999; Goud et al. 2010). It appears that end-
users’ reluctance to adopt CDSS may be a result 
of perceptions about the system rather than actual 
experience with it since clinicians who have 
experience related to CDSS are less likely to 
believe it would compromise their professional 
autonomy. CDSS is also less likely to be used by 
experienced clinicians due to their concern that it 
would compromise established work practices 
and reduce autonomy over clinical processes and 
decisions. In the CDSS system, younger clini-
cians are more confident and have better techno-
logical literacy (Laka et  al. 2021; Leslie et  al. 
2006). CDSS users are more likely to be younger 
clinicians than senior clinicians, as our results 
support this literature. Clinical engagement with 
experienced clinicians is essential to overcome 
barriers to CDSS adoption.

Additionally, end users may be resistant to 
CDSS adoption for antibiotic management due to 
clinicians’ time constraints and potential work-
flow disruptions. CDSS uptake and use are nega-
tively impacted by a lack of a fit between 
relevance and timeliness of recommendations, as 
shown in previous studies (Moxey et  al. 2010; 
Belard et al. 2016). Furthermore, it was discov-
ered that time and workflow constraints were per-
ceived as more of a barrier to CDSS adoption in 
primary care. It has been noted that despite work-
flow disruptions and time constraints (high work-
loads), CDSS adoption in primary care is limited 
because clinical data needs to be assessed within 
a short consultation.

Several moderating factors have a significant 
impact on clinicians’ behavior when it comes to 
adopting digital health systems, such as age, clin-
ical experience, and digital health literacy. 
According to the wider literature, these factors 
are related to users’ perception of the usefulness 
of other digital health systems and their intention 
to adopt them (Ayaz and Yanartaş 2020; 
Zuiderwijk et  al. 2015; Bandyopadhyay and 
Barnes 2012). Based on these moderating fac-
tors, Jacob et  al. suggest that clinicians should 
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understand the users’ inclinations and promote a 
cultural shift among all clinicians to enhance 
system adoption (Cho et  al. 2013). Developing 
guidelines and policy frameworks for CDSS 
adoption for antibiotic management should be 
the focus of future research. We found that these 
types of CDSS are adopted and used based on a 
range of individual and setting characteristics. 
There is a need to address organizational barriers 
and identify optimal structures to support CDSS 
implementation in terms of planning, manage-
ment, leadership, and communication.

2.2	� Considerations in the 
Implementation of CDSS

There is a reasonable case for implementing sys-
tems that simulate human decision-making. The 
ability to automate reasoning and judgment was 
recognized by researchers decades ago. A better 
understanding of the human judgment processes 
involved in diagnosis, for instance, could lead to 
more accurate computer models of diagnosis 
(Braun and Clarke 2006).

2.2.1	� Does the CDSS Simulate Clinical 
Assessment with Feedback 
Loops?

It can be of great value to combine clinician cog-
nition with available clinical information when 
making clinical decisions. In the literature, sev-
eral approaches and methods have been discussed 
for clinical reasoning (Corbin and Strauss 2015). 
To make a complete and successful differential 
diagnosis, the physician often requests extra 
information (e.g., more examinations and radiol-
ogy tests). The literature has discussed human 
diagnostic problem solving both domain-
independently (Trivedi et al. 2002) as well as the 
problem of disease diagnosis (Tsiknakis and 
Kouroubali 2009). By reassessing existing infor-
mation or by ordering more clinical tests, a phy-
sician can “fill in reasoning gaps” during the 
clinical cognitive process. In making clinical 
decisions, this loop (clinician’s assessment—
clinical data—clinician’s assessment) is funda-

mental. Attempts are being made to replicate this 
possible de facto clinical uncertainty through the 
feedback loop. By applying reinforcement learn-
ing methods to CDSS design approaches, this 
loop can be simulated (Allard 1998; DeLone and 
McLean 2004). There is often an inappropriate 
amount of care given because of the probabilistic 
nature of health and disease (Lugtenberg et  al. 
2015a). The design, therefore, needs to take this 
into account by recognizing, and thereafter eval-
uating other probable factors, to reduce decision 
uncertainty. Reinforcement learning methods and 
dynamic user feedback loop approaches have 
both been shown to contribute positively to this 
direction.

2.2.2	� Does CDSS Employ Unison 
Expert Systems and Machine 
Learning?

By using reasoning approaches, expert systems 
emulate the cognitive process of making deci-
sions in healthcare settings. As a result of reason-
ing about knowledge, expert systems solve 
complex problems using conditional (If-Then-
Else) rules. It is difficult to pay attention to all the 
small, yet non-trivial, clinical details in a clinical 
setting. A clinical expert system is therefore lim-
ited to a defined, very specific domain of decision-
making, such as diagnosing a disease. Data-driven 
machine learning algorithms and traditional 
knowledge-based systems (mimicking human 
reasoning using rules) can complement each 
other well. The purpose of both technologies is to 
assist clinical decision makers in healthcare set-
tings. Often, the compiled knowledge of a patient 
does not determine a condition: This is evident 
when a patient presents in an unexpected or 
unusual manner or manifests rare symptoms. In 
order to overcome the aforementioned limitation, 
the use of enormous historical clinical datasets is 
suitable, as the datasets are large enough to 
accommodate patterns of disease for such rare 
and unique cases. This common objective can be 
accomplished with greater success when expert 
systems and machine learning methods are com-
bined with reasoning in decision-making (Khairat 
et al. 2018).

H. Jiang



89

2.2.3	� Does CDSS Use Trends 
of Physiological Measurements 
Instead of Cross-Sectional 
Data?

Physiological measurements and laboratory 
results are compared to physiological norms 
when healthcare professionals review patient 
information (Shibl et  al. 2013). By anticipating 
improved physiological measurements, physi-
cians want to know how patients respond to their 
therapy of choice rather than just reviewing raw 
physiological measurements. In addition to 
assessing the patient’s response to the therapy, 
clinical decision makers consider the physiologi-
cal values they would expect. When physiologic 
values for a patient are compared to recent mea-
surements and baselines, treatment effectiveness 
or progression of the disease can be better under-
stood. Three CDSS design considerations related 
to this aspect will be elaborated below, namely, 
inclusion of trends in repeated measures as pre-
dictors, modeling the sequence of clinical events, 
and modeling the temporal distance between 
clinical events.

It appears that cross-sectional data cannot 
accurately assess longitudinal care, which may 
be more important than visit-based indicators 
(Cabana et al. 1999). Some patients might not be 
concerned by blood glucose levels of 150 mg/dL 
if their glucose levels were 180 mg/dL the previ-
ous day and 210  mg/dL 2  days ago. While the 
doctor observed a satisfactory response to ther-
apy despite a 150-mg/dL increase, he did not 
adjust the therapeutic strategy. Despite this, it 
would be a different clinical decision for a sec-
ond patient with a blood glucose measurement of 
150  mg/dL if this was the only measurement 
available. This case would require the physician’s 
attention. It is evident that the model output 
depends on prior measurements in both scenar-
ios, even though the cross-sectional input value 
for both of them is the same (blood glu-
cose  =  150  mg/dL). A longitudinal medical 
record is essential to clinical decision support 
because clinical decisions are longitudinal in 
nature (Goud et al. 2010). In designing CDSS, it 
is important to take into consideration temporal 

trends and fluctuating physiological 
measurements.

2.2.4	� Does CDSS Consider 
the Temporal Distance 
of Clinical Events?

In the aforementioned scenario, it is also impor-
tant to take into account the lag time between 
diagnoses; that is, how much time passed between 
diagnosing bacteremia and severe sepsis and sep-
tic shock. In order to construct clinically useful 
events and estimate the severity of those events, 
the timestamps from EMR data should be used in 
the analysis. This is especially important to assess 
the performance of health systems in terms of 
care delivery and transition and eliminate delays 
and gaps in service.

3	� Problems in the Current 
Application of CDSS

3.1	� Trust Issue of Medical 
Treatment

When facing diseases such as tumors and cardio-
vascular diseases, doctors usually inform patients 
of their current diagnosis. The diagnosis of can-
cer will disrupt the patients’ life state and mental 
world, and patients will have many concerns to 
ask doctors and many things on their minds to tell 
doctors. This requires the doctor to listen to the 
patient’s story, build trust in each other, and 
deepen mutual understanding in the story, so as 
to build an emotional foundation for compliance 
with the diagnosis and treatment later. CDSS, 
however, changes this traditional diagnostic para-
digm. One of the biggest challenges in using 
CDSS in medicine is the physicians’ reluctance 
to trust and adopt something they do not fully 
understand, and the lack of trust has slowed prog-
ress in the clinical application of these AI tools. 
In addition to clinician skepticism, patients who 
lack confidence in AI technology will not be fully 
convinced.

Most studies have used methods that assess 
the diagnostic accuracy of deep learning in isola-
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tion, an approach that does not fully and truly 
reflect clinical practice. Many healthcare AI 
study results are not trusted clinically because the 
findings do not provide comparisons with 
diagnoses made by healthcare professionals 
(physicians) using the same test dataset.

Although CDSS has been systematically 
learned and continuously trained over a period of 
time to have a certain basis for clinical applica-
tion, it cannot be ignored that CDSS still has 
great limitations in clinical application, both in 
terms of the level of diagnosis for a single disease 
and overall thinking about complex diseases, 
which is actually one of the reasons for the cur-
rent clinical skepticism about its reliability. 
Furthermore, the core algorithm and training 
logic and even the different perspectives of the 
training methods usually used, have a great 
impact on the decision-making of CDSS in the 
clinic, which is also the reason why clinicians do 
not agree much with the decision results of 
CDSS.  An algorithm that can accurately detect 
medical images of skin cancer also has physi-
cians who support the accuracy of the diagnosis. 
However, black box algorithms are opaque, 
which means that physicians cannot account for 
how the algorithm got its recommendation or 
arrived at its diagnosis. This poses a challenge for 
clinical work: do we have enough reason to trust 
a diagnostically opaque algorithm when we can-
not establish how it obtained the diagnosis? How 
should physicians handle difficult-to-understand 
diagnoses? Can doctors be responsible for medi-
cal diagnoses with AI systems that they cannot 
understand?

3.2	� Diagnostic Accuracy Issues

In real medical diagnosis, physicians are often 
confronted with a myriad of complex informa-
tion, but in many trials, the conditions under 
which AI performs diagnosis are isolated, and 
overall, there is very little AI that actually pene-
trates deep into the clinical process. Studies that 
include as much additional information as a real 
clinical setting diagnosis are minimal. The pre-
sentation of trial results is also not fully objec-

tive, and most studies do not list missing data, a 
situation that would affect the accuracy of trial 
results. Due to the insufficient number of reliable 
studies, the fact that there are still too few rele-
vant data and the inadequacy of the trial design, it 
is too early to make assertions about the medical 
diagnostic capabilities of AI to draw final conclu-
sions in a real-world setting. Knowing the impact 
of AI on patient recovery outcomes requires the 
design of randomized clinical trials with alterna-
tive medical protocols, and no such trials have yet 
been able to examine the performance of AI in 
terms of timely treatment, patient discharge time, 
and survival rates. Few studies have been able to 
provide externally validated results or compare 
the performance of deep learning models and 
physicians using the same sample. In addition, 
the prevalence of poor reporting in deep learning 
studies limits the reliable interpretation of 
reported diagnostic accuracy.

In purely technical aspects (e.g., algorithm 
performance and accuracy) AI still performs 
remarkably well, but in close clinical application 
scenarios, it is challenging to turn physician 
experience and knowledge into replicable digital 
procedures. For example, pathology diagnosis 
mode is presented in the form of images, most 
easily based on big data for diagnosis and differ-
ential diagnosis of diseases through pattern rec-
ognition. Currently, in pathology, AI has been 
applied to assist in the diagnosis of hematologic 
malignancies (mainly leukemia). However, there 
are still limitations to the application of AI in 
pathology, as pathological solid tumor paren-
chyma and mesenchymal components are more 
complex, and the confirmation of the diagnosis of 
some tumors also relies on immunohistochemis-
try, all of which will greatly increase the diffi-
culty of AI diagnosis.

Moreover, most intelligent diagnostic prod-
ucts do not fully follow the clinical workflow 
links. Taking lung nodule diagnosis as an exam-
ple, it is not a problem to just diagnose a lung 
nodule, but not to determine whether there are 
other diseases, and the consequences of misdiag-
nosis or omission are very serious. The current 
medical aid system is only responsible for find-
ing out the lesion, and the final characterization is 
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done by the physician. Take imaging artificial 
intelligence, which is currently most widely used 
in clinical practice, as an example. To determine 
whether a patient has pneumonia through X-ray 
films, an imaging physician cannot make a diag-
nosis based on the films alone. The most an imag-
ing doctor can say after reading the film is “this 
lung X-ray is consistent with pneumonia signs 
given the typical clinical symptoms.” It is likely 
that different imaging specialists will have differ-
ent opinions about what the images show. The 
reason is that an image consistent with pneumo-
nia may also appear to be an incomplete lung 
expansion. Pneumonia may seem simple, but the 
final diagnosis requires a combination of the 
patient’s clinical history, symptoms, blood tests, 
and images. Another more realistic case is illus-
trative. A well-known hospital in Shenzhen diag-
nosed a child with nodular lung manifestations 
through the Intelligent Companion System. If 
diagnosed and treated according to the CDSS, 
there is a possibility of overdiagnosis and over  
treatment. Meanwhile, the diagnostic criteria and 
treatment responsibility become a problem for 
continued research.

3.3	� Problems with Diagnostic 
Criteria

The rigor and iterative nature of medical knowl-
edge and the complexity of the disease that can-
not be predicted precisely make the design of 
CDSS need to consider more factors. In addition 
to the multiple factors of the patients themselves, 
countless new data have to be screened, updated, 
and supplemented in real time. In the medical 
field alone, a large number of clinical findings 
need to be constantly understood by scientists 
and engineers developing CDSS, and old content 
has to be removed, and the core is to select high-
quality evidence for CDSS, which is also a prob-
lem for CDSS developers. In the current research 
environment, few research teams have evaluated 
the efficacy of CDSS and thought about it, which 
means that the practicality of the system has not 
been evaluated by the industry, and it can even be 
said that there is no accurate data on clinical effi-

cacy, and we cannot get the authoritative evalua-
tion index and standard, which will largely affect 
the standardized use of CDSS in the clinical 
setting.

The existing problems of CDSS and the com-
plexity of the clinical workflow make the integra-
tion of the two more difficult. It is also important 
to consider that some CDSS that need to be used 
online cannot be used in the hospital due to the 
logical or physical isolation of the network in dif-
ferent levels and conditions of the hospital.

3.4	� Responsibility of CDSS

CDSS takes implementation action plans based 
on established algorithms. Artificial intelligence 
has been given more autonomy and has been 
added to human social behavior with a unique 
individual “consciousness” and has been given 
more power in the medical decision-making pro-
cess, but also inevitably more responsibility.

The Medical Device Classification Catalogue 
issued by the State Drug Administration in 2022 
indicates that medical AI products that only give 
clinical diagnostic advice through the support of 
algorithms and have only an auxiliary diagnostic 
role rather than directly making a conclusive 
diagnosis need to be managed in accordance with 
the regulations for Class II medical devices. If it 
is a medical AI product that automatically identi-
fies lesion sites through algorithms and provides 
clear diagnostic conclusion hints on this basis, it 
needs to be regulated according to the manage-
ment regulations of Class III medical devices 
because of its escalated application risks.

We cannot avoid the attribution of responsibil-
ity, and in the conventional medical world the 
dominant position of doctors is unshakeable. But 
when CDSS is applied widely in the clinical 
practice, its performance and reliability highlight 
its role in routine and critical clinical events, 
which may somehow diminish the doctors’ status 
in the medical service, and at the same time, the 
doctor’s medical behavior will also be trivialized. 
Subesequently, for patients, especially those who 
may have suffered medical violations, the per-
spective of recourse against the medical party 
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should be more biased toward the CDSS. Such an 
understanding has caused a lot of controversies, 
whether it is philosophical, ethical theoretical 
analysis, or jurisprudential application of think-
ing, the vast majority of scholars when discuss-
ing the issue of attribution of responsibility focus 
on the medical treatment or should the doctor be 
responsible for the argument. If CDSS is involved 
in the scope of the responsible subject, we cannot 
avoid the problems of responsibility arising, and 
the responsible parties passing the buck to each 
other, and the division of power and responsibil-
ity being confused, which threatens patients’ 
health, rights, consistency of social moral frame-
work, and clarity of legal responsibility. The 
Management Specification for Artificial 
Intelligence-Assisted Diagnostic Technology 
(2017 Edition) clarifies the positioning of medi-
cal AI-assisted diagnostic technology: an auxil-
iary diagnostic and clinical decision support 
system. The conclusion of medical AI-aided 
diagnosis technology cannot be directly used as 
the conclusion of the final clinical diagnosis, but 
only as one of the reference bases for clinical 
diagnosis. Only the conclusion of qualified clini-
cians can be used as the final diagnosis. However, 
the development of decision-making will change 
with the continuous improvement of technology, 
and the objective and rational evaluation criteria 
need to be improved gradually.

3.5	� The Problem of Shared 
Decision-Making and Patient 
Autonomy

The prerequisite for the exercise of patient auton-
omy is shared decision-making. In clinical treat-
ment and medical ethical practice, patients have 
the right to adopt medical measures and accept 
medical actions according to their own wishes, 
and they also have the right to decide whether to 
accept medical advice or not. On this basis, in 
order for the patient’s consent to be valid in medi-
cal services, the doctor needs to inform the 
patient in advance, truthfully, and adequately; 
and the patient can participate in clinical shared 
decision-making only after fully understanding 

the actual content and impact of medical pro-
cesses and medical actions. Thus, it can be seen 
that comprehensible disclosure of medical infor-
mation and medical practices is very important.

Take the Watson Oncology Diagnostic System 
as an example: this system uses “maximizing sur-
vival time” as a clinical goal and provides recom-
mendations for treatment options (McDougall 
2018). This gives rise to the problem that the 
treatment plan may not be determined by the 
individual patient’s wishes but by the conclusions 
driven by the philosophy of the CDSS algorithm. 
This will lead to the inequality of medical infor-
mation between doctors and patients or even the 
loss of medical decision-making power of 
patients, or even the dominance of a paternalistic 
decision-making model driven by medical artifi-
cial intelligence, which is a regression of the 
diagnosis and treatment model and philosophy.

When considering the weight of medical treat-
ment decisions, the Watson Oncology Diagnostic 
System takes the maximization of the patient’s 
survival time as the primary and most important 
consideration criterion. If the patient expects the 
least pain, it will be difficult for the algorithm to 
help achieve it. This can also illustrate that if 
medical AI is included in the control of medical 
decision-making, various rights/dignity of 
patients will be subverted and destroyed. 
Considering the long-term development perspec-
tive, medical AI that fails to address the issue of 
patient’s free will realization in its development 
will inevitably bring about individual harm. At 
present, it is difficult for CDSS to weigh the most 
appropriate medical behavior and the best medi-
cal outcome from the patient’s perspective, and 
the algorithm of CDSS rarely involves the multi-
dimensional rights of patients during treatment, 
while the real specific medical process should be 
the maximum integration (including technical, 
ethical, and legal issues), and the treatment deci-
sion made entirely by machine autonomy is a 
violation of human freedom rights, breaking the 
key principle of traditional medicine “patient-
centered.” The “patient-centered” principle of 
traditional medicine is broken. The Code of 
Practice for the Management of Artificial 
Intelligence-Assisted Diagnostic Techniques 
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(2017 Edition) also clearly explains how it should 
be used in clinical practice and its precautions.

4	� Specialized Application 
of CDSS

4.1	� CDSS in the Diagnosis of Rare 
Diseases

Rare diseases are a group of diseases with very 
low incidence, also known as orphan diseases. 
The World Health Organization defines rare dis-
eases as diseases that affect 0.65–1 per 1000 of 
the total population, with a total of about 8000 
diseases affecting about 400  million people 
worldwide. Rare diseases are mostly genetic dis-
eases, some of which are caused by severe muta-
tions in a single gene, which also makes them 
generally more severe. Because rare diseases are 
numerous and diverse, most healthcare workers 
have little exposure to them, and a lack of knowl-
edge about specific rare diseases can lead to 
missed diagnoses, making the search for care a 
long and tortuous experience for most patients.

The CDSS is expected to bring the experience 
of rare disease diagnosis and treatment to the 
frontline clinical workflow, and provide diagnos-
tic advice for rare diseases to physicians without 
interrupting their work at hand.

Existing rare disease CDSS can generally be 
classified as knowledge base based, machine 
learning based, and online retrieval based. The 
main difference between the three is that they 
rely on the existing knowledge base system or 
rely on machine learning models for prediction.

Knowledge base-based CDSS provides clini-
cal decision aids with the help of existing knowl-
edge base and uses retrieval and big data 
technologies. The main difference between exist-
ing knowledge base-based CDSS is the knowl-
edge base used and the difference in analysis 
engines. The knowledge bases can be broadly 
classified into existing public knowledge bases, 
Electronic Medical Record (EMR) mining 
knowledge, literature mining knowledge, etc.; 
the algorithmic principles of their analytic 
engines can be broadly classified into machine 

learning-based methods or information retrieval-
type methods.

Phenomizer (Köhler et al. 2009) measures the 
phenotypic similarity between patients to be seen 
and genetic cases annotated in HPO by adjusting 
semantic similarity metrics, giving similarity 
scores for similar diseases and calculating 
p-values with statistical models. This method 
outperforms term-matching methods that do not 
consider semantic relationships between terms, 
especially for cases that contain phenotypic noise 
or inaccurate clinical descriptions. In contrast, 
DECIPHER (Bragin et al. 2013) is an interactive 
web-based database that contains a set of tools 
designed to help interpret genomic variation and 
contains more than 30,000 rare disease cases 
contributed by 270 centers for clinicians to share 
and compare phenotypic and genotypic data.

In addition to phenotypic data, a full compari-
son of patient characteristics requires the inclu-
sion of more important information such as 
exomes and genomes, which has led to the emer-
gence of a series of CDSS that combine pheno-
typic and genotypic decision-making, such as 
GeneYenta, GeneMatcher, GenIO, and 
PhenomeCentral. These tools are accessible 
online and use HPO terms for matching, and the 
latter two can upload gene files in VCF format. 
Most tools, when analyzed, can output a rare dis-
ease match score to aid in clinical 
decision-making.

With the accumulation of EMRs, a large num-
ber of machine learning CDSS based on clinical 
case mining have emerged. However, since such 
systems are more difficult to interpret the deriva-
tion process, most clinicians utilize them for 
research model exploration rather than direct use 
in clinical practice for reliability and accountabil-
ity reasons. Therefore, most of the current 
machine learning-based rare disease CDSS are in 
the prototype stage, mostly not deployed on the 
Internet, and most of them make predictions for a 
specific few rare diseases, which are more diffi-
cult to apply to clinical prediction scenarios for 
all rare diseases.

According to whether rare disease CDSSs 
output diagnostic results, they can be classified 
into explicit and implicit. Unlike the above two 
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types of CDSS, some search tools do not directly 
output prediction results but assist physicians to 
search online to find relevant case information, 
which also belongs to the broad CDSS. Clinically, 
for complex patient cases, clinicians usually look 
for peer-researched patient cases with similar 
characteristics in the literature such as case 
reports. However, conventional search engines 
usually optimize queries for certain high-
frequency keywords and make recommendations 
based on popularity (e.g., recommending litera-
ture that is more frequently visited), a search 
method that favors more user viewing is less 
meaningful for rare disease searches. As a result, 
the process is often time-consuming and ineffi-
cient, and physicians need an online search tool 
to assist in finding patients with similar clinical 
characteristics.

The rare disease search tool FindZebra 
(Svenstrup et al. 2015) is similar to other search 
engines, but its data sources mainly use OMIM, 
GARD, Orphanet, Wikipedia, etc. FindZebra was 
compared with other online search tools google.
com, pubmed.gov, omim.org, etc., and web 
searches of 56 diagnosed rare disease cases were 
conducted using each of these tools. It was found 
that the recall rate of rare diseases was signifi-
cantly higher in FindZebra. In contrast, the work 
of Taboada et  al. (2014) focused on semantic 
indexing of case reports in the literature, which 
can be retrieved from PubMed’s patient case 
summaries. Both of these can provide matching 
results from the literature base based on the input 
symptoms. In addition, Porat et al. (2014) noticed 
that existing DPAs do not contain any prenatal 
patient characteristics, and DPAs based on post-
natal patients cannot be applied in prenatal diag-
nosis. For this reason, they proposed a web-based, 
searchable genetic disease database for prenatal 
diagnosis. Unlike the CDS for postnatal rare dis-
eases, it does not rely on traditional DPAs, but 
rather summarizes 329 sets of proven “prenatal 
ultrasound phenotype-syndrome associations” 
from the extensive literature. Their study also 
provides a new perspective on the diagnosis of 
rare diseases.

4.2	� CDSS in Diabetes 
Management

There is a lifelong and complex nature of diabe-
tes management, and its burden has severely 
impacted national health and even economic 
development. On the one hand, diabetes requires 
long-term, even lifelong medication, which 
implies significant direct medical expenditures, 
while the rejuvenation of its complications 
severely affects the ability of the workforce to 
contribute to society. On the other hand, the 
existing diabetes management model requires 
close collaboration between community general 
practitioners, diabetes specialists, and related 
health professionals, adding significant human 
resources and management costs on top of the 
cost of medicine. Long-term effective diabetes 
management is particularly difficult in regions 
with relatively backward socioeconomic and 
medical resource development. How to effec-
tively improve the efficiency of medical services 
has become a pressing issue in China’s medical 
field today.

The development of information technology, 
artificial intelligence, big data, and evidence-
based medicine in recent years has brought hope 
for the improvement of the efficiency of medical 
services. Among them, CDSS based on elec-
tronic health record (EHR) is one of the impor-
tant solutions to solve this core problem (Osheroff 
2012; Greenes 2014). There are many technical 
routes to realize CDSS, among which CDSS 
based on an ontology knowledge base is undoubt-
edly one of the most rigorous and scalable solu-
tions recognized around the world (McGuinness 
2023; Conway et al. 2017). In recent years, CDSS 
products have emerged, including many projects 
for primary and inpatient diabetes, but CDSS for 
diabetes using ontologies as a knowledge base 
source are relatively limited and their concept is 
still relatively unknown today.

CDSS has a large heterogeneity in their frame-
works and can be classified into quizzer, EHR, 
sensor, and multimodal fusion based on the infor-
mation collection input side.
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Q&A-based CDSS uses user-initiated entry of 
information as the information input side. Its 
inputters can be patients, doctors, other healthcare 
providers, and multiple users, and the application 
scenario can be hospital consultation or patient 
self-management at home. The information col-
lected is combined with the developed question-
answer ontology to form standardized and 
structured patient information, which is then con-
verted to the format required by the reasoner in 
the Java engine and fed into the reasoner, which 
combines the data, knowledge base and inference 
rules and reasons to generate conclusions. The 
efficiency and accuracy of patient information 
collection are highly dependent on the question 
setting and the quality of the user’s answers. The 
entry of structured information simplifies the 
processing of input information but may make it 
more difficult for users to use. In particular, there 
is a lot of decision-making information affecting 
diabetic patients, including blood glucose moni-
toring and lifestyle information in addition to 
basic demographic information, all of which 
make it more difficult for clinicians and patients 
to enter information. Unstructured information, 
such as natural language and scanned copies of 
checklists, requires data standardization and 
structuring through certain techniques corre-
sponding to the response ontology. This input 
simplifies and facilitates user use, but increases 
the difficulty of information recognition. 
Therefore, the setting of questions and quizzers 
by a research team consisting of clinical, medical 
information, computer science, and clinical epi-
demiology experts is essential to improve the use 
and user experience of CDSS. Among the pub-
lished ontology-based CDSS, Chen et al. (2012) 
captured less variety of patient information 
through physician input of patient information. 
Onto Diabetic (2016) (Sherimon and Krishnan 
2015) and IRS-T2D (2016) (Mahmoud and Elbeh 
2016), on the other hand, require more data infor-
mation to be entered by the user. Chen et  al. 
(2017) introduce a temporal dimension of infor-
mation on top of this, which greatly enriches the 
input information, but also poses some chal-

lenges to the ease of use for the user. Information 
entry in these CDSS often occurs during the doc-
tor–patient communication process, which makes 
it easier for physicians to synthesize the actual 
situation, values, and preferences of patients. 
Some CDSS (Chen et al. 2017) use a fuzzy algo-
rithm to calculate personalized glycated hemo-
globin control targets and a TOPSIS algorithm to 
consider multidimensional factors to comprehen-
sively evaluate medication regimens and give a 
ranking of recommended drugs. However, these 
CDSS inputs are highly dependent on adequate 
physician and patient communication and accu-
racy of information entry. Diabetic patients have 
a large amount of medical information including 
blood glucose monitoring records, and it is diffi-
cult to comprehensively capture patient informa-
tion based only on user entry methods.

In medical institutions with well-established 
EHR or electronic medical record (EMR) sys-
tems, a large amount of information about diabe-
tes visits is recorded in detail and stored in a 
standardized manner. The EHR-based CDSS is 
designed to directly import the patient’s health 
data in the hospital, including demographic infor-
mation, vital signs, comorbidities and complica-
tions, laboratory tests, medication prescriptions, 
radiology reports, and surgical records, by inter-
facing the EHR with the CDSS input. el-
SAPPAGH et  al. have designed DDO (before 
2015) (El-Sappagh and Ali 2016), DMTO (2015) 
(El-Sappagh et  al. 2018), and FASTO (2018) 
(El-Sappagh et  al. 2019). DDO is used for the 
diagnosis of diabetes, DMTO is the most com-
plete ontology for the treatment of type 2 diabe-
tes, and FASTO is used for the real-time 
management of insulin in diabetic patients, espe-
cially in type 1 diabetes. Among them, FASTO is 
an extension of DMTO and DDO.  Its biggest 
update is the inclusion of rules for insulin dose 
adjustment, and other domain knowledge and 
rules have been optimized and expanded to vary-
ing degrees. In addition, FASTO specifies a stan-
dard model for patient data interface as FHIR 
standard (providing protocols and standards for 
communication between different systems), 
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which can support the development of mobile 
health applications, clinical decision support sys-
tems on cloud environments, and interoperability 
between distributed EHRs, mobile devices, and 
wireless regional networks. However, it is cur-
rently only for type 1 diabetes and its clinical 
application is greatly limited. In addition, it lacks 
treatment protocols for different clinical scenar-
ios, diet protocols with multiple essential dietary 
nutrients, and user-friendly units of measure-
ment, as does DMTO. OMDP (2019) (Chen et al. 
2019) adds knowledge of genes and diabetes typ-
ing to integrate prevention, screening, and treat-
ment compared to FASTO and DMTO. However, 
it does not currently publish details of the model 
for standardizing the patient data interface and 
the conversion from raw EHR data to data avail-
able to the inference engine.

The sensor-based CDSS collects patient data 
by interfacing with sensors through the inputs. 
The sensors can provide real-time patient moni-
toring data, including vital signs, blood glucose, 
and blood glucose fluctuation trajectories under 
real-time monitoring based on wearable devices. 
The literature shows that blood glucose fluctua-
tions have a significant impact on both the onset 
and prognosis of diabetes, so the data from the 
connected sensors will help the CDSS to derive 
an effective treatment plan. Currently, semantic 
sensor network ontology (SSN) is a W3C-
recommended ontology for describing sensor 
observations, processes, features, samples, 
observed properties, and actuators. Health level 7 
FHIR standard can also provide standards for 
transforming patient sensor data, EHR data, and 
knowledge ontologies to understand each other 
and operate together. FASTO describes methods 
and details of sensor-based CDSS construction.

4.3	� CDSS in Anesthesia 
Management

An important application of information technol-
ogy in medical quality management is 
CDSS. Through CDSS tools, intelligent remind-
ers of certain key aspects of work are realized in 
an embedded way, including behavior monitor-

ing, execution reminding, and result tracking, 
which eventually form a closed-loop manage-
ment of the medical process and realize continu-
ous improvement of medical quality. Through the 
whole process, active and closed-loop quality 
management, and the medical anesthesia process 
that has been analyzed, summarized, and opti-
mized will be solidified by information technol-
ogy to realize medical behavior.

Anesthesia records are the main component of 
clinical anesthesia work, and patient periopera-
tive data can provide references for subsequent 
anesthesia treatment and case management. The 
current AIMS in major hospitals can collect data 
from sources such as monitors, hospital informa-
tion systems, ventilators, and anesthesia worksta-
tions in real time. The anesthesiologist records 
the patient’s fluid balance status, surgery, medi-
cation records, special events, and other informa-
tion in real time according to intraoperative 
anesthesia management, so the anesthesia record 
is a comprehensive database of real-time infor-
mation during the patient’s surgery.

With the increasing popularity of AIMS (anes-
thesia information management system), 
researchers have used machine learning to com-
prehensively analyze the comprehensive data-
base of patient anesthesia and develop a hardware 
system, CDSS, that provides real-time decision 
aids for anesthesiologists to reduce physician 
errors. The system mainly collects data from 
AIMS, categorizes the data into usable data by 
transformation, filtering, and missing fill, and the 
decision processor applies algorithms to the data 
and determines whether to notify or alert (e.g., 
pop-up messages or flashing buttons) on the 
AIMS according to the decision rules that have 
been set. In the early days, CDSS was mainly 
used for routine workflow reminders, such as 
prompting physicians to give intraoperative anti-
biotics, beta-blockers, optimize ventilator param-
eters, avoid wasting anesthetic drugs, and check 
anesthesia bills. The CDSS can also be used to 
identify pediatric traumatic brain injury patients 
undergoing neurosurgery, identify the target pop-
ulation based on patient information from AIMS, 
and remind anesthesiologists of the key anes-
thetic points to focus on intraoperatively accord-
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ing to the set algorithm rules, reducing the 
incidence of intraoperative adverse events. 
However, the reminder interface of the early 
CDSS is monotonous and sometimes difficult to 
attract anesthesiologists’ attention. The new 
CDSS integrates the patient’s circulatory indexes, 
respiratory parameters, fluid balance, laboratory 
test results, and alarm reminders in a single 
reminder interface with different colored organ 
dynamic diagrams, which comprehensively and 
vividly reflects the patient’s intraoperative situa-
tion and improves the efficiency of anesthesiolo-
gists’ perioperative management.

Most of the current CDSS are reactive support 
systems. Researchers developing new systems 
can collect data from monitors directly while 
processing large amounts of data streams with 
the help of 5G networks to develop CDSS with 
real-time prediction, but such predictive CDSS 
are still in the research stage.

Information systems can also achieve a higher 
level of intelligence by embedding clinical 
knowledge into the processes we work with 
through CDSS tools. Specific features include:

	1.	 Automated prompts for operation specifica-
tions: When a certain anesthesia modality is 
selected, the system can automatically pop up 
a standardized operation guide with illustra-
tions and reminders of key considerations. 
This reminder can be linked to the qualifica-
tion of anesthesiologists, for very senior and 
skilled anesthesiologists, the system cannot 
prompt, but for anesthesiologists with insuffi-
cient practice, the system will automatically 
pop up a reminder, effectively guiding the 
standardized clinical operation (Nair et  al. 
2017).

	2.	 Automatic warning of hypothermia: The out-
put of the monitor for the data of key vital 
signs can reach a frequency of 15 s/group of 
data. If based on clinical experience, hypo-
thermia can be classified into different danger 
levels, such as 36 °C, 35.5 °C, and 35 °C, and 
also the duration after reaching the numerical 
standard can be defined. In this way, it can be 
automatically collected by a computer and 
assisted by the clinic for early warning, and 

necessary measures can be taken as soon as 
possible to reduce the possibility of dangerous 
events.

	3.	 Data integration and sharing: The information 
of surgical anesthesia is integrated with the 
preoperative and postoperative clinical infor-
mation, and the cases that require longer 
observation of various complications, such as 
intravertebral anesthesia, general anesthesia 
tracheal intubation, and central venous punc-
ture, can be automatically reminded and 
entered in the postoperative department, thus 
ensuring the integrity and continuity of the 
data.

5	� Summary

CDSS can greatly improve the efficiency of cli-
nicians and help them to grasp individualized 
information about patients more quickly. The 
performance of CDSS currently in use varies, 
and it is beneficial to discuss and summarize 
the problems of existing CDSS to promote fur-
ther development and improvement of the 
system.

5.1	� Clinical Problems of CDSS

	1.	 The CDSS was developed to assist physicians 
in clinical diagnosis and treatment, but the 
following problems exist in the experience of 
healthcare professionals: some physicians 
think that the use of CDSS hinders the com-
munication between physicians and patients, 
and worry that the system affects the ability of 
physicians to think independently in the clini-
cal process and make decisions in unexpected 
situations.

	2.	 The concept and purpose of CDSS are of high 
R&D value, but the reasons for the unsatisfac-
tory promotion and use in practice include: 
(1) difficulty of use, ignoring the simplicity of 
human–computer interaction during use by 
physicians; (2) insufficient humanization of 
system design; (3) low compatibility of CDSS 
with current medical systems.
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	3.	 Insufficient utilization of historical data by 
existing CDSS: (1) the data volume of a single 
medical institution cannot meet the coverage 
of the CDSS model, but the establishment of a 
cloud database on a large scale involves the 
confidentiality and privacy of medical data, 
and the case data format of different medical 
institutions is not uniform and the structure is 
complicated, which reduces the computa-
tional capacity of the system; (2) most of the 
patient data processing is horizontal compari-
son, and the coverage of the longitudinal 
nature of the data is incomplete, which leads 
to different opinions when the system refor-
mulates the treatment plan for new clinical 
information; (3) the existence of misdiagnosis 
or nonoptimal prescription cases may be 
applied to the next medical diagnosis.

5.2	� Prospects for the Future 
Development of CDSS

In order to improve the design of CDSS and pro-
mote the application of new systems to better 
assist clinicians in diagnosis and treatment, we 
propose the future development outlook from 
three key aspects of clinical use, system technol-
ogy, and medical data, taking into account the 
current typical application systems.

	1.	 From the perspective of clinician use: (1) cli-
nicians participate in the design and develop-
ment of CDSS during the R&D stage to 
improve the practicality of the system and 
reduce physicians’ distrust of the system’s 
decision-making; (2) the system is designed 
to be more user friendly, providing clinicians 
with decision-making solutions along with 
corresponding medical explanations; and (3) 
training for clinicians on the use of the system 
with corresponding operation manuals and 
other training materials.

	2.	 From the perspective of system technology: 
(1) realize the “dual-engine” knowledge 
source, i.e., the combination of evidence-based 
medical knowledge base + hospital clinical 
database can better face various clinical dis-

eases; (2) research classification or regression 
algorithms with low computational cost and 
fast computational speed can realize efficient 
solution giving while ensuring the accuracy of 
decision-making; (3) for when there are many 
clinical features in the patient data set, the data 
can be grouped by using principal component 
analysis (PCA) to reduce the dimensionality or 
diagnosis related groups (DRG) to speed up 
the efficiency of data mining.

	3.	 In the use of medical data: (1) CDSS should 
achieve real-time interaction with physicians 
to obtain dynamic patient characteristics and 
attributes, and develop more personalized 
treatment plans through longitudinal compari-
son; (2) CDSS implementation needs to be 
integrated with hospital information system 
(HIS) to share clinical data, accelerate the 
treatment process, and improve the efficiency 
of hospital work and services; (3) the amount 
of historical data must be large enough and 
include various rare diseases and special cases 
so that the system can improve the accuracy 
and success rate based on the modeling. By 
optimizing the CDSS, it can make its decision-
making scheme more practical in the actual 
hospital environment, provide clinicians with 
theoretical and data-backed recommenda-
tions, and assist clinicians in improving their 
ability to achieve high-quality and safe clini-
cal treatment.
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Artificial Intelligence in Clinical 
Skills Training and Assessment 
in Anesthesiology

Hong Jiang

Researches on the application of artificial intelli-
gence (AI) in clinical training and assessment 
have only emerged in recent years, as a result of 
the development and advancement of AI technol-
ogy. Though it has been a global trend, different 
countries took different features in their explora-
tion of this topic. In China, researchers are more 
concerned about the integration of AI with the 
utilization of clinical technologies to reduce the 
workload of healthcare professionals and improve 
the efficiency of skill training, while related 
research in other countries focuses on the revela-
tion of the current state of how AI participating 
and assisting medical education, including the 
promotion of instruction’s assessment, and how 
both instructors and students review AI’s partici-
pation in their teaching and learning process.

1	� The Application of AI 
in Anesthesiology Clinical 
Skills Training 
and Assessment in China

AI is changing various aspects of clinical skill 
training and assessment in anesthesiology. On 
one hand, technologies such as “real-time collec-

tion and identification of multi-source clinical 
teaching data,” “analysis of teaching indicators 
for AI methods and construction of prediction 
and warning model,” “teaching evaluation algo-
rithm and intelligent teaching intervention hint” 
can track and analyze students’ performance and 
provide advice for improvement automatically 
(Bin et al. 2019). On the other hand, against the 
backdrop of the COVID-19 pandemic, activities 
of all kinds are somehow halted and may be sus-
pended at any time. Using AI to score students’ 
performance on both written and in-person com-
ponents of clinical skills assessment is promising 
and efficient. Researchers show their confidence 
in the positive future of the application of AI 
expert systems in students’ training, anesthesia 
teaching, and hospital development.

1.1	� Overview of the Application 
of AI in Medical Education

With the continuous advancement of technolo-
gies, the application of AI in medical education 
has become feasible, and the application models 
often used are collecting data (anesthesia opera-
tion procedures), constructing data sets (standard 
operations), modeling with AI statistical analysis 
tools (evaluation), and establishing training eval-
uation and analysis systems (control validation).

The actual applications are as follows:
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	1.	 Intelligent Assessment and Evaluation: using 
speech recognition and semantic analysis 
technology to complete examination and 
evaluation.

	2.	 Personalized Learning Plan: collecting infor-
mation about each individual medical student 
and formulating personalized learning strate-
gies, to create unique and featured learning 
experiences.

	3.	 Detecting Problems in Students’ Learning: 
using AI to continuously track the learning 
process of students (knowledge structure, 
ability level, learning needs) efficiently over 
time and find the deficiencies existing in 
knowledge structures, capabilities, or learning 
demands.

	4.	 Cultivating the Clinical Thinking Patterns: 
IBM’s Watson Health employs natural lan-
guage, hypothesis generation, and evidence-
based learning capabilities to aid clinical 
decision-making, and to support medical stu-
dents in acquiring clinical thinking patterns 
(Bin et al. 2019).

	5.	 Artificial Intelligence Expert System: profes-
sional knowledge, disciplinary experience, or 
typical cases in related fields are integrated 
into a database and stored in a computer, so 
that it can simulate the decision-making and 
thinking process of human experts, and output 
the analysis and judgment of practical prob-
lems by calculating and reasoning about the 
input information (Fujun et al. 2020).

1.2	� Evaluation of the Application 
of AI in Medical Education

Reviews of the effectiveness of AI’s applications 
in medical education are varied. In general, at 
present, AI technology is on the ascendant, and 
almost all fields attempt to combine with it to 
accelerate their own iterative upgrades and 
achieve breakthroughs in the speed and effective-
ness of the industries’ development. Medical 
education, including the teaching of clinical theo-
ries and techniques in anesthesiology, is no 
exception. Most medical education institutions 
and experts maintain an open attitude toward the 

introduction of AI, while some of them are 
actively promoting the organic integration of 
medical education and AI technologies, which 
can alleviate the existing dilemma of manpower 
shortage and inefficient use of resources. 
However, some experts also note that the devel-
opment of technology is not simply a multidisci-
plinary superposition, and although various 
problems and obstacles are inevitable in the ini-
tial stage, early identification of problems, con-
stant adjustment, and pushing forward the new is 
the focus and direction of the efforts of those who 
are committed to using AI technology to promote 
medical teaching.

Li et  al. evaluated the effectiveness of the 
application of artificial intelligence expert sys-
tems in teaching clinical anesthesia techniques 
through experiments, surveys, and analysis. 
Firstly, a total of 160 students were divided into 
control and experimental groups, with the con-
trol group being taught with the traditional 
anesthesia teaching model and the experimental 
group learning through the artificial intelli-
gence expert system model. After 2  weeks of 
study, both groups were evaluated in terms of 
theoretical knowledge of anesthesia and anes-
thesia clinical operation. The assessment was 
scored by three experts. At the same time, a sur-
vey on students’ satisfaction with the teaching 
model was conducted in the form of a question-
naire, which the students had to complete 
within 20 min and scored 100 points. The sur-
vey was conducted in five dimensions, includ-
ing the overall evaluation of the course, clinical 
needs matching, knowledge accessibility, 
course format, and student participation (Fujun 
et al. 2020).

Statistical analysis was performed on the 
assessment results and satisfaction survey results. 
Epidata 3.0 software was used for double entry 
and quality control of the quantitative data of the 
participants’ assessment scores and satisfaction 
questionnaires; SPSS 18.0 was used for statistical 
analysis of all quantitative data. The measure-
ment data were expressed as mean  ±  standard 
deviation (x ± s), and the assessment and satisfac-
tion scores between the two groups were tested 
by independent samples t-test, and the difference 
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(P < 0.05) was considered statistically significant 
(Fujun et al. 2020).

The analysis of results included two aspects: 
(1) Comparison of assessment results. The scores 
of anesthesia theoretical and practical knowledge 
in the experimental group were higher than those 
in the control group, with the former t = 2.583, 
P  =  0.019  <  0.05, and the latter t  =  2.374, 
P = 0.020 < 0.05, both with statistically signifi-
cant differences; (2) Comparison of satisfaction 
scores. Same to the results of the participants’ 
knowledge assessment, the satisfaction scores of 
the experimental group’s teaching mode were 
higher than the control group in all five dimen-
sions, t = 10.377, P = 0.001 < 0.05, and the differ-
ences were statistically significant (Fujun et  al. 
2020).

Indeed, the study of Li et al. had several limi-
tations. First of all, the sample size of the study 
population was small (160 participants). 
Secondly, information on the AI expert system 
was not presented in sufficient detail and there 
was no discussion of its generalizability for repli-
cation in other institutions. For example, the 
actual level of need and skills for anesthesia oper-
ation techniques were not exactly the same in dif-
ferent hospitals, e.g., hospitals focusing on organ 
transplantation and plastic surgery may differ in 
their anesthesia skill needs, with the former 
focusing on patient vital sign monitoring and 
pain management during surgery, while the latter 
may more frequently encounter difficult airway 
situations. Whether the role of artificial intelli-
gence expert systems for medical student training 
and anesthesia teaching was optimistically posi-
tive for this situation remains to be investigated.

Other experts also suggested that although 
there were already fruits of the combination of AI 
with anesthesia clinical skills training, the appli-
cation of AI in medical teaching was still insuffi-
cient, partly because of the special nature of 
anesthesia teaching and partly because of the 
limitations of existing technologies. The former 
included a large amount of data, a long duration, 
the existence of individualized differences, and 
understaffed instructors. The latter included the 
fact that existing developments are often built on 
the achievements of existing AI technologies and 

their applications in teaching, making it difficult 
to acquire truly innovative developments; current 
applications aimed more at alleviating the immi-
nent problem of staffing shortages than at stan-
dardizing the envisaged training assessment 
(qualitative analysis) and developing individual-
ized training programs. It is hoped that an in-
depth analysis of existing problems will provide 
ideas for future technological breakthroughs in 
related fields.

	1.	 Compared with other disciplines, anesthesia 
clinical skills teaching data are characterized 
by a large amount of data, various influencing 
factors, and complicated core priorities, so it 
is difficult to analyze the data. At present, it is 
considered that students involved in anesthe-
sia clinical skills training should master at 
least 28 major anesthesia operation skills. 
They are operation of mechanical ventilation, 
rapid induction of endotracheal intubation, 
simple breathing bag operation, anesthetic 
drug dose configuration and use, intraverte-
bral anesthesia, epidural anesthesia, subarach-
noid lumbar puncture, intraoperative 
management of intravenous anesthesia, intra-
operative and postoperative resuscitation of 
critically ill patients, extrathoracic cardiac 
asynchronous direct current defibrillation, 
endotracheal implementation of endotracheal 
anesthesia, preoperative patient visits, manual 
ventilation using anesthesia machine tech-
niques, mask oxygen administration and set-
ting of mechanical ventilation, intraoperative 
observation of anesthesia management, com-
mon analgesic techniques, local infiltration 
anesthesia, controlled hypotensive techniques, 
observation and management of intraopera-
tive adverse reactions, handling of the emer-
gency night shift in anesthesiology, anesthesia 
record sheet and summary writing, reading 
reports or notes on professional foreign lan-
guage literature, central venipuncture, pediat-
ric tracheal intubation, peripheral nerve block 
anesthesia (cervical plexus, brachial plexus), 
central venous pressure monitoring technique, 
jaw-holding method (open airway and inva-
sive arterial puncture technique). The key 
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points for teaching assessment and feedback 
on mastering these anesthesia skills are differ-
ent, and each anesthesiology postgraduate 
student performs a large number of clinical 
skills every day, which means that a large 
amount of teaching data is generated. It is dif-
ficult to provide accurate, timely, and efficient 
feedback through manual analysis by the 
supervising instructors.

	2.	 Unlike the “grouped and unified” clinical 
skills training of other disciplines, most of the 
daily clinical skills training of anesthesiology 
postgraduates is carried out in their own oper-
ating rooms facing different patients, and they 
often need to complete the anesthesia man-
agement of several surgical patients and han-
dle multiple clinical skills in a short period of 
time every day, so the demand for supervising 
teaching is high. Whereas, it is difficult for 
supervisors to provide timely, continuous, and 
effective teaching evaluation and feedback.

	3.	 In previous clinical skills training and evalua-
tion, instructors often observed and provided 
feedback on students’ skills based on previ-
ously designed forms, often ignoring individ-
ual differences among patients, and did not 
include clinical anesthesia-related medical 
data (including quality of intraoperative anes-
thesia management, adverse events, quality of 
postoperative recovery, length of hospital stay 
and ICU time, medical costs, patient satisfac-
tion, and comfort), which are the ultimate 
reflection of the quality of anesthesia clinical 
skills training.

	4.	 There is a serious shortage of instructors for 
clinical anesthesia skills training. At present, 
one anesthesiology instructor has to be in 
charge of several or even more than ten spe-
cialized students in major teaching hospitals, 
which makes it difficult to provide high-
quality education. These problems are diffi-
cult to be solved by the current teaching mode, 
and better means of intervention are needed to 
further improve the quality of training. If we 
design and study the database of clinical skills 
training assessment based on AI and apply it 
to the clinical training of postgraduate stu-
dents in anesthesiology, it will facilitate the 

solution of the above problems and alleviate 
the pressure of a serious shortage of clinical 
anesthesiology teaching faculty, which is 
expected to significantly improve the teaching 
quality.

1.3	� Directions for Improvement 
of AI in Clinical Skills Training

The goal of anesthetic clinical skills training is to 
reduce the dependence of the training on instruc-
tors and to improve the quality of clinical train-
ing. To be specific, the expected results include 
automatically diagnosing and tracking the weak-
nesses and deficiencies of the clinical skills of 
postgraduate students, providing a realistic and 
effective assessment of each anesthesiology stu-
dents’ absorption of skills during training, cus-
tomizing individualized clinical training plan, 
and effectively offering solutions to the common 
problems currently faced by major medical 
schools.

2	� The Application of AI 
in Anesthesiology Clinical 
Skills Training and Assessment 
in Other Countries

Research in other countries intended to reveal the 
current state of how AI participating in and assist-
ing medical education, including the promotion 
of instruction’s assessment, and how both instruc-
tors and students viewing AI’s participation. The 
results alluded to the requirement for familiariz-
ing graduate clinical students with AI technolo-
gies so that they can better utilize AI to provide 
professional and efficient healthcare services to 
patients in their future medical practice. Also, 
machine learning can provide high-quality and 
usable feedback which is valuable for the cre-
ation of improvement plans for trainees.

Banerjee et al. conducted a study to investi-
gate the use of AI in medical teaching in the UK. 
In their study, Banerjee et al. evaluated the impact 
of AI technology on clinical education and also 
made recommendations for the use of AI in train-
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ing based on the evaluation results with the aim 
of maximizing the benefits of clinical AI while 
mitigating the potential negative effects and con-
cerns of AI. They collected the evaluation of doc-
tors in NHS postgraduate training centers in 
London, UK on the application of AI in medical 
education and clinical training through a ques-
tionnaire. After analysis in scientific ways, it was 
eventually found that more than half of the doc-
tors thought that clinical AI had a positive effect 
on training, while most of them said that the 
application of AI-related technologies in clinical 
training was far from adequate. Trainees thought 
that the artificial intelligence-based decision sup-
port system can automatically be updated with 
the latest literature which provided them conve-
nient access to the latest academic evidence that 
not only enriched their theoretical knowledge but 
also instructed and guided their clinical practice. 
On the other hand, part of the respondents 
opposed such a convenience because they were 
concerned about the deskilling impact of AI tech-
nologies (Banerjee et al. 2021).

As Banerjee et al. appealed that clinical edu-
cation must change along with clinical practice 
development, their study threw the need for for-
mal AI training in clinical curricula into sharp 
relief, responding to the strong need for it among 
physicians in training. The influence of AI on 
medical education took different routes, namely 
direct and indirect ones. The direct impact refers 
to the AI technology can improve the delivery of 
the training itself, while the indirect impact is to 
benefit education by streamlining workflows and 
freeing up more time for education and training. 
Although the majority of respondents in their 
survey (72%) had not yet encountered AI systems 
regularly in training and education, this is an area 
of active research, ranging from assisted radiol-
ogy teaching to virtual reality for surgical skills 
development (Aeckersberg et al. 2019) and auto-
mated assessment of procedure performance 
(Winkler-Schwartz et  al. 2019). Medical curri-
cula should be reexamined to force these tech-
nologies to directly promote the delivery of 
clinical education.

They recommended that medical curriculum 
developers reflect a new set of AI-specific skills. 

Data entry and management, mathematics and 
statistics, communicating AI results to patients, 
and AI-specific ethics were useful to be included. 
Traditional medical training curricula were satu-
rated with limited room for new contents; thus, 
hands-on training in “applied AI” would be 
appropriate to a large extent. In addition to an 
overview of common ML architectures, this 
should include balanced training in clinical AI 
interpretation such as data bias, overfitting, and 
the potential for impairment (Banerjee et  al. 
2021).

Another similar study surveying radiologists 
and radiology residents’ opinions of applying AI 
to medical education was conducted in Croatia 
and a consistent conclusion was produced that 
education on AI should be part of medical stu-
dents’ curricula (Dumić-Čule et al. 2020).

Assessment models of residents’ performance 
were also designed and tested. Neves et  al. 
applied machine learning models to accelerate 
the evaluation of the quality of attending feed-
back on resident performance (Neves et al. 2021). 
They argued that high-quality and usable feed-
back could create improvement plans for train-
ees, but that current manual assessments of the 
quality of such feedback were time consuming 
and subjective, and therefore they suggested 
seeking machine learning to quickly distinguish 
the quality of attending feedback on resident per-
formance. Using a preexisting database of 1925 
manually reviewed feedback comments from 
four anesthesiology residency programs (Beth 
Israel Deaconess Medical Center, University of 
Rochester Medical Center, University of 
Kentucky College of Medicine, and University of 
California San Diego), the authors trained 
machine learning models to predict whether 
comments contained six pre-defined feedback 
characteristics (actionable, behavior-focused, 
detailed, negative feedback, professionalism/
communication, and specific) and to predict util-
ity scores for comments on a scale of 1–5. 
Reviews with ≥4 feedback features were catego-
rized as high-quality reviews and reviews with 
≥4 utility scores were categorized as highly 
useful; otherwise, reviews were considered as 
low-quality or low-utility reviews, respectively. 
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They employed the data science platform 
RapidMiner Studio (RapidMiner, Inc., Boston, 
MA) to train, validate, and score the performance 
of the model. The results showed that the accu-
racy of predicting models in the presence of feed-
back features ranged from 74.4% to 82.2%. 
Prediction accuracy for the utility category was 
82.1%, sensitivity was 89.2%, and class accuracy 
for the low-utility prediction was 89.8%. The 
prediction accuracy for the quality category was 
78.5%, the sensitivity was 86.1%, and the class 
accuracy for the low-quality prediction was 
85.0%. A research assistant with no machine 
learning experience spent 15–20 h familiarizing 
with the software, creating the model, and review-
ing the performance of the predictions. The pro-
gram read the data, applied the model, and 
generated predictions within minutes. In com-
parison, a recent author spent 15  h manually 
organizing and scoring 200 reviews over a 
2-week period. As a result, they gave conclusions 
about the potential of using machine learning to 
quickly assess attending physician feedback on 
resident performance. Using predictive models to 
quickly screen out low-quality and low-utility 
feedback can help programs improve the delivery 
of feedback, both globally and to individual fac-
ulty members (Neves et al. 2021).

Globally, skills training for medical interven-
tions is transitioning from a time-based model to 
a competency-based model. Holden et al. intro-
duced that in the old time-based model, trainees 
would practice interventions for a fixed period of 
time, at which time they would be considered 
competent and graduate, or they would be con-
sidered ineligible and have to undergo remedial 
training. In the new competency-based model, 
trainees practiced until they reached a predeter-
mined benchmark of competency. This program 
allowed each trainee to reach competency pre-
cisely within the required practice time. The dis-
advantage of this approach, however, was that 
trainees’ competencies need to be constantly 
monitored (Holden et  al. 2019). Expert-based 
skill assessment methods included checklists, 
global rating scales, and delegated scoring. 
Although these methods provided reliable assess-
ments, especially when used in combination, 

they are expert dependent. As the number of 
medical classes increased and the demand for 
expert time increased, widespread implementa-
tion of expert-based assessments was not feasi-
ble. Instead, skill assessments should be 
automated (Neves et al. 2021).

Automated skill assessments can be applied to 
many different interventions (e.g., laparoscopic 
surgery, open surgery, and needle insertion) and 
can use data from many sources (e.g., instrument 
tracking, video, surgeon status, and patient moni-
tors) (Reiley et  al. 2011; Vedula et  al. 2017). 
Perhaps the most common approach to auto-
mated skill assessment is metric-based assess-
ment. In this model, clinical experts specified 
which aspects of the intervention are relevant to 
operator skills. Subsequently, these can be imple-
mented into a set of performance metrics: quanti-
ties that can be understood by trainees and 
clinicians and can be easily calculated from mea-
surable data. From these performance metrics, 
overall skill levels can be derived using pattern 
recognition or machine learning methods (Neves 
et al. 2021).

Metric-based overall skill assessment was ini-
tially approached as an optimization problem in 
which each metric was considered a cost and the 
most skilled operator was the one who could best 
weigh and minimize the cost. Since then, pattern 
recognition methods have been used to achieve 
increased reliability in assessment. Chmarra et al. 
showed that linear discriminant analysis reliably 
distinguished between novices and intermediar-
ies as well as experts in laparoscopic training 
tasks (Chmarra et al. 2010). Similarly, Allen et al. 
showed that support vector machines outper-
formed cost-based methods for skill classifica-
tion in laparoscopic training tasks (Allen et  al. 
2010). Oropesa et al. also demonstrated that sup-
port vector machines outperformed linear dis-
criminant analysis and adaptive neuro-fuzzy 
inference systems in laparoscopic training tasks 
(Oropesa et al. 2014). Ahmidi et al. used support 
vector machines to classify skills in septoplasty 
for several different types of performance metrics 
for skill classification (Ahmidi et al. 2015). Fard 
et  al. compared support vector machines with 
K-nearest neighbors and logistic regression for 
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identifying novices and experts in robotic sutur-
ing tasks on real patients (Fard et  al. 2017). 
Kramer et al. suggested learning vector quantiza-
tion and self-organizing maps for the evaluation 
of simulated vascular surgery (Kramer et  al. 
2016). Neural network-based approaches have 
seen some success (Uemura et al. 2018). Fuzzy 
pattern recognition methods have also gained 
some attention, including rule-based approaches 
and adaptive fuzzy inference systems (Neves 
et al. 2021).

In consultation with clinical experts, the 
authors suggested that metric-based skill assess-
ment methods should meet two criteria in order 
to be useful in clinical settings: transparency and 
configurability. A machine learning method was 
considered transparent if the model was easy to 
interpret and the main elements of the method 
were easy to understand (Kotsiantis 2007; 
Chiticariu et  al. 2015). A machine learning 
method was considered configurable if its param-
eters can be configured to improve performance 
based on domain knowledge provided by domain 
experts (a component of transparency according 
to Chiticariu et  al. (2015)). In interventional 
skills assessment, transparency allowed both 
supervisors and trainees to understand why train-
ees received a particular score and to interpret 
their results as actionable strategies to improve 
performance. Configurability allows experts to 
adapt assessments to their particular training sce-
nario or to emphasize specific skills (Neves et al. 
2021).

3	� Conclusion

Clinical artificial intelligence will impact medi-
cal education and clinical training. Artificial 
intelligence systems can be developed to not only 
classify participants based on surgical expertise 
but also guide trainees to a defined surgical stan-
dard. These systems will allow research to be 
conducted to further elaborate appropriate meth-
ods for the use of AI in the teaching of anesthesia 
operative skills. Training in practical procedures 
and clinical judgment may be simplified by the 
clinical AI systems, and educational opportuni-

ties for these skills should be guaranteed. Trained 
physicians have an overall positive view of the 
impact. Regardless of the future, a clear under-
standing of best practices in surgery, AI 
approaches, and education will be critical to the 
eventual successful application of AI technolo-
gies in clinical teaching.
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Limitations and Ethical 
Implications of Artificial 
Intelligence

Bifa Fan

As artificial intelligence (AI) systems develop 
and mature in health care, they will be used in a 
wide range of clinical applications. Yet, it is not 
without its limitations. Currently, AI medicine is 
still hardly applicable in clinical settings because 
of its immaturity. It is highly reliant on human 
doctors and high-tech machines. It could only 
show the final result, without explanation and 
supportive details. Moreover, its dubious accu-
racy, complexity of usage, and other problems 
make medical institutions hesitate in the adoption 
of AI medicine. For the general public, it is criti-
cal to understand that using AI-based techniques 
will not necessarily result in classification or pre-
diction that is superior to current methods. AI is a 
tool that must be deployed in the right situation to 
solve an appropriate problem.

With the gradual progress of AI medicine, it 
will surely bring impact to the traditional medical 
model, which in turn brings new social, eco-
nomic, and legal problems. While constructing 
electronic medical records for patients for ther-
apy, AI collects a large amount of data from one 
single patient. Patient privacy would be a topic 
worth discussing. Meanwhile, it remains uncer-
tainty as to which party should bear legal liability 
for AI-produced results. Another issue is when AI 
takes over work in the medical field, there would 

be fewer job vacancies left for the human labor 
force. How to deal with the many problems 
brought by AI and ensure its safe and controlled 
development are issues that must be taken seri-
ously and solved now.

1	� Limitations

1.1	� Reliance on Human Doctors 
and Expensive Equipment

AI is making strides in the field of medicine. 
However, AI is not yet fully independent in mak-
ing diagnoses when truly in clinical settings. It 
needs to work in collaboration with medical staff. 
It also requires the integration of various com-
plex devices and the building of a cloud platform 
to assist analysis of big medical data. For 
instance, the image acquisition of ultrasound AI 
needs to be done manually by physicians, and the 
physician’s practice has a direct impact on AI 
diagnosis. Therefore, the application of ultra-
sound AI requires experienced physicians and 
intelligent diagnostic systems to work together in 
a regular and coordinated manner. Physician 
training on AI-assisted diagnostic technology 
should be conducted regularly to equip operators 
with qualified technical skills. In addition, the 
programmed diagnosis of the machine may cre-
ate a gap between doctors and patients and 
weaken the multidisciplinary joint diagnosis of 
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diseases. Therefore, to take advantage of AI in 
diagnosis, the synergy between machines and 
humans must be well done.

1.2	� Black Box Results

One criticism of AI, and neural networks in par-
ticular, is that these approaches can lead to black 
box results, where an algorithm can provide a 
predicted outcome for a clinician or researcher 
but cannot reveal further information about the 
reason that such a prediction was made. 
Explainable AI is working to improve the trans-
parency of algorithms. It targets on producing 
models that can more easily clarify their predic-
tion, for example, by demonstrating features on 
which making predictions may depend, with the 
ultimate goal of increasing the transparency of 
algorithms and models, and thus strengthening 
human trust and understanding of its predictions. 
Some techniques in AI are easier to explain than 
others. For example, decision trees allow for 
great transparency since each decision node can 
be reviewed and evaluated, whereas deep learn-
ing is currently assessed by induction. In other 
words, each node in a deep learning model may 
not be able to clearly explain why certain predic-
tions are made; but the model can present rele-
vant features or examples from its training data of 
skeletal X-rays that can somehow explain why a 
particular prediction was made about the bone 
age of a patient (Lee et al. 2017). Apart from con-
cerns over transparency and trust in models, AI 
also performs well in demonstrating correlations 
or in identifying patterns, but it cannot yet deter-
mine causal relationships, or at least not to a 
degree that satisfies the requirements of clinical 
implementation. With more researches exploring 
the field, clinicians must critically review new 
research findings and product announcements. At 
the same time, medical education and training 
should incorporate a literacy component to the 
concept of AI.

For anesthesiologists, understanding the inter-
nal mechanisms of machine learning models is 
very difficult. Neural networks and machine 

learning can process large amounts of data and 
generate extremely complex models, but it is dif-
ficult for humans to understand or interpret the 
machine output. Multiple operations in computer 
algorithms can lead to an obvious black box phe-
nomenon: machine learning data analysis is done 
through complex functions or models that are dif-
ficult for humans to understand the output. For 
example, in a neural network, a single neuron 
receives input signals from multiple neurons, and 
after weighting and summing these signals, the 
summed signals are passed to the subsequently 
connected neurons, and so on, with the subse-
quent neurons again receiving input signals from 
the previous layer of neurons. If the above steps 
are repeated, multiple layers of operations are 
created between the input and output ports. The 
output of the computer depends on the machine 
learning model and algorithm, and it is difficult 
for the anesthesiologist to determine whether 
there are arithmetic errors inside its “black box.” 
Therefore, the opaqueness and unexplainability 
of the operation mode of the machine learning 
model will greatly limit its application. More 
explainable anticipation and more supported 
result is necessary before clinicians can reassur-
ingly embrace AI as a fundamental tool.

1.3	� Difficulty in Application

Medicine is a science with a very low tolerance 
for error, and the accuracy of AI’s auxiliary diag-
nostic results could not be higher. Only with high 
accuracy and specificity can its value in clinical 
applications be better utilized. The database and 
the construction of algorithmic models are impor-
tant conditions that affect the diagnostic accuracy 
of AI medicine. For example, the application of 
ultrasound AI requires access to high-quality 
ultrasound image data and active participation of 
high-level specialist physicians, and deep learn-
ing through accurate data annotation and reason-
able model design. AI algorithms need to 
overcome the bias of different data and be jointly 
optimized by experienced clinicians and algo-
rithm engineers. Data, algorithms, and computing 

B. Fan



111

power are the basic three elements of AI. Among 
them, high-precision training data is the basis for 
applying AI. The data used for training should not 
only pursue “quantity,” but also “quality.” At pres-
ent, the data source of AI is limited to a single 
center or a multi-center study in a local area, and 
the data collection equipment is not uniform, 
which will affect the accuracy and standardization 
of the data, leading to wrong output results and 
affecting the stability and safety of AI.

Moreover, AI algorithms are rather vulnerable 
to bias in data. Apart from the basic research 
biases that clinicians have learned such as sam-
pling and blinding, both implicit and explicit bias 
in the healthcare system that can impact the 
large-scale data that is or will be used to train AI 
should also be considered. Eligibility of specific 
patient populations for clinical trials, implicit 
biases in treatment decisions in real-world care, 
and other forms of bias can profoundly influence 
the types of predictions that AI may make and 
clinical decisions (Murthy et al. 2004; Schulman 
et al. 1999). Char et al. (2018) gave the example 
of withdrawal of treatments from patients with 
traumatic brain injury. AI may analyze data from 
a neuro-ICU and interpret patterns of death fol-
lowing traumatic brain injury as an inevitable 
consequence of the injury rather than as a sec-
ondary cause of clinical decisions to withdraw 
life support. Consequently, it is imperative that 
practicing clinicians partner or engage in a dia-
logue with data scientists to guarantee the appro-
priate interpretation of data analyses.

2	� Ethical Implications

2.1	� Privacy Issues

In addition to the difficulty of data collection and 
data analysis, researchers also face another chal-
lenge—data protection. With the development of 
the Internet, the risk of data loss or even patient 
privacy exposure due to hacking into the database 
will further increase. Privacy leakage has become 
one of the most prominent factors limiting the 
development of AI. Currently, China lacks rele-

vant laws and regulations to regulate the privacy 
protection of health data. Therefore, when apply-
ing AI, not only do researchers need to take 
strong security measures to prevent health data 
leakage and hackers’ intrusion or control of the 
database, but also the government and relevant 
regulatory authorities need to formulate perfect 
laws, regulations, and monitoring systems to reg-
ulate the reasonable use of data.

2.2	� Legal Liabilities

The rapid development of AI technology brings 
new risks and challenges to the access and regu-
lation of its products. Ultrasound AI products are 
innovative R&D products and the current system 
in terms of technical management norms, techni-
cal access, and application fees is lacking and 
requires continuous improvement in manage-
ment. China has some policies to respond to the 
arrival of AI. In 2017, the former National Health 
and Family Planning Commission formulated the 
Management Specification for AI-assisted 
Diagnostic Technology and the Quality Control 
Index for Clinical Application of AI-assisted 
Diagnostic Technology, which set the basic 
requirements for medical institutions and medi-
cal personnel to carry out AI-assisted diagnosis. 
In 2018, the China Ultrasound Medical AI 
(USAI) Code of Conduct—Beijing Declaration 
was released to promote the development and 
application of AI in ultrasound medicine and to 
promote the deep integration and healthy devel-
opment of ultrasound and AI development. 
However, there is not yet a new department dedi-
cated to the review of digital healthcare and AI 
technologies, while the United States has started 
to set up a relevant department to look into the 
future development of AI and its broad impact on 
society (Jiang et al. 2018). In the next step, the 
field of medicine should establish a scientific 
regulatory system for AI, improve the laws and 
regulations for ultrasound AI applications, fur-
ther improve the scheme for assessing the stabil-
ity and accuracy of AI, and overcome the 
difficulty of defining medical liability for AI.
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2.3	� Unemployment

Many scholars are worried that while bringing 
convenience for human beings by freeing people 
of repetitive work, the development of AI would 
threaten low-skilled workers as they would take 
their job opportunities. Smith and Anderson 
(2014), Pajarinen et al. (2015), Frey and Osborne 
(2017) have shown that a significant portion of 
future jobs will be replaced by machines, espe-
cially programmed and standardized jobs; 
Goddard et al. (2021) found through their studies 
that the use of AI technologies will not only 
replace the vast majority of routine jobs, but even 
threaten some non-routine jobs as well. Wang 
et al. (2017) argued that AI technology develops 
faster and covers a wider area, and a large num-
ber of companies save the use of labor at a higher 
rate in order to create greater benefits, so much so 
that it exceeds the rate of job creation, which can 
trigger unemployment.

For sure, the field of AI would open a gate of 
new job vacancies as machines require operative 
workers and maintenance workers. Yet it remains 
a question if jobs created by AI could outnumber 
the ones taken by it.

Now, AI in medicine is still in the primary 
stage and does not have the function of commu-
nication. Therefore, AI is currently more applied 
in areas like image recognition-assisted analysis 
that do not require in-depth communication 
with patients, and the application of other areas 
still needs the continued improvement of AI 
technology. In the future, AI will play an 
increasingly important role in the medical field, 
promoting the development of medicine, and 
reshaping the medical industry. It is believed 
that AI will bring profound changes to future 
medical technology and is a powerful driving 
force for future medical innovation and reform. 
And it is crucial that the general public is well 
prepared for that. While safely conducting the 
gradual implementation of AI techniques in 
medicine, care should also be taken to protect 
human rights. Researchers need to make efforts 
in enhancing the accuracy and applicability of 
AI while making the least intrusion into patients’ 
privacy. The government should perfect relative 

laws and regulations, specifying legal liabilities, 
while ensuring job opportunities for medical 
workers and protecting data privacy for patients. 
Medical institutions should provide thorough 
and profound training for medical employees, 
including the proper usage, the underlying logic, 
and interpretation of the results of a particular 
AI method. All forces should be combined 
together while smoothly improving AI’s perfor-
mance in the medical field.

3	� Summary

Like all other new techniques, AI has its issues in 
its application and integration into different 
fields, and in the medical field, these issues can 
be generally divided into two groups, namely its 
limitations and ethical problems. For limitations, 
AI in the medical field still has the reliance on 
human operators, which hinders the realization of 
higher efficiency; AI also produces results that 
are usually considered to be in the “black box” 
and lack transparency; at the same time, AI is dif-
ficult to apply in the medical field, which again 
poses a high requirement to its operators. For 
ethical problems, AI functions on the basis of a 
great load of data, which brings potential prob-
lems related to privacy and legal liabilities; in 
addition, the integration of AI means fewer job 
vacancies for human resources, which will in the 
end lead to unemployment. As simply summa-
rized in this chapter, AI is never a flawless tech-
nique, therefore, it should not be abused blindly. 
The introduction of new technology first obliges 
human beings to accept it, then corresponding 
measures to facilitate its integration, for example, 
related laws and regulations, which is a big sub-
ject left for those who are studying AI to deal 
with.
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