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Abstract. Recommendation systems are highly interested in technol-
ogy companies nowadays. The businesses are constantly growing users
and products, causing the number of users and items to continuously
increase over time, to very large numbers, this leads to the cold-start
problem. Recommending purely cold-start users is a long-standing and
fundamental challenge in the recommendation systems where systems
are unable to recommend relevant items to the users due to unavailabil-
ity of adequate information about them. To solve this problem, extensive
studies have been carried out using the side information techniques (user
information, item information, ...). However, we argue that this work will
affect the user/product group that had a lot of interaction, using this side
information can reduce the performance of the model when just focus-
ing on learning based on the side information. In this paper, we propose
a combination of global and local side Information Fusion Techniques
based on attention algorithm applied to Graph neural network-based
models for cold-start users recommendation, and we call this architec-
ture GIFT4Rec.

Keywords: recommendation system · cold-start problem · meta
learning · side information fusion · graph neural network

1 Introduction

Personalization is the topic of investment with high returns in recent years. Two
typical collaborative filtering (CF) algorithms for the recommendation prob-
lem are matrix factorization [1] and two-head DNNs [4,5]. While recent studies
focus on the accuracy of the recommended system in the lab and achieve positive
results such as BiVAE [2], VASP [3], ... We find these methods facing difficul-
ties in deploying on the product environment because as the number of users
increases, the model cannot recommend for new users and new items.
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Cold-start recommendation is a challenge in recommendation systems where
the system needs to make recommendations for new users or new items that
have little to no historical interaction data. In other words, it refers to the situ-
ation where a recommendation system is presented with a user or item that it
has never encountered before. The cold-start problem can occur in two scenar-
ios: new user cold-start, for example, when a new user signs up for a service,
there is no historical data available for the system to use to make personalized
recommendations for them and new item cold-start, when a new item is added
to the system, there is little or no data available about the item’s characteris-
tics and how users might interact with it. To address the cold-start problem,
recommendation systems can use various techniques such as transfer learning,
cross-domain, information fusion. Transfer learning approach involves leverag-
ing knowledge learned from other domains or tasks to improve recommendation
accuracy in cold-start scenarios. Transfer learning can be effective in situations
where there is limited data available for the target domain or task.

Side information fusion is a technique used in cold-start recommendation sys-
tems to address the problem of limited data by incorporating additional infor-
mation about users and items. The technique involves using side information
or auxiliary data, such as demographic information, social network information,
or item attributes, to improve the accuracy of recommendations for new users
or items. The side information fusion technique works by combining the user-
item interaction data with the side information to build a more comprehensive
user-item model. This combined model can then be used to generate recom-
mendations for new users or items by leveraging the information in the side
information. For example, in a movie recommendation system, side informa-
tion such as demographics, movie genres, directors, and actors can be used to
improve recommendations for new movies or users. By incorporating this infor-
mation into the recommendation model, the system can make more accurate
predictions about which movies a new user might like based on their prefer-
ences for specific genres or actors. The side information fusion technique can be
applied using various machine learning methods such as matrix factorization, or
graph-based approaches. It is particularly useful for cold-start scenarios, where
the system lacks sufficient data to make accurate recommendations, and can
improve the overall performance of the recommendation system.

Some recent studies [14,15] have shown that the side information fusion is a
useful technique for cold-start recommendation systems, there are some disad-
vantages and limitations to consider:

First, side information can introduce bias into the recommendation model if
the side information is biased or incomplete. For example, if the side information
is based on user demographics, it may lead to recommendations that are biased
towards a particular group or stereotype.

Second, incorporating side information can increase the risk of overfitting,
where the model becomes too closely tailored to the training data and performs
poorly on new, unseen data. This can happen if the side information is too closely
aligned with the training data or if the model is too complex.
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In this paper, we try to solve these two non-optimal points, and propose a new
architecture that can effectively be implemented in the production environment.
Our main contributions include:

– We propose a new technique using side information to learn cold-start users
interest and recommend more suitable items for them.

– We propose a new attention-based technique that can control and estimate
the priority of each user’s information used from different sources to capture
their interest for an unbiased and fairness recommendation system.

– We propose a meta learning techniques that can decrease the risk of overfit-
ting, model can learn generally on the unseen data.

2 Related Works

2.1 Cold-Start User Problems

The main issue of the cold start problem is non-availability of information
required for making recommendations. In such cases, the only There are two
popular methods to address this problem:

First is Cross-Domain Recommendation technique, which uses users behavior
of source domain to predict their interests at target domain. Ye Bi et al. [9] and
Cheng Zhao et al. [8] both map users behavior embedding of source domain
to target domain via MLP layers. However, there aren’t always more than one
domain sharing the same users in reality.

Second is the side information fusion method. This method is more sta-
ble than the first one due to the fact that the side information always exists.
DropoutNet [12] aims to maintain recommendation accuracy on non-cold start
users while improving model performance on cold-start users, by combining all
side information with users interactions to learn to reconstruct output from
model just using users interaction. Beside, this model also randomly choosing
some data just using side information of users or items to learn to reconstruct,
that increases the affection of side information to model output which is very
suitable for cold-start recommendation. However, this technique is not designed
to control and estimate the affection of side information to each user, which
may harm to model performance. To address this limitation of DropoutNet, we
propose a new technique called AttentionDropoutNet improving model perfor-
mance in all users type as active users, warm-start users and cold-start users
simultaneously.

2.2 Meta-learning

Meta-learning, also called learning-to-learn, aims to train a model that can
rapidly adapt to a new task which is not used during the training with a few
examples Meta-learning can be classified into three types: metric-based, memory-
based, and optimization-based meta-learning. Previous research as Manqing
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Dong et al. [10] or Ye Bi et al. [11] are about applying optimization-based meta-
learning to recommendation system that provide a more quickly and efficiently
new data learning method for better cold-start recommendation. Inspired by
that, we create a new metric-based meta-learning method for an unbiased and
fairness recommendation system [13] and the rapidly changing of users preference
better learning.

2.3 Graph Neural Network

Graph Neural Network [6] also known as GNN is a deep learning model applied
to graph structure for many different problems. GNN learns the higher represen-
tation by aggregating their neighbor nodes information and learn them jointly
with downstream task as node classification, link prediction or graph classifica-
tion . . .

In recent years, there are many methods applying GNN to recommendation
systems by treating interactions between users and items like graph structure.
In this graph structure, users and items are defined as nodes, each interaction
between them is defined as an edge. GNN aims to learn the relation between
each node via available links displaying in graph structure to predict possible
relation of each two nodes not displaying of graph for different recommendation
tasks. Rex Ying et al. [18] proposed a combination of GCN and hard-negative
sampling method for similar items recommendation. Besides, Xiang Wang et
al. [7] are about each node neighbors weight learning via their relation that is
suitable for recommendation system.

3 Proposal Model

In this section, we will first give an overview about the proposed model, then
detail each model component

Fig. 1. Overall GIFT4Rec architecture

The architecture of the proposal model is shown in Fig. 1. The model con-
sists of two components: Graph neural network (GNN) module, our global and
local side information fusion module. The GNN module learns and extracts the
characteristics of the user’s behavior and the item’s representation. The global
and local side information fusion module builds a way to integrate side infor-
mation into the user’s embedding vector, which is the output of GNN module.
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Given the items catalog V = {v1, v2, ..., vp} with p items. For a sample user ui,
i ∈ {1, 2, . . . , N} with side information vector Xinfoi

, we have a set of interacted
items Si = {si1, si2, si3, ..., siq; sij ∈ T, q � p}.

The GNN module is shown in Fig. 2. A graph is represented as G = (U, V ),
which is defined as {(ui, sij , vj)|ui ∈ U, vj ∈ V }, where U and V separately
denote the user and item sets, and a link sij = 1 indicates that there is an
observed interaction between user ui and item vj , otherwise vij = 0. The neigh-
borhood of a node is denoted as N(.). Given the graph data, the main idea of
GNN is to iteratively aggregate feature information from neighbors and integrate
the aggregated information with the current central node representation during
the propagation process [19,20]. From the perspective of network architecture,
GNN stacks multiple propagation layers, which consist of the aggregation and
update operations. The formulation of propagation is

Aggregation: n(�)
. = Aggregator�({h�

u,∀u ∈ N(.)})

Update: h(�+1)
. = Update�(h

(�)
. , n(�)

. )

Where h
(�)
ui denotes the representation of user ui and h

(�)
vj denotes the rep-

resentation of item vj at �th layer, and Aggregator� and Update� represent the
function of aggregation operation and update operation at �th layer, respectively.
In the aggregation step, existing works either treat each neighbor equally with
the mean-pooling operation [21,22], or differentiate the importance of neighbors
with the attention mechanism [23]. In the update step, the representation of
the central node and the aggregated neighborhood will be integrated into the
updated representation of the central node. After training, the GNN model G
will perform interaction embedding to build a vector Xui

∈ R1×D - the behaviors
embedding of user i and a vector Xij - the representation of item vij :

Xui
,Xij ← G(si)

The combination of Xui
and Xinfoui

via our Weight Generated module in
Fig. 3 for the last representation of user i are defined as Xfinalui

. Then the final
score between ui and ij is computed as:

yui,ij = sofmtax(Xfinalui
· Xij )

We feed the final score to our Cross Entropy loss function defined as LCF ,
which is computed as:

LCF =
∑

ui,ij ,ijneg

[logyui,ij + log(1 − yui,ijneg
)]

After learning the relation of each user and item having interactions used via
LCF , we use a new technique that make our model learning user representations
more efficiently called Global Side Information Fusion also know as GSIF. In
GSIF module, Xfinalu and Xi are generated from the GNN module. Then all
parameters are all frozen except the Weight Generated module in local side
information fusion module and global side information module. Finally, au are
generated from local side information fusion module then feed to global side
information fusion module along with Xfinalu and Xi
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3.1 General Side Information Module

We propose two side information techniques that support each other by observ-
ing each user with from different angles. Those methods aims to control and
estimate the impact of each information to each user to combine them efficiently
for fairness and unbiased recommendation that focus not only in any source of
information, which can’t always contain information related to user interest. The
first one forces Weight Generated module to learn via optimize LCF , the remain-
ing technique provide this module a general knowledge via indirectly observing
unseen interactions. These two modules shared parameters that generate weights
for each user side information and behaviors called Weight Generated.

Fig. 2. Local Side Information Fusion module architecture

Local Side Information Fusion Module. We proposed a new technique
called Attention DropoutNet also known as ADN that combining the technique
used in [12] with out Weigh Generated module controlling side information and
behavior of each users to better learning. Our module concatenate Xui

and
Xinfoui

via the last dim as the input of module called Xconcatui

Xconcatui
= concat([Xui

,Xinfoui
])

We apply the MLP model to our Weight Generated module. We feed
Xconcatui

to Weight Generated module using a Sigmoid activation function in
the last layer to get aui
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Fig. 3. Weight Generated Module

The last representation of user i:

Xfinalui
= aui

· Xui
+ (1 − aui

) · Xinfoui

That is how we estimate the impact of each
information to user i and combine them to con-
trol the representation. Beside that, we use a
technique that sample a random value from a
uniform distribution over [0, 1) for each data
when training. If that value less than the limit
we set, the last representation would just be
computed as side information embedding to
force our model learning to use more side infor-
mation of each user to predict their interest:

Xfinalui
= Xinfoui

.

During inference, the cold-start users behavior embedding would be com-
puted as mean of all warm-start users and active users embedding just to rec-
ommend them the popular items that many users have interests in to our model
knowledge, then combine with side information embedding for final representa-
tions:

Xui
=

1
Nu − NUcold

∑̇
uj /∈Ucold

Xui

Global Side Information Module. We proposed a new metric-based meta
learning method observing the model performance computed by our metrics at
two case:

– We define ybehaviorui,i
as the list of the probability user i having interest of

each item if we just using behavior of user i to model:

ybehaviorui,i
= [ybehaviorui,i1

, ybehaviorui,i2
, . . . , ybehaviorui,inI

]

ybehaviorui,ij
= Xui

· Xij

– We use ybehaviorui,i
to calculate model performance each metrics and then

average them.
– Similar to the case if we just using side information of user i to model

We choose to use the validation set to test our model performance at two
case above that help model Weight Generated module indirectly learning more
objective knowledge from each user unseen interaction

We define labelui
= 0 if the model performance at case one is better. If not,

then labelui
= 1

We encourage our Weight Generated module to learn more objectively and
globally by optimizing a loss function called Lglobal defined as:

Lglobal = −
∑

i

[(1 − labelui
) ∗ log(1 − aui

) + labelui
∗ log(aui

)]

Lglobal would be training separately with LCF in each epoch.
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4 Experiments

4.1 Experiment Setting

Dataset. We use Movielen 1M (ML1M) [16], a relatively large and popular data
set with the demographic of each user, item ratings and user’s interaction in the
research field to test our proposed architecture performance. In addition, we use
the Douban Dataset [17] to examine the effectiveness of side information fusion
techniques (Table 1).

Table 1. Dataset Information

Dataset Users Items Ratings

ML1M [16] 6040 3955 715477

Douban [17] 2442 8349 1053069

We split users into three set:

– Top 80% users having highest number of interactions will be choose as active
users set

– Top 10% users having lowest number of interactions will be choose as cold-
start users set that their interactions we don’t use for training and the first
item each user interacts are used during testing.

– The remain users will be choose as warm-start users set

To evaluate model performance efficiently, for each user in the active users set,
we hold out the last item for the testing set for active users, treat one random
item before the last item as the validation set, and use the remaining items for
the training set. For each user in the warm-start users set, we hold out the last
item as a testing set for warm-start users, we combine the remaining interactions
with the training set to create our graph structure. For each user in the cold-start
users set, we just hold out the first item as a testing set for cold-start users.
Baseline Methods. To verify the effectiveness of our method, we compare it
with the following representative baselines:

– GAT: a model only using graph neural network module from KGAT [7] paper
along with using mean of all non cold-start users embedding for each cold-
start users during testing

– GAT + DropoutNet: a model only using combination of graph neural network
module from KGAT paper and DropoutNet technique

– GIFT4Rec (w/o Local): our proposed model without updating Weight Gen-
erated Module parameters via optimizing LCF

– GIFT4Rec (w/o Global): our proposed model without updating Weight Gen-
erated Module parameters via optimizing LGlobal

– GIFT4Rec: our proposed model
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Metrics. We define Ai as top k highest ranking items generated by model for
user i, Bi as the real items set that user i interacted, N as the number of users.

Recall@k: ∑ |Ai∩Bi|
|Bi|

N

We define overall score as mean of three sets scores. This metrics could eval-
uate model performance more fairly than just calculating score of combination
of three sets which each of them always has different number of users that the
more numbers of users one set has, the more its affection to overall score. In our
experiment, we choose k as 50.

4.2 Experiment Result

Table 2. Benchmark

Dataset name Method Active users Warm-start user Cold-start user Overall

ML1M GAT [7] 19.64 0.066 24.52 14.94

GAT [7] + DropoutNet 20.24 0.5 24.78 15.17

GIFT4Rec (w/o Global) 14.76 17.22 24.83 18.94

GIFT4Rec (w/o Local) 14.22 17.05 24.81 18.7

GIFT4Rec 14.66 18.71 24.55 19.3

Douban GAT 2.3 2.95 5.33 3.53

GAT + DropoutNet 5.44 0.07 4.07 6.17

GIFT4Rec (w/o Global) 10.5 1.48 7.52 6.5

GIFT4Rec (w/o Local) 8.94 2.58 7.94 6.49

GIFT4Rec 10.18 2.21 8.36 6.92

Our experiments results on ML1M dataset show GAT + DropoutNet model
having the good performance at cold-start users set and active users simultane-
ously, which proves the efficient of DropoutNet. But this model has a very bad
scores at warm-start users, which is nearly zero. Besides, this model also perform
worse at all sets of Douban dataset than ours. That proves the accurate of our
insight into the bad affection to model performance caused by uncontrollable
side information learning of DropoutNet (Table 2).

GAT performs very good at active users set but worst at almost all of the
remains methods on ML1M dataset, that is considered biased. In additions, this
model performance at almost all sets of Douban dataset are the worst, compared
to other models in experiment that prove the existence of large information about
each user interest hidden inside their side information.

Our model without Global module gets a very good result at active users
set of each dataset. The lower results of our model proposed and itself without
Local module can be explained with the difference of distribution between two
tasks we learning which one task is directly observing via each user that is also
in active users set. That ’s also an open challenge for meta-learning method.
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Our model achieves the best result at cold-start users set of Douban dataset
as soon as warm-start users set of ML1M dataset. Moreover, it also gets the
second best result at active-users set of Douban dataset. But most of all, based
on the most important metrics, our model outperforms the remains method on
both datasets that is clearly the most fairness and unbiased recommendation
system.

5 Conclusion

In this paper, we applied the attention-based side information fusion technique
to cold-start users problem resolving and an unbiased and fairness recommenda-
tion system. Experiment results on two popular datasets show that our model
outperforms the remains method which are variants of our model ore based on
many popular algorithms for recommendation systems in recent years.

In future, we will upgrade our model to apply to cold-start items problem
resolving. Another directions for future work would be research about how to
combine LCF and LGlobal for less time consuming and efficient knowledge trans-
fer between local and global modules to resolve open challenge that we describe
in experiment result section.

Appendix B

We defines Θ and ΘWG as our model parameters and the parameters of Weight
Generated module. In addition, scoresuB

and scoresuBinfo
denote users uB

(batch of U) model performance in validation set if just using their behavior
embedding or their side information. Here is a pseudo code for our proposed
model learning algorithm.

Algorithm 1. GIFT4Rec
Random initialize Θ and ΘWG

while not converged:
for uB in U :
update Θ via optimizing LCF with each user in uB

XfinaluB
← XuB

calculate scoresuB

XfinaluB
← XinfouB

calculate scoresuBinfo

compare scoresuB and scoresuBinfo
to get output labels for optimizing LGlobal

update ΘWG via optimizing Lglobal with each user both in uB and validation set
users
return Θ, ΘWG
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