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Abstract. The article presents a method of document anonymization
using generative adversarial neural networks. Unlike other anonymization
methods, in the presented work, the anonymization concerns sensitive
data in the form of images placed in text documents. Specifically, it is
based on the CycleGAN idea and uses the U-Net model as a generator. To
train the model we built a dataset with text documents with embedded
real-life images, and medical images. The method is characterized by a
very high efficiency, which enables the detection of 99.8% of areas where
the sensitive image is located.

1 Introduction

Nowadays, many entities and private persons want to protect their data against
leakage. It can be information about both health and company secrets, e.g.
research works. The subject of the processing of sensitive data is also extremely
important in the context of EU regulations, e.g. Directive 95/46/EC of the Euro-
pean Parliament and of the Council of 24 October 1995 on the protection of
individuals with regard to the processing of personal data and on the free move-
ment of such data and the criminal and financial liability of persons creating
and processing such collections of information. It is also worth noting that the
theft of sensitive data may be used to assess the health condition of politicians
or other decision-makers. In this paper, we present a system for detecting doc-
uments containing sensitive data, also in the cases where they are intentionally
hidden there.

For obvious reasons, the classification of data into one of two classes: with
and without sensitive data must be automatic. In a situation where nowadays
even small entities process gigabytes of information daily, a human is not able
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to manually verify the content of processed files. In this article, we propose a
solution that fully automates this process based on machine learning techniques.
The task facing the system is to detect and remove sensitive data from the
documents being processed. It is based on the CycleGAN idea and uses the
U-Net fully convolutional neural model as a generator. To train the model we
built a dataset with text documents with embedded real-life images, and medical
images.

The rest of the paper is organized as follows. In Sect. 2 we describe shortly
models used. Our method for is described in Sect. 3. Section 4 presents the results
of experiments on the dataset of sensitive documents we created and Sect. 6
concludes the paper.

2 Related Work

Currently, anonymization with the use of neural networks is used primarily to
detect specific phrases in the text [11,13]. Unlike the text, we will not analyze
the context of the text, but the actual information contained in a visual form of
images. The detection of sensitive data such as the human face has been very well
developed, among others, thanks to the huge amount of data available on social
network channels [1,2]. In the studies cited, very good results were achieved
with the use of convolutional neural nets [16]. Simirarly, well structured data
are well processed by various neural networks, even anomalies in data can be
easily detected [5,6]. Our work is aimed at detecting the places of occurrence
of sensitive data, such as: results of magnetic resonance imaging, X-rays, etc.
However, in the case of this type of data, we usually face the problem of small
amounts of data available for training. One of the ways to improve the operation
of classification algorithms is by generating synthetic data on the basis of the
available set [12]. In our research, we tackle the presented problem differently. We
want a generative adversarial neural network (GAN) [7] to be able to distinguish
between sensitive data itself. To put it simply, the GAN is supposed to generate
images without sensitive data. The general GAN diagram is presented in Fig. 1
and of the proposed model in Fig. 2.

The presented solution is based on the CycleGAN network model [17]. In its
original application, the network was designed to convert graphic images. Among
other things, they trained the model to convert horse images to zebra images,
and city landscapes at night to city landscapes by day. The great advantage of
CycleGAN is that this model can be trained without paired examples, i.e. it does
not require sample photos before and after conversion to train the model. For
example, it is not necessary to provide the same image of a horse turned into a
zebra. The model architecture consists of two generator models: one generator
(GeneratorA) for generating images for the first class (ClassA) and a second
generator (GeneratorB) for generating images for the second class (ClassB):

GeneratorA → ClassA (documents requiring anonymization),
GeneratorB → ClassB (documents that do not require anonymization).

Generator models perform image translation, which means that the image con-
version process depends on the input image, particularly an image from another
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Fig. 1. General diagram of the GAN network.
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Fig. 2. General diagram of the proposed model: GAN network and the network used
to build the training sets.

domain. Generator-A takes an image from ClassB as the input and ClassB takes
an image from ClassA as the input:

ClassB → GeneratorA → ClassA,
ClassA → GeneratorB → ClassB.

Each generator has its own dedicated discriminator model. The first discrimina-
tor model (DiscriminatorA) takes the true images from ClassA and the generated
images from GeneratorA and predicts whether they are true or false. The sec-
ond discriminator model (DiscriminatorB) takes the true images from ClassB
and the generated images from GeneratorB and predicts whether they are true
or false. The discriminator and generator models are trained in an adversarial
zero-sum process, much like normal GAN models. Our solution uses also the
U-Net model [14] as a generator, which was initially used, inter alia, to detect
neoplasms in medical images. The architecture stems from the so-called “fully
convolutional network” [10] (Fig. 3).
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Fig. 3. General U-Net model.

Generators learn to cheat discriminators better, and discriminators learn
better to detect false images. Together, the models find the equilibrium during
the training process. In addition, generator models are regulated not only to
create new images in the target class, but instead, to create translated versions
of the input images from the source class. This is achieved by using the generated
images as input to the appropriate generator model and comparing the output
image with the original images. The transmission of the image by both generators
is called a cycle. Together, each pair of generator models is trained to better
recreate the original source image, which is referred to as cycle consistency.

3 Training the Anonymisation Model

In the presented model, the role of the generator is performed by a modified U-
Net network inspired by the work [14]. In our structure, compared to the original
concept, the activation functions have been changed from ReLU to SELU [9].
This change contributed to reducing the model’s learning time from approxi-
mately 21.5 h to 19. However, in the conducted research, no significant impact
on improving the learning outcome was observed. The U-Net model has also been
downsized compared to the original by removing convolutional layers within the
same dimension. In the original work, the creators used two convolutional layers
after each max-pooling process, while in our solution, we limited it to one such
operation. The reason for this approach was to create a network that processes
input signals as quickly as possible, which directly translates to minimizing com-
putational requirements.
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The training sequence was built on the basis of text documents with the
embedded medical data. Now we will describe the input data. The training
dataset for the GAN requires two classes of objects — that require anonymisation
and do not require anonymization. The diagram of the network is shown in Fig. 2.
The non-anonymised part contained only a grayscale image obtained from a text
document (e.g. WORD, PDF) along with random images from the ImageNET
dataset [4] inserted in random places. The part requiring anonymisation was
additionally provided with data in the form of X-ray images and computed
tomography. The image was saved as a JPEG file with the size of 1024 × 1024
pixels. The chosen image size was dictated by the compromise between the model
accuracy and processing speed.

Table 1. Experimental results for various input image sizes.

Input image Batch processing time Image recognition

size For 100 images [seconds] result

256 × 256 8.3 79.8%

400 × 400 12.1 97.3%

1024 × 1024 21.6 99.8%

2048 × 2048 57.2 99.8%

Analyzing the results collected in Table 1, it can be concluded that satisfac-
tory image recognition performance is already achieved at the image size of 400
× 400 px. Based on the obtained results, it is evident that to achieve the best
outcomes, a network capable of analyzing images at a resolution of 1024 × 1024
px should be employed. Increasing the size twice to 2048 × 2048 px does not
improve the already high classification accuracy significantly but increases the
computation time of the system.

The method of generating training and testing images is presented in Fig. 4.
In this case, the input signal is the text appropriately converted into bitmap
maps derived from textual documents. During the generation of samples, con-
secutive textual documents are provided, which are converted into jpg images
along with medical images from a medical database or the ImageNet dataset.
When training the GAN network, three types of documents are distinguished:
documents containing data in the form of images combined with medical pho-
tos (recognized as sensitive images), documents combined with images from the
ImageNet database, or documents without any images, saved as files that do not
contain sensitive data.

The portion of documents that did not required anonymisation did not con-
tain images from the ImageNET database. For any document, the size of the
image could not be greater than 80% of the width and height, and less than
20%. The inserted images were additionally scaled by a random factor.



278 M. Korytkowski et al.

Fig. 4. Generating training and testing images.

The output of the GAN is also a grayscale image with the size of 1024 ×
1024 pixels. In the GAN model, the discriminator as the evaluating part of the
generator is also important.

In the conducted research, synthetic data requiring anonymisation were
inserted in random places. The network in the learning process retrieved docu-
ment scans without inserted sensitive images as ClassA. As ClassB, the network
received documents with sensitive (e.g. medical) images.

On the basis of the conducted research, the network, apart from detecting
the document with the newly generated sensitive image, was able to remove the
sensitive image from text documents without losing such elements as a stamp or
a barcode. Examples of such objects are presented in Fig. 5.

Fig. 5. Examples of objects placed in documents.

To prepare input data with sensitive medical objects we used our own X-ray
images and images taken from the datasets described in [3,8] and [15]. Eventu-
ally, we created a dataset which composition is presented in Table 2.

Table 2. Dataset composition.

Type Number of files Size in MB (2048×2048) Size in MB (1024×1024) Size in MB (400×400) Size in MB (256×256)

Number of files without images 20100 38592 4769 1923 588

Number of files with images from ImageNet 15000 29214 3632 1611 454

Number of files with sensitive medical images 15000 29112 3219 1022 410
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4 Results

Through the operation of the GAN structure and the proprietary solution of
inserting medical photos into the content of various text files, the first class
of documents (containing sensitive data) was defined, which consisted of 30,000
graphic files. The second class of documents was created by artificially generating
graphic files on the basis of the public ImageNET database (a total of 30,000
randomly selected files) of files.

Fig. 6. Example images with sensitive objects inserted for training and removed by
the model.

The first discriminator model (Fig. 2) (DiscriminatorA) takes the true images
from ClassA and the generated images from GeneratorA and predicts whether
they are true or false. The second discriminator model (DiscriminatorB) takes
the true images from ClassB and the generated images from GeneratorB and
predicts whether they are true or false. The discriminator and generator models
are trained in an avdersarial zero-sum process, much like the standard GAN
models. Figure 6 in the red box shows the effect of generating data by the network
during the learning process. An extremely interesting feature of the trained GAN
network, as described above, is that it can be used to remove sensitive medical
data (a kind of graphical anonymisation). The effect of this structure used for this
purpose is shown in Fig. 6 in a green frame. The input data is on the first line, and
the net result (output) is on the bottom line. The percentage of correctly selected
sensitive data was 99.8%. The percentage of incorrectly selected insensitive data
was 29.3%. That was calculated based on the number of similar pixels.
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Fig. 7. Example input and output documents with sensitive and non-sensitive objects.
We can observe the effect of anonimisation by the proposed system.

5 Automatic Sensitive Data Detection System

The previously described neural network model has practical applications in
a document anonymization system. The primary task here is to protect client
resources by verifying the presence of sensitive information within file resources
in the context of GDPR or sensitive information for the company in terms of
protecting confidential information.

It should be noted that the system only utilizes a portion of the trained
CycleGAN model responsible for generating anonymized images. The remaining
part of the network was implemented solely for the purpose of training the
system. One practical challenge in the system’s operation is the transmission of
documents containing sensitive data. Therefore, several practical solutions have
been devised to mitigate this risk. The concepts of such systems are presented
in Fig. 8.
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Fig. 8. Application of generative adversarial networks in anonymization systems.

The first solution pertains to a scenario where both the user’s computer and
the AI server with the GAN network operate within the same local network. In
such cases, it is possible to directly transmit the documents to the AI server. In
the second scenario, when the client cannot provide the necessary infrastructure
for document processing, a remote AI server will act as the client’s service.
Communication with the user will take place through a dedicated VPN tunnel,
and every sensitive document will be automatically encrypted. In this solution,
there is no need for re-encrypting the anonymized documents. The last possible
solution is when the client utilizes a document circulation system. In such cases,
communication will occur between the system and the AI server. Depending on
the infrastructure involved, an additional VPN connection between the servers
providing the mentioned services or a local connection may be required.

6 Conclusions

We proposed a method to anonymise documents using generative adversarial
neural networks and fully convolutional networks. The anonymisation concerns
sensitive data in the form of images placed in text documents. It is based on the
CycleGAN idea and uses the U-Net model as a generator. To train the model
we built our own dataset with real-life MS Word and PDF text documents with
embedded real-life images, and medical images. The method is characterized by
a very high efficiency, which enables the detection of 99.8% of areas where the
sensitive image is located. The method is able to remove the detected sensitive
objects what is shown in Fig. 7.
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