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Linear and Nonlinear Simulations )
of Magnetorotational Instability L
for the Upcoming DRESDYN-MRI

Experiment

Ashish Mishra, George Mamatsashvili, and Frank Stefani

Nomenclature

Re Reynolds number
Rm  Magnetic Reynolds number

Lu Lundquist number
Pm  Magnetic Prandtl number
V8 Rotation ratio of outer to inner cylinder

MRI  Magnetorotational instability

1 Introduction

Magnetorotational instability (MRI) is considered a prime mechanism in explaining
the angular momentum transport in astrophysical disks. However, despite of many
efforts, the direct and conclusive evidence of MRI in lab is still elusive.

Itis to be noted here that the recent claim by the Princeton group regarding the iden-
tification of axisymmetric mode of MRI [1] and the non-axisymmetric mode is still
under scrutiny [2]. In their experiment, the axisymmetric mode of MRI and the non-
axisymmetric mode appear, surprisingly, very close to each other and at parameters
which are significantly lower than the predictions of global linear stability analysis
(see Fig. 8 in ref. [2]). The discovery of other versions of MRI such as helical MRI
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(HMRI, [4]) and azimuthal MRI (AMRI, [5]) and their successful detection in the
laboratory Taylor—Couette (TC) devices containing liquid metal [9, 13, 15] has paved
a way for more sophisticated experiments such as the DRESDYN-MRI experiment
[14]. Such a new experiment (Fig. 1b) is presently under construction in the frame-
work of the DREsden Sodium facility for DYNamo and thermohydraulic studies
(DRESDYN) at Helmholtz-Zentrum Dresden-Rossendorf (HZDR). In this experi-
ment, we can reach Re ~ 10°, Rm ~ 40, and Lu ~ 10 which theoretically is sufficient
for the detection of MRI in laboratory (see Tables 1 and 2 for the physical parameter
of the DRESDYN-MRI experiment and the definition of non-dimensional parameters
used in this study, respectively). As a preparatory step toward the large-scale MRI
experiments within DRESDYN project, we study these instabilities and the connec-
tion between them specifically for those ranges of the characteristic parameters of the
magnetized Taylor—Couette flow that are achievable in these experiments. We aim, in
particular, at a detailed analysis of the axisymmetric MRI and its nonlinear evolution
and saturation properties. We also analyze the scaling behavior of the instability with
respect to various system parameters.

= Drive for inner cylinder

Fig.1 a A simplified

Taylor—Couette flow setup - Flange fos measurements
with an imposed helical - Rod for cenual cument
magnetic field, b a schematic = dpcroinde
view of the new S i
DRESDYN-MRI machine NS
] 0] = Coil for axial fickd
[ ' Loawer lidicantact
_ Elevtrudes for cuments
in the Liquid sodium
_— Turnuhle
Table 1 Physical parameters .
of the new DRESDYN-MRI Physical parameter Values
experiment with liquid Tin 0.2 m
sodium Fout 04m
L, 2m
Qin <27m-20Hz
Qout <2m-6Hz
Axial magnetic field (Bo;) <150 mT
Current through central rod (/) <50 kA
Conductivity (o) 9.5 x 10 S/m
Viscosity (v) 6.512 x 1077 m?/s
Density (p) 920 kg/m?

The material parameters are for a sodium temperature of 7 = 130

°C
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Table 2 Non-dimensional system parameters of the DRESDYN-MRI experiment with liquid

sodium based on the values in Table 1, assuming material parameters of liquid sodium at 7 =
130 °C

Dimensionless parameter Definition Values

I Qout/Qin (0.25, 0.35]
Normalized height L./rin 10

Reynolds number (Re) Qin Fin/v <7.72 x 100
Magnetic Prandtl number (Pm) vin 7.77 x 107°
Magnetic Reynolds number (Rm) RePm <40
Lundquist number (Lu) Boy; rinls/plovn <10

2 Mathematical Setting and Numerical Method

We consider an infinitely long cylindrical Taylor—Couette (TC) setup containing
sodium as liquid metal with imposed axial magnetic field By, as shown in Fig. 1.
The equilibrium rotation profile () for a TC setup with inner and outer cylinder
with radii ry, and ro, and angular velocities 2, and 24y, is given by:

Q) =Ci + Cy/r, (1)
where C; and C, are,

C = (Qomrfu[ - Qin"ii)/(rgut - r2)

in
2.2 2 2
C2 = (QOUIQin)rinrout/(rout - rin)'

The basic MHD equation to study the TC flow is

VP (B-V)B 5
ou+ (u-Vu) = ——+ ——— +vV-iu 2)
P PHo
9B =V x(uxB+nV’B (3)
V-u=0, V-B=0, 4

where p, p, v, 1o, and 7 are the density, hydrodynamic pressure, kinematic viscosity,
magnetic permeability, and magnetic diffusivity of the fluid between the cylinders,
respectively. For linear analysis, the basic MHD Eqgs. (2—4) are linearized to form an
eigenvalue problem in the radial direction, and the radial structure is solved by the
spectral collocation method using Chebyshev polynomials typically up to N = 30—40
[4, 5, 8, 10]. The base flow is given by the standard TC profile as in Eq. 1, and the
imposed axial magnetic field is used as base field. No-slip boundary condition is
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used for velocity, and insulating boundary condition is used for magnetic field with
periodic boundary conditions in the axial direction (see [10] for details). For the
nonlinear analysis, the cylindrical flow domain is distributed as (r, ¢, z) € [Fin, Fout]
x [0, 27] x [0, L,]. We used the pseudo-spectral code from Ref. [3] to solve the basic
nonlinear MHD Egs. (2—4) of an incompressible conducting fluid in TC setup. For
our setup, we non-dimensionalise length by rj, and time by ;,”' and hence [y, 7out]
€ [1,2] and L, = 10 as the aspect ratio is 10. Chebyshev collocation method is used
to distribute the points along radii to achieve higher resolution near the boundaries.
We conduct high-resolution study with N, = 500, i.e., finite difference points in
the radial direction, and N, = 800, i.e., Fourier modes in the axial direction. This
resolution is chosen such that the modes are fully resolved. Since MRI is dominated
by m = 0 modes, in this analysis, we do not allow other non-axisymmetric modes to
grow; hence, N, is set to 1. Here, we set minimum wavelength k, = 27t/L, to allow
at least one full wave in the axial domain (see also [11]).

3 Results and Discussion

In order to obtain the region of instability for MRI in Fig. 1a—e, we plot the maximized
growth rate over all axial wavenumbers k, > k, i, of the most unstable axisymmetric
mode (m = 0) of MRI in (Rm — Lu)-plane for varying u (= Qqu/2in) and fixed g
= 0. As aforementioned, we focus our analysis on the Rayleigh stable regime, i.e.,
w > 0.25. We observe that the instability region in the (Lu — Rm)-space decreases
with increasing w. The critical Rm and corresponding Lu for i = 0.26 are at 4.8384
and 1.5220, respectively, as in Fig. 2a, while the same for the Keplerian profile, i.e.,
u = 0.35lie at 16.1714 and 5.0937, respectively, as in Fig. 2e. Since the maximum
achievable Rm and Lu in the DRESDYN-MRI experiment are 40 and 10, respectively
(cf. Table 2), MRI can be detected successfully in DRESDYN-MRI experiment for
all  in the range (0.25, 0.35]. In Fig. 2f, we plot the marginal instability curve of
MRI for various u in the (Lu, Rm)-plane which clearly shows the monotonic increase
of critical Lu and Rm with increasing . Our linear analysis shows that the MRI can
be unambiguously detected in the upcoming DRESDYN-MRI experiment for u =
0.26 to more astrophysically relevant quasi-Keplerian flow profile u = 0.35 [10].
We study the evolution of magnetic energy of the most unstable axisymmetric
MRI mode to understand the nonlinear MRI and its saturation behavior in detail in an
extensive parameter space. Further, to obtain the scaling laws of various parameters in
saturated state, we analyze each point for different Re € {1, 4, 7, 10, 20, 30, 40, 100}
x 103, This study allows us to concretely understand the behavior of magnetic energy
and angular momentum transport of MRI in the exponential and saturated states. To
analyze the growth and subsequent nonlinear saturation of axisymmetric MRI modes,
in Fig. 3a, we follow the evolution of the volume-integrated total magnetic energy
of perturbations, Emae = fv b*>dV, where V is the volume of the TC device for
= 0.27, varying Reynolds numbers Re, and two pairs of (Lu, Rm) = (30, 9) (solid
lines) and (Lu, Rm) = 9, 2.5 (dashed lines). In all these cases, the magnetic energy
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0.13

(c)

Rm
Rm
Rm

0.08

10 10 10 10
Lu Lu
(d (e) 0.1
0.l 0.08 1
10! 10! _ 1o
E E [T
— =027
0.05 0.04 ::=u_29
=0.30
"t
R 0 100 ———— o0 10° el
0 | ul 1
10 10 10 10 ]”l: “]I
Lu Lu Lu

Fig. 2 a-e MRI growth rate Re(y) > 0 in the (Lu, Rm)-plane, maximized over k; > k; min, varying
w. f The corresponding marginal stability curves for these values of 1, which better indicate a shift
of the unstable area to higher Lu and Rm, implying a greater stability for increasing p [10]

initially grows exponentially with the growth rate predicted by the 1D linear analysis
and afterward approaches the saturation state where the energies and stresses remain
nearly constant with time. This behavior is consistent with previous nonlinear studies
of MRI both at infinite [6, 7] and finite [16, 17] height of the cylinders. Since the
magnetic energy of MRI depends mostly on Rm (see also [10]), the exponential
growth and saturation energy is smaller for smaller Rm.

In Fig. 3b, we plot the magnetic energy values in the nonlinear saturated state
émag as a function of Re for various pairs (Lu, Rm), and the black dashed lines show

— Re=1000
——Re=4000
Re=T000
——Re=10000
Re=20000 —8—Rm=30, Lu=1.5
Re=30000 == Rm=30, Lu=9
——Re=40000 | - =B Rm=17.85. Lus33
——Re=100000] [0 Bm=2883. Lu=i 54
E 2
0 1000 2000 000 000 1 4 710 20 40 100
i (1) <
Time |].|’...m] 10°Re

Fig. 3 a Time evolution of volume-integrated magnetic energy émag for different Re, fixed (Lu,
Rm) = (2.5, 9)(dashed), (9, 30)(solid) and ;« = 0.27. b Magnetic energy in the saturated state, émag
as a function of Re for different pairs (Lu, Rm). Black dashed lines are the power law fits of the
form Re“ with an average value of the scaling parameter a ~ —1/2 [11]
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the power law fit. Evidently, for all sets of (Lu, Rm), the saturated magnetic energy
decreases with an increase in Re, forming a family of lines with nearly the same
slope in the logarithmic scale at Re > 4000, where the asymptotic regime appears
to be already reached. We numerically fit this dependence with the power law Re?
shown by black dashed lines in Fig. 3b, which are more or less parallel to each other
with the common average power law index a ~ — 1/2. This implies that the magnetic
energy in the saturated state follows a power law scaling Re~"2 or, for that matter,
Pm'? as Rm is fixed for all considered pairs (Lu, Rm). This result is consistent
with a previously reported scaling law for MRI in a wide-gap TC geometry with
endcaps [2]. This result will be important below for extrapolating the values of the
magnetic energy from the simulations down to even smaller, experimentally relevant
Pm ~ 10~ — 1073, Figure 4a shows the time evolution of normalized torque G/G,n,
measured on the inner cylinder for . = 0.27 and different Reynolds numbers Re.
Solid lines show the evolution of this torque for Rm = 30, Lu = 9, while the dashed
lines correspond to Rm = 9, Lu = 2.5. Since the torque measured in the simulations
is normalized using the laminar torque, the minimum torque is equal to 1. It is seen
in Fig. 4a that, in contrast to the magnetic energy, G/Gi., increases with Re both
during the exponential growth at the linear stage and in the saturated state. During
the evolution, the torque at inner cylinder Gj, increases the angular momentum while
the torque at outer cylinder G, decreases it, eventually reaching an equilibrium in
the saturated quasi-steady state when both torques become equal Gj, = Gy

As discussed above, the normalized torque G/Gia, determines the effective
angular momentum transport in the flow. We can obtain only the turbulent contri-
bution to the torque by subtracting the laminar one, G/Gi, — 1, which can be used
to determine the scaling with Re. Note that G/G,, — 1 is already normalized and
does not depend on the velocity normalization. In Fig. 4b, we plot G/Gy,,, — 1 on
the cylinders in the saturated state as a function of Re for different Lu and Rm. The
black dashed lines show the power law fitting of the form Re” where b is the scaling

10
1
10
]‘, (@ (b)
Re=1000 2
Re=4000 —8—Rm=14, Lu=2
- Re=7000 | — b|—6—Rm=14. Lu=4
E Re=10000 E —8—=Rm=20, Lu=1.5
] e FO —6—Rm=20, Lu=6
7 —— Re=t0000 | O |—e—Rm=30, Lu=1.5
o= —&=Rm=30, Lu=9
v —&—Rm=17.85, Lu=3.3
| Y A S g
W
mﬂ PRl Bl S N S S S 0.01
0 1000 2000 3000 4000 1 4 710 20 40 100
Time 1/, ] 10°Re

Fig. 4 a Time evolution of normalized torque G/Gjay for different Re, fixed (Lu, Rm) = (2.5, 9)
(dashed), (9, 30) (solid) and p = 0.27, kzmin > 27/L;. b Normalized turbulent torque G/Gagm — 1
in the saturated state as a function of Re for different sets of (Lu, Rm). Black dashed lines show
the fitting of power law of the form Re? where b is the scaling parameter. Numerically obtained
average scaling parameter b ~ 0.5 [11]
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exponent. Similar to the saturated magnetic energy, normalized turbulent torque also
forms a family of parallel lines for different (Lu, Rm), but unlike the former, it
increases with increasing Re. Numerically obtained power law fitting exponent b ~
0.5 indicates the power law dependence G/Giuy — 1 o Re, that is, o Pm™%> as
Rm is fixed. This is consistent with the similar Re’ scaling of the torque for MRI
at large Re and Rm found by Liu et al. [7].

It is now interesting to investigate the mechanism of transition of MRI from linear
growth phase to saturated state. Figure 5 shows one instant of magnetic reconnection
for © = 0.27, Rm = 30, Lu = 9, and Re = 40,000 occurring at time = 359 in the
transition region as shown in Fig. 1. As evident from Fig. 5a, the field lines (B,,
B;) in the (r, z7)-plane show the field lines forming an X-type magnetic reconnection
region at z = 5 and r = 1.3. Figure 5b shows the azimuthal current density J, in
the (r, z)-plane. Evidently, the current density at the site of reconnection is very
large indicating the formation of current sheets, thus facilitating as the indicator of
magnetic reconnection. Figure 3b shows that the magnetic energy scales with Re.
Similarly, kinetic energy also scales with Re. This allows us to estimate the expected
value of RMS velocity and magnetic field perturbations in the DRESDYN-MRI
experiment for 4 = 0.27 and Pm = 7.77 x 10 for various sets of (Lu, Rm). Table 3
shows the calculated RMS velocity and magnetic field for different sets of (Lu, Rm).
It is clear from the table that the RMS velocity and magnetic field perturbations are
larger for larger values of (Lu, Rm). It is interesting to note that the RMS velocity
perturbations can vary to as high as 1.3 m/s depending upon (Lu, Rm). Similarly,
RMS magnetic field perturbation can vary from 0.2 mT to very high value of 13 mT.
These estimated perturbation values of velocity and magnetic field are encouraging
as they will allow optimized detection of MRI in the experiment (see also [11]).

2y 0.5
JRA

1 LS 2

T r

Fig.5 a Field lines (B,, B;) showing magnetic reconnection b Azimuthal current density J, at
the site of magnetic reconnection for u = 0.27, Rm = 30, Lu = 9 and Re = 40,000 at time = 359
falling in the transition from growth phase to saturation state (see Fig. 3) [11]
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Table 3 RMS of the velocity and magnetic field perturbations as estimated from the simulations in
the nonlinear saturated state that we can expect in DRESDYN-MRI experiment at © = 0.27 [11]

(Lu, Rm) u (Qinrin) u (m/s) b (BO) b (mT)
(2, 14) 0.0138 0.0808 0.0078 0.222
4, 14) 0.0437 0.2560 0.0068 0.387
(1.5, 20) 0.0053 0.0443 0.0085 0.181
(6, 20) 0.0745 0.6234 0.0079 0.675
(1.5, 30) 0.0059 0.0740 0.0125 0.267
(9, 30) 0.1047 1.3142 0.1020 13.073

4 Conclusions

In this study, using linear stability analysis, we show that MRI can be conclusively
and unambiguously detected in the upcoming DRESDYN-MRI experiment. We
extend our linear MRI analysis to study its nonlinear evolution and saturation proper-
ties. We numerically solved the fully nonlinear MHD equations in the TC geometry
with imposed axial magnetic field only and focused strictly on axisymmetric MRI,
i.e., m = 0 mode. In this study, we show that for different sets of (Lu, Rm) and fixed
w the magnetic energy in the saturated state and the normalized turbulent torque
scales with Re™*> and Re’?, respectively. Our analysis also shows that the transi-
tion of MRI from exponential growth phase to saturation state occurs via magnetic
reconnection. Further investigation has shown that these scaling laws hold true for
non-axisymmetric modes also (c.f. 12 for details). The scaling law derived here
allows us to estimate the values of RMS velocity and magnetic field perturbations
expected in the upcoming DRESDYN-MRI experiment and conclusively identify
MRI in laboratory.
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o Thermal diffusivity (m?/s)
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1 Introduction

With the rapid rise in the processing power of workstations, the usage of inverse
methods for solving heat transfer and fluid flow problems is becoming more popular
in theory and practice. This method starts with effects and then calculates the causes.
In general, temperature and velocity are the effects, and the thermophysical properties
of materials transport coefficient (heat transfer coefficient) and initial and boundary
conditions are the causes in thermal sciences. This study is aimed for estimating
the inlet parameters like the velocity and temperature of the fluid flowing inside the
thick pipe with uniform heat flux applied on its outer surface. Some application in
food processing and chemical (Process) industry demands the prior inlet conditions
to maintain the desired temperatures on the surface of the thick pipe subjected to
uniform heat flux.

2 Literature Review and Objective

For estimating parameters in all engineering and science disciplines, the inverse
method is widely practiced today. In heat transfer, the inverse method is used to
retrieve thermophysical properties [1, 2], boundary wall heat fluxes [3], and the
location and intensity of heat sources [4]. However, inverse problems are ill-posed
in nature [5]. The quality of the estimations will be directly affected if any error
creeps into the measurements of the experimental data. In literature, deterministic
and stochastic techniques are commonly used to solve. Bayesian inference, which
is one of the Stochastic-based techniques in inverse heat transfer problems, has
advantages, like adding noise in the data and utilizing the prior information while
estimating the parameters. In engineering and science, the Bayesian inference appli-
cations to estimate parameters are vast. For instance, in the field of engineering,
notable researchers like Reddy and Balaji [6], as well as Gnanasekaran and Balaji
[7], have utilized Bayesian inference for parameter estimation. Similarly, in the realm
of science, authors such as Kaipio and Somersalo [8] and Siekmann et al. [9] have
employed Bayesian inference to estimate parameters significantly. In the area of
parameter estimation with specific reference to fluid flow through the thick pipe,
Kim et al. [10] used an inverse method for estimating thermophysical properties of
the fluid flowing in a pipe, and Lu et al. [11] used the inverse method to predict fluc-
tuations in temperature at the inner wall in the pipeline without damaging the integral
structure of the pipeline. Han et al. [12] ‘estimated the transient convective boundary
condition in a horizontal pipe with thermal stratification based on the inverse heat
conduction problem,” and Chen et al. [13] used a ‘conjugate-based inverse algorithm
to estimate unknown space and time-dependent heat transfer rate on the external wall
of a pipe system.” Most of the studies on parameter estimation in flow through a pipe
with thick wall discussed inverse techniques to estimate unknown heat flux and heat
transfer coefficient on the surface. Parameter estimation of fluid flow conditions at
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the inlet in flow through the pipe using inverse techniques is rarely reported in the
literature. The focus of the present work is to estimate fluid flow conditions at the
inlet in flow through a pipe with a thick wall using the inverse technique.

3 Materials and Methods

The present study considers a thick pipe with an internal radius of 10 mm, an outer
radius of 20 mm, and a length of 2000 mm. An incompressible fluid flows through
the pipe with inlet velocity (v;) and inlet temperature (7';). A heat flux of 500 W per
unit area is applied uniformly on the pipe’s outer surface. Water is used as a working
fluid, and the pipe material is mild steel. The schematic representation of the problem
with the coordinate system is shown in Fig. 1.

3.1 Forward Model

The governing equations and boundary conditions for the above-described problem
are as follows:

Governing Equations

At wall region (r = ri t0 rour):

190 [ 0Tu.n 0 (0T.r
_— _ 7 — ——2)=0. 1
ror <r ar + ox ox 0

At fluid region (r = 0 to riy):

B 19 AT (.,
a(v(x,r)T(x.r)) - ;5<m#> =0. 2)
/'
I T T ETTE FETTES [ '
=V,
T=T, [—Ppr—c = === s == . b - — o — I

[[L L[] ]

Fig.1 Schematic diagram of the problem




14 K. Dinesh Reddy and B. Konda Reddy

Boundary Conditions

At heat flux boundary condition (r = rgy):

aTx,r
—k# = (T — Too)- 3)

AtF = rou, g = 500 W/m2.
At the interference between solid and fluid (r = ryy),

0T riery k 0T(x,r)
- )

k
f ar or

= Tf(x,r) = Ts(x,r). (4)

Atx=0and r =0to ri, u(0,r) =v;,and T(0, r) = T,.

As uniform heat flux is applied on the outer surface, the temperature on the pipe’s
surface varies along the length of the pipe. The temperature on the surface of the
pipe depends on the inlet velocity and inlet temperature of the fluid flowing through
the pipe. This dependency of the outer surface temperature of the pipe on the inlet
velocity and temperature is used to do the inverse analysis for finding out the inlet
parameters.

The temperature distribution on the pipe’s outer surface is obtained by running the
simulations. COMSOL is used to run the simulations for the two-dimensional steady
laminar flow problem. Simulations are run for multiple data sets of inlet velocity and
inlet temperature. The information thus obtained is used to fit a nonlinear curve by
using Bayesian analysis.

Different nonlinear curves are fitted by considering the variation of surface temper-
ature on the outer surface along the Pipe’s length. Among them, the best fit with less
error is considered. The best curve fit is as follows:

T()=a+ (vﬁ) xxd 1T, 5)

i

where a, b, ¢, and d are constants
The estimates of the constants are given in Table 1, and their PPDFs are shown
in Fig. 2.

Table 1 Estimation of the Constant Mean SD Naive SE
constants a, b, ¢, and d
a 0.995 0.0839 1.25¢e—04
b 12.908 0.116 1.36e—04
c 0.7887 0.01331 1.14e—04
d 0.640 0.01724 1.42e—04
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Fig. 2 PPDFs of constants a, b, ¢, and d

3.2 Inverse Model

The present study uses the Bayesian framework to solve the inverse problem. While
solving the inverse problem, Eq. 5 is used as a forward model to get the temperature
on the surface of the pipe at six points with a distance of 0.1 m, 0.2 m, 0.4 m, 0.8 m,
1.2 m, and 1.6 m, respectively, from the entrance. The simulated temperature data at
six equally spaced points in COMSOL is considered as surrogated data by adding
noise. The surrogated data thus obtained is considered as measurement data to do
the inverse analysis using the Bayesian framework. The values for the parameter
‘vi” and ‘T;” are chosen with an initial guess, and using these initial guess values,
and the Metropolis—Hastings (MH) algorithm which is Markov Chain Monte Carlo
(MCMC) method, the subsequent samples are generated to solve the problem with
the Bayesian inference. Metropolis et al. [14] gave a basic understanding which got
MCMC-based MH algorithm.
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Table 2 Results of estimation of ‘v; and T';” with synthetic temperature data with no noise

S. No Estimated v; (cm/s) Estimated T; (K)
Mean SD Mean SD

1 2.84 0.25 318.28 0.318

2 4.25 0.64 323.5 0.223

3 543 0.776 345.3 0.315

Synthetic data for v; and 7; of 2.8 cm/s and 318 K, 4.2 cm/s and 323 K, 5.5 cm/s and 345 K,

respectively

Table 3 Results of estimation of ‘v;” and T;” with synthetic temperature data with 3% noise

S. No Estimated v; (cm/s) Estimated T; (K)
Mean SD Mean SD

1 2.96 0.34 319.23 0.234

2 4.39 0.76 324.8 0.36

3 5.7 0.567 346.1 0.24

Synthetic data for v; and 7; of 2.3 cm/s and 318 K, 4.2 cm/s and 323 K, 5.5 cm/s and 345 K,
respectively

4 Results and Discussion

Estimation of parameters is done with temperature distributions obtained for assumed
values of ‘v;” and ‘T;.” Three sets of values for inlet temperature and inlet velocity
are considered for this exercise, namely 2.8 cm/s and 318 K, 4.2 cm/s and 323 K,
and 5.5 cm/s and 345 K. For a given value of inlet velocity and inlet temperature,
the temperature data at six points on the outer surface of the pipe is first obtained
from the forward model. This data with no added noise is considered as surrogate
experimental data, and parameters ‘v;” and ‘T;’ are estimated simultaneously. This is
followed by adding 3% white noise to the temperature data obtained from the forward
model for a given value of ‘v;” and ‘T';,” and estimations are again performed. Tables 2
and 3 show the results of this exercise. PPDFs of estimated parameters are shown in
Fig. 3 with no noise and in Fig. 4 with 3% noise. From Tables 2 and 3, it can be seen
that the estimations are perfect with no noise added, while even with a 3% noise, the
estimations are accurate to within 5%.

5 Conclusions

Simulations were conducted for 2D fully developed steady-state laminar flow through
a thick pipe in COMSOL. The surrogated temperature data is combined with a
forward model to retrieve inlet temperature and inlet velocity by working out the
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Fig. 3 PPDFs for simultaneous estimation of v; and T'; for assumed v; and 7; as a 2.8 cm/s and
318 K, b 4.2 cm/s and 323 K, and ¢ 5.5 cm/s and 345 K with no noise
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posterior probability density functions (PPDFs) of the inlet temperature and inlet
velocity. The values of inlet temperature and velocity were retrieved with good accu-
racy for both noise-free and noisy cases. As there exists a correlation between inlet
velocity and inlet temperature, by changing the priors for the inlet temperature and
inlet velocity, a different combination of inlet temperature and inlet velocity can be
retrieved according to the situation.
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Nomenclature

Agp Effective active area of the electrode per volume (m~")
Agpo Effective active area of the electrode before discharge (m~!)
C,¢  Concentration (mol/m?)

cejy Discrete velocity (m/s)

D Mass diffusivity (m?/s)

davg Average size of the pores in electrode (m)
Ey Thermodynamic equilibrium voltage (V)
F Faraday constant (96,487 C/mol)

gj Pseudo-particle distribution (-)

g Equilibrium distribution function (-)

Lot External current density (A/m?)

iy Exchange current density (A/m?)

korR Oxygen reduction reaction coefficient (—)
M Molecular weight (g/mol)

m Mass consumption rate (g/m’s)

Rorr  Reaction rate of oxygen reduction reaction (A/m?)
T Cell temperature (K)

Ug Volume-averaged velocity (m/s)

\% Voltage (V)

Vii,0, Volume of Li,O, deposited (m?)
aorr  Transfer coefficient of ORR (-)
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SEL Thickness of anode separator layer (m)
01,0,  Thickness of the Li,O, precipitate (m)
€Li,0, Local volume fraction of Li, O, (-)

g, por  Porosity (-)

€0 Initial porosity (-)

n Overpotential (V)

OEL Conductivity of the electrolyte (Q‘l m™)
T Tortuosity (—)

T Dimensionless relaxation time (-)

wj Weight coefficient (-)

1 Introduction

Porous materials are well suitable as the cathode for Li-O, and Li-air batteries due
to their particular advantages like high specific surface area, large pore volumes, etc.
[1]. A high specific surface area leads to a better reaction kinetics through an abun-
dance of exposed active sites and thereby to a higher round-trip efficiency [2]. The
pore volume of the battery cathode is critical in accommodating the discharge prod-
ucts and transporting electrolyte and oxygen which have serious effects on overall
battery performance [3]. Pore clogging and channel breaking arise as the pores are
being filled by discharge products which will result in poor diffusion of oxygen and
thereby prevent the good utilization of pores deep in the cathode far away from the
inlet [4]. Since a cathode with low porosity seriously inhibits the species transporta-
tion, it is logical to think of highly porous materials as cathodes. But as the porosity
increases, the specific surface area of the cathode decreases which will result in a
reduction of active sites for electrochemical reaction. This, in turn, reduces the reac-
tion kinetics and leads to a lower round-trip efficiency [2]. Hence, we can conclude
that an optimum porosity is required to balance diffusion and reaction kinetics and
thereby deliver the best output from the Li-O, battery.

Hierarchical porous materials are a possible solution for the above-mentioned
problems. The cathode can be designed as a nonuniformly porous material with
maximum porosity near the oxygen inlet and a step-by-step or continuous reduction
of porosity inwards. The higher porosity near the oxygen inlet enhances the diffusion
inwards, and the higher surface area in the farther regions ensures better reaction
kinetics. Hierarchical porous structures are claimed to improve the discharge capacity
as they are effective in accommodating discharge products [2]. Some hierarchically
porous cathodes have been synthesized by various researchers and were shown to
give better performance [5-9]. Numerical study on Li-O, battery is still rare due to
the complexities involved despite the outstanding possibilities it offers, but it has
gained interest recently due to its advantages. The parameter sensitivity analysis on
hierarchical porous cathode done by Jiang et al. [10] is a notable one that claims an
improvement in specific capacity with the hierarchical porous cathode.
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Usage of LBM for modeling the Li-O, battery [11] is also an emerging trend
due to the vast advantages that the LBM offers to investigate the Li,O, deposi-
tion which is a notable one. However, while dealing with nonuniform porosity, the
conventional LBM shows non-negligible numerical errors. The present work uses a
recently proposed model by Chen et al. [12] which captures varying porosity using
LBM and attempts to capture the porosity variations that arise in the cathode of the
lithium-oxygen battery due to the pore filling caused by the reaction product deposi-
tion. An in-house code is developed using FORTRAN to carry out the simulations on
Li-O; battery cathodes with a uniform and hierarchical distribution of initial porosity,
and the results are compared.

2 Mathematical Formulation

The LBM model proposed by Chen et al. [12] is used to carry out simulations, since
the model handles spatial and temporal variations in diffusion coefficient due to
nonuniform porosity distribution in porous media. The concentration field is solved
in the porous cathode using the equation given below:

9 (e¢) = Vo (D Vo). (1)

The governing equation is solved using SRT LBM formulation, and the LB
evolving equation for concentration field reads:

gj(xa +cejo At t + At) —8j(xg, 1)
= —1; g0 = 88 0 1)) @)

The equilibrium distribution function g'*¥

i is defined as:

g(eq) N @ (e — &) +60j¢<80 + ng%ud), i=0

’ opp(eo+5=),  j#£0 o

In order to guarantee numerical stability, generally we chose the minimum value
of porosity in the investigated domain as &y. The concentration ¢ is obtained by:

_ngj

&

¢ 4)

and the effective mass diffusivity D, is given by:

1
D, = & <r¢ - E)cfm. 5)
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The effective diffusivity is dependent on the local porosity and tortuosity according
to the relation:

D, = Do,é". (6)

Tortuosity is calculated as:
t=1-0.77Ine. (7
The computational domain considered is shown in Fig. 2. Periodic boundary
condition is considered in the y-direction. At the right boundary, Dirichlet condition

is considered for oxygen concentration. The value of oxygen concentration at the
right boundary is calculated according to the relation:

3(epeLCo,)

o =V - (peD.VCo,) + tito,. (8)

The consumption rate in species equations of O, is:

Rorr
2F

no, = — Mo, . )

Neumann condition is given at the left boundary which represents the interface
between porous cathode and the anode separator layer. The calculation of overpo-
tential is carried out according to the model proposed by Li et al. [13] in which the
assumption is that the overpotential is uniform throughout the domain at each time
instant. The rate of oxygen reduction reaction is calculated according to the equation:

Cri+ Co, aorr F
R =|—]- =% - Agp. . 10
ORR ( ij& ) ( ngf> ORR ED exp( RT 7)) (10)

Analysis is done under isothermal assumption, and hence, the temperature is fixed
as 298 K. The effective active area of electrode per volume, Agp is calculated as:

2 2
App(t) 7 [davg — 281i,0,(1) ] £Li,0,(1) \ ?
= =(1-—=22) (11)
Agp.o mdz,, e
Local volume fraction of Li,O», €14,0, is calculated from the ORR as:
R -dt My;,0,
m&m=fom 1202 (12)

2F PLLO,

The ORR coefficient, kogrr is given by:
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The integration of the ORR rates within the whole computational domain gives
the discharge current:

Iext = / RORRdXdy. (14)

Electrode

The output voltage of the battery is given by (Fig. 1):

)
V =Ey— 1 — I ¥ <E> (15)
OEL

3 Validation

The code developed has been validated against published results from experimental
[14] and numerical [15] literature, and the validation plot is given in Fig. 1. The
simulations were run for different values of external current densities, and the condi-
tions for the simulations were kept the same as in the literature from which they
are compared. It is evident from the figure that the code developed provides cred-
ible results as the data got from simulations shows a very good agreement with the
published experimental results of Read et al. [14]. The results from our simulations
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Fig. 2 Schematic diagram of a the computational domain considered b hierarchical porous media
in the cathode

were also compared with the numerical results of Andrei et al. [15], and our results
seem quite acceptable.

4 Results and Discussion

Simulations were carried out for three different cases: two cases with uniform initial
porosity equal to 0.6 and 0.9, respectively, and one case with a hierarchical initial
porosity such that the first 25% of the volume of cathode near the oxygen inlet is
set to have an initial porosity equal to 0.9, each of the next adjacent quarter volumes
with initial porosity equal to 0.8, 0.7, and 0.6, respectively, as shown in Fig. 2. That
is, the hierarchical porous cathode is set to have a decreasing initial porosity from
inlet to inwards. The parameters used for simulation were taken from Li et al. [13]
and O’Laoire et al. [16].

The variation of output cell voltage with energy density and specific capacity
is plotted as given in Fig. 3a, b, respectively. From the plots, it is evident that the
hierarchical porous cathode gives a better energy density than the uniform porous
cathodes; but at the same time, it fails to give the specific capacity which is offered
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by the uniform porous cathode with high initial porosity (0.9 in the present case).
The hierarchical porous cathode shows a 6.23% increase in energy density and a
19.97% decrease in specific capacity.

Although energy density and specific capacity are similar properties, energy
density quantifies the energy output per unit volume of the cathode, whereas specific
capacity quantifies the same per unit mass of the cathode. A battery with high specific
capacity can be used where there are strict weight constraints, and that with high
energy density can be used where there are strict space constraints. In practical
cases, both the weight and space have constraints. A cathode with high uniform initial

Fig. 3 Polarization curves 2.7
for uniform and hierarchical -
porous cathodes |
26F
Sask
= E
- \
S 24F
> i \ )
3 I riiied 10
O a3l Hierarchical \
Uniform{:,=0.9)} |
Uniform(s,=0.6)| |
22F
[ L 1 . L 1 .
0 50 100 150 200
Energy Density (mAh/m®)
(a)
2.7
I l, =5 Am’
26
—_— i ‘lli
225F |
8 | |
-
S 24} ;
= | .\
o Hierarchical \ :
©23f Uniform(:,=0.9) |
Uniform(z,=0.6) ||
22F L
| i i 1 i 1 L 1 5
0 200 400 600 BOO

Specific Capacity (mAh/g)

(b)



28 T. Ajeesh Mohan et al.

porosity delivers the best specific capacity indicating that it can give the battery with
least weight. At the same time, it consumes a large space due to its large volume. As
an optimum balance between weight and space requirements, a hierarchical porous
cathode stands as the best option.

The uniform porous cathode with low initial porosity (0.6 in the present case) gives
poor energy density and specific capacity indicating that for a required capacity of
the battery, the weight and space requirements are very high. On the other hand, the
hierarchical porous cathode shows more than 12 times (1244%) increase in specific
capacity and more than 3 times (346%) increase in energy density compared to this
cathode with low uniform initial porosity. Clearly, from the point of view of weight
and space requirement, the uniform porous cathode with low initial porosity does
not seem to be a good option.

As we have already seen in the first section, a highly porous cathode offers excel-
lent diffusion which ensures the transport of oxygen everywhere in the cathode even
at the far ends from the inlet and sufficient space to accommodate discharge products;
at the same time, it has to compromise on the reaction kinetics due to the reduction
in the exposed active sites for reaction as a result of the low specific surface area
of highly porous materials. From Figs. 4a and 7a, it is clear that the porosity at the
far end from the inlet of the uniform porous cathode with high initial porosity is
slightly decreased, and Figs. 4b and 7b show a nonzero volume of Li, O, deposited
at the far end. These factors indicate a good diffusion of oxygen till the far end
causing the reaction to take place. From Figs. 6 and 7, we can understand that the
reduction in porosity and volume of Li,O, deposited at the far end in a hierarchical
porous cathode is slightly less than that of the uniform porous cathode with high
initial porosity which is due to the reduction in diffusion caused by the inner layers
of lower initial porosity.

We can observe in Fig. 7 that the hierarchical and uniform high porous cathodes
follow the same trend in the first quarter volume near the inlet for porosity distribution
and Li,O, deposition since both share the same initial porosity. When moving into
the next quarter volume, we can see a jump in the volume of Li,O, deposited and
a fall in porosity for the hierarchical porous case, whereas the high uniform porous
case continues in its gradual path. This is due to an increase in specific surface area
and hence in the exposed active sites which enhances the reaction kinetics. These
step-by-step jumps in the volume of Li,O, deposited cause an increase in the total
volume of Li, O, deposited for the hierarchical porous case compared to the uniform
high porous case.

It can be observed from Fig. 7b also, as we can see that the area under the curve is
maximum for the hierarchical porous case. The increase in Li, O, deposition proves
the increase in reaction kinetics and energy output. Since all three cathodes modeled
have the same volume, we can say that the hierarchical porous case gives the best
energy density which we have already seen in Fig. 3a.

A cathode with a low uniform initial porosity can offer a high specific surface
area, thereby an abundance of exposed active sites for reaction and is capable of
providing an excellent reaction kinetics; but on the contrary, oxygen fails to travel
much distance from the inlet due to the pure diffusion offered by low porous materials,
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and the active sites deep inside the cathode will end up untouched by oxygen. Also,
there is a shortage of voids to accommodate the discharge products for a given volume
of the cathode. We can see in Figs. 5a and 7a that the porosity undergoes negligible
variation in more than half of the domain at the end of discharge. Figures 5b and 7b
show that the volume of Li,O, deposited in those regions is almost zero. This is due
to the negligible reaction taking place in those regions even though they offer plenty
of exposed active sites. Therefore, the capability of reaction is not being utilized, and
it fails to give a good energy density and specific capacity.

A cathode with a hierarchical initial porosity as proposed in this work can offer
better energy density than the cathodes with uniform initial porosity even though the
specific capacity offered by that is less than that of cathodes with high uniform initial
porosity. The improvement in energy density in the hierarchical porous cathode is
attained by the balance of diffusion and reaction kinetics. Since the nearby areas of
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oxygen inlet are high in porosity, oxygen experiences a seamless transport inward.
The porosity decreases inwards, and hence, diffusion experiences a reduction as
going inwards with an increase in the reaction kinetics due to the increase in surface
area. This balance ensures that the maximum of active sites is utilized for reaction,
and the best output is delivered by the battery.
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Fig. 6 Contour plots for the 1
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5 Conclusions

Li-O; cathodes with uniform and hierarchical initial porosities have been simulated
using LBM. Two cases of uniform initial porosities equal to 0.9 and 0.6, respectively,
were compared with a case of hierarchical initial porosity consisting of four slabs
from 0.6 to 0.9 (maximum near the inlet). The hierarchical porous cathode was found
to be balancing the diffusion and reaction kinetics. It provided the maximum energy
density, but the uniform porous cathode with high initial porosity (0.9) gave the
maximum specific capacity. The uniform porous cathode with low initial porosity
(0.6) gave the least energy density and specific capacity. Quantitatively, the hier-
archical porous cathode showed a 6.23% increase in energy density and a 19.97%
decrease in specific capacity compared to the uniform high porous cathode, whereas it
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showed a 346% increase in energy density and a 1244 % increase in specific capacity
in comparison with the uniform low porous cathode. It is concluded that the hier-
archical porous cathode is highly space efficient due to the better energy density it
offers. Further investigations have to be made to find an optimum distribution of
initial porosity in hierarchical porous cathodes.
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Development of Tomographic )
Background-Oriented Schlieren er
Technique for 3D Density Measurement

in Buoyant Plumes

Javed Mohd and Debopam Das

1 Introduction

Several natural and industrial applications involve fluid flows having density varia-
tions such as compressible flows, mixing, buoyant plumes, and thermals. Modeling
and control of such complex flows require accurate measurement of density.
Background-oriented schlieren (BOS) [4, 6, 10] is a density measurement tech-
nique in transparent media where the density gradients are related to the refractive
index through the Gladstone—Dale relation. In its derivative technique, tomographic-
BOS (T-BOS) where the line-integrated density gradients, based on the apparent
deflection of a background pattern, from multiple projection angles could be used
to reconstruct the instantaneous three-dimensional density field using tomographic
algorithms. The analytical tomographic reconstruction technique such as filtered
back projection (FBP) based on the Fourier slice theorem suffers from reconstruc-
tion accuracy when there are fewer projections. On the other hand, the algebraic
reconstruction techniques (ART) which are iterative provide better reconstruction
accuracy with limited projection angles and noisy data. Simultaneous iterative recon-
struction technique (SIRT), a variation of ART, is used to develop an in-house code
to reconstruct the instantaneous density field using the data obtained from BOS
measurements.

In the scope of the present work, the developed technique has been applied to
study the density dynamics of the buoyant plumes. Buoyant plumes occur in indus-
trial applications such as ventilation and heating, industrial chimneys, and wastewater
disposal. The applications in environmental settings include meteorological, oceano-
graphical, and volcanological flows. Currently, MTT [3] model is a widely used
theory to predict the behavior of plumes along with many of its derivatives. However,
some areas such as the turbulence closure assumption concerning the entrainment
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coefficient, near-field dynamics of the lazy plumes, and the evolution of starting
plumes still lack a detailed explanation. During the initial development of plumes,
the internal dynamics of the plume head have not been studied.

2 Methodology and Experiments

The experimental setup to generate the buoyant plume used in the present study is
shown in Fig. 1. Two mass flow controllers (MFC 1 and MFC 2, Alicat Scientific,
MFC-100slpm, MFC-1000slpm) are used to precisely intake the dry He and Air gases
which are being supplied from the compressed gas cylinders. These two gases are then
mixed in a specially designed mixing chamber and then fed to the settling chamber.
In the settling chamber, a sponge layer and honeycomb structure are used to further
dampen any remaining flow disturbances and straighten the flow. Finally, the buoyant
mixture of He—Air is discharged into the ambience which develops into a buoyant
plume. The camera arrangement for BOS measurement of this buoyant plume is
shown in Fig. 2. Here, eight cameras (see Table 2 for details) facing a random dotted
pattern are placed around the buoyant plume in such a way that the line of sight of the
camera and background passes through the center of the measurement volume. The
eight cameras are mounted at an angular distance of 22.5° around the measurement
volume on a semicircular arc with measurement volume at the center. Each camera
is focused on the background pattern which is mounted diagonally opposite of the
camera. The plane of the background pattern, lens plane, and sensor plane all are
parallel to each other. Hence for calibration, only a scaling factor will be required.
The distance between the center of the measurement volume and background as
well as between center of measurement volume and camera lens is 600 mm. The
background patterns are being illuminated with a high-power flash LED or a laser
volumetric illumination. All the eight cameras acquire the images in synchronization
at 10 fps with an exposure time of 100 ps.

For this technique such as basic ART [2], simultaneous iterative reconstruction
technique (SIRT), simultaneous algebraic reconstruction technique (SART), and

Fig. 1 Experimental setup
schematic for generating
buoyant plumes
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multiplicative algebraic reconstruction technique (MART) [1] will be utilized. A
comparative assessment will be made, and the best technique provided the measure-
ment data in present experiment will be used to obtain the 3D unsteady density
field.

The data from the experiment is obtained in the form of Ax and Ay displace-
ments of the background pattern. These displacements have been calculated by cross-
correlating the images with and without the density gradient in the domain. Knowing
other parameters in the setup, the integrated density gradient can be obtained using
the following relations:

A/
/—dz:no y
GZp

2

) noAx’

Ldz = —— 1
x T Gzp )

&

where Zp is the distance between background and measurement volume [10], G is
the Dale—Gladstone constant, and ng is the ambient refractive index field. The data,
thus, obtained in Eq. 1 can be used for further processing.

Analytical reconstruction algorithms are faster and accurate. However, they do
require a large number of noiseless projection data, therefore limiting their use for
certain practical applications where it is not possible to acquire projection data at
large number of projection angle. Algebraic reconstruction algorithms, on the other
hand, can work with fewer projection angles and noisy data. Algebraic techniques
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also allow to include prior knowledge during the reconstruction. However, due to
their iterative nature, they do require a large computing power.

Unlike ART in SIRT, the solution f is not updated after each row calculation, but
the corrections for all the rays are averaged, and this averaged value is used to update
the solution. This completes the first iteration, and the process keeps on going until a
suitable convergence criterion is obtained. SIRT iteration step can be mathematically
given as:

M ((p,-iﬂw_f"‘)ﬁ)i)
Fi+1 Fi Wi
= fl4 E 2
f f : i 2
wheref: fi, oo f3s oo, fyand W; = wy, wo, wa, ..., wy is ith row of the matrix

w;;. The weights w;; has been modeled [9] using Joseph’s linear interpolation method.
Here, j = 1 to N is the total number of unknowns or grid points, and i = 1 to M is
the total number of projection rays.

The generated He—Air buoyant plume could be characterized by the parameters
given in Table 1. The parameters as given in Table 1 are defined as follows:

Density ratio

s= 10
Poo
Froud number
Vi
Fr=—2
VgD
Reynolds number
Table 1 Details of the experimental cases
Case S Re Fr Ri
He20Air15 0.51 633 1.03 0.91

Table 2 Details of the imaging and cross-correlation computation

Camera IMPERX B2320M, 2352 x 1768px
Analysis method FFT window deformation
Inter. area (pass 1) Inter. area (pass 2) 128 x 128 pixels (50% overlap)

64 x 64 pixels (50% overlap)
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where pg, P, Vo, and D are the density of source, density of ambient air, velocity
at source, and diameter at source.

2.1 Validation

The reconstructed density field has been validated by fitting a two-term least-square
Gaussian curve [5] on the centerline profile from the experimental data. The resulting
fit has a R-squared value of 0.999 and is shown in Fig. 3.

3 Results and Discussion

The density gradient projection as obtained by the eight cameras is shown in
Fig. 4. These results are obtained after cross-correlation of the background pattern
with and without the density gradient. The cross-correlation has been performed
using MATLAB-based open-source toolbox-PIVlab [7, 8]. The parameters for
cross-correlation computations are given in Table 2.

The density gradient field is then integrated using a Poisson solver with the
Neumann boundary conditions. The resulting field represents a line-integrated
density field as shown in Fig. 5 for all the eight cameras. Finally, the three-dimensional
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density field is reconstructed using the SIRT technique taking the line-integrated
density field of each camera as input. A Dirichlet boundary condition with ambient
density is used to correct for the integration constant in the reconstructed data. The
reconstruction has been performed in each plan and hence, these planes are stacked up
to find the volumetric density field. A visualization of the three-dimensional density
field is provided in Fig. 6 using isosurfaces of density magnitude at 0.97, 1, and 1.05
kg/m?>.

Finally, the central line density profile, along y at z = 73 mm and x = 25 mm,
has been extracted from the three-dimensional density field and is plotted in Fig. 7
along with the density gradient which has been obtained by taking derivative of the
centerline profile.

Fig. 5 Line-integrated cameral cameral cameral camerad
. 140 140 | 140 140
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contour levels) 100 100 100 100
80 B0 80 80 10
] 60 60 60
40 40 40 40
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S
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140 140 | 140 [ 140 [
120 120 120 120 20
100 100 100 100
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Fig. 6 Reconstructed
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4 Conclusions

This paper demonstrated the proof of the concept measurement for the three-
dimensional density in buoyant plumes using tomographic background-oriented
schlieren (T-BOS). A MATLAB-based software suit, developed in-house, is
employed for data processing and tomographic reconstruction computations. A
buoyant plume using a He—Air mixture has been utilized for the measurement and the
volumetric density field has been reconstructed. The Gaussian nature of the recon-
structed density field has been validated by fitting a least-square Gaussian curve with
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an R-squared value 0of 0.999. The developed technique would be further used to study
the density dynamics of the buoyant plumes.
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Aerodynamic Characterization )
of a Winged Re-entry Vehicle at Select L
Mach Numbers and Angles of Attack

Through CFD Simulations

M. Jathaveda, Kunal Garg, and G. Vidya

Nomenclature

CN Normal force coefficient (—)

o Angle of attack (°)

Cmcg Pitching moment coefficient about cg (-)
Cp Coefficient of pressure (—)

CA Axial force coefficient (-)

CL Lift force coefficient (-)

CD Drag force coefficient (-)

1 Introduction

Aerodynamic characterization is an important activity in the design and analysis of
any launch vehicle, whether it is expendable or reusable. The aerodynamic coeffi-
cients are an essential input to the trajectory and control design as well as structural
design and analysis. The most challenging aspect of aerodynamic characterization of
a reusable launch vehicle is the span of Mach number as well as angle of attack and
sideslip, along with control surface deflection. The characterization of the vehicle
without control surface deflection gives an idea of the lift coefficient, drag coefficient,
lift to drag ratio and the pitching moment coefficient/yawing moment coefficient of
the vehicle. Lift coefficient gives an idea of the wing loading along with the angle
of attack needed for the same for a given weight of the vehicle. Lift to drag ratio
indicates the glide slope angle at subsonic Mach number and gives a measure of
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cross-range in hypersonic Mach number. The sign of the pitching moment coeffi-
cient indicates the direction of control surface deflection needed for trimming the
vehicle at the desired angle of attack, the magnitude dictates the extent of control
surface deflection and the slope indicates the static stability of the system.

2 Literature Review and Objective

The aerodynamic characteristics of a vehicle are in general, analysed through the
use of high-fidelity wind tunnel tests over scaled force and pressure models. The
aerodynamic characterization through wind tunnel tests for Space Shuttle Orbiter,
X34 and ISRO’s winged body re-entry vehicle are given in [ 1-3]. With the availability
of good commercial and in-house CFD software and excellent computing facilities,
it is possible to characterize any vehicle within a reasonable turn-around time. Both
wind tunnel testing and CFD methods are used for the aerodynamic characterization
of PRORA USV [4].

The aerodynamic coefficients of the study configuration at three typical Mach
numbers in pitch plane, along with flow features at certain angles of attack, are
estimated using Fluent CFD simulations and presented here, along with limited
validation and code—code comparison. Various flow features in the field and over the
body at typical M, @ combinations are discussed.

3 Materials and Methods

Figure 1 shows the study configuration. The configuration has a spherical cap joining
a slanted ogive nose in the leeward side with, a D-shaped fuselage, double delta wing
with elevons at the trailing edge, twin canted vertical tails with rudders at the trailing
edge. CFD simulation using commercial package ANSYS FLUENT has been carried
out for the configuration in wind tunnel scale at M = 0.3, 1.1 and 2.0, and angle of
attack (o) range of —5° to 25° in steps of 5°. Some of the results for M = 0.3 and
M = 2 are reported in [5, 6]. The sign convention for angle of attack and sideslip is
also depicted in Fig. 1.

Fig. 1 Study configuration
and sign convention
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Fig. 3 Convergence of aerodynamic coefficients

The computational domain is cylindrical with length and diameter 25 L, where L is
full vehicle length, which is ~6.5D. Far-field boundary condition with body as viscous
wall has been used as boundary condition. Unstructured grid with 32.07 million cell
count has been made using ANSYS mesh. The zoomed mesh in symmetry plane is
depicted in Fig. 2, along with the computational domain and boundary conditions.
Convergence of aerodynamic normal force and pitching moment coefficients for «
= 10° is shown in Fig. 3.

4 Results and Discussion

The scheduled angle of attack profile given in Fig. 4 is reproduced from [7]. This
indicates that the angle of attack is always less than 10° from low supersonic Mach
number up to low subsonic touchdown. Hence, details of the aerodynamic charac-
teristics are given at typical angles of attack of 0 and 10°. However, the aerodynamic
coefficients for the complete vehicle are given for a range of angle of attack.
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Fig. 4 Scheduled angle of 45
attack profile from [7] ol
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4.1 Symmetry Plane Flow Field

The Mach palette for M = 0.3, 1.1 and 2.0 at angle of attack 10° is given in Fig. 5.
The stagnation regions at the nose cap for all the three cases are visible. The upstream
influence ahead of nose cap at M = 0.3, shock stand-off at M = 1.1 and 2.0, expansion
at the cone-cylinder and base, low-speed flow and Mach number deficit in the base
region at all Mach numbers are clearly visible. Figure 6 indicates increased level
of C,, at the stagnation and also in post-shock region at transonic/supersonic Mach
numbers, fall of C,, due to expansion in the cone-cylinder junction and base, suction
C), at the base for all Mach numbers and a clear indication of stagnation point and
subsequent overshoot of static pressure in the wake region.

4.2 Base Pressure Coefficient

The fuselage is D shaped for the study configuration. Hence, C,, value at the base
region for o = 10° is averaged and presented in Fig. 7 for M = 0.3, 1.1, 2.0 along
with C,, base for circular cylinder [8] and Space Shuttle Orbiter [9] which has similar
fuselage but with flare at the fuselage end. It is observed that the values are not
matching for all Mach numbers, but all configurations exhibit maximum suction at
transonic Mach number. The base C, of the study configuration is more negative as
compared to circular cylinder but less negative as compared to Space Shuttle Orbiter.
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Fig. 5 Symmetry plane Mach palette at M = 0.3, 1.1, 2.0 at « = 10°

Fig. 6 Symmetry plane C), palette at M = 0.3, 1.1, 2.0 at o = 10°

47
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Fig. 7 Base C), for the study configuration, circular cylinder and Space Shuttle Orbiter

4.3 Pressure Distribution at 0° and 10°

The pressure distribution for M = 0.3, 1.1 and 2.0 at « = 0° is presented in Fig. 8.
The stagnation pressure (high) pressure is evident in the nose cap and wing leading
edge at all Mach numbers. The expansion region on both windward and leeward
near the cone-cylinder junction, upper surface of the wing and wing trailing edge are
clearly visible.

The pressure distribution for M = 0.3, 1.1 and 2.0 at « = 10° is presented in
Fig. 9. The stagnation pressure (high) pressure is evident in the nose cap and wing
leading edge at all Mach numbers, as in o = 0°. There is a decrease in C,, over the
leeward side of the wing as well as fuselage. Suction C,, is very high over leeward
side of the wing at M = 0.3 and 1.1, whereas this is not the case with M = 2. In

= <

M=0.3, ¢=0deg (Leeward) M=0.3, =0 deg (Windward)

M=1.1, =0 deg (Leeward) M=1.1, a=0deg (Windward)

M=2.0, «.=0 deg (Leeward) M=2.0, a=0deg (Windward)

Fig. 8 C, distribution at & = 0°
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M=0.3, «=10 deg (Leeward) M=0.3, a=10 deg (Windward)
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M=1.1, a=10 deg (Leeward) M=1.1, =10 deg (Windward)

M=2.0, 0=10 deg (Leeward) M=2.0, 0:=10 deg (Windward)

Fig.9 C, distribution at & = 10°

the windward side, there is an increase in C, for « = 10°, at all Mach numbers,
for both fuselage and wing. The interference of the wing on the fuselage is more
clearly seen along with the change in pattern with Mach number. The expansion
region near the cone-cylinder junction, upper surface of the wing and wing trailing
edge are clearly visible. The pressure difference between the windward and leeward
sides is the mechanism by which aerodynamic forces are generated at various Mach
numbers.

4.4 Surface Streamline Patterns at 0° and 10°

The surface streamlines are plotted and presented in Figs. 10 and 11 forM =0.3, 1.1
and 2.0 at « = 0° and 10°, respectively. The flow is mostly attached over the vehicle
at all Mach numbers at ¢ = 0° (Fig. 10).

Streamlines at « = 10° in the windward side, at all Mach numbers, indicate
attached flow. Turning off the flow from fuselage symmetry plane towards sides of
the fuselage in the nose cone portion is clearly visible. Streamlines in the leeward
side indicate the turning due to the angle of attack, on the fuselage side panel, at
all Mach numbers. Multiple separation and attachment lines are clearly visible over
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M=0.3, o=0deg (Leeward) M=0.3, =0 deg (Windward)

M=1.1, a=0 deg (Leeward) M=1.1, a=0 deg (Windward)

M=2.0, 0=0 deg (Leeward) M=2.0, o=0 deg (Windward)

Fig. 10 Surface streamlines at @ = 0°

M=0.3, a=10 deg (Leeward) M=0.3, 0=10 deg (Windward)

Fig. 11 Surface streamlines at o = 10°
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fuselage side panel, leeward side of symmetry plane and over the leeward side of the
wing and vertical tail.

4.5 Contribution of Various Components to Aerodynamic
Coefficients at « = 0° and 10°

The contribution of fuselage, wing and vertical tail to aerodynamic coefficients at M
= 0.3, 1.1 and 2.0 are presented in Fig. 12 for « = 0° and 10°.

Fuselage is the highest contributor to axial force coefficient at all Mach numbers.
Wing contributes to axial force coefficient in a negative way at subsonic Mach
numbers at angle of attack and this phenomenon is called ‘leading edge suction’.
The highest value of Axial force coefficient is for the fuselage and itis at M = 1.1,
a = 10°

Normal force coefficient increases with angle of attack and it is the highest at 10°
angle of attack for all Mach numbers. Wing is the highest contributor to normal force
coefficient at all Mach numbers. The relative contribution of the fuselage increases
with Mach number and is maximum at M = 2. The highest value of Normal force
coefficient is for the wing, and itisat M = 1.1, o = 10°.

Pitching moment coefficient of the wing is always negative (pitch down), and it
becomes more negative with angle of attack. Fuselage contribution becomes more
pitch up with increase in angle of attack. The trend of the vertical tail contribution

M=0.3 M=1.1 M=2.0
—
——
+
— ., Breeeemeccemiieca B S
i * + * +
3 = Tt g 3
0 5 e 0 5 0 0 s 10 15
a (deg) a {deg) o (deg)
—4— v_tail
-m-wing
—#— fuselage

15

a [deg) w(deg) o (deg!

Fig. 12 Contribution of various components to aerodynamic coefficients at « = 0° and 10°
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Fig. 13 Aerodynamic coefficients at M = 0.3, 1.1, 2.0

is similar to the wing and opposite to that of fuselage. The highest value of pitching
moment coefficient is for the wing and itis at M = 1.1, « = 10°.

4.6 Aerodynamic Coefficients at All Angles of Attack

The aerodynamic coefficients for all Mach numbers and angles of attack are presented
in Fig. 13. The axial force and normal force coefficients are in body-axis system,
and they are converted to lift and drag coefficient in wind-axis system. Lift, drag and
pitching moment coefficients along with lift to drag ratio are presented in Fig. 13.

Lift coefficient increases with angle of attack for all Mach numbers and is the
maximum for M = 1.1. Linearity of lift coefficient curve drops at higher angles of
attack. There is no clear indication of stall. Drag coefficient increases with angle
of attack for all Mach numbers in a near-parabolic fashion and is the maximum
for M = 1.1. Lift to drag ratio increases with angle of attack up to a certain value
and falls thereafter. The fall is steeper at M = 0.3 as compared to M = 1.1 and 2.
The maximum value of lift to drag ratio is at M = 0.3, « = 10°. Pitching moment
coefficient is negative (pitch down) for all positive angles of attack. The slope of the
pitching moment curve indicates static stability. The configuration is stable at M =
0.3 and 1.1 up to @ = 20° and becomes unstable thereafter. Vehicle shows instability
for M = 2 from o = 10° onwards.

The CFD results for pitching moment coefficient are compared with data given
in [3, 10]. It is observed that the prediction matches very well for M = 0.3 up to «
= 15° for M = 1.1 up to o« = 20° and for M = 2 at all angles of attack.
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Code—code comparison has been carried out using simulation at M = 2, using
PARAS [11]. Comparison of pitching moment coefficient is shown in Fig. 14 along
with C, distribution over the complete vehicle. Code to code is within 2%. CFD data
is lower than data in [10] by 5-10% at « = 0 and 10°, respectively.

5 Conclusions

The flow features and aerodynamic characteristics of a wing-body reusable launch
vehicle configuration are simulated at three typical Mach numbers at select angles of
attack, using Computational Fluid Dynamics simulations. The solver used is Ansys
Fluent with unstructured grid having 32 million cells. Variations of symmetry plane
Mach number and C, distribution, base pressure coefficient, coefficient of pressure
over the study configuration, flow patterns, component contribution to aerodynamic
coefficients at select angles of attack are discussed. Lift, drag and pitching moment
coefficient along with lift to drag ratio are plotted. The validation of pitching moment
coefficient with reference data is brought out. Lift coefficient increases with angle of
attack and is the maximum at M = 1.1 for a given angle of attack. Drag coefficient
varies nonlinearly with angle of attack and is the highest for M = 1.1. Lift to drag
ratio increases with angle of attack, reaches a maximum around 10° angle of attack
and decreases further and is the highest at M = 0.3. Pitching moment coefficient
curves at M = 0.3, 1.1 and 2.0 indicate pitch down moment for all angles of attack.
Static stability is present till alpha 20° for M1.1 and 0.3, whereas stability is lost
for M2 at alpha above 10° itself. The comparison of pitching moment coefficient
with reference data indicates good comparison for M2 at all angles of attack, M1.1
at angle of attack up to 20°, whereas comparison is good for M = 0.3 only till 15°
angle of attack. Code—code comparison with PARAS at M = 2 indicates a match
within 2%.
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Large Eddy Simulations (LES)
of Supercritical Nitrogen Jets

Swapnil Tupkari, Snehasis Chowdhury, Hrishikesh Gadgil, and Vineeth Nair

Nomenclature

S

Injector diameter (m)

Time (s)

Universal gas constant (J/mol K)
Constant pressure specific heat capacity (J/mol K)
Temperature (K)

Density (kg/m?)

Velocity (m/s)

Viscous stress tensor (Pa)

Specific molar volume (m3/kmol)
Coefficients in equation of state (—)
Acentric factor (-)

Heat flux (W/m?)

Specific enthalpy (J/kg)

Specific internal energy (J/kg)
Specific free energy (J/kg)
Isenthalpic compressibility (s>/m?)
Viscosity (Pa s)

Thermal conductivity (W/m K)
Axial coordinate (m)

Radial coordinate (m)

Jet half-width (m)
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Subscripts

inj  Injection state

c Critical state
00 Ambient state
0 Reference state

1 Introduction

Supercritical combustion for a long period of time has been a topic of concern
limited to liquid rocket engines (LRE). However, recent advancements in propul-
sion technology tend to apply high-pressure combustion in diesel piston engines
and gas turbines to achieve greater efficiency with low emission. Hence, clearer
understanding of supercritical fluids characteristics and studying their behaviour
inside a combustion chamber has now become more important. Computational fluid
dynamics (CFD) is proven to be an essential tool to analyse such process efficiently.

Inside a cryogenic rocket engine where the propellants are injected at low tempera-
ture but extremely high pressure (transcritical state), the combustion pressure usually
reaches 10 MPa or more, which is far above the critical limits of the propellants.
Absorbing heat from reaction, the temperature also rises above critical point. This
transition of fluid from subcritical temperature to supercritical temperature is char-
acterized by high nonlinearity in thermophysical properties. This nonlinearilty at
transition is predominant near critical point, but it remains as pressure goes super-
critical and identified as pseudo-boiling phenomenon. Therefore, for a CFD simu-
lation, it is a challenge to model these non-idealities accurately. There are several
equations of state (EoS) present in literature to model the real gas effects. Among
them, cubic EoS proposed by Peng—Robinson (PR) [1] and Soave-Redlich—-Kwong
(SRK) [2] are shown to be most effective and accurate. However, the cubic EoS show
some discrepancy in density prediction near critical point specifically in transcritical
side. Therefore, most of recent studies [3, 4] implement PR model, with a volume
translation method (VTM) for density correction near critical point.

In experiments of LOy/LH, combustion, Mayer and Tamura [5] have observed
clear contrast between subcritical and supercritical injection. Where after subcritical
injection, the jet follows a process of breaking into smaller droplets (atomization), and
for supercritical injection, the jet forms string-like structures that rapidly dissolve into
the environment following a gas-like turbulent diffusion process. Thus, turbulence
plays a key role in supercritical mixing, and any numerical study of the same requires
choice of suitable turbulence model to capture the shear layer development. Large
Eddy Simulation (LES) is one of the most useful tools and has been widely applied
in several studies by Oefelein [6], Zong and Yang [7], Schmitt et al. [8], Miiller and
Pfitzner [3], Oefelein [6] and Bellan et al. [9] in their study have also implemented
high-fidelity direct numerical simulation (DNS) for more accurate result. Present
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study uses a 3D LES framework realizing the sub-grid scale turbulence with classical
Smagorinsky model.

This work is focused on investigating the unsteady mixing characteristics of a
supercritical nitrogen jet injected in supercritical environment. A new OpenFOAM
solver is developed to study injection and mixing happening at high pressures. It
is a step in developing a solver for simulating combustion in LRE. Peng—Robinson
equation of state with volume translation method of Harstad et al. [10] is employed
to incorporate real gas effects. A modified PISO algorithm along with isenthalpic
compressibility is used [3]. The empirical correlations for high-density fluids are used
for computing transport properties [11]. This newly developed solver is validated
with the experimental results of Mayer et al. [12] as well as numerical results from
[3] for N,. Effect of chamber pressure on mixing layer development is also studied
extensively in this paper. Two separate cases of injection pressures 6.9 and 9.3 MPa
are considered for this study. Zong and Yang [7] also considered these pressures to
study transcritical injection. Current study focuses on supercritical injection for same
pressure levels.

2 Mathematical Modelling

2.1 Governing Equations

All the compressible flow equations are described here. Continuity equation:

0 opu ;
9 L PRI, (1)
ot 8)6.,'
Momentum equation (i = 1, 2, 3):
opu;  0pu;u; 0 oT;;
pus | pugts 9 9%y o
ot ax(,‘ 0x; 8x‘,~

Enthalpy equation:

dph  dpujh  dq;  Dp d(uitij)
ot dx;  dx; Dt ax;

3)

The heat flux is given by:

_ ABT
qj_ 3Xj.

The viscous stress tensor 7;; is given by:
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Tij = —_— —_— ] — = il — |-
i K 0x; 0Xx; 3 i 0xy
Here, p is the density, u; is the velocity in ith direction, p is thermodynamic pressure,
h is enthalpy, 1 is molecular viscosity, and §;; is the Kronecker delta. In OpenFOAM

while solving enthalpy Eq. (3), viscous heating term (9 (u;7;;)/9x;) is neglected as
it is negligible for low-velocity flows.

2.2 Thermophysical Modelling

The thermophysical modelling used for LES study of cryogenic N, jet is described
here.

_ RT a @
= T T v 20b—b
R’T? 2
a=0457235—<(1+(1 - VT,)) 5)
Pe

RT,
b = 0.077796—=. ©6)

Pe

In this equation, v(m?/kmol) is the molar volume, R(J/kmol K) is the universal
gas constant, intermolecular forces of attraction are taken into account by a, and the
reduction of free volume as the molecules have finite volume is considered by b. T,
is the reduced temperature, 7, = T/T,, k = 0.37464 4 1.54226w — 0.26992w2,
here w is the acentric factor. For nitrogen wy, = 0.0372, p. = 3.4 MPa, T, =
126.192 K, and p. = 313 kg/m>. . The Peng—Robinson (PR) equation of state is
a cubic equation that cannot predict liquid density accurately close to critical point.
In order to correctly predict liquid densities, we use the volume translation method
proposed by Harstad et al. [10].

4 o ™
V=0 + —| .
The internal energy is calculated using departure function formulation.
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In this equation, e represents molar internal energy, ¢ is its value at 1 bar pressure,
and v indicates molar volume obtained from PR-EoS.
The enthalpy can be calculated in the similar way:

P v
h=hn - T —
+£|:v 0T

:|dp (10)
p

1
h=h"+pv—RT + ——|a

[ B Ba:|ln ””’(1_‘/5) an

2672 I Lvtb(1+2)
We use isenthalpic compressibility for real gas-based PISO algorithm [3].
a 19
v, =L - 2% (12)
ap |, v? ap|,

The NASA 9 coefficient polynomials are used for calculating following functions
[13]:
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The transport properties, i.e. viscosity and thermal conductivity, are modelled
using empirical correlation of dense fluids by Chung et al. [11]. A new class is added
to OpenFOAM in order to use these correlations (Figs. 1 and 2).

2.3 Computational Set Up

Computational domain used in present study is shown in Fig. 1. A hexahedral O-grid
is created using OpenFOAM. Axial and radial extent of the domain is 90D and 28D,
respectively, where D = 2.2 mm is the injector diameter. Grading is used in axial and
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Fig. 1 Geometry of the - L = 200mm
computational domain used P — =
in present study

D |I§ | D =62mm | —

Fig. 2 Meshing

radial directions, whereas no grading is used in azimuthal direction. In order to carry
out grid independence study, a number of grid points in axial and radial directions
are varied, while azimuthal grid points are unchanged. Three grids with mesh count
of 2.1 million, 4.2 million, and 6.5 million cells are used in order to conduct grid
independence study for supercritical case with 3.97 MPa pressure. The number of
grid points used in axial, radial, and azimuthal directions for different grids is given
in Table 1. It was found that 4.2 million mesh gives fairly accurate results and reaches
convergence; hence, it has been used in further simulations.

All the boundary conditions used during the simulation are tabulated in Table 2.
For pressure waveTransmissive (wT'), boundary condition is used at outlet. N, is
injected under supercritical condition; at a temperature of 137 K at a velocity of
5.4 m/s, injection pressure is varied as 3.97, 6.9, and 9.3 MPa.

A pipe flow simulation was carried out separately, and developed average velocity
profile is given as inlet profile along with turbulentInlet boundary condition. Ambient
temperature and pressure inside the chamber are kept as 298 K and 3.97 MPa,
respectively. So cryogenic N5 is injected into ambient N inside the chamber.

Table 1 Details of mesh used

Mesh Axial Radial Azi. Total count
1 400 70 72 2.1 million
2 560 98 72 4.2 million
3 705 123 72 6.5 million
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Table 2 Boundary condition

. . B.C. p T U
specifications
Outlet wT VT =0 InletOutlet
Inlet Vp=0 137K TurbulentInlet
Coflow Vp=0 VT =0 0.1 m/s
Wall Vp=0 298 K 0.1 m/s

3 Results and Discussion

Total run-time of ~ 1 s is considered in present study. It is found that the residuals
drop and become range-bound after a short time. Results are saved at an interval of
0.001 s after this initial transient. To allow uniformity in results, the results presented
in this paper are for data obtained after 0.3 s, which is well past the time for which
transients are present. LES simulations of supercritical N, are carried out using newly
developed solver. Smagorinsky sub-grid scale (SGS) model is used with second-order
spatial discretisation scheme. Euler scheme is used for temporal discretisation.

Simulations are carried out for all grids, and results are compared with benchmark
data. Figure 4 shows centreline density plot for supercritical N, injection at 3.97 MPa
pressure. This axial density matches the experimental results of Mayer et al. [12] as
well as with results of Miiller et al. [4] fairly well (Fig. 3).

Simulations of higher injection pressure cases are carried out keeping all other
boundary conditions unchanged. To observe the mixing characteristics, density distri-
butions for higher-pressure cases are visualized and compared with the baseline case.
Figure 5 shows the instantaneous and mean density field for the three cases at a plane
of symmetry. With increase in pressure, overall density of jet also increases, which
is expected. Isocontour lines are plotted in both mean and instantaneous field for
density value of p = (pinj + ,ooo) /2, signifying the potential core boundary. These
isolines and axial mean density distributions (Fig. 6) suggest a longer potential core
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Fig. 4 Average centreline 180 =
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for higher pressures. For 6.9MP, a pressure of the potential core is observed to be
25% longer than that of 3.97 MPa case. However, for 9.3 MPa pressure, the core
length drops slightly from 6.9 MPa.

Contours of density gradient (Fig. 7) and vorticity magnitude (Fig. 9) are visual-
ized in logarithmic scale to capture the variations in larger range. Jet breakup mecha-
nism is observed to be highly turbulent in nature. The instantaneous density gradient
and vorticity plots show Kelvin—Helmbholtz-type vortical structures developed from
jet surface establishing the mixing mechanism of supercritical jet.

Higher-density gradient is visible for higher operating pressures. For 6.9 MPa and
9.3 MPa pressure, the maximum mean density gradient is observed to be around 2.7
times and 3.1 times of the baseline, respectively.

This happens possibly due to the injection condition coming closer and crossing
the pseudo-boiling line as pressure increases. Higher-density stratification is also
responsible for transfer of turbulent kinetic energy from radial direction to axial
direction. In literature, this is known as the solid wall effect, that is predominant
near critical point or pseudo-boiling point. For this reason, jet break up gets delayed
and spreading rate drops in higher-pressure cases to some extent. However, for the
maximum pressure case, the spreading rate almost remains unchanged. The spreading
rate is visualized by half-width distribution (Fig. 8) which shows earlier growth for
3.97 MPa case, whereas for 6.9 and 9.3 MPa cases, the spreading is delayed and
almost similar for both cases. This behaviour can be justified by the weakening of
pseudo-boiling at higher pressure which eventually reduces the density stratification
effect.

The vorticity contours also show similar trend of spreading behaviour. For the
baseline case, the instantaneous flow structure is characterized with strong turbu-
lent eddies, whereas with increasing pressure, the high-density stratification absorbs
energy from eddies in shear layer weakening the eddy structure and reducing width
of the turbulence dominant region. Therefore, maximum average vorticity also drops
as pressure is increased.
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Fig. 5 Instantaneous
(above) and mean (below)
density variation; iso-contour
lines for of N jet for
injection pressures 3.97 MPa
(top), 6.9 MPa (middle), and
9.3 MPa (bottom)

Fig. 6 Average centreline
density variation for different
injection pressures

10 200 300 400 500

100 200 300 400 500

2
= e {'e:“\\\ pma—— ‘h
p,=6.9MPa
p 1'!-;:__'.“11;] ER |
100 200 304 400 500
[~
=
500
— P = 3.9TMPa
—— Py =6.9MPa
400 —— Pij =9.3MPa
w300
£
2
@ 200
100
(1]
0 5 10 15 20 25 30

x/D



64

S. Tupkari et al.
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4 Conclusions

A numerical framework is developed using multiple computational models, to study
supercritical injection and mixing behaviour. The base line case replicating experi-
ments of Mayer et al. [12] has shown good agreement with experimental as well as
with other numerical studies. In the next part of the study, which focused on effects
of injection pressure, the following inferences can be drawn:

e With increase in injection pressure while in supercritical phase, the density
gradient between jet and surrounding increases and then saturates. This can be
justified by the fact that increasing pressure with temperature unchanged makes
injection condition cross-pseudo-boiling line while pseudo-boiling itself weakens.

e Higher-density gradient eventually results in a so-called solid wall effect that
reduces spreading rate of the jet and increases its core length to some extent.



66

S. Tupkari et al.

The observations give an insight that rising injection pressure keeping temperature

unchanged eventually reduces jet mixing up to some limit, and it is largely dependent
on pseudo-boiling effects. However, effects of temperature might be opposite because
of moving away from critical point. This requires further investigations to get a clearer
idea.
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Design of Rolling Road for Wind Tunnel )
Simulation L

Anagh S. Bhanu, Manish K. Mathur, Murali R. Cholemari,
and Srinivas V. Veeravalli

1 Introduction

Dust dispersion due to vehicular movement can generate particulate pollution. To
understand the characteristics of dust dispersion, it is essential to analyse the wake
formed behind a moving vehicle. Performing the experiments onsite might not yield
good results due to uncontrollable conditions such as wind velocity, wind direction,
traffic conditions, etc. These limitations due to uncontrollable environmental condi-
tions can be eliminated by conducting experiments in the wind tunnel. In a relative
reference, we can simulate the motion of the vehicle in a wind tunnel where the vehicle
is at rest and the air moves around it. The oncoming flow with uniform velocity in
the wind tunnel separates at the rear part of the vehicle due to the abrupt change in
the vehicle geometry to form a recirculating region. This results in a velocity deficit
behind the vehicle to form near and far wakes that extend many vehicle heights
downstream [1].

In actual road conditions, the air can be assumed to be stationary, so the formation
of the boundary layer is not a concern due to the absence of relative velocity between
air and ground. But, in the case of the wind tunnel, the ground is fixed, and the air
is moving through the tunnel. This stationary ground will cause the formation of a
boundary layer due to the no-slip condition. The formation of the boundary layer at
the test section of a wind tunnel is a larger concern for ground effect aerodynamic
studies. Lots of previous research have shown that the boundary layer thus formed
due to the stationary floor affects the flow field and the dispersion characteristics of
road dust near the ground [2-5]. To replicate the actual road condition in the moving
vehicle’s frame of reference, the boundary layer’s growth over the test section floor
must be eliminated or mitigated. In addition, the vehicle’s wheel rotation must be
allowed to achieve exact flow conditions [6]. Wheel rotation has a substantial effect
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on the flow, and in the case of particle dispersion, the motion of the wheel plays a very
critical role. There are several methods available to avoid boundary layer formation.
However, a ground surface moving with the velocity of wind tunnel-free stream can
enable vehicle wheel rotation along with eliminating the boundary layer formation.

A rolling road can be considered a modification for the wind tunnel to provide a
moving ground condition inside the test section [7]. It is similar to a conveyor belt
system with a higher belt speed. The vehicle test model is kept on a flexible rolling
road belt encircling driven and driving rollers. Automobile designers frequently use
the rolling road to analyse the aerodynamic behaviour of their vehicles to predict how
the vehicles will behave on the road. This paper intends to propose a design solution
for the rolling road system able to fit the wind tunnel in the Gas Dynamics Lab at IIT
Delhi, India, to further develop the capability to study the dispersion characteristics
of vehicle wake by providing moving ground conditions to the test section floor of
the tunnel. The general design process and design study of the rolling road system
are discussed.

2 Methodology

The rolling road consists of a flexible belt stretched across the driver and driven
pulleys mounted on a rigid support frame. The power required to run the system is
provided by an AC induction motor connected to a driven shaft using a pulley belt
drive. The vehicle model is kept on a backing plate above which the rolling road belt
slides. Figures 1 and 2 show the illustration of vehicle model in the test section of
the wind tunnel resting on the stationary and moving floor, respectively.

The velocity gradient on the stationary floor leads to the boundary layer formation
which keeps on growing in the streamwise direction. A rolling road provides amoving
surface that eliminates the velocity gradient and hence prevents the boundary layer
formation which better simulates actual road conditions. The belt speed of the rolling
road must be the same as that of the wind tunnel-free stream. In addition to this,

Fig.1 Wind Tunnel N
Simulation with stationary
ground

STATIONARY GROUND
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Fig. 2 Wind Tunnel
Simulation with moving
ground
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the amount of vibrations induced during the operation of the rolling road must be
negligible. During the operation of the system, there is a chance for the rolling road
belt to go on either side of the pulley, and there will be a reduction in the belt tension
in the long run. Thus, the rolling road design must have provisions for aligning and
tensioning the belt. The design of each component of the rolling road is discussed in
the following subsections:

2.1 Design of Rolling Road Belt

A single belt rolling road configuration consists of a wide belt whose width is usually
more than 1.5 times the width of the testing vehicle model. This belt configuration
can cover the entire area below the under-body of the vehicle and the same belt can
be used to test vehicle models of a wider range of wheelbase and tracks.

The rolling road belt is one of the most important elements in the system. The
selection of belt material is majorly based on the surface finish of the belt and the cost.
Steel belt is used in Windshear Rolling Wind Tunnel at Concord in North Carolina
[8]. They have a very good surface finish but it is generally used with air-bearing
supports which makes the design complicated and expensive. Fabric and polyester
belts are generally used in the packaging industry which deals with very low belt
speeds up to 1 m/s. They have very a poor surface finish which will induce vibrations
in the system.

The rough surface that slides over the backing plate generates a lot of heat due
to friction while operating at a speed of 10 m/s which causes premature belt failure.
PVC belts are having a very good surface finish, and they are cheap when compared
to other belt materials. They induce very less vibrations due to good surface finish
and the friction force is also less due to low specific weight. The thickness of the
rolling road belt is decided with the help of maximum principal stress failure criteria.
Forces acting on the rolling road belt are shown in the free-body diagram of the belt
sliding over the backing plate along the direction of wind velocity as shown in
Fig. 3. Equations 1-4 are used to decide the thickness f, of the belt according to
failure theory.
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Fig. 3 Free-body diagram Weight of vehicle model
of rolling road PVC Belt and belt

Normal
Backing Plate Reaction
T\ —T = Fy (D
T, — T,
LT e ond (2)
T2 - Tc
T, + T, + 2T,
Ty= =" 3)
T, x FOS
= 2 @
oXw

2.2 Design of Pulley

Rolling road consists of a drive pulley, a driven pulley, and an idler pulley. The rolling
road belt forms a closed loop around these pulleys so that it can rotate continuously.
The drive pulley is driven by a power transmission unit to propel the belt. For better
traction, the drive pulley is usually lagged to avoid slipping of the belt. The driven
pulley is located at the endpoint of the belt conveyor. The idler pulley is used to
provide the rolling road belt with a proper amount of tension by adjusting its position.
The anatomy of a pulley is shown in Fig. 4.

Fig. 4 Components of pulley
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It consists of a shell that is in direct contact with the belt. Shell is generally made
of a cold rolled sheet of steel or hollow steel tubing. The major share of the weight of
rolling road is due to pulleys. The weight of the pulley is decided by the thickness of
the shell. So the calculation of shell thickness has to be done precisely to avoid the
rolling road becoming heavy. Shell thickness t of the pulley can be calculated using
the Egs. 5-8 given below [9].

)
F, = 2T, sin(—d> (5)
2
F, x1
BM = (6)
8
, _BM -
b — Fb

t:,/%. )

Shafts are the rotating elements in the pulley which are designed to withstand
all the applied forces from the belt and other components with minimum deflection.
They are locked to the hubs of the end disc using locking elements. The shaft is
supported on both sides by bearings, and it will be undergoing distributive load due
to tension in the rolling road belt in the horizontal direction and the same due to the
weight of the roller in the vertical direction. In addition to this, in the case of the
driver pulley, there will be point load due to the tension of the belt from the drive
unit. The diameter of the shafts is designed by using maximum shear stress failure
theory considering all the forces mentioned above using Eqgs. 9 and 10.

Toax = —2 )
M 2 % FOS
168/ M? + T2
Tmax = T R (10

The circular disc at both ends of the pulley is called diaphragm plate. It is fabricated
from thick steel plates which are welded into the shell at each end to strengthen the
drum. These end plates are welded with hubs to accommodate the pulley shaft.
The pulley is attached firmly to the shaft via end plates with the help of locking
elements. The outer surface of the shell can be covered with rubberised material
using vulcanisation. This process is called lagging, and it is usually used on driver
pulleys. Lagging is necessary to improve the friction between the rolling road belt
and pulley to improve the torque that can be transmitted through it.
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Lead Screw

Fig. 5 Arrangement of idler pulley mounted on take-up bearing for tensioning

2.3 Tracking and Tensioning

PVC belt is the flexible element in the rolling road system. Over the period of
usage, the belt will undergo permanent deformation due to the tension forces and
temperature variations. These deformations cause a reduction in tension resulting
in the slipping of the belt. Idler roller mounted on take-up bearing can be used to
solve this issue. It can be displaced vertically by turning the lead screw of the take-up
bearing as shown in Fig. 5. Tension in the belt can be adjusted by displacing the idler
roller as mentioned above.

Though there is enough tension in the belt, it may move either side of the pulley at
a higher belt speed. Crowning the drive pulley can be done to avoid the issue of slight
misalignment. Severe tracking issues can be eliminated by placing one of the pulleys
in an adjustable bearing so that it can be adjusted at the time of misalignment. In this
design, the tail pulley is mounted on the pillow block bearing which can be moved
along the frame. The driven pulley is adjusted in such a way that it is displaced from
the side where the rolling road belt is moving to. This will correct the misalignment
in the belt and the length between both sides of the belt is adjusted till the belt is
centred.

2.4 Design of Backing Plate

The backing plate lies on top of the rolling road where the vehicle for conducting the
experiments is placed. The rolling road belt will be sliding over the backing plate.
The plate is subjected to point load due to the weight of the vehicle and a uniformly
distributed load due to the weight of the belt. Further, it will undergo friction force
in the area where the rolling road belt is sliding over. The plate should have enough
flexural modulus so that the maximum deflection at the centre due to bending is in
the acceptable range. The thickness of the backing plate has to be decided based on
the maximum deflection, stress, and material cost. The minimum thickness for the
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safe design can be obtained by conducting structural analysis on the backing plate
using plate theory.

The surface of the backing plate must be extremely smooth so that the heat gener-
ated due to friction is minimum. A very high temperature on the backing plate can
ruin the life of the rolling road belt. Temperature analysis of the backing the musts
be conducted to check whether the maximum temperature formed in the backing
plate is well below the working temperature of the belt. Assuming the temperature
variation along the length and width is very small than that along the thickness;
hence, this heat transfer problem can be reduced to a one-dimensional heat transfer
problem as shown in Fig. 6, and the temperature variation along the thickness H can
be determined using the Eq. 11 [10].

H-y 1
T(y) = Qm(T + Z) + T 1D

where y is the distance along the thickness of the backing plate from the top surface.

The one-dimensional steady-state heat transfer simplification gives information
regarding the parameters that affect the temperature along the thickness of the backing
plate. To reduce the temperature at any point on the backing plate, the convective
heat transfer coefficient 4 should be increased as much as possible, and thickness H
must be reduced as much as reasonably possible.

2.5 Design of Support Frame

The rolling road consists of several components including heavy rotating rollers, a
moving belt on the backing plate, and other tensioning and alignment features. The
static and dynamic forces produced by all the stationary and moving components
must be safely transmitted to the ground without generating any kind of vibrations in
the system. The frame must have good strength to support the components, and at the
same time, it should be lightweight. Structural analysis has to be carried out to check
the maximum combined stress induced in the frame and the maximum deformation
of the frame.
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2.6 Design of Drive Unit

A motor driving unit has to be designed such that it can overcome all the resis-
tive torque acting on the rolling road. The major share of the driving unit power is
consumed by the rolling road belt while working against the friction force between the
rolling road belt and the backing plate. In addition to this, the total moment of inertia
of all the rotating components has to be considered to calculate the starting torque
due to belt acceleration. The motor is designed in such a way that the maximum belt
speed occurs at the rated motor shaft rotational speed. A suitable multiplication factor
can be chosen to obtain the required belt velocity at the rated motor shaft speed as
shown in Eq. 12. Equations 13 and 15 relate the minimum required power and torque
required for the motor, calculated according to the rated motor shaft speed. Starting
torque vanishes when the rolling road starts working continuously at a particular belt
speed [10].

Beltgpeeq x 60

Speedratio = (12)
2mr, drivermOtorspeed
Fi|speed ratio x ryy —
T = <| fir| P T drive + Idrivewf a)s>sf (13)
Ndrive At
beltgee
— DCMspeed (14)
Vdrive
Poin = T, 2 (15)
e M speed ratio

3 Results and Discussion

The isometric view of the rolling road design is shown in Fig. 7. It can be accom-
modated in the rectangular area of 2 m long and 1 m wide inside the test section.
The entire setup is 190 cm long, 99 cm wide and, 107 cm high. The backing plate
where the model will be kept is having a dimension of 140 x 99 cm. Analysis of
each component of the rolling road system is discussed in the following subsections.

3.1 Analysis of the Rolling Road Belt

The design of the rolling road belt was done very carefully by considering all the
factors mentioned in the previous section. The single belt configuration was chosen
for the belt layout in this design as itis flexible with model dimensions. By considering
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Fig. 7 Isometric view of the
rolling road system

the costs and benefits of generally used belt materials, it was decided to use endless
PVC belts for making the rolling road. Using the principal stress failure criteria,
by considering all the forces mentioned in the free-body diagram given in Fig. 3,
it was found that the 3-mm-thick 2ply PVC belt will be safe for extreme working
conditions.

3.2 Analysis of the Pulleys

Three pulleys of a diameter of 20 cm made of mild steel are used for constructing
the rolling road. Pulleys must be manufactured using CNC machines with utmost
care to avoid the run out which can cause vibrations. Dynamic balancing has to be
carried out on the pulley both along the circumference as well as axially. This is
because the centre of mass of the pulleys will not lie on the axis of rotation of the
pulleys which will give rise to unbalanced dynamics forces. Each of the pulleys is
having a face width of 89 cm which was decided according to space constraints.
Shell thickness of the pulleys is selected as 8.8 mm using Eq. 8 which gives an
approximate weight of 100 kg for each pulley including other components. Carbon
steel of 3 cm diameter is used to make the pulley shaft by considering all the forces
mentioned in the previous section and using Eq. 10. The driver pulley is diamond
lagged with 1-cm-thick vulcanised neoprene to improve the friction between the belt
and pulley. The driven and drive pulleys are placed at a centre distance of 160, and
the idler pulley is placed 15 cm vertically below the plane made by the other two
pulley centres as shown in Fig. 5.
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Fig. 8 Temperature distribution on the backing Plate

3.3 Thermal Analysis of the Backing Plate

The temperature generated due to the friction between the rolling road belt and
the backing plate was analysed analytically using one-dimensional steady-state heat
transfer approximation. This gave a result of maximum temperature of 53.56 °C at
the top surface of the backing plate for an input heat flux of 586 W/m?. The working
temperature of the PVC belt is 80 °C which is well ahead of the analytical result that
we have obtained. The analytical solution neglects the heat convection from the areas
which are not covered by the belt and the lateral faces which would help to lower the
temperature. A two-dimensional steady-state heat transfer analysis was conducted
using the finite difference method in ANSYS Steady-State Thermal to determine
the maximum temperature formed and compare it with the analytical results. The
simulation results shown in Fig. 8 reveal that the maximum temperature formed on
the backing plate is 53.54 °C, which is very close to the analytical result.

3.4 Static Structural Analysis of Backing Plate

An effort is put towards the designing of the backing plate where the rolling road
belt slides over. Stress analysis was carried out to check whether the backing plate
has enough flexural modulus so that it will not bend under the load of the vehicle
model and the rolling road belt. Cold-rolled stainless-steel sheet with an area of
140 cm by length and 99 cm by width is used for the backing plate because of
its improved surface finish and strength. The maximum deflection was determined
using plate theory. The structural analysis result of the stainless-steel sheet shown in
Fig. 9 suggests that a 3-mm-thick stainless-steel sheet will take all the load and the
maximum deformation on it is 1.5 mm and a maximum bending principal stress of
35 MPa, which is well below the yield point.
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Fig. 9 Structural analysis of the backing plate

3.5 Static Analysis of the Frame

The entire components of the rolling road are mounted on the support frame which is
made of an aluminium extrusion profile of modular dimension 4545 mm. Aluminium
extrusion profile helps us to make highly structurally efficient members at a low cost.
The entire skeleton of the frame which is shown in Fig. 10 can be easily assembled
using these profiles. The aluminium profile joints are not permanent; instead, they
are done with the help of hammer-head T-bolts and nuts. Static structural analysis of
the support frame was conducted to test the safety of the frame which is undergoing
loads due to the components of the rolling roads. Figure 11 shows the deformation
at different locations of the support frame. The results show that under the loads,
the frame undergoes maximum deflection of 0.2 mm and maximum direct stress of
1 MPa which is compressive.

Fig. 10 Isometric view of
the frame
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Fig. 11 Static structural analysis of the frame

3.6 Analysis of the Drive Unit

A three-phase AC induction motor is used for providing the power to run the rolling
road system. The power from the motor shaft is transferred to the driver pulley of
the rolling road with the help of a V-belt pulley system. The minimum torque and
power of the motor are calculated using Eqgs. 13 and 15 for a speed ratio of 0.95. The
power and torque of the motor are calculated for a maximum belt speed of 10 m/
s. From the calculation using Eqs. 12—15, the anticipated motor requires a power of
4 kW and 36 Nm torque at an RPM of 1000. A variable frequency drive is coupled
with the motor to control the speed of the belt.

4 Conclusion

The specifications of the rolling road setup are given below.

e The rolling road is designed with a belt area of 160 x 89 cm.

e Rolling road belt is made using PVC belt with a the thickness of 3 mm.

e System consists of three pulleys made of mild steel with a diameter of 20 cm.
The centre distance between the driven and drive pulley is 160 cm, and the idler
pulley is used to provide belt tension

e Tracking and tensioning of the rolling road belt are done using the idler pulley
and bearings.

e Rolling road belt slides over the backing plate made of stainless steel with 3 mm
thickness.
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e Maximum temperature formed on the backing plate is 53.56 °C which is well
below the working temperature of the belt.

e Aluminium extrusion profile of modular dimension 45 x 45 mm is used to make
the support frame. Static structural analysis shows that the frame undergoes a
maximum deflection of 0.2 mm due to the forces.

e A three-phase AC induction motor of 4 kW power and 36 Nm torque at 1000
RPM coupled with a variable frequency drive can be used as the power source for
running the system.

The design of rolling road to provide a moving ground surface in the environmental
wind tunnel is presented. The ground surface moves with a velocity of the free stream
to avoid the formation of the boundary layer and to enable vehicle wheel rotation.
The maximum belt speed of 10 m/s is designed to simulate the actual road conditions
inside the wind tunnel at Gas Dynamics Lab, IIT Delhi, India. Each component of
the design was analysed for safe design in extreme working conditions.

Nomenclature

T, T, Tension in tight and slack side of belt (N)

T. Centrifugal tension of belt (N)

T, Initial tension of belt (N)

Fs Friction force (N)

oy Yield stress (Pa)

w Width of the belt (m)

7 Coefficient of friction (-)

0 Angle of wrap (rad)

BM Bending moment on the belt (Nm)

l Pulley face width (mm)

64 Distortion angle (20°) (deg)

b Allowable pulley shear stress (Pa)

T max Maximum shear stress (Pa)

M Maximum bending moment on the shaft (Nm)
T Maximum twisting moment on the shaft (Nm)
d Diameter of the pulley (m)

T drive Radius of the driver pulley (m)
Narive ~ Transmission efficiency (-)

Lgrive Moment of inertia of all rotating components (kg m?)
Prin Minimum motor power (W)

T min Minimum torque required at the motor (Nm)

wg, wg  Start and finish angular velocity of the pulley (rad/s)
At Ramp time to accelerate belt speeds (s)

w Angular velocity corresponding to beltgpeeq (rad/s)

T(®) Temperature of the backing plate at y (°C)
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k Thermal conductivity of the backing plate (W/mk)
Oin Input heat flux due to friction (W/m?)
T Ambient temperature (°C)
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Entrainment Characteristics )
of a Swirling Liquid Jet L

Toshan Lal Sahu, Ujjwal Chetan, Prabir Kumar Kar, Saurabh Dhopeshwar,
Prasanta Kumar Das, and Rajaram Lakkaraju

1 Introduction

Swirling flow is one of the handfuls of problems in fluid dynamics that involves a
wide range of applications in combustion chambers, cyclone separators [1], turbo-
machines, and nozzle design for spray and coating processes. Better fuel mixing and
flame stability can be achieved by providing a swirl to the injected fluid in combustion
chambers [2, 3]. Several predictive models and correlations have been reported to esti-
mate the near-field entrainment characteristics [4-6]. Ricou and Spalding [7] inves-
tigated the entrainment in axisymmetrical turbulent jets and suggested the following
empirical relation:

1
2\ 2
ﬁz(mﬁ(&) , 0
mo do \ pi

where m is the total mass flow rate at any cross-section, my is the mass flow rate
at the nozzle inlet, dy is the nozzle diameter, p, is the density of the ambient fluid,
and p; is the density of the injected fluid. The experiments were performed for
different combinations of gases having different densities. The authors suggested
an entrainment coefficient of 0.32 for all the gases considered within some experi-
mental error. Furthermore, Hill [8] explored the local entrainment rates in the initial
developing region of the flow and suggested an entrainment coefficient ranging from
0 to nearly 0.3 in the developing region and 0.32 in the fully developed region.
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Han and Mungal [9] performed direct measurements of entrainment in reacting and
non-reacting turbulent jets, where authors explored the impact of flow speed, heat
release, and buoyancy on the rate of entrainment and found good agreement with the
entrainment coefficients suggested by Ricou and Spalding.

Furthermore, Post et al. [10] explored the near-field entrainment characteristics
of gas jets and sprays under diesel conditions. The author compared the entrainment
coefficients with some of the other significant works including [8, 11, 12]. In the
region where the velocity profiles were self-similar, the entrainment coefficient fell
under 10% error compared with entrainment coefficients obtained for other works.
Recently, Hassan et al. [13] performed experiment on a free surface plunging jet
for Reynolds numbers ranging from 3000 to 10,000 by using time-resolved PIV
measurements and claimed that vortex pairing appears on the free surface of the
plunging jet, which leads to early bulk entrainment of the fluid. Furthermore, the
authors concluded that for a Reynolds number of Re = 5004, the entrainment coef-
ficient was equal to 0.2 at a streamwise distance of three times of nozzle diameter,
which kept on increasing at further downstream locations up to nine nozzle diam-
eter with an entrainment coefficient of 0.72. Beyond Re = 9000, the entrainment
rate and coefficient became invariant with the Reynolds number. This independency
with the Reynolds number was also consistent with the conclusion made by Ricou
and Spalding in which there was no increment in the mass entrainment beyond a
Reynolds number O ~ 25,000.

Therefore, the present work is inspired to get rich information on the role of
swirl strength on entrainment characteristics at moderate Reynolds number. We have
carried out three-dimensional numerical simulations using the volume of fluid (VOF)
method coupled with adaptive mesh refinement using the open-source code Gerris.
Moreover, we have explored the shear layer between the liquid—air interface to see
the region of maximum velocity fluctuations to trace the enhanced mixing region.
Primarily, we have determined the mass flow rate along the streamwise direction
to estimate the mass of air entrained. We have explained the governing differential
equation and numerical setup in Sect. 2, entrainment of air and comparison with
previous literature in Sect. 3. Finally, the conclusion and summary are presented in
Sect. 4.

2 Numerical Methodology

2.1 Governing Differential Equations and Numerical
Schemes

A schematic diagram representing the flow domain has been shown in Fig. 1 in
which a liquid jet is injected into a quiescent gas phase. The computational domain
has a dimension of 50 D x 10 D x 10 D, where D is the diameter of the nozzle
from which fluid is emerging. At the entrance, we have applied a uniform injection
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velocity U in the x-direction along with an angular velocity Uy to give solid body
rotation to the liquid. At the exit of the domain, we maintained the outflow boundary
condition to avoid any reflectional information, i.e., the jet goes out of the domain
without introducing any backward propagation. The remaining four walls have been
considered solid walls with free slip boundary condition. The boundary walls are
considered at a distance of five times the nozzle diameter. In the present study, we
have two independent control parameters, namely the axial Reynolds number and
swirl number which are characterized by Re and S, respectively. The axial Reynolds
number is defined based on nozzle diameter D and the injection velocity U provided
at the inlet. Therefore, the axial Reynolds number can be defined as:

UD
Re =227 )
122

where p; is the dynamic viscosity of liquid, and p; is the density of the liquid. D is
the initial diameter of the jet at nozzle exit. Also, the swirl number has been defined
as:

s=22 3)

where Uy = QR is the azimuthal velocity applied to the initialized fluid at the nozzle
exit, and R is the initial radius of the jet. The minimum length of the pipe for which a
solid body rotation can be imparted to the rotating fluid has been prescribed equally

11
11

Fig. 1 (a) Computational domain with injected liquid at Re = 50 and S = 0.5 and (b) Adaptive
mesh refinement (AMR) for a well-resolved interface
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to 50 times the diameter of the pipe [14]. This difficulty is implicitly removed when
a constant angular velocity €2 is applied at the inlet of the domain. Direct numerical
simulations have been performed for the time-dependent, incompressible Navier—
Stokes equation. A description of the discretization scheme and other computational
methods can be found in [15]. The conservation equations for mass and momentum
has been shown in Egs. 4 and 5.

V.(u)=0 “)

Du R
Py = —Vp+ V.- (u(Vu+ Vul)) + oks;i + pg, (5)

where u = (u, v, w) is the fluid velocity. o is the surface tension coefficient acting at
the interface between liquid and air. « is the radius of curvature, § is the Dirac delta
function, and 7 is the outward normal vector to the liquid—air interface. The present
study uses the VOF technique to track the interface between the swirling liquid and

surrounding air. The volume fraction is represented by o in the volume fraction field
transport equation as shown in Eq. 6.

?)—(:-I-V~(ua)=0. (6)

The surface force has been modeled using the continuum surface force (CSF)
approach. The volume fraction field o is 1 when occupied by liquid and O when

occupied by gas. Therefore, a modified form of density and viscosity is incorporated
in the momentum conservation equation, which is given by Eq. 7 as shown below:

p(a) = pi + pg(1 — a)
ula) = o + pg (1 — o). @)

The subscripts ‘I’ and ‘g’ represent the liquid and gas phases, respectively. The
numerical approximation applied for each term in the governing differential equa-
tion is second-order accurate in space and time. Octree discretization is employed
to discretize spatially. The velocity advection terms have been discretized using the
Bell-Colella—Glaz second-order unsplit upwind scheme, which is stable for CFL <
1. The surface tension term is computed using the combination of height function
curvature estimation and balanced-force surface tension discretization. Also, adap-
tive mesh refinement (AMR) technique is applied to dynamically refine the mesh to
capture the more delicate flow features at desired locations such as interface between
liquid and air. AMR introduces finer meshes based on the vorticity threshold at the
interface. The simulations have been carried out for the lower range of Reynolds
numbers of Re = 50 and Re = 100 for five different swirl numbers.
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2.2 Validation

The code has been validated against the work of Kubitschek et al. [16]. The authors
investigated the different helical modes which appear at the interface of a viscous
rotating liquid jet. We have reproduced one of the results in Fig. 2 which shows
the variation of undisturbed contracted length with varying Swirl number at a
Reynolds number of Re = 68. The simulation results are in good agreement with the
experimental results and falls under the error bar of experimental data.

3 Results and Discussion

3.1 Entrainment of Air

To explore the entrainment characteristics, we have focused on determining the mass
flow rate perpendicular to the jet axis. Numerous measurements have been performed
to estimate axial velocity profiles in previous literature under the assumption of self-
similar velocity profiles and 2D flow fields. Therefore, we have performed three-
dimensional numerical simulations to eliminate these two assumptions in calculating
mass flow rate. Especially in the developing region of the flow, the assumption
of self-similar velocity profiles leads to overprediction of mass flow rate at any
streamwise location. Moreover, there is always uncertainty associated with defining
the boundary in the spanwise or radial direction up to which the mass flow rate
needs to be calculated. For example, Hassan et al. [13] defined the outer boundary at
the location where the velocity drops to 5% of the centerline velocity. Furthermore,
to accurately capture the interface, we employed the volume of fluid method with
adaptive mesh refinement.

Thus, it was possible to calculate the mass flow rate of liquid and gas phases
separately, corresponding to the volume fraction field of « = 1 and a = 0, respectively.
In our study, the density difference between the injected liquid and the ambient fluid
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is significant, O ~ 800, and therefore, a filtered interface is considered instead of a
purely diffused interface. Therefore, at any streamwise location, the total mass flow
rate is the sum of the individual mass flow rate of the injected liquid and ambient
fluid. The mass entrained between axial stations x measured from the nozzle exit and
X0, which is the location of the entrance of the jet, is given by Eq. 8:

ment = mx - mO
e = // pux, v, 2)dA— // puxo, v 2)dA, ®)
S S

where y; and y;, are the locations of boundaries in the spanwise direction. In the
previous literature, entrainment of the ambient phase has been expressed using
different terminologies, namely entrainment ratio, entrainment fraction, and entrain-
ment rate interchangeably. Hereafter in, we shall use the term mass entrainment
fraction W, which is the ratio of mass entrained at any cross-section normalized by
the mass injected at the inlet mg defined as:

It can be inferred from Fig. 3a and b that the mass entrainment fraction ¥ does
not increase monotonically for both the Reynolds number Re = 50 and Re = 100
at five different swirl numbers. At low swirl numbers of S = 0.5, the entrainment
fraction is nearly 0.1 for a streamwise location of x = 8 D, indicating that nearly
10% of the air is entrained. This can be explained with the help of the development
and movement of toroidal recirculation zones in the ambient air with evolving time.
For S = 0.5, the size of the recirculation zone is smaller than that of the recirculation
zones observed for a higher swirl number of § = 1.55. At higher swirl numbers
of § = 1.55, the entrainment fraction becomes of the order of 1, indicating that it
has entrained mass equal to the initial mass injected nearly at a streamwise location
of 5 D. Noticeably, the entrainment fraction for the Reynolds number of Re = 50
and Re = 100 consistently increases for swirl numbers of S = 1.1, S = 1.3 and S
= 1.55 up to a streamwise location of nearly four jet diameters as the size and the
strength of the recirculation zones grows with higher swirl numbers. Moreover, the
accumulation of ambient air on the liquid—air interface can be observed through the
instantaneous velocity vector field from animation 1, where the red and blue-colored
velocity vectors represent the swirling liquid and ambient air, respectively (Fig. 4).
Also, it can be inferred that, because of the development of the recirculation zones,
the ambient air is subjected to a toroidal recirculation which tries to shear the liquid—
air interface and get entrained inside the liquid vortex core. The isosurface of the
concentrated x-vorticity layer can be observed in Fig. 5. It is to be noted that we have
removed half of the portion of the isosurface to visualize the shear layers explicitly.



Entrainment Characteristics of a Swirling Liquid Jet 87

(@) 1.5

Fig. 4 Three-dimensional toroidal recirculation zones in the ambient fluid for Re = 50 and S =
0.5

Fig. 5 Shear layers
represented by the
iso-surfaces of x-vorticity

Shear layers
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3.2 Calculation of Entrainment Coelfficient

A few approaches were made in the previous studies to calculate the entrainment coef-
ficient C. Here, we shall use the empirical relation derived by Ricou and Spalding
based on their experiments [7]. It is to be noted that these empirical relations are
the outcome of the dimensional analysis performed for entrainment in free turbulent
jets. Although the experiments were initially performed for turbulent gaseous jets
having constant entrainment coefficients, a more general form of the same empirical
law can be used for studies involving two-phase jets. For example, Post et al. [10]
used a more general form of the empirical expression initially derived by Ricou and
Spalding to find the entrainment coefficient in the case of the gas jet and sprays,
which is given by the equation below:

1
mo_ e X (&) 8
mo do \ pi
where C. is the entrainment coefficient, p; is the density of the injected fluid, and
pa 1s the density of the ambient fluid. This expression has a limitation that it can
only be applied for flow having a constant entrainment coefficient. Therefore, it was
necessary to arrive at an expression valid for varying entrainment coefficients.

Moreover, it can also be used for flows involving liquid and two-phase jets. The
modified form of the expression applicable at any local streamwise location x is:

_ 1
dien do (i \?
C = ——) . 10
e(x) & mo <Pa) (10)

Equation 10 has also been used for calculation of the entrainment coefficients in
atomized liquid jets including some of the notable works as [17—19]. The entrainment
coefficients based on this empirical law have been shown in Fig. 6 for Reynolds
number of Re = 50 and Re = 100. We have observed that the entrainment coefficients
do not follow a particular trend. In contrast, the entrainment coefficients lie in the
range of 0-0.15, which is smaller than the entrainment coefficients predicted for free
axisymmetric turbulent jets, which lie in the range of 0 < C, < 0.32.

3.3 Comparison of Entrainment Characteristics
with Previous Literature

e Comparison with Turbulent Swirling Jets

Figure 7a shows the comparison of mass entrainment fraction W for two different
swirl numbers of 1.1 and 1.3 with some of the notable work in the field of swirling
liquid jets. We have chosen these two swirl numbers based on the entrainment studies
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Fig. 6 Local entrainment coefficients Ce with five different swirl numbers for a Re = 50 and b Re
=100

available in the previous literature. Park and Shin [20] explored the entrainment
characteristics of free swirling jets through schlieren flow visualization. The authors
concluded that the entrainment fraction increases with the swirl intensities along
the streamwise direction. Moreover, Cozzi et al. [21] explored the impact of swirl
strength on the air entrainment characteristics using a model burner to explore the
mixing process at Reynolds number of Re =21,800. Since most practical applications
involving higher entrainment and mixing, such as combustion chambers, operate at
Re ~ 20,000, entrainment and mixing characteristics have been studied for a higher
range of Reynolds numbers. It may seem improper to compare the entrainment
characteristics of swirling liquid jets having a significant difference in their Reynolds
number; however, entrainment studies at moderate Reynolds numbers with higher
swirl intensities are limited. Despite a significant difference in the Reynolds numbers,
the provision of swirl at a moderate Reynolds number can enhance entrainment
characteristics. It can be inferred from Fig. 7a that, up to a distance of five times the
nozzle diameter, the rate of entrainment is much lower of the order of one-fourth of
the entrainment coefficient obtained by Park and Shin [20, 21] for a similar range of
swirl numbers S = 1.1 and § = 1.3. However, for higher swirl strength of § = 1.55,
even for Re = 50, the entrainment rate becomes comparable with the works by Park
and Shin at a distance of nearly 10 nozzle diameters.

e Comparison with Non-Swirling Free Turbulent Jets and Plunging Jets

As per the previous studies performed, entrainment and mixing phenomena in
non-swirling free turbulent jets and plunging jets have been widely investigated
where the entrainment characteristics have been expressed in terms of entrainment
coefficient C... An exhaustive comparison of the previous literature with present work
has been shown in Fig. 7b.

One of the pioneering works in the field of axisymmetric gas jets was performed
by Recou and Spalding, and the authors suggested that an entrainment coefficient was
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Fig. 7 Comparison of entrainment with previous works: (a) Entrainment fraction (W) obtained for
turbulent swirling jets, (b) entrainment coefficient, (C.) for non-swirling free turbulent jets

0.32 in the far-field region from the nozzle where the flow was fully developed. Later,
Hill [8] explored the entrainment coefficient in the initial region of the axisymmetric
turbulent air jet and suggested entrainment coefficients that varied from 0.1 to 0.3
in the developing region and became 0.32 in the fully developed region. Recently,
Hassan et al. [13] experimented on a water jet plunging into a quiescent pool of
liquid with a free surface. The authors claimed that the entrainment coefficient varied
from 0.2 to 0.72 for Reynolds numbers ranging from 5004 to 10,628. Furthermore,
entrainment coefficients in some of the other significant works have been shown in
Fig. 7. It can be concluded that the entrainment coefficient for Re = 50 and Re =
100 lies in the range of 0-0.15, which is smaller than the entrainment coefficient
generally observed for free turbulent axisymmetric jets and plunging jets.

4 Conclusion

We have explored the entrainment characteristics and development of recirculation
zones in a swirling liquid jet using high-fidelity 3D numerical simulations coupled
with the VOF technique. The study includes two dimensionless parameters, namely
swirl number which varies from S = 0.5 to § = 1.55 and Reynolds number of Re =
50 and Re = 100. A systematic study is done through simulations to see the impact
of increasing swirl number on the mass of air entrained inside the liquid vortex core.
For all ranges of control parameters, we have observed the existence of recirculation
zones as one of the prominent features. The recirculation has been traced through
streamlines, which attain the shape of a toroid with evolving time. Furthermore,
the entrainment fraction consistently increases up to a distance of nearly 5D for
all the five swirl numbers for both the Reynolds number of Re = 50 and Re =
100. At the liquid—air interface, the shearing effect of the recirculation enhances the
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entrainment of air inside the bulk liquid core. The entrainment coefficient C, varied
from 0 to 0.15 for the considered range of Reynolds number and swirl number. Also,
the entrainment coefficients predicted in the present work are much smaller than the
previous coefficients observed for free axisymmetric turbulent jets and plunging jets.
Further research work can be carried out to explore the entrainment character-
istics of turbulent swirling jets at high Reynolds numbers. Also, research work
is indeed requested from the scientific community to understand the entrainment
characteristics, specifically in reacting flows in diesel combustion chambers.
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Nomenclature

A Volume fraction field

C, Entrainment coefficient

CFL  Courant-Friedrichs—Lewy criteria

D Initial diameter of the jet

G Acceleration due to gravity

K Curvature of the interface

mo Mass flow rate at the inlet

My Mass flow rate at any axial location ‘x’

Re Reynolds number
01 Density of liquid
Pe Density of gas

S Swirl number

'4 Entrainment fraction

wi Dynamic viscosity of liquid
Mg Dynamic viscosity of gas
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Effect of Damping on Bifurcation m
and Synchronization Behavior oo
of an Aeroelastic System Under Dynamic

Stall

Sourabh Kumar, Dheeraj Tripathi, Ankit Gupta, and J. Venkatramani

1 Introduction

Fluid force interaction on an elastic structure causes various phenomena such as
flutter, divergence, and limit cycle oscillations. When nonlinearity enters the system
due to substantial deformation, flow separation, friction, etc., elastic structures are
known to display unexpected dynamic behavior and the linear theory fails to predict
these behaviors. Such behaviors may give rise to aeroelastic instability like stall
flutter due to the nonlinearity in the aerodynamic forces and lead to large amplitude
limit cycle oscillations (LCOs) [1].

One of the interesting and important aspects of the stability theory of aeroelastic
systems is structural damping. Several studies show the effect of structural damping
on flutter boundaries of the aeroelastic systems [2—4]. Structural systems exhibit
a hardening hysteresis behavior under cyclic loading, and this behavior provides a
major contribution to the overall damping within the structure [2]. Lee et al. [2]
show that a reasonably large amount of structural damping can eliminate the chaotic
motion of the airfoil under Freeplay and preload conditions. Most of these studies
consider the linear theory for calculating the aerodynamic loads on the structure
except for a few [5]. However, the role of damping on complex nonlinear regimes
dominated by vortex shedding and flow separation, and it is in-depth physical expla-
nation is missing in the existing literature. Since damping has the potential to alter
stability characteristics and even the phase values of the responses, shifting attention
to the response dynamics via synchronization was undertaken recently. Indeed, Raaj
et al. [6] and Vishal et al. [7] numerically investigated the responses of aeroelastic
system experiencing classical flutter and stall flutter, respectively. They showed that
frequency coalescence occurs in a nonlinear aeroelastic system through a frequency
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locking mechanism if the nonlinearity is structural and through a suppression of
natural dynamics mechanism if the nonlinearity is aerodynamic. Additionally, they
demonstrate various synchronization routes and PLVs as the indicator of classical
and stall flutter oscillations in aeroelastic systems. An experimental study by Tripathi
et al. [8] demonstrated various synchronization dynamics namely phase trapping,
phase slips, phase flip, etc. for an airfoil exhibiting stall flutter. However, it is worth
mentioning that none of the above studies considers the effect of damping on the
synchronization of pitch and plunge modes. It is thus important to understand the
role of synchronization under dynamic stall conditions upon the inclusion of the
damping effects in the aeroelastic system, which is the focus of the present study.
The present study focuses on numerically investigating the stall-induced responses
of a pitch-plunge aeroelastic system with different structural damping values. The
aerodynamic loads on the aeroelastic system are determined using the LB model. The
aeroelastic responses of the system are monitored with flow speed as the bifurcation
parameter. Subsequently, the synchronization theory is used to explore the coupled
interaction between the pitch and plunge modes at various dynamical regimes. The
fundamental synchronization features are described through a quantitative measure
called phase-locking value (PLV), which is derived from the instantaneous phases
of the pitch and plunge modes.

The rest of the paper is structured as follows. The mathematical representation
of the aeroelastic system and the accompanying aerodynamic forces is presented in
Sect. 2. Section 3 presents the bifurcation behavior, synchronization characteristics,
and the corresponding discussions. In Sect. 4, the key findings of this investigation
are summarized.

2 Methodology

For the present study, a 2DoF (degree of freedom) aeroelastic system is taken into
consideration that exhibits pitch (@) and plunge (¢) motion through torsional and
translational springs, respectively. The aeroelastic equations of motion are [2]:

£ e + 2 (2 )s——cL(r) (M

28, 2
_‘5 +a + 70(/ + ﬁa = ) ——Cu(7) 2)

Ot o

Here, £ is the non-dimensional plunge displacement. The center of mass location is at
a distance x, b along the chord from the elastic axis, where b is the semi-chord length.
The other parameters are the ratio of natural frequencies in plunge and pitch (),
the non-dimensional airspeed (U), airfoil to air mass ratio (i), and the airfoil radius
of gyration r,, respectively. The coefficients of lift and the pitching moment about
the quarter chord of an airfoil are denoted by the symbols C, and Cy, respectively.
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These are modeled as unsteady aerodynamic loads and are obtained from the LB
model formulation [9].

The aerodynamic loads in the LB model formulation consist of three components,
(1) unsteady attached flow component, (ii) trailing edge separation component, and
(iii) vortex shedding component. The aerodynamic loads are obtained individually in
each module representing different phases of fluid—structure interaction, and subse-
quently, the total air loads are calculated by the sum of these components. In order
to obtain the aeroelastic responses, the LB model is taken in its state space form
(akin to [10]), which has 12 aerodynamic states. The first eight states are used to
model the unsteady attached flow module, and the rest four are for flow separation
(trailing edge separation and vortex shedding modules). These states are combined
with four structural states representing pitch—plunge displacements and their deriva-
tives. Finally, the state vector x = [x1, x2,..., x16]T is obtained by solving the set of
first-order ordinary differential equations x’ = f(x, &, ¢), where & and q represent
the effective angle of incidence and the effective pitch rate, respectively. More details
of the LB model can be found in the earlier studies by our co-workers [7, 10].

The synchronization analysis between the pitch and plunge modes is carried out
via an analytical signal approach in which, the analytic signal, {(t) = x(¢) + ixg
(1) = A(t)e™?, is a complex quantity. Here, x(¢) is the original signal, and xy (f)
is its corresponding Hilbert transform (HT). The terms, ¢(#) and A(t), represent the
instantaneous phase and the instantaneous amplitude, respectively. A quantitative
value called PLV is obtained from the phase difference (¢) of the plunge and pitch
modes. A PLV value nearby 1 represents a perfect synchronization while that close
to zero represents perfectly asynchronous behavior. A detailed description of the
synchronization theory can be found in our previous studies [6-8].

3 Results and Discussion

The state space formulation is solved using the Runge—Kutta algorithm. The struc-
tural parameters for the study are same as [11] except the ¢¢ and ¢, values and are
given in Table 1.

The pitch and plunge responses are obtained, by systematically increasing U
from 5 to 7. For different pitch and plunge damping values, the bifurcation behavior
and corresponding dynamical regimes are first demonstrated. Next, synchronization
measures such as PLV and relative phases between the pitch and plunge modes are
used to identify synchrony at various damping values.

Table 1 Structural parameters for the present study

w n Ta Xo b

0.2 100 0.5 0.25 0.305
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3.1 Effect of Damping on Bifurcation

In this section, we will discuss the impact of various ¢, and ¢, values on the bifurca-
tion behavior and flutter boundary of the nonlinear aeroelastic system under consid-
eration. First, we analyze the zero damping (£ = 0, {, = 0) case (Fig. 1a) and
compare the results from the existing literature [7], followed by a detailed analysis
of the dynamic responses that are altered as a result of damping. In the case of zero
damping, flutter speed (U,,) is 5.7 as shown in Fig. la. Additionally, it can be seen
from the time history of pitch and plunge motion in Fig. 2a—d that LCOs begin at U
= 5.7 (Fig. 2a) and transform into aperiodic responses at U = 5.9. The x9 (normal
load) versus xo (flow separation) phase plots shown in Fig. 3a—d sequentially show
that the commencement of aperiodicity coincides with the first instance of a deep
dynamic stall event. Note that, the stall flutter phenomena is defined by the discon-
tinuous boundaries that are present in the LB model, for instance, when x9 exceeds
a critical value (stall onset) and xo = 0.7 (separated flow). More information about
these limits is found in our previous study [10]. As can be seen in Fig. 3a, the flow
is only partially detached at U = 5.8 because the x9 and x;( values on one side cross
the discontinuity limits. The dynamics is fluctuating between deep and light dynamic
stall events (see Fig. 3b and c). At U = 6.6, the dynamics completely enter a deep
stall regime (see Fig. 3d), and the response of the system begins to become periodic,
marking the beginnings of stall flutter LCOs (see Fig. 2d). These results are similar
to that reported in [7] and serve as the benchmark for further analysis.

Next, the effect of plunge damping on the nonlinear aeroelastic system’s bifur-
cation behavior and flutter boundary is investigated. Since the ¢¢ value is increased
from 0 to 0.2, the (U,) remains constant (see Fig. 1c¢ and f). In this situation, deep
stall flutter LCOs occur earlier when U approaches 6.2 (see Fig. 2d), but the onset
of LCOs and their transition into aperiodic responses are basically the same as in
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Fig. 1 Bifurcation diagrams with different values of {¢ and ¢
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the zero damping case. According to the accompanying x9 and x;¢ phase plots, the
dynamics reach a deep stall zone (see Fig. 3h). The overall result of increasing plunge
damping value is a narrowing of the aperiodic regime and an earlier occurrence of
the deep stall flutter event.

Now, we analyzed the effects of ¢, on the responses of a nonlinear aeroelastic
system. It is important to note that, in contrast to the system with zero damping, the
bifurcation point has moved to a higher (U.;) = 5.8 as we increase the value of ¢,
= 0-0.2 (see Fig. 1b and e). Their corresponding time histories of pitch and plunge
motion are shown in Fig. 2i-1. Additionally, it is seen that the deep stall event is
delayed to U = 6.8 as opposed to U = 6.6 in the case of a system with zero damping
(see to Fig. 3i-1).
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In the final case, we increase both ¢, and ¢, values to 0-0.2, which caused the
(Ur) to postpone from 5.7 to 6.1 (see Fig. 1g). Similar to what we observed in the
prior scenario, the commencement of the deep stall event is seen to be delayed until
U = 6.8 (see Fig. 3m—p).

The results thus far clearly demonstrate that the presence of structural damping in
the system affects the system’s response behavior and the speed at which stall flutter
first appears. The change in dynamic responses, flow separation, and vortex shedding
regimes leads the authors to further examine the underlying physical mechanism of
such transitions. In the next section, we will discuss the same from a synchronization
framework.

3.2 Synchronization Study

This section presents the effect of plunge and pitch damping on the synchronization
characteristics of the two modes. To that end, the plot of the PLV with different values
of damping under dynamic stall conditions is shown in Figs. 4, 5, and 6. Addition-
ally, the A¢ time variation is also shown in Fig. 7 to visualize the synchronization
dynamics qualitatively, albeit selected cases are shown for the sake of brevity.

In the case of zero damping (¢ =0, ¢, =0),PLVis 0.99 at U = 5.8 (Fig. 4). Note
that, while we show the PLV variation from U = 5.8-7, the PLV is close to 1 at U =
5.7 as well. The phase difference is oscillating but bounded representing synchrony
between pitch and plunge modes (see Fig. 7a). Upon increasing the speed, PLV
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gradually decreases and attains a minimum value of 0.19 at U = 6.5. This represents
the loss of synchronization, which is also reflected in the A¢ time histories in the form
of phase slips in Fig. 7b and phase drifting in Fig. 7c. This type of synchronization
between the two modes gives rise to an aperiodic regime (see Figs. 1 and 2b, c). This
is attributed to the fact that the aerodynamics is switching between deep and light
stall events (see Figs. 3band c¢) [11]. At U = 6.6, the PLV value again attains a value
close to 1, indicating strong synchronization. The corresponding A¢ is bounded and
oscillates between a narrow range (see Fig. 7d). Interestingly, U = 6.6 is the onset of
stall flutter LCOs (see Figs. 1 and 2d), where the dynamics enters in to a deep stall
(see Figs. 3d). Upon further increase in flow speed, the PLV approximately remains
constant and close to 1 indicating that synchrony persists.

Next, synchronization characteristics are observed in the presence of different
damping values in pitch and plunge. When ¢ is raised to 0.1 (keeping ¢, = 0), PLV
variation with flow speed is changed as compared to the undamped case as shown in
Fig. 4. At U = 5.8, the PLV is close to 1 and decreases with flow speed up to U =
6.3. The minimum PLV of 0.25 is obtained at U = 6.3, which explains the narrower
aperiodic regime (than that of the undamped case) as shown in Fig. 1c. At U > 6.3,
PLV is close to 1 representing perfect synchronization (corresponding to stall flutter
LCOs shown in Fig. 1c). This attributed to the earlier onset of stall flutter LCOs
in the presence of plunge damping. When the ¢, value is increased to 0.2 (again
keeping ¢, = 0), it is observed that the asynchronous state is further narrowed (see
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Fig. 4). Here, the PLV is close to one at U = 5.8 and decreases up to 0.46 till U = 6.1
and then attains a constant value close to 1 for U > 6.2. The corresponding relative
phases variation in Fig. 7e—g also shows a very brief regime of asynchrony (via phase
drifting). The perfect synchronization at U = 6.2 leads to the earlier onset of stall
flutter for ¢ = 0.2 case (see Fig. 1f). Thus, plunge damping majorly impacts the
aperiodic regime, and as the plunge damping increases, this regime becomes shorter.
Due to this shortening in the aperiodic regime, we observe perfect synchronization
leading to stall flutter at lower air speeds.

Next, ¢ is increased to 0.1 (with ¢z = 0). In this case, PLV is close to one at U
= 5.8 and first decreases with flow speed up to U = 6.2 and then increases slightly
at U = 6.3 and then again decreases up to U = 6.6. Thus, the minimum PLV of 0.35
is attained at U = 6.6. At U > 6.7, the PLVs are constantly close to 1. Note that,
the corresponding aeroelastic response at U—6.7 exhibits stall flutter LCOs (see
Fig. 1b). This indicates that stall flutter is postponed compared to the situation of
zero damping. Further, ¢, is increased to 0.2 (with ¢z = 0) (see Fig. 5). In this case,
we observe much higher PLV values as compared to earlier cases which indicates
that the pitch damping strongly enhances synchronization. The minimum PLV of
0.74 is obtained at U = 6.6. The same behavior can also be seen in the A¢ time
histories in Fig. 7i—1. Here in all the cases, the phase difference is bounded, and only
the range of the bounded fluctuation increases or decreases as the PLV decreases
or increases, respectively. In brief, the PLV increases with the pitch damping at any
particular flow speed. Additionally, an increment in pitch damping delays the onset
of stall flutter.

After analyzing the individual effects of pitch and plunge damping, the inves-
tigation is carried forward to the cases where both plunge and pitch damping are
considered. For ¢ = ¢, = 0.1, we see that PLV remains almost close to 1 up to
U = 6 and then decreases to a minimum value of 0.24 at U = 6.7 (see Fig. 6). For
U > 6.7, the PLV again attains a value close to 1. Further increasing both ¢¢ and
{4 t0 0.2, we observe that the perfect synchronization continues to exist up to U =
6.4 (see Fig. Tm). After this, we observe a brief regime of asynchrony via phase slip
(Fig. 7n) and phase drift (Fig. 70). At U = 6.8, the perfect synchronization is observed
again (Fig. 7p). Overall, the combined effect of ¢ and ¢, leads to the postponement
of both the asynchronous regime (corresponding to the aperiodic regime in aeroe-
lastic response) as well as the subsequent synchronized regime (corresponding to
stall flutter). Additionally, the PLV increases with an increase in combined damping
values.

4 Conclusions

In the paper, a detailed analysis of the effect of structural damping on aeroelastic
responses has been presented. This study is the first of its type to examine the impact of
damping on the pitch—plunge aeroelastic system by understanding its synchronization
characteristics. The salient findings of this study are summarized below:
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Both pitch and plunge damping significantly affect the flutter boundaries. An
increase in plunge damping leads to a shorter aperiodic regime while an increase
in pitch damping leads to delayed onset of stall flutter.

At any particular speed, the PLVs are observed to be higher as the damping is
increased (in pitch or plunge or both).

In general, the onset of LCO is marked by a synchronization state (PLV close to 1)
which transitions to an aperiodic regime marked by an asynchronous state (PLV
gradually decreasing) and subsequently stall flutter via a synchronized state.

The authors believe that a deeper investigation is necessary to fully understand the

effect of damping on aeroelastic systems with coupled structural and aerodynamic
nonlinearities, which is a fascinating problem to be addressed in the future.
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Wave-Structure Interaction Dynamics )
of a Point Absorber Wave Energy L
Converter

Suman Kumar, Navneet Kumar, and Abdus Samad

1 Introduction

Renewable energy sources can be used to reduce CO, emissions [1] and can assist
countries with low fossil fuel reserves. Especially India, which imports about one-
fourth of the oil and gas required in the country. Only exploring and exploiting such
energy can help in sustainable development.

One such energy source is the ocean. Ocean water can give tidal, wave, and thermal
energy. India’s 7500 km long coastline has an average wave energy harness potential
of about 5 to 10 kW/m, and the total potential is about 40 GW [2]. However, the
technology has not matured yet [3]. Among several concepts of such energy, a point
absorber (PA)-based wave energy converter (WEC) can be an option where water
depth is more than a few meters.

A PA has a doughnut-shaped buoy and a vertical cylindrical shaped spar. The
spar can be fixed on the seabed or floating. Waves give heaving motion to the buoy,
while the spar passing through the buoy is almost motionless. Hence, they get relative
motion. Instead of fixing it to the seabed, the bottom end of the spar is attached to
a heave plate. The plate resists spar movement with waves. The spar can be 10 to
20 m long, and the buoy diameter can be 1/6™ of the wavelength. The energy to be
harvested depends upon the wave height and the wavelength. It is a challenging job
to tune the system as per the wave frequency as there is a seasonal variation, etc., in
the wave frequency.

A simple and compact design of a WEC makes it better for fabrication and instal-
lation [4]. An axisymmetric design allows it to capture energy in all directions and
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Fig. 1 PA wave energy
converter

is suitable for short wave periods and low amplitudes [5]. There are single-body and
two-body PAs. A two-body point absorber can be installed at any water depth with
a suitable mooring configuration.

A two-body PA developed at IIT Madras is shown in Fig. 1. Factors, such as
float geometry, power take-off (PTO) mechanism, mooring dynamics, etc., affect the
device’s performance and power output. The system absorbs power better when its
natural frequency coincides with the wave frequency [6].

The device disturbs incoming waves and alters the wave field [7]. Therefore,
an analysis with wave-structure interaction (WSI) becomes inevitable to know the
system behavior in the water. The WSI analysis can evaluate system response
parameters such as mooring dynamics, natural frequency, and power output [6].

In 1885, Leavitt [8] patented a PA which has a heaving buoy, a rack, and pinion
gear to compress air using wave energy. Later, ample work [9-11] was reported.
Table 1 presents the recent studies on PA hydrodynamics [12-20]. Except for one
article [19], none has included system load in their work.

Kamarlouei et al. [12] analyzed the hydrodynamic performance of a PA attached
to a spring mechanism. Sun and Zhang [13] studied the control and optimum tuning
of an integrated offshore wave-wind hybrid PA system. Furthermore, parametric
optimization was performed on system modal frequencies. Likewise, several numer-
ical and experimental works on dynamics, control, optimization, and fluid—structure
interaction were carried out [14-20]. Literature shows that the WSI needs to be
studied to understand the device’s response. Studying the wave-structure interaction
dynamics of the suggested float shape is the goal of the current effort.

In the present work, to study the wave-structure interaction dynamics and asso-
ciated hydrodynamic coefficients the BEM tool was used. These coefficients can be
used to calculate the system responses. It is presented the static design load on the
structure, which can be used for structural stress analysis.
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Author/s Hydrodynamics | Design load | Applications

Kamarlouei et al. [12] v Hybrid device, performance

Sun and Zhang [13] v Control, hybrid devices,
performance

Bonovas et al. [14] v Array effects, performance

Shami et al. [15] v Nonlinear hydrodynamics,
performance

Sheng et al. [16] v Hydrodynamics, performance

Avalos and Estefen [17] v Latching control,
hydrodynamics, viscous drag

Haider et al. [18] v X Control, hydrodynamics,
power take-off

Rij et al. [19] v v Hydrodynamics, structural
loads

Martin et al. [20] v X Performance, power take-off,
structural

2 Materials and Methods

The linear potential theory modeled the fluid-body interaction to understand the
system’s hydrodynamics. The potential theory implies that fluid is inviscid, irrota-
tional, and incompressible. Figure 2 shows the physical model in the infinite fluid
domain of water depth h. The proposed geometry has maximum diameter D and

static draft d.

Assuming potential flow theory, a velocity potential is introduced in the flow field,

which is defined as:

Fig. 2 Sketch of wave

structure interaction with

float

ox,y,z,t) = Re[(<p1 + @4+ ”i@ri)eiiwt] 0
V4
s l 1 — > X
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where ¢; denotes the incident wave potential. Diffraction and unit radiation poten-
tial are ¢4 and ¢, respectively. u; stands for body velocity in heave. The different
potentials follow the linear superposition principle. The governing equation of flow
physics and associated parameters are presented below.

The radiation and diffraction potentials meet the following boundary conditions
according to the linear potential theory [21]:

Vipun =0, (x,y,2) €Q 2)
dpan @

- P = 0, =0 3
22 o Y z 3)

0P,
Ay o (4)

0z

1
P = 0(—\/R€’k°R), R=yx?+y?— o0 ®)

where 2 denotes the infinite fluid field, g is the acceleration due to gravity, and w,
ko stands for incident wave frequency and wave number, respectively.

The boundary integral equation produced ¢, and ¢, and derived from Green’s
function as shown below.

a(p)e(p) = //[G(p,q)%(CI) —9(@)Gu(p, q)]ds (6)

where G (p, q) is the free surface Green’s function concerning field point p(x, y, z)
and a source point g. Figure 3 shows the buoy geometry selected for numerical
analysis.

Fig. 3 Geometry used for
BEM analysis
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3 Results and Discussion

3.1 Hydrodynamic Coefficients and Forces

Figure 4 shows the different hydrodynamic coefficients such as scaled added mass,
radiation damping coefficients, and response amplitude operator (RAO) obtained
from BEM analysis. To know the system responses, it is essential to calculate
frequency-dependent hydrodynamic coefficients, including various forces acting on
the floating body. While the floating body is in motion, the fluid surrounding the body
also moves due to inertia, known as an added mass force. The added mass generally
affects geometry and body aspect ratio [22]. It is clear from Fig. 4a that at 1.2 rad/s,
the added mass attains a minimum value, which further increases with an increase
in wave frequency. This is due to the presence of a hole made for spar passage.
Similarly, the radiation damping coefficient is an important index to evaluate
radiation forces imposed on hydrodynamic bodies. Figure 4b depicts the variation
of radiation damping coefficients with incident wave frequency. With the increase in
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Fig. 4 Hydrodynamic coefficients and forces
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Fig. 5 Structure pressure for N/
gést at wave amplitude 69.0
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frequency, the damping coefficient increases; however, it decreases after a maximum
value of 0.6 rad/s. Figure 4c shows the RAO plot, which describes the body response
with incident wave amplitude. At zero frequency (no wave), the body has a unity
RAO value. It increases with wave frequency, further attains a maximum value, and
decreases to zero for wave frequency higher than 2 rad/s. Other than hydrostatic force,
a net effect that arises due to buoyancy and gravity, two other hydrodynamic forces
are Froude—Krylov and diffraction forces. They both together give the excitation
force. Figure 4d shows these forces separately with wave frequency. The diffraction
force is zero at zero frequency as there is no wave. As the body attains motion slowly
with an increase in wave frequency, the diffraction force decreases after a particular
frequency. It is also important to note that initially, Froude—Krylov’s force decreases
with an increase in frequency; after a specific frequency, it is almost zero.

The floating body subjected to wave action experiences hydrostatic and hydro-
dynamic surface pressure. The structure pressure was evaluated for different wave
amplitude and frequencies. The pressure contour for one such condition is shown
in Fig. 5. The structure experiences a maximum pressure of 69 Pa near the mean
sea water level (MSWL) as this location takes the most load. Figure 6 shows the
shear load variation on the body concerning the center position. It can be useful in
structural stress analysis.

4 Conclusions

The present study proposes and applies a framework for implementing BEM anal-
ysis. The hydrodynamic coefficients are investigated by solving boundary integral
equations through the boundary element method to understand the fluid—structure
interaction of a floating buoy with a conical base.

e The diffraction and Froude—Krylov force are calculated for a given frequency
range.

e The surface pressure on the proposed geometry is evaluated for given wave
parameters.
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Fig. 6 Structure shear force 120
for 0.1 Hz at wave amplitude
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e The static shear force is approximately 112 N at 0.24 m from the mean line.
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Nomenclature

An Added mass (kg)
Cra Radiation damping coefficient (N-s/m)
D Float maximum diameter (m)
d Static draft (m)
Fp Diffraction force (N)
Fr Froude—Krylov force (N)
G Green function (-)
g Acceleration due to gravity (m/s?)
h Water depth (m)
ko Wave number (m™!)
Field point (-)
Source point (—)
i Body velocity in heave (m/s)
Wave frequency (rad/s)
Sea water density (kg/m?)
Infinite fluid field (-)
Velocity potential (m?/s)

SR

S n> 8
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Incident wave potential (m?/s)
Diffraction velocity potential (m?/s)
Unit radiation potential (-)
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Temporal Interpolation of Flow Fields )
for Knocking Combustion Using CNN L

Bhavesh Shamnani, Ayush Jaiswal, Bhavna, Mahir Goel, Mayank Shukla,
Neetu Tiwari, and A jit Kumar Dubey

1 Introduction

More than one billion vehicles worldwide, and more than 60% are equipped with
gasoline spark ignition (SI) engines. However, the biggest obstacle to further devel-
opment of highly efficient SI engines is their knocking tendency. Therefore, this
phenomenon must be thoroughly understood to meet future energy requirements.

Knocking, in an internal combustion engine [1], creates sharp sounds caused by
premature combustion of part of the compressed air—fuel mixture in the cylinder.
In a non-knocking engine cycle, the charge burns with the flame front progressing
smoothly from the point of ignition across the combustion chamber. The pre-ignition
phenomenon during the knocking cycle leads to high-amplitude waves that can cause
erosion of the combustion chamber surface and rough, inefficient operation.

Therefore, knock-in high-efficiency engines must be well understood to meet
future fuel economy and emission regulations.

Knocking is a complex multi-scale, multi-physics phenomenon which needs
understanding of the kinetics of combustion, pressure wave effect as well as turbulent
flow and heat transfer. Its inception occurs on very fast time scales. The engine is
usually not very accessible to record time evolution of flow, temperature and species
for a complete understanding. One alternative is numerical simulations. Over past
two decades, 1D direct numerical simulations (DNS) which resolves pressure wave
evolution with consideration of detailed chemical kinetics have been performed.
Multidimensional DNS with detailed kinetics requires an enormous computing time
and memory. The current study utilizes a multidimensional simulation data to test
and develop Al models to aid knocking research.
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2 Literature Review and Objective

Recently, a two-dimensional direct numerical simulation (DNS) of knocking
phenomena for a laboratory experiment has been carried out [2]. It reproduces the
results for the knocking time and flow field evolution accurately, considering the
detailed chemical kinetics coupled with fluid dynamics. Conducting such laboratory-
scale 2D simulations poses huge computational costs for higher hydrocarbon fuels
and requires larger computing facilities.

Our current study utilizes the 2D-DNS results to test and develop CNN-based
models to create image frames between two instants. This will help in improving the
time resolution of the experimental flow field images taken during knocking combus-
tion. This analysis would also provide guidelines for low-fidelity simulations with
reduced computational requirements and higher accuracy and offer the researcher a
better representation of the fine details in the knocking phenomenon with less cost.
Different frame interpolation models perform differently given the type of DNS data
and frame rate. Hence, exploring all potential models is crucial before arriving at the
results. This study also aims at developing a methodology to produce the best results
given data of flow fields with time.

3 Methodology

Images were obtained from computed density gradient fields generated from 2D-
DNS results. 2D-DNS was performed with the latest reduced kinetics, which was
realized by using in-house efficient solver, MACKS combined with compressible
flow solver PeleC using AFINITY supercomputer at Tohoku University Japan. 2D-
DNS replicated the experiments conducted by a research group at Kyushu University,
Japan, with a constant volume chamber (14 x 14 x 80 mm) using a stoichiometric
n-C7H;6/0O2/Ar mixture where O, and Ar mole fraction ratio of 21:79 at engine-like
condition [3]. From the comparison of the pressure histories, it was found that the two-
dimensional simulation was able to reproduce the characteristic events such as the
ignition and propagation of flame, cool flame ignition and the knock onset observed
in the experiment [4]. From the comparison of the computational density gradient
fields with experimental Schlieren images, the two-dimensional simulation was also
able to reproduce the overall flame shape transitions observed in the experiment until
the knock onset.

For the image interpolation methods, we require the datasets which come from
the simulated knocking phenomenon; the aim was to explore and employ various
ML models for video frame interpolation with excellent results after the literature
review; we came across several potential methods to achieve our objective. In this
study, we converged on three such forms of video frame interpolation, namely Adap-
tive Separable Convolution (AdaSepConv), Real-time Intermediate Flow Estimation
(RIFE) and Image Averaging Technique (IAT).
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3.1 Generating Dataset

A 2D-DNS of stoichiometric n-C7H6/O,/Ar mixture at the engine-like condition
with the latest reduced SIP isooctane kinetics was used for our study [1]. A simulated
video provided in supplementary data files with this paper has been used to extract
the individual frames and label them as the i.png, where i runs from the start to the
last frame. The frames also need to be cropped down to the part depicting the flow
of pressure waves so that our model does not learn unnecessary noises.

3.2 Video Frame Interpolation via Adaptive Separable

Convolution

This method directly estimates a convolution kernel and uses it to convolve the
two frames to interpolate the pixel colour. Generally, frame interpolation algorithms
involve a two-step process of estimating the motion and pixel synthesis.

This method provides a robust algorithm that combines these two processes’
convolution steps to interpolate two images [5].

For example, we can locate the associated pixels for the pixel (x, y) in the input
images /| and I, and then interpolate the colour from these related pixels. In order to
create a high-quality interpolation result, this step frequently also entails resampling
pictures /; and I, to obtain the equivalent values /;(x, y;) and I(x,, y»)—especially
when (x1, y1) and (x,, y») are not integer positions, as shown in Fig. 1. This two-
step process may be compromised if the optical flow is unpredictable as a result of
occlusion, motion blur or texture loss.

In order to solve the problem, motion estimation and pixel synthesis must be
combined into a single step. Pixel interpolation must then be defined as a local
convolution over patches in the input pictures /; and /,. As seen in Fig. 2 suitable
kernel K can be convolved across input patches P1(x, y) and P2(x, y) that are also
centred at (x, y) in the appropriate input images to determine the colour of the pixel (x,
y) in the target image that has to be interpolated. For pixel creation, the convolutional

Fig. 1 Interpolation by motion estimation and pixel synthesis
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Fig. 2 Interpolation by convolution

kernel K captures both motion and resampling coefficients. There are a few benefits to
representing pixel interpolation via convolution. First of all, the single-step approach,
which combines motion estimation with pixel synthesis, offers a more reliable answer
than the two-step method. Second, the flexibility offered by the convolution kernel
enables it to take into consideration and deal with complex situations like occlusion.

3.3 RIFE: Real-Time Intermediate Flow Estimation
Jor Video Frame Interpolation

Many contemporary flow-based VFI techniques initially estimate the bidirectional
optical flows before scaling and reversing them to approximation intermediate flows,
resulting in distortions on motion borders and intricate pipelines. With significantly
greater speed, RIFE [6] employs a neural network called IFNet that can directly
predict the intermediary flows from coarse to fine.

IFBlocks only employ 3 x 3 convolution and deconvolution as building blocks,
which are effective on devices with limited resources. They do not feature costly
operators such as cost volume.

Given two input frames /¢, /; and temporal encoding ¢ (timestep encoded as a
separate channel), we directly feed them into the IFNet to approximate intermediate
flows F;_9, F;—1 and the fusion map M. A privileged teacher uses a unique IFBlock
throughout the training phase to improve the students’ results based on ground reality.
The instructor model and the student model are jointly trained using the reconstruc-
tion loss from scratch. The teacher can better direct the pupil to study because their
estimates are more accurate (Fig. 3).

3.4 Image Averaging Technique (IAT)

Image averaging is an image processing technique that is often employed to extract
some information by creating intermediate frame.
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Fig. 3 Overview of RIFE pipeline

The algorithm operates by computing an average or arithmetic mean (N = 2) of
the intensity values (I) for each pixel position (X, y) in a set of captured images from
the same scene or view field.

N
1
AN.x,y) = o > IG.x.y)
i=1

3.5 Structural Similarity Index Measure (SSIM)

A method used for forecasting the perceived quality of images and other digital
images and videos is the structural similarity index measure (SSIM) [7]. SSIM is a
tool for calculating how similar two images are to one another. The SSIM index is a
complete reference metric, meaning that the initial uncompressed or distortion-free
image serves as the baseline for measuring or predicting image quality. To derive the
final index, SSIM extracts three features from an image, namely.

1. Luminance: Luminance is derived by averaging the pixel values in an image,
given as:

1 N
Mx = Nzizlxi

Luminance comparison function /(x, y) becomes the function of . and .
2. Contrast: Itis calculated as obtaining the standard deviation of the image’s pixel.

1 N )
Oy = \/ﬁzizl(xi — M)
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Contrast comparison c(x, y) is then the comparison of o, and o,.
3. Structure: The signal is normalized with its own standard deviation to make two
comparison signals which have a unit standard deviation.

X = MUy
Ox

and

Y — My
oy

Structure comparison s(x, y) is taken on the above expressions. The final
formula is derived from combining three components to give the similarity
measure:

S(x, y) = fU(x,y), clx, ), 5(x, ).

The dependencies of this method are python and pip. It also requires some tools like
scikit-image, OpenCV and imutils. Following this, the logic to compare the images
will involve using the SSIM method on each interpolated image and its corresponding
original.

The SSIM obtained for these images can be used in several ways. It can be plotted
on a graph to highlight the variation in accuracy as the process progresses, or it can
be averaged to show the overall accuracy of our model.

4 Results and Discussion

Images are interpolated from both models and stored in a separate directory. To
objectively establish the performance of these models, we have relied on the SSIM
to compare the similarity between the ground truth and the interpolated image.

Figure 4 compares the original image to that of the interpolated images obtained
from AdaSepConv, RIFE and IAT models.

4.1 SSIM for AdaSepConv, RIFE and IAT

After successfully obtaining the interpolated images from the AdaSepConv, RIFE
and TAT models, we compared them with the original (ground truth) images. The
performance is calculated using the structural similarity index measure (SSIM). The
window size chosen for the SSIM was 3. The results thus obtained are plotted in
Figs. 5, 6 and 7 for AdaSepConv, RIFE and IAT, respectively.
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Figures 5, 6 and 7 show that the SSIM dips at the start and end of the simulation.
This is attributed to the fact that wave propagation often causes sharp changes at
the beginning; hence, those regions are not adequately captured by the interpolated
frames. Ultimately, the simulation knocking occurs; therefore, the models do not
capture the abrupt changes in the next pressure wave.

In Figs. 5, 6 and 7, the points marked by 1, 2 and 3 signify flame ignition, cool
flame ignition in the end-gas and knock onset in the end-gas, respectively. The dip in
accuracy at these points is due to the transition between the above-mentioned phases
and signifies the abrupt change in the captured states.
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Table 1 Tradc?—off between Model SSIM Time (s)

accuracy and time for

AdaSepConv, RIFE and IAT AdaSepConv 0.947 13.29

models RIFE 0.896 4.62
IAT 0.814 0.46

4.2 Computational Time

This section presents the computational time required by each model when interpo-
lating between the same ith and (i 4+ 1)th to obtain the (i 4+ 1)th frame. Computational
time becomes essential as the resource constraint system does not have the luxury
of running the computationally expensive models in a stipulated time. AdaSepConv
takes 13.29 s, RIFE executes in 4.62 s and IAT executes in 0.46 s.

5 Conclusions

The growing need to understand the knocking phenomenon in an engine leads us
to explore the data-driven methodology to enhance the resolution of the simulation
videos. This would aid researchers working in the resource constraints environments
to carry forward with the same quantum of work as highly sophisticated computers.
Such work can also help reduce the carbon footprint from excessively high compu-
tational analysis. If knocking is understood to improve the engine’s efficiency, then
carbon emission can also be checked.

Based on the current study, AdaSepConv outperformed the RIFE and IAT models
regarding the similarity index. However, equal weightage should be given to the
computational time involved. In that sense, IAT beat the AdaSepConv and RIFE by
a considerable difference.

The overall SSIM averaged over the entire simulation period and the time
expended is presented in Table 1. A dip in SSIM is observed at three instants corre-
sponding to initial flame ignition, cool flame ignition in the end-gas and knock onset
in end-gas. These three instants represent the times when flow characteristics change
quickly.

This work can further be improved by studying various video flow interpolation
models and applying such models to the different sets of phenomena apart from the
pressure waves, such as density variation, temperature propagation and mass fraction
along the combustion chamber.
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with Electronic Controls

Anansh Gupta, Falguni Charde, Prakhar Adarsh, Lalit Chacharkar,
Mahesh Gaudar, and Pramod P. Kothmire

1 Introduction

As the world’s population is growing rapidly, there is an enormous demand for
food, which is partially met due to a scarcity of fertile land. Other factors such as
natural resource depletion due to urbanization, earth erosion, and various forms of
contamination also have an impact on farming lands in developing countries such
as India. A good environment, fertile land, adequate water supply, and so on are
examples of favorable conditions for food cultivation [1]. Farmers must transit from
traditional farming to vertical farming as agricultural lands become scarce. Vertical
farming is a new trend that aims to reduce the burden of food scarcity. This technique,
which incorporates soil-free growing technologies, attempts to alleviate strain on
traditional agricultural land by farming upwards rather than outwards [2]. There are
various methods by which one can grow the plants in a vertical farm with the use of
soil or without the use of soil such as aquaponics [3], aeroponics [4], and hydroponics
[5]. It is particularly useful in urban environments. These vertical farm techniques
can help offices and societies to reduce CO, emissions [6]. This technique can be
a very beneficial method to Indian farmers as it has a higher yield, pesticide-free,
requires very little soil, and can save a lot of money.

Crops suited for vertical farming are lettuce, spinach, tropical leafy vegetables,
salad leaves, herbs, and so on. The appropriate temperature needed is just the normal
ambient temperature (21-27 °C) [7]. Here, we have constructed a structure which is
portable, easy to cultivate the crops, and easy to handle. Loamy soil is used here as
it has plenty of organic matter which is required for the fast growth of the crop, and
also, the nutrient content in the crops is high [8]. Since there is no sunlight present at
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the night time or even inside of a house or farm, the appropriate lighting conditions
of different wavelengths are used which significantly influence plant growth. Blue
and red colors are best suited for increasing the growth rate [9]. Since led emits a low
level of thermal radiation having no hot electrodes, a high running life and also no
high voltage ballasts make it a practical alternative of sunlight [10]. The system can
be automated to work more efficiently with the help of IoT. Different sensors are used
to collect data, which is then analyzed to make decisions based on the requirements

2 Literature Review and Objective

The main aspects to consider when designing a vertical farm are structure, nutrition
media, lighting, and sustainability features. There are different types to implement
vertical farming such as green roof construction, green wall construction, and green
facade construction. Vertical farming technology can ensure crop production year-
round in non-tropical regions [11], and the production is much more efficient than
land-based farming [12]. As vertical farming is an indoor technology the space is
utilized efficiently and more crops are yielded in vertical farming [13]. Also, the
freshwater usage is low in case of vertical farming as the crops are cultivated in
a closed and controlled environment. Soil moisture is another factor contributing
toward the growth of plants [14]. Some of the challenges faced in the implementation
of the vertical farming system are the limited number of crops that can be grown
economically. The leafy greens and herbs remain the primary crop due to the rapid
growth cycle. Another major challenge is the very high demand of energy as natural
lights are replaced by led lights, and it must be working for at least 12—16 hours a
day [15].

With this work, the focus will be on the various factors that must be considered
while designing a vertical farming structure. This study explains the design steps,
analysis, and manufacturing and provides a comprehensive overview of all of these
aspects in order to improve vertical farm understanding and design. Apart from the
above investigations, there are some gaps like lack of study of different wavelengths
of light, ineffective arrangement of crops, etc. This study focuses on (1) comparative
study between the conventional farming setup and vertical farming setup; (2) the
effect of different wavelengths of lights on the plant growth; (3) incorporation of
Internet of things in order to optimize the vertical farming setup.
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Table 1 Electronic components specifications used in project

Sr. No Components Specifications

1 Arduino Uno R3 Microcontroller

2 Moisture sensor LM393,3.3-5V

3 RGB led strip lights 12 V operating voltage, 5 m length
4 4-channel relay Electrically operated switch

5 Pumps 5-12VDC

3 Materials and Methods

3.1 AEIOU Analysis

This analysis gives a complete overview about the activities and the user associ-
ated with the system of vertical farming. Important terminologies related to vertical
farming are growing media, nutrient content, growth monitoring, source of light.
Each of these plays a major role in the efficiency of vertical farming. The outcomes
of this analysis display the current gaps in vertical farming which include the protec-
tion of plants from insects, handling of structure, monitoring of plants, and nutrition
management (Table 1).

3.2 Design of Models

Different CAD geometries were created, and simulations were run in order to find
the optimal geometry which consumes less space and gives better yield.

3.2.1 Initial Model

Figure 1 displays the initial model designed for vertical farming. Key features of
this model are proper water circulation and effective light conditioning. Each layer
of the model contains two crop trays, which increases the amount of crop grown in
a given area. The trays are designed in such a way that they can be drawn out from
the structure. This feature makes the model easy to clean. Also, this model is space
efficient. Apart from these, there are some limitations of the model such as proper
moisture content in soil, effective ventilation of the model.
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Fig. 1 Initial model for
vertical farming

3.2.2 Final Model

Figure 2 shows an overview of the final model, wherein Fig. 2a represents a single unit
of stack of the model, Fig. 2b gives the CAD representation of the model, and Fig. 2c
shows the image of the final assembly implemented. Key features of this design are
proper water circulation, effective ventilation, portable, proper light arrangement,
and mechanical stability. Each layer of the model consists of four equally shaped
components. The dimensions of the components are based on the plant to be grown.
The system is created such that it consumes as little space as possible with maximum
yield output. This structure can be used in balconies and living rooms.

(b) (c)

Fig. 2 a Single unit of stack, b CAD representation of final model and ¢ final assembly of fabricated
model
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3.3 Numerical Analysis

3.3.1 Boundary Conditions

After finalizing the model, the structural analysis of the model was performed. The
boundary conditions are: material used is polyethylene terephthalate (PET), and
aluminum alloy. Estimated load on each tray is 15 kg. Therefore, a load of 150N was
applied in each tray in order to perform the stress analysis. And also the bottom of
the structure was kept fixed.

3.3.2 Structural Analysis

The obtained results are showing color distribution of stress analysis of structure,
having slight red color at the base of each stack. This showed that if the user wants
to increase the weight by adding soil and respective crop, the model needs to be re-
evaluated and should be modified according to the user by increasing the thickness
of base. Meshing and stress distribution of the final model are shown in Fig. 3.

The software used for performing the analysis is ANSYS static structural module.
After applying the boundary conditions, the contours that appear for the structural
analysis show us how the structure will behave under the assigned load. The areas
with maximum bending moment. The higher stress region is represented by red in
the contour plot, while the lower stress region is represented by blue. These contours
show us that the distribution of load is even.

Fig. 3 a Meshing and b stress distribution on each stack
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3.3.3 Air Velocity Analysis

In order to study the airflow velocity distribution around a single stack of the final
structure, airflow analysis was performed in ANSYS R16.2. The geometry was
simplified first, and then mesh was generated. The boundary conditions were given
as the velocity of inlet air equal to 0.8 m/s. The following contours were obtained
during the post-processing.

From the above results, we see that the average velocity magnitude across the
stack where the soil will be placed is 0.372 m/s which is well within the specified
range for natural ventilation of the crop. Also, considering the forced ventilation
in the room via ceiling fans will also contribute well. This shows that the oxygen
content in the soil will be maintained throughout and there will not be any lack of
oxygen during photosynthesis like in any other conventional setup of farming.

4 Results and Discussion

Plants use sunlight, water, and carbon dioxide to produce oxygen and energy in
the form of sugar in a process known as photosynthesis. Therefore, oxygen is a
by-product of photosynthesis rather than being necessary for it. All plants require
oxygen to undergo cellular respiration, which is essential to their life. Additionally
to release oxygen as a consequence of photosynthesis, plants also take oxygen from
the environment.

The proposed model consists of two stacks, each consisting of four units. Each
unit consists of a bitter gourd plant. Each stack has a source of different led lights, i.e.
blue and purple lights as shown in Fig. 4. When a plant is given monochromatic light
(single light color), the rate of absorption of blue light by chlorophyll is maximum
which also increases the rate of photosynthesis, thus increasing the amount of oxygen
in the setup environment (Fig. 5).

Plants also increase the content of carbon dioxide in the environment via the
respiration process. With carbon dioxide and oxygen enrichment, we see increased
product quality and higher yield. Also use of coco peat soil helps in increasing the
number of air pockets, which helps in supplying the oxygen to the root of plants.

Daily observations are taken related to the growth of the plants. Heights are noted
from the day 1 of the plantations. Some observations are made during the data
collection of the plants. The observations are as follows:

1. Plant height growth is quite good during the first two days, and after that, it is
gradually increasing.

2. Some plants have shown the yellowing of the leaves on the third—fourth day.

3. The yellowness of plants can be tackled with adequate supply of nutrients such
as magnesium and potassium.

4. Some plants are getting new branches from the fifth day.
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Fig. 4 Fabricated setup with
blue and purple lights
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Figure 6 shows the growth rate of plants named L1, .2, L3C, and L4. The notations
are given on the basis of their location in the model, where L stands for lower stack
and U stands for upper stack. L3C means the plant is in the lower stack and has
a mixture of coco peat soil in it. The plants are placed under purple led lights. X-
axis represents the date of reading taken, and Y-axis represents height of plant in
centimeters (cm).

The growth of the plants is observed to be faster in the presence of artificial light
as compared to natural sunlight. It can be seen that the growth of a plant under purple
light is around 10-17 cm. The selected plant, i.e. bitter gourd, is a creeper type
of plant whose growth is measured by its length rather than width. The maximum
growth observed under purple lights is 17cm, i.e. of L4. The observations are based
on the readings taken in the period of 14—15 days.
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Figure 7 shows the growth rate of plants named U1, U2C, U3 and U4. U2C here
means the plant is on the upper stack, and it consists of a mixture of coco peat soil
in it. Each stack consists of a plant which has coco peat soil mixed in it. The plants
are placed under blue led lights. Blue photons drive the photosynthetic reaction. X-
axis represents the date of reading taken, and Y-axis represents height of plant in
centimeters (cm).

The growth of plants is gradually increasing after 2-3 days of being planted.
There is a sudden increase in the growth of U2C, consisting of coco peat soil, after
the first 4 days. Coco peat helps plants to be healthy due to its antifungal properties.
Growth of plants observed in case of blue lights is around 20-26 cm, which is more
as compared to plants in case of blue lights, which we will see in the next graph.

Figure 8 shows a comparison between the growth of plants in purple lights and
blue lights. Average height of the plants on a particular day is taken and plotted in
order to compare the results of two lights. The X-axis denotes the date of the reading,
and the Y-axis represents the height of the plant in cm.

It can be clearly seen that blue lights play an important role in the growth of plants.
Growth of plants is more in the case of blue lights as compared to purple lights. The
plants have shown sudden increase after 4-5 days of being planted. During the last
days of observations, it was seen that the plants under blue lights were growing 3—
4 cm per day which shows the impact of blue lights on plants. Blue lights have a
wavelength in the range of 440-460 nm, which makes it best for photosynthesis. The
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Fig. 8 Comparison of Blue light vs Purple light
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results clearly give an overview of the effect of blue lights as compared to purple
lights.

As we are more focused on Blue lights now let us have a comparison between a
plant consisting of coco peat mixture and a normal black soil plant. Figure 9 shows
a comparison of growth of plants with respect to the soil. The coco peat soil plant,
i.e. U2C, is compared with another plant consisting of black soil, i.e. U3. The X-axis
denotes the date of reading, and the Y-axis denotes the height of the plant in cm.

The above-displayed line chart clearly states that the growth of the plant is more in
case of coco peat soil. Coco peat soil prevents the plant from fungals. Taking a look
at readings we can clearly say that the coco peat soil plant has a sudden increase in
its growth. Furthermore, it has crossed the height of a normal black soil plant. Also,
coco peat has some more features like more water-holding capacity, more efficiency.
Little amount of coco peat soil is required to mix in the soil, and it will last a long
time.

The above results were based on the growth of plants on the basis of different
lights and different soils. We also need to compare these results with the plants that
are grown in sunlight. Figure 10 shows a comparison of the plants grown in two
different lights and sunlight. One plant reading from each stack, i.e. L1, Ul is taken
and plotted on the graph. The X-axis represents the date of reading, and the Y-axis
denotes the height of the plant in cm.

The result focuses on comparing the growth in artificial and natural light. From
the line chart displayed above, we can say that the growth of plants in blue light is
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greater than in sunlight. It is because of the continuous supply of blue light. Sunlight
is only available at daytime, which affects the growth of plants. As the wavelength
range of Blue light lies between 440 and 460 nm, it is considered best for the growth
of plants in their early stages. Blue photons are important for photosynthesis.

We can also compare the results based on the area the plant has covered. Area is
calculated as a product of plant’s length and its width, i.e. distance between the end
nodes of two opposite leaves. Figure 11 shows the area covered by plants in different
artificial lights. Area of the plant is plotted on the Y-axis, whereas date of reading is
represented on X-axis.

We can clearly see that blue lights are more efficient as compared to purple lights
for the early stage of the plant. The sudden increase in the area of plants under blue
lights and then gradually increasing and crossing the purple light plants covered area
approves our results (Figs. 12 and 13).

5 Conclusions

Major conclusions which can be made from the above results are listed below:

1. Blue light plants have shown excellent growth as compared to purple light plants.
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Fig. 12 Plant growth observed under purple lights

2. Mixing of coco peat soil in black soil has increased the plant growth.

3. There is a sudden increase in the growth of plants under blue lights after the first
4 days.

4. Blue lights are more efficient for growth of plants in their early stages.

Blue photons play a major role in photosynthesis.

6. Results can also be approved by the area covered, which is more in case of blue
lights.

e

Considering the vertical farm and conventional farm, the distribution of sunlight
across all the crops in a conventional farm is considered uniform, while in case of
vertical farm, the upper stacks are more exposed to the sun than the lower stacks. This
results in faster growth of plants in conventional farming than in vertical farms with
respect to sunlight. In conventional farming, the water distribution is done through
techniques such as drip irrigation or sprinkler systems.
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Fig. 13 Plant growth observed under blue lights

This results in excess moisture in the soil, while in the case of vertical farms, the
amount of water that flows into each stack is monitored using a moisture sensor, and
once the required amount of moisture is reached, the water supply is stopped. Hence
forming an automated water supply system. The use of IoT has helped in monitoring
and analyzing the data of the moisture sensor.

The above study concludes that the fabricated vertical farming structure is more
efficient and cost-effective as compared to traditional farming. The inculcation of
artificial lights promotes the growth of the crops; with the addition of IoT systems,
the moisture level in soil is maintained to optimum requirement, and hence, better
crop yield is obtained. By performing this investigation, we come to know that there
is a significant role of different wavelengths of light on the growth of the plants.
Here, we observed that the blue light shows more effective results than purple light
in terms of the overall growth of the plant and increment of the area of the leaves.
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Also, it can be noticed that coco peat has shown more effective results as compared
to the black soil.
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Improvement in Sealing Effectiveness m
of Air Curtains Using Positive Buoyancy L

Tanmay Agrawal, Narsing K. Jha, and Vamsi K. Chalamalla

1 Introduction

The prevalence of buoyancy-induced density gradients is quite common in building
flow applications, e.g., consider a doorway across which the fluids are maintained at
different temperature levels. As a result, a driving force is manifested, which leads to
bulk fluid transport across the door. To counter such exchange flows, air curtains (AC)
are generally installed in the vicinity of a doorway to facilitate acrodynamic sealing.
In addition to this inhibition, they also allow free passage for the building occupants
without imposing a physical obstruction, thereby making them usable in a multitude
of situations. Their other common applications include shopping complexes, food
plazas, refrigerated cabinets, medical facilities, restriction of smoke in tunnel fires,
etc. A typical AC installation utilizes a planar (rectangular) nozzle in which the
air supply is sent by a blower after necessary flow conditioning. The supplied fluid
can be taken either from within the room/building under consideration or from its
ambient. Most usually, these installations are downward blowing, and in such cases,
the air curtain impinges vertically on the floor. In other installations, the AC jet could
be upward or sideways blowing with some angular tilt from the doorway. A brief
comparison of various such arrangements was explored numerically by Gongalves
et al. [1] around a decade ago.

While the initial patent for the air curtain technology dates back to the early
twentieth century, it was only in the late 1960s that the performance of AC was
first quantified systematically by Hayes and Stoecker [2]. They measured velocity
and temperature profiles along the air curtain axis in a full-scale experimental setup.
Based on these measurements, they defined a dimensionless parameter, referred to
as the deflection modulus, Dy, representing the ratio of the initial momentum flux
contained within the AC jet and the ‘stack-effect’ induced transverse force as a result
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of buoyancy difference. Mathematically, Dy, is written as.
,oobou(z) b(,u%

T eHX(pa—p) T, _ LY
gH*(pa — p1) gHz(Td_ﬁ>

(D

m

where the subscripts o, 1 and d are associated with the curtain, light and dense
fluids, respectively. T denotes the fluid temperature, and its density, p, has been
obtained using the ideal gas law. The rectangular nozzle has a width, b,, and the
mean exit velocity is represented as u,, assuming a top-hat distribution. Lastly, H
denotes the doorway height, and g refers to the gravitational acceleration. Hayes
and Stoecker demonstrated that the stability of an AC installation could be assessed
based on the ‘reach’ of the planar jet, which can be characterized through Dy,. If
the jet fluid impinges on the other side of the doorway, i.e., the floor of the room
when the AC is downwards blowing, it is said to be stable and is deemed unstable
(or breakthrough) otherwise. This transition from an unstable installation to a stable
AC occurs at a minimum deflection modulus, Dy, min, the value of which is affected
by the geometrical aspects (b,, H) as well as the operating conditions (pg, o1, Pd)-
Other pathways of fluid leakage, e.g., windows for natural ventilation, etc., can also
affect this critical value of Dy,.

In the presence of a stack effect where p; # py, the performance of an air curtain
is measured by estimating the sealing effectiveness, E. Physically, E represents the
exchange flow suppression obtained after employing an air curtain in comparison
with that of an open-door scenario, i.e.,

E=1--1 )

qobp

Here, g is the volumetric exchange flow rate through the door with the air curtain
installed, whereas gop denotes the open-door-based exchange flow rate. Thus, the
effectiveness of unity corresponds to a perfectly sealed doorway where the infiltration
of the ambient fluid has been completely brought down. On the other hand, a value of
zero suggests an absence of an air curtain, i.e., an open-door situation. The existing
literature suggests that AC can inhibit up to ~80% of the total buoyancy-driven
exchange flow across a doorway [1-8].

In a typical installation, the air curtain feeds on the fluid in its vicinity, i.e., the
blower sucks in the indoor fluid when the AC is installed inside the building space and
vice versa. Most usually, this supply fluid does not undergo any thermal treatment
before being sent to the nozzle exit and is thus neutrally buoyant for the surrounding
fluid. In the present study, we numerically investigate the relevance of positive buoy-
ancy in the context of air curtain flows; i.e., the density of the air curtain fluid is
larger than that of the surrounding fluid. From a thermodynamic perspective, we
consider the case when the supply fluid is cooled before blowing vertically down-
wards through the AC nozzle. This situation was first studied experimentally by
Howell and Shibata [9], who also observed a minimum deflection modulus below
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which the air curtain was not effective towards aerodynamic sealing. The dynamical
aspects of a ‘negatively’ buoyant air curtain were recently pursued by Frank and
Linden [10] where the air curtain was lighter than the ambient fluids. To the best of
the authors’ knowledge, there hasn’t been any study investigating the performance
of positively buoyant AC using numerical methods. Therefore, this work primarily
focuses on estimating the sealing effectiveness of such air curtain installations using
two-dimensional (2D) Reynolds-averaged Navier—Stokes (RANS) simulations. We
seek to understand the influence of operating conditions (through varying Dy,) on
the effectiveness of these positively buoyant AC.

The computational setup and methodology are discussed briefly in Sect. 2. The
results obtained from the present simulations are presented in Sect. 3. We first present
the temperature distribution in the computational domain for different operating
conditions, followed by the estimates of sealing effectiveness. Lastly, we present
estimates of jet spillage in the building space in the presence of a transverse buoyancy.
Further, considerations of fluid mixing and flow structures are a work in progress
and are not included in the current paper.

2 Methodology

Reynolds-averaged Navier—Stokes (RANS) formulation has been adopted to numer-
ically simulate the positively buoyant air curtains. Herein, any instantaneous quantity
is decomposed in its mean value and a fluctuating part. In all the simulations reported,
water is chosen as the working fluid to facilitate a direct comparison with the experi-
mental data (described later) obtained for the neutrally buoyant AC. In practical situ-
ations, different densities required in the flow can be achieved using dissolved salts
(ocean), thermal gradients (atmosphere), suspended particles, etc. For the present
simulations, we employ temperature inhomogeneities to create the required density
difference, and the corresponding temperature levels are chosen to reflect the thermal
comfort requirement in the Indian subcontinental situation. The fluid is assumed to
be incompressible, and the density differences are small such that the Boussinesq
approximation can be adopted. The following equations are numerically solved to
simulate positively buoyant AC:

ou;
Ui _
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These are mathematical representations of the conservation of mass, momentum
and energy, respectively. Here, u;, p and T represent the ith velocity component (i
= 1, 2), pressure and the temperature, respectively. The symbols x; and ¢ denote
the ith spatial coordinate and time. p represents the dynamic viscosity of the fluid,
p, its density, and « denotes the thermal diffusivity. In these equations, an overbar
represents an averaged (or mean) quantity, while a superscripted prime (') represents
the corresponding fluctuating quantity. The unclosed terms in these equations, e.g.,
puiuy, u;T’', are modelled using the renormalization group (RNG) k — € turbulence
model [11]. We use the RNG k — € model over other turbulence closure models based
on its superiority to simulate plane turbulent jets as was suggested by the extensive
RANS simulations conducted by Khayrullina et al. [12].

A. Computational Setup and Boundary Conditions

As described in the preceding section, we study the positively buoyant AC using
RANS-based two-dimensional numerical simulations. Towards this, the computa-
tional box employed in this study, the size of whichis L =2.1 m, H = 0.35 m, along
with the corresponding boundary conditions, is shown in Fig. 1. For the present
simulations, the space under consideration (indoor) that requires sealing spans from
the left wall x = 0) to the domain centre x = 1.05 m) and is initially filled with a
cold fluid (T = 25°C). An air curtain is provided at the top, just inside the building
space, that blows air at a temperature lesser or equal to that of the indoor fluid. In this
work, we report simulations with the jet temperatures ranging between 15 and 25°C.
Outside the doorway, a warm fluid (7 = 45 °C) fills in the rest of the computational
domain, thus resulting in a reduced gravity, g’ = gﬁ ~ 6.7 cm/s?. Here, Pay 18 taken
as the average density of the indoor and outdoor fluid densities. This setup replicates
the temperature levels prevalent in the Indian subcontinent in summer situations
and thus seeks optimization of the thermal comfort of building occupants using air
curtains. We use ten grid points across the nozzle width at the AC exit based on the
recommendation of [13] and a grid independence study (not shown) where the jet
statistics were evaluated and compared with the data available in the literature. In
order to resolve the spatial instabilities in the air curtain jet and the sharp density
gradient at the doorway location, the central region of the domain is locally refined
symmetrically (refer to the hatched region in Fig. 1). This local refinement allows
accurate estimation of the volumetric exchange that primarily initiates at the centre
of the domain as a result of initial horizontal stratification. At the jet exit, which
°C supplied, and the supply temperature is systematically varied to study its effect
on the temperature distribution in the indoor space and the corresponding sealing
effectiveness. The resulting doorway height to nozzle width ratio, %, is fixed at 84
in our simulations which is similar to that of real-scale air curtain installations [3].
The side walls of the computational domain are assigned as outflows to simulate
a large ambient situation. We also conducted some simulations using a ‘pressure-
outlet’ boundary condition, and no significant differences were observed in bulk flow
estimates. All the other walls of the computational domain are treated as insulated
with no slip and no fluid penetration across them.
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Fig. 1 Schematic of the simulated domain and the corresponding boundary conditions (not per
scale)

B. Solver Settings

The ANSYS FLUENT package is used to solve the governing equations of fluid
flow and heat transfer. We employ a second-order upwind scheme to approximate the
spatial derivatives present in the advective and viscous terms of the governing equa-
tions and that associated with the turbulence model. To discretize the temporal field,
a first-order implicit method is used, and the time step requirement is constrained
by the CFL number of 0.8. The coupled algorithm is used to link the pressure and
velocity fields in these incompressible simulations. Three different jet temperatures
are simulated in the present work: 15, 20, and 25 °C that results in the reduced gravity
between the indoor and curtain fluid, g’ = g Ap’c of approx. 2 cm/s?, 1 cm/s? and
0. For each of these cases, eight simulations are ‘conducted at various values of Dy,
ranging between 0.05 and 1.5. An additional simulation is also conducted without an
air curtain installed, i.e., D, = 0. This scenario is formally known as a lock-exchange
flow (LEF) [14] and has been used as a base case for comparison with the air curtain
cases. The exchange flow associated with the LEF case is mathematically evaluated
as gop, whereas that with the AC installations is estimated as g (refer Eq. 2). Thus,
a total of 25 distinct simulations are reported in this paper.

3 Results and Discussion

The results from the present simulations are now discussed. The adopted simulation
methodology based on the 2D RANS simulation and the RNG k — e turbulence model
was first validated against the analytical solution and data available in the literature.
The validation was performed for the cases of a pure jet (equivalent to an air curtain
under isothermal conditions) and that of a neutrally buoyant air curtain where the
buoyancy difference between the air curtain and indoor fluid is zero. These validation
metrics are discussed in detail in Agrawal et al. [8] and are not presented here. Overall,
a good agreement is observed using the adopted computational methodology.

A. Effect of Deflection Modulus

First, we present the temperature distribution in the computational domain for
different values of deflection modulus to illustrate the effect of jet ‘strength’ on the
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aerodynamic sealing in a qualitative way. Figure 2 shows the temperature contours
for the cases of Dy, of 0, 0.1, 0.4 and 1.5 when the jet inlet temperature is 15 °C. The
corresponding no AC case, i.e., the LEF scenario, as illustrated in the top panel, allows
a free exchange of the two fluids across the doorway. This results in a gradual incre-
ment in the room temperature following convection-driven bulk transport, mixing
and thermal diffusion, which is highly undesirable from a thermal comfort perspec-
tive. In comparison, when an air curtain is installed, this exchange is significantly
suppressed, as shown in the other panels.

No air curtain

0.3} Cold (heavy) fluid
1 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
Dy, = 0.1
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Fig. 2 Temperature distribution (°C) in the domain for different values of Dy, at t* = ¢,/ % =7
and with Tp = 15 °C
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When the jet is relatively weaker (Dy, < 0.1), it deflects towards the dense fluid
owing to buoyancy and pressure forces and also allows some buoyancy-driven exfil-
tration (see the blue patch beyond x > 1.6 m in the second panel). Such AC installa-
tions are usually termed unstable or breakthrough as they do not impose a complete
sealing across the height of the doorway. Irrespective of the magnitude of positive
buoyancy imposed at the jet exit, we observe similar behaviour of positively buoyant
AC at small values of Dy, which is consistent with their neutrally buoyant counter-
part. In the present study, we increase the initial jet momentum flux to increase Dy,
and observe that the jet impinges almost vertically on the floor at higher values of
Dy, (see the third and fourth panels). This ensures proper sealing across the doorway,
and the air curtain installation is deemed stable. No exfiltration is observed at these
values of deflection modulus, and the primary source of bulk fluid transport appears
to stem from the fluid entrainment and turbulent mixing along the edges of the jet
and near the impingement region. When the deflection modulus increases; further,
it can be observed that the fluid is very well mixed as compared to the other cases.
The quantitative implications of the deflection modulus on sealing effectiveness are
discussed in the next section.

B. Sealing Effectiveness

Based on Eq. 2, the performance of an air curtain is obtained using the fraction
of exchange flow that it suppresses as compared to the case of a doorway with
no air curtain installed. In the absence of an AC, the volumetric exchange can be
theoretically estimated using the orifice equation as:

1
qob = §CdA\/ g'H.

Here, Cq4 represents the coefficient of discharge, and A is the cross-sectional area
available at the exchange site and is taken as the doorway height for the present 2D
computations. The exchange flow, gop, obtained from our simulations for the case
of Q =0, results in a C4 of 0.56, which agrees very well with the empirical estimate
of 0.6 for a rectangular orifice. To estimate the exchange flow in the presence of an
air curtain, we use the mass conservation in the indoor space [6]:

g = &(pd p) +,8Q<’00 p)‘
I \pd—pi Ld — P1

Here, Vj is the constant volume of the indoor space, and Q denotes the volumetric
flow rate (in m?/s) supplied by the AC per unit width. B represents the spillage
fraction of the AC jet fluid inside the room after impingement on the floor. We take
B as 0.5 following the discussion in [6]. Lastly, p is the mean fluid density inside the
room at any time instant 7.

The sealing effectiveness estimates for all the simulations reported in the present

study are shown in Fig. 3a and also compared with the experimental estimates of
Jha et al. [6] who measured the effectiveness of neutrally buoyant AC using bulk
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density measurement techniques. First, it can be seen that a good agreement exists
between the present neutrally buoyant AC and those of Jha et al. While the RANS
simulations overpredict the quantitative values by a certain amount, especially at
higher deflection modulus, the overall behaviour with varying Dy, is captured well.
Atlow values of deflection modulus, owing to jet deflection, the effectiveness is rather
small for the breakthrough case. Once the Dy, increases, the sealing becomes more
prominent. We obtain the peak effectiveness in the range of D, ~ 0.2-0.4, which
is similar to that of experimental results. Upon increasing the deflection modulus
further, there is a gradual decrease in E, which is usually attributed to more mixing
in the computational domain due to turbulence. In comparison with the neutrally
buoyant AC, upon supplying the air curtain fluid with positive buoyancy, we observe
anincrease in sealing effectiveness. This is because the additional buoyancy in the AC
jet assists in maintaining the indoor fluid density (temperature), and as a result, the
corresponding density difference, pq — p, decreases, resulting in larger effectiveness.
In extreme cases, it is also possible that the added buoyancy in the air curtain can
nullify the effects of fluid transport from the outdoor space. However, that possibility
was not explored in the present study and could be considered in future studies.

As illustrated in Fig. 3b, the percentage increase in the sealing effectiveness, as
compared to its neutrally buoyant counterpart, is a weak function of Dy, when the air
curtain is stable (Dp, > 0.1). For smaller values of Dy, the relatively higher A E is due
to the deflection of positively buoyant air curtain inside the room, which increases
the mean indoor fluid density. For the cases of Ty being 15 and 20 °C, we calculate
the maximum relative increment in the effectiveness of stable AC to be of the order of
~10%. Whereas the maximum sealing effectiveness is found to be 5% larger than its
corresponding value for a neutrally buoyant air curtain. This maximum is achieved
at the deflection modulus of approximately 0.4.

3.1 Fractional Spillage of the AC Jet

In this section, we present estimates of 8 for the case of positively buoyant AC for
varying deflection modulus. To compute this, we introduce a passive scalar in the air
curtain jet and compute the mean spatial concentration of this scalar in the computa-
tional domain. In isothermal case, i.e., o = pg = po, the jet divides itself symmet-
rically across the doorway, i.e., B = 0.5, if the outlets are symmetrical. However,
it is known that the transverse buoyancy affects the longitudinal path travelled by
jet, especially at lower values of Dy, (see the second panel in Fig. 2). Therefore,
the fractional spillage, B, might differ from the isothermal value of 0.5 if the effect
of transverse buoyancy is substantial. The estimates of 8 are inherently difficult to
obtain through experiments due to the number of species involved in such measure-
ments. Generally, either salt or heat is used to create density differences required
for the initial horizontal stratification. If detailed quantitative information is sought,
then other scalars, for example, a fluorescent dye to measure the scalar field, are also
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Fig. 3 Sealing effectiveness 1
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used. However, direct measurements of a passive scalar to compute 8 have not been
reported to the best of our knowledge.

Figure 4 shows the variation of the spillage fraction, B, for various deflection
modulus for the case of Ty = 15 °C. The unusually high value of 8 at low D, of 0.1
is due to the jet deflection (refer to the Fig. 2). However, once the air curtain is stable,
the nominally assumed value of 8 = 0.5 appears to be a reasonable estimate. In the
range of deflection modulus between 0.4 and 1.5, this does not introduce an error of
more than 5% in the estimates of sealing effectiveness. An interesting observation
from Fig. 4 is that 8 reduces slightly with an increase in Dy,. This might be attributed
to the different density fluids in the computational domain in which the air curtain
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Fig. 4 Spillage fraction, 8, 0.8,
for different values of Dy,
with Tp = 15 °C
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jet penetrates. Consider the indoor space, for example, where the effective density
difference for the incoming jet pp — pq, is smaller than its ambient counterpart, oo — 0.
This results in a larger penetrating force in the outside space and, thus, a smaller S.

4 Conclusions

This paper reported 2D simulations of positively buoyant air curtain flows using
the Reynolds-averaged Navier—Stokes (RANS) methodology. The computations
employed the RNG k —e model for turbulence closure and were performed in ANSYS
FLUENT. The sealing effectiveness of air curtains was estimated using these simu-
lations for a range of deflection modulus between 0.05 and 1.5 and for three different
jet temperature levels. It was shown that the sealing effectiveness increased as the
extent of positive buoyancy increased. In comparison with the neutrally buoyant
case, the peak effectiveness of the positively buoyant AC was found to be 5% larger,
whereas the maximum increment was computed to be ~10%. The jet spillage frac-
tion was also estimated by introducing a passive scalar in the air curtain jet. It was
observed that the isothermal value of 0.5 does not introduce errors of more than
5% in the computation of sealing effectiveness when the deflection modulus is larger
than ~ 0.4.

Nomenclature

Re  Reynolds number
B Spillage fraction
t* Dimensionless time
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D,, Deflection modulus

E Sealing effectiveness

Cyq  Coefficient of discharge

A Cross-sectional area (m?)

T Time (s)

by Nozzle width at exit (m)

H Doorway height (m)

P Density (kg/m?®)

) Nozzle velocity at exit (m/s)
P Pressure (Pa)

Ty Exit jet temperature (K)

0 Exchange flow rate (m>/s)
gop Exchange flow without air curtain (m3/s)
g Reduced gravity (m/s?)

I Dynamic viscosity (Pa s)
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Numerical Studies to Assess the Effect )
of Simulated Recombiner on Helium oo
Distribution and Mixing in a Scale Down
Containment Facility, CSF

Nandan Saha, B. Gera, V. Verma, and J. Chattopadhyay

1 Introduction

Release of hydrogen into the containment building is possible in water-cooled nuclear
reactors during the postulated severe accident (SA) conditions. This hydrogen may
create a highly combustible hydrogen-air mixture inside the containment building
upon mixes with the containment atmosphere. Depending on the prevailing thermal
hydraulic conditions, unfortunate ignition of this combustible mixture may threaten
the integrity of the containment building. This may cause uncontrolled release of
radioactivity in the environment as seen in the recent Fukushima (2011) accident [1].
Hence, effective management of this hydrogen is a major safety challenge for the
containment safety designers. As a hydrogen mitigation majors, Passive Catalytic
Recombiner Devices (PCRDs) are being deployed in Indian reactors. To find the
suitable positions and the required number of PCRDs, transient three-dimensional
(3D) hydrogen concentration scenarios following an accident sequence should be
known as priori. In this regard, CFD-based simulations are required to be performed.
However, before performing the actual reactor calculations, validation exercise must
be performed.

For performing validation exercise, experimental data on hydrogen distribution
with and without PCRD is must. However, performing hydrogen distribution exper-
iments in actual containment scale is impossible. Highly combustible nature of
hydrogen gas makes it further difficult. Worldwide different facilities are commis-
sioned to perform hydrogen distribution studies at different scales. Among the facili-
ties, LSCF (AECL) [2], THAI [3], PANDA [4], MISTRA [4, 5], etc., are very impor-
tant from reactor safety perspective. A multi-compartment scaled-down containment
facility is commissioned in BARC for thermal hydraulic study. This facility is known
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as Containment Studies Facility (CSF) [6] which is approximately 1:250 volumet-
rically scaled-down model of a standard 220 MWe Indian Pressurized Heavy Water
Reactor (PHWR) containment building. Handling large quantities of hydrogen poses
major safety concern. Due to this, it is a standard practice worldwide [2, 4] to use
helium as a surrogate gas to hydrogen in all the distribution studies. To simulate
the PCRD induced flow and its effect on helium mixing characteristics, simulated
PCRDs are used. In simulated PCRDs, catalyst plates are replaced with heater plates
to mimic the same heat release rate. In CSF also, helium distribution experiments with
and without simulated recombiner devices are being performed. Before performing
the experiments, blind CFD simulations have been performed. The results of blind
simulations are presented here.

In the context of reactor safety, several CFD-based hydrogen/helium distribution
studies are available in the literature [7—10]. Most of the literature are aimed at
performing validation studies before going for actual reactor calculations. The major
aimis to develop a CFD code or to validate a commercially available code for accurate
containment calculations. In this present work, commercially available code CFD-
ACE-+ is used for helium distribution simulation in CSF geometry with and without
the simulated PCRDs as part of blind exercise. In this paper, the details of the CSF
geometry, various parameters, modelling approaches, simulation results and findings
are presented.

2 Problem Description and Modelling

CSF is a multi-compartment containment structure having internal diameter of 5.7 m
and height of 7.15 m as shown in Fig. la. CSF consists of four levels. The upper
three levels represent the V1 volume while the basement represents the V2 volume of
PHWR. V1 and V2 volume are connected via several vent pipes. In the present study,
the V2 volume is isolated from V1 volume. Hence, only V1 volume is modelled as
shown in Fig. la. The V1 volume consists of three levels, e.g. ground floor, first
floor and the dome area. The ground floor has two compartments (R1 and R2) in
half cylindrical shape representing fuelling machine vaults with another annular
compartment R10 surrounding them. The helium is injected in this R1 compartment.
Hence for helium distribution study, the CSF volume above the ground floor which
is the floor of injection room is considered. The first floor that has two quarter
cylindrical rooms, R3 and R4, represents steam generator vaults and pump rooms,
situated directly above the rooms R1 and R2, respectively. In between R3 and R4,
R5 and R6 compartments are situated in the first floor. Above first floor, the entire
dome shape area is representing the containment dome (R7) of 220 MW, PHWR.
The annular space behind R3 is designated as R8 while the annular space behind
R4 is designated as R9. RS, R6, R8 and R9 are directly connected to the dome at
the top. The ground floor annular space behind R1 and R2 are designated as R10.
Ground floor and the first floor are connected via 8 rectangular openings situated
in the annulus. Different compartments of CSF are interconnected through several
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openings as shown in Fig. 1a, b. Openings between R1 and R2 are closed in all the
simulations as in actual case where the fuelling machine vaults are isolated. Helium
injected in R1 can only can only escape through top horizontal opening between R1
and R3. The dimensional details are shown in Fig. 1a. The total internal volume of
the V1 region of CSF is ~150 m>.

In this present study, CFD-based numerical studies have been performed to assess
the effect of simulated recombiner on the helium distribution and mixing behaviour

Fig. 1 a 3D geometry of CSF with both the PCRD. b Top view of CSF
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in CSF geometry. In the simulated Passive Catalytic Recombiner Devices (PCRDs),
the catalyst plates are replaced with heater plates to mimic the same heat release
rate and thereby the same kind of thermally induced flow. In this work, the helium
distribution simulations have been carried out first without the PCRD’s. The details
of helium injection for the simulated cases are presented in Table 1. The helium is
injected in the R1 compartment injection position (elevation 1170 mm) as depicted
in Fig. 1a. The helium is injected for 20 min at a rate of 600 SLPM with an injector
having cross-sectional area of 0.2 m x 0.2 m. The total helium injected is equivalent
to the homogeneous concentration of 8% v/v of the entire V1 volume. After that
simulation has been carried out in the presence of two PCRD devices (PCRD1 and
PCRD 2) and the distribution behaviour is compared with the first case where no
PCRD is placed in CSF. The geometry of the PCRD is shown in Fig. 2 while the
positions of both the PCRDs inside CSF are shown in Fig. la. Both the PCRDs
are operated in a similar manner for a total duration of 40 min, with time varying
heat release rate as described in Table 2. Selected important locations data (helium
concentration, temperature, velocity) have been presented and compared here. The
coordinates of the monitoring points are provided in Table 3.

Helium distribution in a multi-compartment geometry like CSF requires solution
of 3D transient mass, momentum and species transport equation. In addition, energy

Table 1 Case details

Simulation No PCRD Injection Mesh size
Case 1 No 600 SLPM @ 20 min (0.2 m x 0.2 m) 8.5 lacs
Case 1HA Yes (approach 1) 13.88 lacs
Case 2HB Yes (approach 2)

Fig. 2 PCRD geometry
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;Il‘::j?:: dzuafl ;étlgjp \?v‘ﬁ}e]rt?rfle Time (min) Total heater power (kW)

0-11 1

11-18 3

18-22 5

22-29 3

29-40 1
Table 3 Monitor locations
SI. No. Location R (m) % Z (m)
Helium concentration
1 R1 0.856 173.3 5.2
2 Dome 0 0 10.1
3 Annulus ground floor 2.46 90 4.15
4 Annulus 1st floor 247 337.6 7.05
5 Hor. opening b/w R1 and R3 1.1 135 5.9
Temperature
6 Dome 0 0 10.1
7 PCRDI inlet plane 2.37 45 6.9
8 PCRD?2 inlet plane 2.37 225 7.9
Velocity
7 PCRDI inlet plane 2.37 45 6.9
8 PCRD?2 inlet plane 2.37 225 7.9
9 0.1 m below of PCRDI inlet plane 2.37 45 6.8
10 0.1 m below of PCRD2 inlet plane 2.37 225 7.8

equation is also required to be solved simultaneously for cases with PCRDs. In this
kind of simulation, buoyancy plays a very important role due to continuous release of
lighter gas into the domain and also due to the continuous release of heat in different
location. In addition, an appropriate turbulence model with relevant source terms is
essential to correctly predict the turbulent diffusion.

Each PCRD consists of ten heater plates (each 10 mm thick). Modelling of all
the plates with PCRD box (2 mm thick wall) will substantially increase the mesh
size and also the computational time. Considering the large geometries of CSF and
large simulation time, it can be understand that detailed modelling of PCRDs in
containment is computationally very expensive and not reasonable. Hence, in this
work, all the PCRD plates of each PCRD are lumped into a single heat generating
control volume (hot section). Two approaches are used here for simulating PCRD’s.
In first approach (Case 1HA), the entire heat source is dumped in the fluid control
volume and neither solid plate’s thermal inertia nor the pressure drop across the
plates are modelled. In second approach (Case 1HB), the lumped plate volume is
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considered as a porous zone where appropriate pressure drop and the thermal inertia
of the plates are considered. It is to be mentioned here that the solid and gas volume
in the porous zone are considered to be in thermal equilibrium with each other in
simulation Case H1B.

In this work, all the simulations are carried out in commercial CFD software
CFD-ACE+. Standard k—e turbulence model with standard wall function is used for
turbulence modelling. Heat transfer in the concrete volume has been modelled to
account for its thermal inertia. Convective boundary condition has been used at the
outer containment wall. First order discretization scheme is used for all the terms.
In all the simulations, it is considered that the CSF domain is filled with quiescent
air before helium injection into the domain. Hence, all three velocity components
are initialized with zero value while the turbulence levels are initialized with very
low value. Initial pressure and initial temperature are set to 101,325 Pa and 303 K,
respectively. Ideal gas law is used for density calculation while mass diffusivity is
considered constant for each species. Appropriate mixing laws have been used for
calculating mixture properties available in CFD-ACE+ software.

3 Results and Discussion

In this section, the results of simulations are presented and compared to understand
the effect of simulated recombiner on helium distribution. In this paper, total three
simulations are presented. The first case (Case 1) involves helium injection for 20 min
followed by diffusion phase of 20 min. In the second simulation (Case 1HA), helium
is injected at the same rate for 20 min in the presence of two simulated PCRDs. The
PCRDs are operated for 40 min with time varying heat rate as per Table 2. In third
case (Case 1HB), the second case is repeated with different modelling approach for
the simulated PCRD as described earlier. In the subsequent section, the comparison
between two modelling approaches of PCRD (Case 1HA and Case 1HB) is presented
along with the effect of simulated recombiner in CSF geometry. The localized mesh
refinement near injection and near all the openings (especially vertical ones) are very
crucial for buoyancy-driven flows (helium jet and plume) and taken care of in this
study. In case where recombiners are presents, further mesh refinement in and around
the PCRD positions are carried out to capture the thermally induced flow better.

In Fig. 3, the helium concentration in the injection room, R1 has been presented
for all the three cases. It can be seen that there is a difference in predicted helium
distribution between Case 1HA (approach 1) and Case 1HB (approach 2). To better
interpret the results, first cases with PCRDs are compared among each other before
assessing the effect of simulated recombiner in helium mixing.

In Fig. 4, the temperature transient at the dome location (250 mm below the top
most point) is presented for Case|HA and CaselHB. As the effect of plate thermal
inertia is not considered in Case 1 HA, the peak temperature comes significantly higher
compare to CaselHB. In CaselHB, the heater section of PCRD are considered as
porous media with appropriate porosity and pressure drop value applicable for the
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PCRD geometry shownin Fig. 2. The heat capacity of individual heater plates is 303 J/
K while the mass of each plate is 0.670 kg. The comparison shows the importance
of thermal inertia of the recombiner plates in calculating actual heat addition to
the gases. However, in present case the inertia of PCRD boxes are not considered
due to inherent limitation of CFD-ACE+ software in thin wall modelling in parallel
computation.

In Fig. 5, the inlet and outlet temperature of PCRD have been compared for the
Cases1HA and 1HB. In Case1 HA, there is a large fluctuation at start of every change
in heat rate unlike CaseHB due to the absence of solid plate’s inertia. Though the
out let temperature is almost similar at the outlet monitor point the inlet temperature
is higher in CaselHA due to higher heat addition to the atmosphere. As these two
are point temperature data, contour plots are presented in Figs. 6, 7 for Case |HA and
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CaselHB, respectively, to get a more comprehensive scenario. It can be seen that
CaselHA predicts non-uniform and large localized temperature within the recom-
biner unlike Case1HB. In Fig. 8, the Z velocity data has been presented at the point
which is 0.1 m below the inlet plane. It can be seen that the velocity is higher in
CaselHA as more heat is added to the gas volume in that approach. The fluctuations
in velocity are very prominent at the inlet of PCRDs as the PCRDs are placed directly
above the openings. Comparisons between the two modelling approach of PCRD,
distinctly shows the improvement in the results in the Case1HB.

In Figs. 9 and 10, the Z velocity has been presented at 0.1 m below the inlet and
just at the inlet respectively for Casel HB. It can be seen that the velocity becomes
more unidirectional just at the inlet and also the magnitude increases due the presence
of porous zone (porosity reduces the available flow area) (Fig. 11). This is presented
in a more clear way in the Fig. 12 where velocity vector plot around the PCRD has

Fig. 5 Temperature at inlet . = —— PCRD?2 Inlet_CaselHA
and outlet of PCRD2 o —— PCRD2 Qutlet_Case1HA
——— PCRD2 Inlet_Case1HB
—— PCRD2 Qutlet_Case1HB
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E 360
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Fig. 6 Temperature contour at heater plane at 22 min for Case |[HA
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Fig. 7 Temperature contour at heater plane at 22 min for Case |HB
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been shown. It can also be seen that the fluctuations are more at the inlet of PCRD1
as the PCRDI is placed 1 m above the opening while the PCRD?2 is placed 2 m
above. Moreover, the fluctuations at inlet are more at low power and it decreases
significantly at high power when higher driving force is available.

Now with the background of fundamental difference between these two
approaches, the impact on helium distribution is presented in the following sections.
In Fig. 3, it can be seen that the predicted peak concentration in the injection room is
less due to operation of heater. However, the concentration is higher in post injection
phase with heater operation. To understand this, the helium concentration at other
location need to be looked at first. In Figs. 12, 13 and 14 helium concentration are
presented for dome (250 mm below the top most point), first floor annulus and ground
floor annulus. It can be seen that in all the cases the peak concentration comes lower
when the heater is in operation. Moreover, the long-term concentration approaches
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towards the equilibrium concentration faster. But the effect of heater is more promi-
nent in first floor and dome area due to its direct interconnection and the placement
of heater. The ground floor mixing is also affected significantly as the PCRDs are
placed just above the openings connecting ground floor and first floor. However, the
concentrations takes more time to approach the equilibrium concentration of 8% v/v
in the compartment R1, R2, R3 and R4. In Fig. 15, the large fluctuations in the helium
concentration at the horizontal opening between R1 and R3 can be observed. This
depicts the classical ceiling jet behaviour in buoyancy-driven flows near openings.
It can be seen that the operation of simulated PCRD dampens this oscillating jet
behaviour.
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Fig. 11 Velocity vector,
PCRD2 at 22 min (Case
1HB)

Fig. 12 Helium conc. at

12 —
dome 1
10
s 8
A |
e
e O
o ;|
E .
@ 3t
b
2 T T Case1 -
1F ! — Case1HA|
of ——Case1HB
A 1 L 1 L . 1
0 500 1000 1500 2000 2500

TIME (s)

It can be concluded here that this kind of lighter gas distribution studies in the
presence of simulated recombiner in large multi-compartment scaled-down geometry
provides a very important insight into the effect of PCRD operation in helium mixing.
The helium distribution characteristics in presence of simulated recombiner device
are presented in terms of concentration, temperature and velocity with probable
explanations. As the facility is volumetrically scaled, hence the scaled-down length
scale is not appropriate for accurately simulating the buoyancy driven flows. Hence,
the extent of effect cannot be simulated. However, this kind of exercise is very much
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Fig. 13 Helium conc. in
first floor annulus

Fig. 14 Helium conc. in
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important to gain experience before performing actual reactor calculations. Based on
present finding, experiments will be performed in this facility and simulations will

be carried out again in future for validation exercise.

4 Conclusions

In this present blind CFD exercise, the effect of simulated recombiner device on
helium distribution and mixing is investigated in CSF geometry. Several impor-
tant characteristics are identified which will help in planning future experiments.
It is shown here that the porous media consideration is very effective in modelling
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multiple PCRDs within the CFD framework with reasonable mesh size. It is found
here that the placement of PCRD is very important and is directly influences the
mixing characteristics. This kind of studies must be performed before experiment
to find optimum number and correct location of PCRDs to get maximum efficiency
of PCRDs. In present case, the porous zone of PCRD is modelled with thermal
equilibrium model which is available in CFD-ACE+ software as standard. In future,
thermal non-equilibrium model in porous media will be implemented to improve the
accuracy. In future, the effect of PCRD box thermal inertia will also be investigated.
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1 Introduction

About 97% of water on earth cannot be used directly as drinking water due to high
salinity. Moreover, the water available for drinking purposes is strongly affected
by population growth, urbanization and industrialization in most countries. Water
pollution has adverse effects on public health, causing about numerous deaths every
day [1]. Unchecked and illegal disposal of organic and inorganic waste to water
bodies from both commercial and residential sources is the primary source of water
pollution. Such primary pollutants contributed to the presence of harmful chemicals
in surface water, such as toxic metals, essential minerals and pathogenic organisms
[2]. In addition to that, sewage, soil runoff and landfills contribute significantly to
water pollution. Water quality is primarily affected by nutrient absorption, toxic
metals, pharmaceutical and natural pollutants. These factors must be within allowable
limits, which otherwise affect human health as well as aquatic ecosystems. One
of the most prevalent inorganic anions in water and wastewater is chloride (C17)
ion. Calcium, magnesium and sodium salts contain Cl~ ion. The natural water is
contaminated with Cl1~ ion from different sources like layers of rocks, some salt
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deposits, sediments, sewage, and road salt infiltration [3]. A high chloride level may
injure developing plants and damage steel pipelines and structures. The secondary
drinking water standard of 250 mg/L is designed to signal problems with the quality of
water. Existing chloride monitoring techniques involve complex equipment, longer
processing times, and highly trained professionals, which makes these techniques
complicated and tedious. Towards the realization of a mobile device, sensitive and
selective water quality control system is required. In this regard, microfluidic [4]
based devices are highly promising [5, 6]. Several researchers [7, 8] performed
extensive research on the development and application of microfluidic devices for
detecting water contaminants. The microfluidics-based lab on a chip (LOC), device
delivers fast results, is inexpensive and highly sensitive analysers with considerable
productivity [9—13]. Mohr method is the standard method for chloride ion detection.
The present study focuses to conduct the Mohr method of chloride detection in LOC
device. In order to gain a better understanding of chloride detection in LOC, flow
visualization of Mohr procedure on two different microfluidic channels is conducted.
The primary goal of this work is to visualize the basic flow mixing behaviour of silver
nitrate (AgNO3), sodium chloride (NaCl) and potassium chromate (K,CrO,) in two
microchannels of different size and nature. Next, to conduct the volumetric study of
Mohr method on-chip with varying flow rate and concentration. As part of the study,
microchip fabrication and standard Mohr chloride detection test are conducted.

2 Methodology

This section describes in detail about the fabrication of polymethyl methacrylate
(PMMA) microchannels, off-chip Mohr chloride detection theory, and the flow
mixing behaviour of chloride monitoring in LOC. For the fabrication of microchips,
PMMA with a thickness of 2 mm is used. The reagents used for the off-chip and on-
chip chloride detection are sodium chloride, potassium chromate and silver nitrate.
In Mohr chloride detection, the basic titration theory is used to obtain the volume
of an unknown sample. For that, the colourimetric change is observed with change
in sample volume. Furthermore, the same reagents and identical proportions are
used for the on-chip flow mixing characterization. The chip is manufactured using a
micro CNC milling operation and thermally bonded at a pressure of 220 kPa. For the
flow visualization of chloride, a CCD camera and an inverted brightfield microscope
are used. The complete workflow of the chloride detection by on-chip and off-chip
methods is shown in Fig. 1.

A. PMMA Microchip Fabrication

This section describes the steps involved in the fabrication of PMMA LOC device.
The PMMA is chosen as the material for the base and cover layer due to its trans-
parency, and it requires less time for preparation. The fabrication technique used
for the proposed LOC device is computer numerical control (CNC) micromilling. At
first, the VCarve application is used to create the microchannel design, and the output
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Flow Visualization of Mohr chloride detection
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Fig. 1 Workflow of Mohr chloride detection visualization under off-chip and on-chip conditions

numerical code is used to drive the CNC device. A tungsten carbide tool is used to
mill channels on a 2 mm-thick PMMA sheet. Isopropyl alcohol is used to clean
the machined microchannel base and cover plates. The PMMA sheet is trimmed to
the required dimensions using a laser cutting tool (Epilog Engraver, USA). For the
bonding procedure, thermal bonding mechanism is employed between the cover and
base layer of milled PMMA sheets. The maximum pressure applied to both layers
is 220 kPa, by using a compression spring force (CSF) mechanism [14]. The entire
assembly is heated in a muffle furnace (3 kW) for 120 mins at 95 °C. The input and
outlet connections of the PMMA device are made from soft, flexible capillary tubes.
The fabricated PMMA microchips are shown in Fig. 2.

B. Off-Chip Mohr Chloride Detection

In Mohr chloride detection method, silver nitrate solution is used as the titrant
and potassium chromate are used as the indicators. When a chloride-containing water
sample is titrated against a silver nitrate solution in the presence of an indicator, the
chlorides precipitate as white silver chloride.
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Fig. 2 Fabricated PMMA microchips for flow visualization

Agh +ClI™ & AgCl

Atthe end point of titration, white precipitate changes to reddish brown precipitate.
By that time entire AgCl precipitates and the reddish brown colour is the indication
of silver chromate.

2Ag"T 4 CrO*™ & Ag,CrO,

Apparatus used for chloride test are conical flask, burette, pipette and measuring
cylinder. To identify the mass of chloride ion in water sample, 20 ml of measured
sample NaCl (0.004 Normality) is taken and 1.0 ml 1% of indicator solution (potas-
sium chromate) is added to it. The resulting solution turned light yellow with the
addition of K,CrQy. The solution is then titrated with a standard silver nitrate solution
(normality: 0.0141). With the addition of silver nitrate, a white precipitate is formed
and the colour changes to faint reddish brown once the entire chloride is precipitated
(Fig. 3). The amount of titrant expended is used for the final calculation.

C. On-Chip Chloride Detection

For on-chip detection of chloride ions, two PMMA microchips with varying
dimensions are used (Fig. 4). The same procedure of the Mohr test is carried out
in the fabricated microchannels.
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Fig. 3 Off-chip Mohr chloride titration method a before and b after required volume of silver
nitrate is added

Qutet

(b)

Fig. 4 Schematic diagram of a two-phase and b three-phase microchannel configuration used for
fluid mixing visualization of chloride test
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3 Results and Discussion

This section deals with the experimental results and flow visualization characteriza-
tion of Mohr chloride test.

A. Estimation of Chloride (Mohr Method)

The experimental observation of the Mohr method using standard NaCl solution
and silver nitrate solution is listed in Table 1. Determination of the mass of chloride
ion per litre of water (0.004N NaCl) using one of the observations is written below.

Volume of water sample V| = 20 ml; Volume of AgNO3 solution V, = 20.7 ml;
Normality of AgNO3; = N, = 0.0141 N.

At the end point of titration, number of NaCl equivalents in the solution is equal
to the number of AgNO; equivalents in the solution.

Normality of chloride ion in the sample,

Ny = LN,/ V.

Mass of chloride ion per litre of the sample,

N, equivalent weight of chlorine.
= N;35.46 x 1000 = 517.48 mg/L.

B. Flow Visualization and Chloride Ion Detection in Fabricated PMMA
Microchips

(1) Flow visualization of two-phase mixing device: To understand the mixing
behaviour of the Mohr test at a microscale, two separate PMMA microchips
are considered in this study. The volume and width of the microchannels are
different for both cases. For two-phase visualization study, a microchip with
dimension 120 mm x 50 mm x 4 mm and channel width 500 pum is used. The
two-phase and three-phase reagents mixing device is schematically illustrated
in Fig. 4. The mixing phenomena are investigated using a bright-field inverted
microscope with a CCD camera, as illustrated in Fig. 5a. For the two-phase
mixing study, a solution of standard NaCl and 1.0 ml 1% of indicator solution
(potassium chromate) is supplied to the inlet 2 with a flow rate of 10 pl/min,
and silver nitrate is introduced to the inlet 1 with 10 pl/min flow rate using

Table 1 Volume of reagents used for Mohr method

SI. No. V1 (ml) Initial reading Final reading V5 (ml)
1 20 0 20.7 20.7
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microinjection pumps (NE4002X and KDS Legato 111 Makes) (see Fig. 5b).
The observed behaviour of chloride test is shown in Fig. 5b—j.

At the T junction, two fluids interact with a constant flow velocity (10 pl/
min), and as a result, the interface between the two fluids shows a dark thin
line over a certain period of time. This is due to the formation of white silver
chloride precipitate. In most cases, the precipitation of silver chloride hinders
the passage of light, and in microscope, it appears as dark. However, complete
mixing occurs in the serpentine mixing zone (Fig. Se—g), and the colourimetric
change observed is same as that of the off-chip conditions. The tail end of the
chip shows a reddish brown colour, which indicates silver chromate formation
at a microscale (Fig. 51, j). When the flow velocity of both inlets is changed, the
colour intensity over the channel length is also varied. Typically, at a constant
flow rate, the thickness of the silver chloride layer increases with time interval,
as illustrated in Fig. 6. For the visualization of Mohr method on LOC device,
varying flow rates of silver nitrate solution are analysed. The average value of
flow rate at which the maximum colour intensity of reddish brown is achieved
is 10 pl/min and is at 2 min. The mixing performance of the fabricated PMMA
microchip depends on the side wall (Re > 50) roughness [15, 16] and the number
of turns in the serpentine microchannel [17].

(2) Flow visualization of three-phase mixing device: A microchannel with three
inlets is employed for this study, and it is schematically illustrated in Fig. 7.
In connection with that, a microchip with size of 50 mm x 20 mm x 4 mm,
microchip and channel width 800 and 250 pm is used. Standard sodium chloride

, Chioride ion is precipitated (silver chioride)

@ F 1w @aF W @fF | @

1 = = : 1

\/ | . r z
p—— | ‘#ﬂ |
e 4
{

Sample (Nacl + KyCro,) o
-

| @ @ 5

Silver Nitrate (AgNO,)

Reddish-brown f Silver :hromate]

- i

Fig. 5 Flow visualization of Mohr method on two-phase mixing device. a Experimental set-up of
on-chip detection. b—j Mixing phenomena at different locations captured with a CCD camera
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Fig. 6 Visualization of silver chloride precipitation at different time intervals in a 500 pm width
two-phase mixing device (sample at 90 wl/min and silver nitrate at 20 @l/min)

and potassium chromate indicator are introduced through inlet 2 (250 pm) and
inlet 3 (250 pm) respectively with a constant flow rate, and through inlet 1
(800 wm) silver nitrite solution is passed (see Fig. 7a). The mixing behaviour
is visualized in Fig. 7. At the Y junction dark patches are observed, which
is the indication of silver chloride and towards the end of serpentine channel
reddish brown precipitates are observed. As mentioned earlier, reddish brown
precipitate is due to the formation of silver chromate.

4 Conclusions

In this paper, a microfluidic chip is designed and fabricated and the argentometric
Mohr method is demonstrated on the chip. As per IS:10500-2012, maximum accept-
able limit of chloride content in drinking water is 250 mg/L and it is 1000 mg/
L in the water used for purposes other than drinking. This pilot work focused on
the visualization of Mohr method on LOC. Visualization of Mohr method on two
different variants of microchips is done with varying flow rate, and the volumetric
estimation of chloride content from image data is planned as the future work. The
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Fig. 7 Visualization of chloride detection in three-phase mixing device in which the flow rate of
silver nitrate is 300 pl/min and the flow rate of sample and indicator are 90 pl/min

proposed LOC is designed to handle more volume of fluid than paper microfluidic-
based strips. The auxiliary device for pumping and imaging in this pilot work can
easily be replaced with capillary pumping mechanism and image sensing to adhere
to portability constraints.
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Nomenclature

V1 Volume of water sample (ml)

V,  Volume of silver nitrate sample (ml)
N; Normality of silver nitrate (N)

N, Normality of chloride ion (N)
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Normal Collision of a Single-Dipole )
of Vortices with a Flat Boundary L

Shivakumar Kandre and Dhiraj V. Patil

1 Introduction

The two-dimensional (2D) bounded flows feature the phenomenon of vortex-wall
interactions and the formation of structures due to the detachment of viscous
boundary layers. The vortex interactions with no-slip walls are encountered in prac-
tical applications such as interaction of aircraft trailing vortices with the ground and
large-scale vortex interactions with coasts and landscapes. The small-scale structures
form dipoles with the primary vortex and advect over the entire domain. The forma-
tion of secondary vortices strongly affects the evolution of 2D decaying turbulence
[1, 2]. Hence, it is important to study the influence of rigid boundaries on the vortex
dynamics to characterize the vortex-wall interactions.

The numerical simulations are carried out in the past to investigate the physics
that encountered during the vortex-wall interactions [3—6]. Primarily, Orlandi [3]
investigated the effect of bounded domain which is initialized using Lamb dipoles
using stream functions, on the generation of secondary and tertiary vortices at the
wall. The frequent and multiple rebounds of the dipoles are due to the production of
vorticity at the wall. The formed dipolar vortices take circular trajectory far from the
boundaries. The no-slip wall is the source of vorticity production at the boundary.
Clercx and van Heijst [4] quantified the enstrophy production for oblique and normal
dipole-wall collision in a square domain. The dissipation of kinetic energy and palin-
strophy computed and the physics associated with the vortex-wall interactions are
further studied. The shielded monopolar vortices particularly for higher Re values
are analysed in [5]. Trajectory of the dipole for the stress-free and no-slip boundaries
are given, and vorticity at the wall for several dipole-wall collision time is quantified.
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Recently, Peterson and Porfiri [6] have studied the impact of semi-infinite rigid
plate and its tip on the dipole interaction. The vortex shedding is observed at the
tip of semi-infinite rigid plate. Recently, similar work carried out by using lattice
Boltzmann method [7, 8]. The monopole, dipole and tripoles of vortices are observed
during the interaction of co-rotating isolated vortices based on the inter-vortical
distance at low Reynolds number in a two-dimensional (2D) square domain [7]. The
vortex-wall interaction problem is investigated with dipole propelling towards slip
boundaries [8].

In this work, the vortex-wall interactions with no-slip boundaries are studied
numerically in a square domain using the lattice Boltzmann method with a Bhat-
nagar—Gross—Krook (BGK) collision model. In order to capture the vortex-wall
interactions accurately, the simulations are performed with 2048 grid points with
second-order accurate non-equilibrium bounce-back condition for solid-wall bound-
aries. The paper is organized as follows, mathematical formulations, initial arrange-
ment of isolated monopolar vortices and the validation of LB algorithm are given in
Sect. 2, the results obtained for normal collision of dipole with wall are discussed in
Sect. 3 and conclusions are given in Sect. 4.

2 Methodology

The kinetic-theory-based lattice Boltzmann (LB) method is employed which captures
the evolution of distribution functions at each lattice point using an iterative procedure
of local collisions and near-neighbour shift [9—12]. The easy implementation of the
boundary conditions, parallel algorithm and explicit nature help LBM to get attention
over the conventional CFD method. The LB equation with a single relaxation time
(SRT) or BGK collision model [13] is,

At .
filx +eiAt,t + A1) = fi(x, 1) — 7(ﬁ(x, N — A, 0), ()

where f; is a particle density distribution function along ith lattice direction, e; is
lattice velocity vector, and At is time step. The two-dimensional nine discrete velocity
(D2Q9) lattice structure is employed for the simulations with its corresponding lattice
velocities. The £ in Eq. (1) is the equilibrium distribution function governed by
the discrete Maxwell-Boltzmann distribution with terms upto O(Ma?).

.. 2 .
u+2(e, u) 3u u:|‘ )

e; -
eq i
T =w;pl14+3 —
i lp|: c? 2 ¢t 2 ¢
Here, c = Ax/At = 1 is alattice speed. The relaxation time, 7 is related to kinematic
viscosity using the Chapman—Enskog expansion. The density and momentum are
computed as zeroth- and first-order moments of the distribution function.
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K i=0

The 2D bounded vortex flows are characterized by the vortex-wall interactions
and formation of thin boundary layers due to the shear effect induced by the no-slip
wall. In order to quantify the impact of the vortex-wall interaction on the vortex
dynamics, three global quantities are studied. These are kinetic energy of the flow,
E(t), enstrophy, £2(¢) and palinstrophy, P(¢). The P(¢) is a measure of vorticity
gradients.

EO =3 f [ + v2]dA; 4)
D
Q@) = %/[mg]dA; (5)
D
P(@t) = %/|sz|2dA. (6)
D

Problem Description and Validation

The normal dipole-wall interactions are studied in a square domain [0, 2] x [0, 2]
using lattice Boltzmann method. The flow is initialized with two isolated Gaussian
monopolar counter-rotating vortices at the centre of the domain with 0.2 separation
distance. Two isolated monopoles are introduced at the location of x = (0.9, 1)
and x = (1.1, 1) and arranged in such a way that dipole travels towards the bottom
boundary of the domain. The no-slip condition is applied for all the boundaries.
Initial arrangement and domain configuration are shown in Fig. 1. The vorticity is
distributed to each of the monopolar vortexes as,

w; = we(1 = (r/ro)*)exp(—=(r/r0)?). @)
where ry is the dimensionless vortex radius (where the vorticity changes its sign)
which is set to 0.1, r is the distance from the centre of the monopole, and w, is the

vorticity extreme of the monopolar vortex. The velocity fields to achieve the isolated
monopoles are expressed as,

1 1
e = Zloel(y = yexp(—(ri/ro)?) — Floely = y)exp(—(r2/r0)?)  (8)

1 1
uy = = loel(x - x1)exp(—(r1/r0)*) + 7 loelx — x2)exp(—(r2/r0)*)  (9)

Here, r; = /(x — x1)* + (y — y1)% and r—v/(x — x2)* + (v — y2)°.
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The Reynolds number of the flow is defined as,

Upms W
Re = ,
v

where, u.ys velocity is considered as characteristic velocity of the flow, w is the
half width of the domain and v is non-dimensional kinematic viscosity. The time
coordinate is non-dimensionalized using convective velocity (W/uys).

A second-order accurate, non-equilibrium bounceback extrapolation method is
used to compute the unknown distribution functions at the no-slip boundaries. The
unknowns at the boundaries are computed by equalizing its £, with £ of imme-
diate fluid node in the discrete velocity direction. The simulations are performed
with 20482 grid points.

The algorithm is validated with the available literature data [8], where, the normal-
ized kinetic energy and enstrophy are compared for Re = 2500. The temporal evolu-
tion of C2(t) / 29 and E(¢)/E is compared in Figs. 2 and 3, respectively. It is observed
that the higher grid resolution and second-order accurate boundary conditions are
able to capture the vortex-wall interactions accurately and results are well compared
with the literature data.
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Fig. 2 Evolution of enstrophy compared with the literature data at Re = 2500

3 Results and Discussion

Here, the physics associated with the normal collision of the dipole with a wall
for Reynolds numbers from 625 to 5000 is discussed. Figure 4 shows the vorticity
snapshots at Re = 5000 for series of vortex-wall interaction events. The boundary
layers of counter-vorticity forms and its magnitude increases as the dipole approach
the wall. The dipole halves separate from each other once the dipole reaches the
boundary. The halves move in the opposite direction. The process is followed by
the formation of thin vortex filaments and secondary vortices due to the detachment
of the boundary layers. These secondary vortices form new asymmetric dipole with
the primary vortex and move along the circular trajectory. Such process leads to the
second time collision of dipoles with the no-slip boundary.

The tertiary dipole is formed when the vortex pair collide for the second time.
Thus, multiple small-scale structures of positive and negative vorticity are formed due
to the frequent and multiple detachments from the wall. The subsequent interactions
cause strength or vorticity magnitude of the vortices to reduce and the energy to
decay continuously.

The vorticity magnitude is extracted at the wall (y = 0) at the time of first and
second collision of the dipole to quantify the impact of Re variations on the production
of vorticity. The corresponding vorticity profiles are given in Fig. 5a, b. It is deduced
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Fig. 3 Evolution of kinetic energy compared with the literature data at Re = 2500

from the profiles that the vorticity production is larger for large Re, and it reduces
gradually with the Re of the flow. The symmetric behaviour can also be seen in
the vorticity profile since the data is extracted over the domain length. The vorticity
snapshots in Fig. 4 capture the domain length from x = 0.4 to 1.6. The fluctuations of
vorticity productions in the case of Re = 5000 (see Fig. 5b) represent the formation
of multiple small-scale secondary vortices near the boundary. The location of vortex-
wall interaction points changes. Further, the relationship between Re and maximum
vorticity production at the wall is studied for various Reynolds numbers (varies from
Re = 200 to 5000). The corresponding line plot is shown in Fig. 6 particularly for
the first-time collision. It is found that the maximum vorticity production at the wall
varies logarithmically with the Reynolds numbers.

In order to further underpin the physics for the vortex-wall interactions, the global
flow quantities such as E(t), £2(t) and P(¢) are measured for all the Re variations. The
corresponding temporal evolutions are given in Figs. 7, 8 and 9, respectively. The
quantities are normalized with the corresponding value at { = 0. The decay rate of
kinetic energy is directly proportional to the enstrophy (i.e. square of the vorticity)
variations. Hence, the study of enstrophy evolution is important. The peaks observed
in the enstrophy curves indicate the generation of intense vorticity at the no-slip
wall. The first peak corresponds to the first dipole-wall collision, and collision at the
second time is represented by the second peak. The intense vorticity is produced in
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Fig. 4 Vorticity snapshots of the dipole-wall interactions captured at Re = 5000
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Fig. 5 Vorticity production at the boundary (y = 0) for: a first-time collision (¢ = 0.32), b second-
time collision (¢ = 0.62)

the boundary layer during the first collision and is the source of total enstrophy. The
peaks achieve maximum value with Reynolds number. One collision with the wall is
observed for the Re = 625. The evolution of the total enstrophy for normal collision
of the bounded domain can be an integral equation [5].
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The kinetic energy decays monotonously as a function of Re values. It decays
faster for an increased enstrophy during the first and second vortex-wall collision.
The change in the total kinetic energy depends on the evolution of total enstrophy
[5]. The palinstrophy is the measure of vorticity gradient, and it is maximum during
the dipole-wall collisions which makes the vortex to deform and induces strain effect
to it. The appearance of two peaks in palinstrophy curves can be seen in Fig. 9.

4 Conclusions

The physics associated with the normal collision of a single-dipole of vortices with a
flat boundary are studied in a square computational domain using LB-BGK approach
and 20482 grid nodes. The studies are carried out for various Re values from 625 to
5000. No-slip boundary condition is a main cause of vorticity production at the wall.
The production becomes intense at the time of dipole-wall collision. The detachment
of the boundary layer forms new asymmetric dipole with the primary vortex and
follows the circular trajectory before colliding again with the wall. Multiple small-
scale vortices are formed close to the wall for large Reynolds number after the second
collision. In the case of Re < 5000, the detached layer rolled up and resulted in the
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formation of single vortex. The vorticity production is quantified by extracting the
data at y = 0 along the entire horizontal length of the domain. The magnitude of
the peaks depends on the collision events and reduce with decrease in the Re value.
The impact of no-slip boundary and Re variations on the vortex-wall interactions
are further studied with the help of global quantities E(¢), §2(¢) and P(t). The large
vorticity production at the boundary during the collision makes the enstrophy reach
its maximum value. The enstrophy peaks diminish with Re values. The decay rate of
kinetic energy is directly influenced by the enstrophy changes, and it decays faster
during the vortex-wall interactions. The generation of vorticity gradients during the
vortex-wall collision is represented by the appearance of peaks in the palinstrophy
curves.
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Nomenclature

¢ Dimensionless time
Re  Reynolds number
Ums Root-mean-square velocity
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v Kinematic viscosity
w Half width of the domain
w, Vorticity in z-direction
2 Enstrophy
P Palinstrophy
E Kinetic energy
We Vorticity extreme
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Study on the Impact of Fin Diameter m
on Thermal and Hydraulic Behaviour L
of Annular Finned Tubes in Crossflow

Using 3D CFD Simulations

Mohit Raje and Amit Dhiman

1 Introduction and Literature Review

The thermal process industry often uses a crossflow heat exchanger with water or
air as thermal carriers. The heat transfer coefficient of air is 10-50 times smaller
than other fluids [1]. Such low heat transfer coefficient values significantly alter the
total heat transfer. Extended surfaces, known as fins, are used on heat exchangers to
overcome this issue. Such types of heat exchangers are commonly used as evaporators
and condensers in the refrigeration and air-conditioning industry [2].

Because of their direct use in process industries, these heat exchangers have
been studied for decades. Watel et al. [3] studied a single-finned tube’s flow and
thermal behaviour in crossflow. In their study, Reynolds number was varied from
2550 < Re < 42,000, and fin spacing varied from 2 to 40 mm. For crossflow over a
staggered tube bank, Nir [4] gave correlations for friction factor and heat transfer.
These experimental correlations are valid for 30 < Re < 10,000. An experimental
study by Gianolio and Cuti [5] correlated the case of forced and induced drafts.
They also gave a correction factor if the number of tube rows used is less than
six. Pis’mennyi [6] gave correlations for convective heat transfer of tube bundles in
crossflow. Their correlations use bundle shape parameter, which considers different
geometry parameters.

Recent advancements in computational techniques helped researchers to get a
better insight into the problem. A study of unsteady forced convection over radial
fins was carried out by Bouzari and Ghazanfarian [7]. They investigated the impact
of fin number, fin height and fin location on Strouhal number, drag coefficient and
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Nusselt number. Mon and Gross [8] and Mon [9] used three-dimensional (3D) numer-
ical analysis to study the effect of fin spacing on a staggered and in-line tube array of
finned tubes using the RNG k—¢ turbulence model. In their study, the fin spacing was
altered from 1.6 < s <4 mm, and the Reynolds number range was 8.6 x 103 <Re <
4.3 x 10*. They concluded that the formation of the horseshoe vortex at the fin-tube
interface significantly affects the thermal interactions. Nemati and Moghimi [10]
studied different turbulence models for flow over annular finned tubes in crossflow
and showed that the transition SST model gives better results with available experi-
mental correlations. A study on shape optimisation for the heat exchanger having a
finned tube was carried out by Nemati et al. [11]. A comparative study of the thermal—
hydraulic performance of various plate-fin and tube-fin heat exchangers was carried
out by Kumar et al. [12]. Their study recommended the use of circular fins to reduce
operating costs. Studies on novel fin shapes are available in the literature [13-15].

The current study focuses on the effect of fin diameter over four-row staggered
tubes in crossflow using three-dimensional simulations. Studying the impact of fin
diameter on the thermo-hydraulic behaviour of finned tubes is essential. This is
because, on the one hand, it provides higher heat transfer surface area, but it causes
additional flow restriction, which directly affects the pressure drop.

2 Problem Description and Meshing

2.1 Computational Domain

CFD studies are done for the crossflow of air over an annular finned tube. Working
fluid (air) with constant physical properties is used to investigate the thermal and
hydrodynamic behaviour. The array has four circular finned tubes arranged in a
staggered manner. The tube and fin are made of aluminium such that the tube diameter
is d and fin diameter is D. Longitudinal and transverse tube pitch was taken as S; and
S, respectively. The upstream and downstream distances are taken as 2.8d and 8d,
respectively [16]. Figure 1 shows the illustration of the computational domain.

Us, To v U
52
L.
X

I I 1 = - I.
“aga T s d : 8d I

Fig. 1 Illustration of computational domain along x—y plane
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2.2 Governing Equations

The flow of air over annular finned tubes is three-dimensional, unsteady, turbulent and
incompressible. Reynolds averaged Navier—Stokes (RANS) equations implemented
in this study (Eqs. 1-3) are taken from the literature [17-19] and are given as:

Continuity equation:

ad d
0

or T on (ou;) = 0. 6]

Momentum balance equation:
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where (—puju’;) are the Reynolds stresses.

The energy equation is given as follows:
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The equation for conduction inside the fins is given as follows:

T 9°T
Py = ks (W) €]

where subscripts i andj in the above-mentioned equations represent spatial directions,
8;j is Kronecker delta, and the effective thermal conductivity is represented as kegs.
Reynolds stresses mentioned above are modelled using the transition SST model
[18], which is an augmentation over the k—«w model [17]. Literature [10, 11] justifies
the applicability of this model for the current problem under consideration. Additional
information about this model is available in the above-mentioned literature.

2.3 Boundary Conditions

The following boundary conditions are used to solve the governing equations
previously described.
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e At the inlet, constant velocity (x-direction) and constant temperature (7',) of air
are specified.

e Zero-gauge pressure at the outlet of computational domain.
Heat flux and velocity components at symmetry surfaces are zero.
At the tube wall surface, no-slip condition with constant wall temperature (7',) is
applied.

e No-slip condition is applied at the fin—fluid interface, along with convection from
the fin.

2.4 Mesh Generation and Solution Algorithm

ANSYS meshing software R18.1 [19] is employed for the discretisation of the
computational domain. Near the solid surfaces, fine meshing was done to capture the
boundary layer effect. A structured mesh was made in the region between fins, while
an unstructured mesh was made in the remaining domain. The resulting mesh has
average skewness of 4.1 x 1072, an average aspect ratio of 9.7, an average value of
y+ is well below 2 and a minimum grid size of 0.05 mm. Figure 2 shows the mesh of
the computational domain. Numerical simulations are performed for annular finned
tubes arranged in a staggered array for various fin diameters. The present study is
carried out in the Reynolds number range of 4630 < Re < 9260. Finite volume-based
solver ANSYS Fluent [19] is used to solve the unsteady turbulent flow. The physical
properties of air are considered constant. PISO scheme is implemented for pressure—
velocity coupling, and the second-order upwind scheme is adopted to discretise the
continuity, energy and momentum equations. In contrast, a second-order implicit
scheme is used for transient formulation. The convergence criteria for the energy
equation is set to 107'%, whereas for other equations, it is set to 10,

3 Output Parameters

The equation for the overall heat transfer from the tube bank is

Q = Houl - Hin (5)

L.

Fig. 2 Mesh of the computational domain along x—y plane
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where H , and Hj, are flow rates of enthalpy at the outlet and inlet of the tube bundle,
respectively, obtained from ANSYS Fluent [19]. Taking A¢ as fin surface area, A; as
tube surface area and 7 as fin efficiency, we can determine the air-side heat transfer
from Eq. (6).

h= o (6)
(Ac+ nAp)o
The log-mean temperature difference (6) is defined as
Ty — T
g = 0 Tow (7)

In( Lo=Tw
Touw—Ty

An iterative procedure to get the fin efficiency is adopted from Mon and Gross [8].
The Nusselt number is calculated as

Nu=—-. (8)

The expression for Reynolds number (Re) is given by Eq. (9).

. AUmax p
"

Re €))

4 Grid Independence and Validation

4.1 Grid Independence

Four different grids having 180,250, 221,952, 250,712 and 295,874 control volumes
were considered for grid independence test. The results of different grids were
compared with the most refined grid consisting of 295,874 control volumes. These
results are shown in Table 1. It is clear that the grid with 221,952 control volumes is
preferable considering accuracy and computational time and therefore used in this
study.
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Table 1 Grid independence test at Re = 9260 and D = 34 mm

No. of control volumes Nu Deviation AP Deviation
180,250 77.79 —2.83% 60.47 —1.76%
221,952 76.38 —0.97% 59.81 —0.65%
250,712 76.04 —-0.52% 59.59 —0.27%
295,874 75.65 - 59.43 -

4.2 Validation

To test the accuracy of the current numerical scheme, present findings were compared
to the previously available experimental data from literature [5] and are shown in
Fig. 3. For Nusselt number, the maximum deviation was 9.4% and for the Euler
number, it was 9.2%. According to the literature [12, 20], deviations within +15%
are acceptable when computational results are compared with experimental data.
This approves the accuracy of the current model.

5 Results and Discussion

This section discusses the thermal and hydraulic behaviour of the annular finned
tubes in detail. Studies are carried out to determine how pressure drop, heat transfer
rate and heat transfer coefficient are affected by fin diameter and Reynolds number.
In addition, the fin surface temperature distribution is obtained to get more insight
into the thermal behaviour of fins.

Figure 4 illustrates how the heat transfer rate varies with the Reynolds number
for various tube sizes. We see that the heat transfer is affected by fin diameter since
the increase in fin diameter will increase the available heat transfer area. Also, at a
higher value of the Reynolds number, an increment in flow velocity contributes to
the heat transfer rate. The heat transfer is nearly 29% higher when the fin diameter
changes from 34 to 38 mm at the lowest value of Re, whereas this change is nearly
19% at the highest Reynolds number.

InFig. 5, aplot of the heat transfer coefficient versus Reynolds number for varying
tube diameters is shown. For all scenarios, the heat transfer coefficient rises with Re.
This is mainly caused by increased heat transfer rate at a superior Reynolds number
(as shown in Fig. 4). The heat transfer coefficient increases by roughly 61% as the
Reynolds number rises from the lowest to the highest value for the fin diameter of
34 mm and for fin diameter of 38 mm it increases by 57%. At Re = 4630, the heat
transfer coefficient is nearly 12% higher when the fin diameter increases from 34 to
36 mm. Whereas it increases by nearly 9% at Re = 9260.

Pressure drop is used as an essential parameter to analyse the hydrodynamic
behaviour of any crossflow heat exchanger. Knowledge of pressure drop helps in
determining the pumping requirements. Figure 6 depicts the plot of pressure drop
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against the Reynolds number with variation in fin diameter. It is evident that the
pressure drop increases with the Reynolds number at all values of the fin diameter
owing to an increment in velocity. The pressure drop increases by nearly 9-12%
at the highest and the lowest Reynolds number, respectively, when the fin diameter
increases from 34 to 38 mm. At a particular value of the Reynolds number, when the
fin diameter is augmented, it intensifies the skin friction factor, contributing to the
escalation of pressure drop.

The illustration of the change in fin surface temperature for the maximum and
minimum Reynolds number at different fin diameters for the first finned tube is
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shown in Fig. 7. It is noticeable from the figure that the maximum temperature
difference is along the radial direction. Additionally, the frontal portion of the fin
exhibits greater temperature gradients than the back portion. The temperature at the
downstream section is nearly the same as the tube surface temperature. However, as
the Reynolds number and fin diameter increase, the region of lower temperature at the
downstream section decreases. The surface temperature distribution on succeeding
rows has similar behaviour and is not shown here for brevity. It is worth mentioning
here that the upstream side temperature of the second row is higher than any other
rows. This is because higher velocity flow impinges on the upstream section of this
finned tube.

6 Conclusions

Three-dimensional computations are performed for the staggered alignment of
annular finned tubes in cross-flow. The impact of fin diameter on thermal and hydro-
dynamic parameters is investigated using the transition SST turbulence model. The
key conclusions from this research are as follows:

¢ Theheat transfer rate increases according to the Reynolds number and fin diameter.
The heat transfer rate rises by nearly 19% and 29% when the fin diameter is
enlarged at the highest and the lowest Reynolds number values, respectively.

e The heat transfer coefficient, an important factor used to quantify thermal perfor-
mance, also shows the same trend as the heat transfer rate when plotted against
Reynolds number. The heat transfer coefficient surges by nearly 61% when the
Reynolds number is increased from its minimum value to its maximum value
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Fig. 7 Fin surface temperature distribution at the maximum and minimum Reynolds number at
various values of fin diameter

when the diameter of the fin equals 34 mm. Nevertheless, for a fin diameter of
38 mm, it surges by nearly 57%.

e Pressure drop increases with the Reynolds number and the fin diameter owing to
the increased velocity and increased skin friction factor, respectively. This increase
is nearly 9-12% at the highest and the lowest value of the Reynolds number.

e The downstream side of the fin has a temperature that is almost identical to the
surface temperature of the tube. Albeit this region of lower temperature decreases
with Reynolds number and fin diameter, it is clear that this section will contribute
the least in heat transfer.

e Based on these results, it is undoubtedly deduced that the higher fin diameter
values give higher heat transfer but at the expense of pressure drop.

Nomenclature

As Fin surface area (m?)
A, Tube surface area (m?)
d Tube diameter (mm)
D Fin diameter (mm)

Eu Euler number
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St

T

Umax

P Density (kg/m?)
v

n

n

0

Heat transfer coefficient (W/m? K)
Enthalpy flow rate (W)
Thermal conductivity (W/m K)
Nusselt number

Pressure drop (Pa)

Heat transfer rate (W)
Reynolds number
Longitudinal tube pitch (mm)
Transverse tube pitch (mm)
Temperature (K)

Maximum velocity (m/s)

Kinematic viscosity (m?/s)
Viscosity (kg/m s)

Fin efficiency

Log mean temperature difference
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Rigid-Vortex Configurations of Four m
Point Vortices i

Sreethin Sreedharan Kallyadan and Priyanka Shukla

1 Introduction

Analogous to the point mass approximation used in celestial mechanics, the point
vortex model [1] is a discrete vortex model widely used to study the motion of
mutually interacting vortices in a two-dimensional incompressible ideal fluid. In
this model, a vortex is identified as a delta distribution of vorticity, which induces a
radially symmetric azimuthal velocity field. The magnitude of this velocity is propor-
tional to the vortex strength (circulation), and it decays inversely with the distance
from the vortex. When multiple point vortices are present, each vortex will move
according to the superposition of velocity fields induced by the other vortices giving
rise to complex fluid motions. The N-vortex problems, the problem on the motion of
N interacting point vortices, help us to gain insights into the elementary processes
that govern the mixing and transport in turbulent flows [2]. For a comprehensive
review of the point vortex model and its applications, the reader may refer to [3, 4].

The governing equations of a system of N point vortices (¢ = 1,2,..., N) of
circulations I', € R and coordinates (x, (1), y,(2)) € R2 at time ¢ on the unbounded
plane is

drg -1 ZN:/r,g (ya — ¥p)

2 9
dr it lap
N Q)
dyy 1 , (xa - )Clg)
D DR
p=1 ap
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where l,5 = \/ (xq — xp)%> + (yo — yp)? denotes the distance between « and 8
vortices, and the primed sum is used to indicate that the 8 = « case is excluded
from the summation (see Ref. [4] for more details). Since the point vortex Eq. (1) are
undefined if any one of the N(N — 1)/2 inter-vortex distances /o is zero, we shall
always assume that the initial vortex coordinates k, = (X, Yo)|/=0 are distinct.

For certain initial vortex positions, referred to as the rigid vortex configurations,
the resulting vortex motion is such that the inter-vortex distances remain constant
throughout the motion, and the collection of vortices moves as a rigid body. The
importance of the rigid vortex configurations stems from the fact that they represent
the critical points of vortex interaction energy subjected to a constant linear and
angular momentum [5]. Hence, a vortex system slows down as it approaches any rigid
vortex solutions, resulting in them being observed as coherent and persistent patterns
in two-dimensional flows [5—10]. The three-vortex problem is fully understood [11-
14], and in particular, it is known that the equilateral triangle configuration is the
only non-collinear rigid vortex configuration possible. While the number of rigid
vortex configurations in a four-vortex system is known to be finite for prescribed
values of circulations [15], it is not understood how these vortex configurations are
geometrically distributed in the space of all possible initial vortex positions. Since the
configuration space is more than three-dimensional, visualizing and understanding
their distribution is difficult. The present work is devoted to addressing this challenge.

While there are multiple numerical approaches present in the literature to find
rigid vortex configurations for prescribed values of circulations [16—18], the linear
formulation proposed by Newton and Chamoun [18] enables one to find them purely
in terms of vortex configurations without the prior knowledge of circulations. In
this approach, one first derives the following expression for the squared inter-vortex
distance derivative using (1) (see Chapter 2 of Ref. [4]),

42 2N”FA (1 1) )
=7 Uapg) = — yAepy\ 727 T 12 )
dr T lﬁy lw

y=1

where the double primed sum is used to indicate that the twocasesy = o andy =
are excluded from the summation, and

1
Aaﬂy = 5[()6/3 - xot)(yﬁ - yy) - (xﬁ - xy)(yﬂ - ya)] 3)

represents the (signed) area of the triangle A,g, obtained by joining the three-vortex
coordinates (xq, Yo), (xg, ¥g), and (x,, y, ) in that specific order. Since rigid vortex
configurations are equilibrium points of the phase plane constituted by the inter-
vortex distances, and because (2) is linear in circulations, the condition for constant
inter-vortex distances d/d¢ (lgﬂ) = 0 initially can be thus expressed as a matrix
system,
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where M = M(k,) is the N(N — 1)/2 x N configuration matrix whose entries
are in terms of the initial vortex position and I' = [['}, I'p, ..., T ~1T is the set of
circulations as a column vector. Therefore, the only possible circulations that can be
assigned to a geometric arrangement of vortices such that they lead to a rigid vortex
motion are the null space elements of its associated configuration matrix. The notion
of configuration matrix was used to find individual rigid vortex configurations in
Ref. [18]. In the present work, we shall use this concept to analyze the distribution
of rigid close approximation of a rigid vortex configuration for some nonzero choice
of circulation set.

This paper is organized as follows. In Sect. 2, we define an error function using
the singular values associated with the configuration matrix to numerically quantify
the distance from a generic vortex configuration to a rigid vortex configuration. The
error function is used to illustrate the distribution of rigid vortex configurations and
to explain the different possible cases exhaustively in Sect. 3. Finally, in Sect. 4, we
summarize our findings.

2 Methodology

Without loss of generality (WLOG), we may assume that k; = (0,0), k&, = (1,0)
by appropriately choosing the origin, orienting, and scaling the axes. Let us denote
the initial locations of the third and fourth vortices by k3 = (a, b) and k4 = (x, y),
respectively. We shall assume that (a, b) is a fixed parameter and (x, y) is a free
variable; i.e., we are interested in which all (x, y) yield a rigid vortex configuration
for a fixed choice of (a, b). From the linear formulation (4), we have the configuration
matrix M to be 2/m times

0 0 Alzs(%—ﬁ) Apa( - — +
23 13 24 14
0 A132(é - 1) 0 Aqzg é - %
0 Aw(E-1) aw(F-F) 0
Aoz (% -1 0 0 A234(% - %)
113 134 124
A241<% —1 0 A243 <é — é) 0
Az (7 — 7 ) Az — 0 0
114 ll3 ]24 123

where the entries are in terms of @, b and x, y. Clearly, I' = [0, 0, O, 01" trivially
yields MT" = 0. Necessitating not all circulation are zero implies that M must have
at least one of the singular values (the eigenvalues of the matrix M TM, see [18])
zero. Therefore, for a given configuration, we can associate an error
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E(x,y) = —min

max
where o, and omax are the smallest and largest singular values associated with the
configuration matrix M. Note that singular values are always non-negative, and a near

zero value of E(x, y) implies that the vortex configuration is a close approximation
of a rigid vortex configuration for some nonzero choice of circulation set.

3 Results and Discussion

Depending on the type of vortex triangle formed by the first three vortices (¢ =
1, 2, 3), we may subdivide the different parametric cases into three.

e Equilateral triangle case (l13 = [3 = 1)
e [sosceles triangle case (I;3 =l # 1, orlij3 =1, by # lorls; = 1, l13#1)
e Non-isosceles triangle case (/13 # 3 # 1).

A. Equilateral Triangle Case

The parametric case, where (a, b) is such that /|3 = l,3 = [}, = 1 is a degenerate
case, as explained below. WLOG we may assume (a, b) = (1,\/5)/2. The matrix M
can be simplified to show that irrespective of the value of (x, y), for the choice of
circulations

(IL - 1)(«/§(x — 4+ y)

ry=- ,
2(t - 1)y
(# - 1)(3x )
== ,
-1
I;=1,
I'y=0,

All vortex configurations lead to rigid vortex motion. Therefore, in a four-vortex
configuration, if any three vortices form an equilateral triangle, it is a rigid vortex
configuration for the appropriate choice of circulations.

B. Isosceles Triangle Case

Suppose that the vortex triangle obtained by joining the location of the first three
vortices is an isosceles triangle and not an equilateral triangle. By appropriately
indexing the three vortices, we may assume that /y3 = I3 # 1. Therefore, we
must have a = 0.5 and b # /3/2. The distribution of log(E) versus (x, y), the
initial location of the fourth vortex, is illustrated for the representative case (a, b) =
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Fig. 1 Density plot of 3F 0
log(E) for (a, b) = (0.5, 0.5)
-2
[ ]
-4
Yy 0t .
-6
-8
-3t : 1
-3 0 3

(0.5,0.5) in Fig. 1. The location of the first three vortices is marked by green, blue
and red dots, respectively. It can be seen that the rigid vortex configurations exist as a
one-dimensional continuum, wherein the fourth vortex initial position, k4 = (x, y),
varies continuously over (i) a circle centered at (a, b) with a radius 13 = /a2 + b?
and (ii) the x = 1/2 line. Each point on the circle represents the trivial case in which
vortices indexed 1, 2 and 4 are equidistant from the third vortex at (a, b). The triviality
of the configuration is because we can always choose I'3; = 1 and all other vortex
circulations to be zero, resulting in vortices 1, 2 and 4 becoming passive tracers with
the associated rigid vortex motion being the simple uniform circular motion around
the third vortex. Note that the above arguments hold true for any b.

Substituting a = 0.5 = x and simplifying the configuration matrix M, we see
that the following choice of circulations would yield a rigid vortex configuration
irrespective of the third and fourth initial vortex coordinates on the x = 1/2 line.

=1
=1,
. 2y(4y* = 3) (b — y)(1 +4b?)
(1+4y2)(4y2 —8by — 1)
2b(4b* — 3)(y — b)(1 +4y?)
YT (4 (4 —8by — 1)

C. Non-isosceles Triangle Case

The non-isosceles triangle case represents the most generic case, and the configu-
ration matrix cannot be analytically simplified anymore. The density plot of log(E)
for the representative case (a, b) = (0, 2) is shown in Fig. 2.
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Fig. 2 Density plot of . 0
log(E) for (a, b) = (0, 2)
-2
y
-4
-6

It can be seen that the rigid vortex configurations still exist as one-dimensional
continua consisting of a bounded and unbounded component. However, unlike the
isosceles triangle case, the two components do not have any intersections. Moreover,
the bounded component is no longer a circle but a simple closed curve. The x = 1/2
straight line component is also replaced by a curved unbounded line.

Let us investigate what happens to the two components when we approach one
of the singular cases /|3 or /3 approaching zero with respect to the parameter (a, b).
It suffices to only consider the case of /j3 tending to zero because of the reflective
symmetry of the vortex configurations along the x = 1/2 line. We consider (a, b) =
(0.25, 0) for the density plot in Fig. 3. It can be seen that the bounded component of
the continuum shrinks down in size as /13 tends to zero.

Fig. 3 Density plot of
log(E) for (a, b) = (0.25, 0)
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It is worth noting that the bounded component of the rigid vortex continua
contains two singular configurations, wherein the coordinate of the fourth vortex
coincides with one of the other two vortex locations. Such singular continua of rigid
vortex configurations were studied by O’Neil [19]. The present manuscript asserts
that this singular nature is a fundamental property of the continua of rigid vortex
configurations when N > 3.

4 Conclusions

The initial vortex arrangements that lead to rigid vortex motion of four point vortices
are systematically illustrated and analyzed. The different parametric cases are subdi-
vided into three as (i) equilateral triangle case, (ii) isosceles triangle case, and (iii)
non-isosceles triangle case, based on the type of vortex triangle obtained by joining
the first two vortices at (0, 0) and (1, 0) with the third vortex.

If the location of the third vortex in the configuration is such that it forms an
equilateral triangle, then irrespective of where the fourth vortex is located, there is at
least one choice of non-trivial circulations for which the resulting motion is a rigid
vortex motion.

On the other hand, if the vortex triangle is an isosceles triangle, the locations of
the fourth vortex for which the resultant configuration is a rigid vortex configuration
consists of a circle passing through the two vortices and a straight line. A choice
of circulations for the rigid vortex configurations in the continua is also analytically
given.

Lastly, when the vortex triangle has no symmetry, then the collection of fourth
vortex locations in the rigid vortex configurations for a fixed third vortex location
is again continua consisting of a bounded simple closed curve and an unbounded
curved line. The two components are disconnected, unlike the isosceles triangle
case. Moreover, as the location of the third vortex approaches any of the first two
vortices, the bounded component shrinks in size.

Apart from the five-vortex example provided by Roberts [20], it is still not known
whether there are more examples of continua of rigid vortex configurations wherein
the associated circulations remain constant. A robust analysis of the non-isosceles
case focusing on how the circulations vary along the bounded and unbounded
continua may provide important insights in this regard.

Nomenclature

(x4, o)  Cartesian coordinate of the a-vortex
Iy Circulation of the a-vortex

ky Initial vortex position of the o-vortex
log Distance between « and 8 vortices
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(a, b) Initial location of the third vortex
(x,y) Initial location of the fourth vortex
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Simulation of Blow-Down Through )
Two-Phase Flow Module and Orifice T
in HTHP Loop Using RELAPS/MOD 3.2

A. Moorthi, Niraj Uttam, K. Prem Sai, and I. V. N. S. Kamaraju

1 Introduction

During a LOCA in a water-cooled reactor, the steam-water mixture rushes through
the opening of the pressure boundary. The blow-down rate is a function of the size of
the opening and pressure and temperature of coolant [1, 2]. The flow can be single
phase or two phase. Experimental investigations of blow-down through different
sizes of orifices are proposed to be conducted in the high-temperature and high-
pressure (HTHP) loop facility available at Kalpakkam [3]. In this facility, studies were
conducted on Blow-down through orifices [4] and delayed neutron (DN) tubes earlier
[5]. Further elaborate studies are planned by installing homogenizer and two-phase
flowmeter (TPFM) along with the orifices.

2 Description of HTHP Loop

The high-temperature and high-pressure loop consists of a test vessel, nitrogen gas
cushioned pressurizer, purification loop, canned motor pump, heating system, cooling
tower and associated piping and instrumentation. The total volume of the HTHP loop
works out to be about 1.5 m*. The loop is filled with DM water and the pressurizer
is kept initially at a pressure of 70 bar and level 1.5 m from the bottom at room
temperature condition. From the bypass line of the HTHP loop, the blow-down
line is extended to the homogenizer and two-phase flowmeter and then to the flow
restricting orifice for the proposed experiments as shown in Fig. 1. By switching the
heating system on, the temperature of water in the loop rises, causing rise in water
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Fig. 1 Isometric view of [

HTHP loop with TPFM and
FRO on the blow-down line .
Pressuriser

Suction Line

Test Vessel

Discharge line | Bypass Line

Blow-down
Collection

Homogeniser
Tank

TPFM
- FRO

Pneumatic Valve

level by swelling and pressure rise in the pressurizer. After attaining the desired pres-
sure 120 bar and temperature 300 °C, a quick opening (pneumatic) valve is opened
to initiate the blow-down of the subcooled water through the orifice. The down-
stream of the orifice is lead to a partially filled collection tank through 2” line, which
is immersed in water. The blow-down steam-water mixture gets condensed in the
collection tank. The TPFM measures the two-phase flow by gamma ray attenuation
method and finally mass is balanced to calculate the flow rates. Before taking up the
proposed experiments, simulation studies are carried out to ensure the feasibility to
use the HTHP loop for this work.

3 Analyses Using RELAPS/MOD 3.2

3.1 Modelling of High-Temperature Loop Using RELAP5

The analyses of different blow-down cases are carried out using RELAPS/MOD
3.2 code [6]. The nodalization of high-temperature loop is shown in Figs. 2 and 3.
During the nodalization of HTHP loop, the volume and the thermal capacity of the
loop are carefully considered to simulate the actual loop data by considering the
details of the individual components such as size, length, area, volume and number
of control volumes. Initially, the flow restricting orifice (FRO) is modelled as control
volume of length 3.5 mm having an area equivalent to the size of orifice. As the
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Fig. 2 Model of HTHP loop

in RELAP5/MOD 3.2 for the Pressurisg
simulation of blow-down Surge Lige
through TPFM and FRO \
{ {
e I
T 1 ,_,M"’*"E
S ol 1

blow-down rates increase, due to two-phase flow formation, very small time steps
(<107 s) are required for the analysis to keep it within Courant limit. Hence, for
the sizes higher than 5 mm, FRO is modelled as junction component with an area
equivalent to the FRO size. The isolation valve in the surge line connecting the loop
to pressurizer is modelled as a junction with the reduced area. It acts like an orifice
of area equivalent to 5 mm diameter. The pneumatic valve is modelled as motorized
valve with valve opening and closing rate of 33.3%/sec. The abrupt area change
model is used wherever the change in area is involved.

The initial conditions of the loop like temperature and pressure are taken based
on the test cases. The entire loop and its heat structures, except pressurizer, are given
uniform temperature. The pressurizer is kept at low temperature. The initial level of
the pressurizer is specified as 3.938 m for all the cases. Only the initial loop pressure
and temperatures are specified.

In the analysis, for first 10 s the initial conditions are maintained. At the 10th
second, the pneumatic valve starts opening to initiate blow-down and is fully opened
by the 13th second. The valve starts closing at 77th second and at 80th second it
fully closed, ending the blow-down; i.e., the blow-down is for about 70 s. The valve
closing in 3 s is simulated using a trip card. The analysis is continued for some more
time (50 s) in order to stabilize of the loop parameters. The values of mass fluxes,
pressures and temperatures at pressurizer line, two-phase flow metering device and
blow-down line locations are plotted.

In the analysis, for first 10 s the initial conditions are maintained. At the 10th
second, the pneumatic valve starts opening to initiate blow-down and is fully opened
by the 13th second. The valve starts closing at 77th second and at 80th second it
fully closed, ending the blow-down; i.e. the blow-down is for about 70 s. The valve
closing in 3 s is simulated using a trip card. The analysis is continued for some
more time (50 s) in order to stabilize of the loop parameters. The values of mass
fluxes, pressures and temperatures at different locations are plotted. The locations
are; pressurizer line, two-phase flow metering device and blow-down line.
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Fig. 3 Nodalization of HTHP Loop in RELAP5/MOD 3.2 with TPFM and FRO for blow-down
analysis
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3.2 Analysis Cases

In the experimental case, the loop is heated to a desired temperature and pressure by
pump heat and heaters before starting the blow-down. In the analysis, these conditions
are given as the initial conditions and the loop is initialized with the test pressure and
temperature before starting the blow-down in the RELAP analysis. The initial loop
pressures considered for the analyses are 120, 110 and 100 bar and the initial loop
temperatures are 300, 290 and 280 °C, respectively. The quick-acting pneumatic
valve is modelled as motorized valve with opening and closing time of 3 s. The
downstream of the orifice is connected to a SONB sch. 40 pipe and its other end is
immersed in water in a tank partially filled with water. The tank is kept on weighting
scale. The analysis of blow-down is carried out through orifices of different sizes
(3.0, 3.5, 4.0, 4.5, 5.0, 6.0, 7.0, 8.0, 9.0 and 10.0 mm). The initial pressure and
temperature considered for the analysis of the different cases are given in Table 2.
The pipelines of the loop are modelled as heat structures. The heat structures of the
blow-down line and the homogenizer and the TPFM are not modelled in the present
analysis. Abrupt area change model is used in the analysis for the pressure loss due
to area change. Only one TPFM module (M2) is considered in the present analysis.

4 Results and Discussion

In all the simulations of transients, the loop is initialized with starting temperature and
pressure. The important parameters such as the pressurizer pressure, loop pressure
and temperature, pressure and temperature of the fluid in the upstream of the flow
restricting orifice and the TPFM are plotted. The mass flow through the isolation valve
in the surge line, mass flow through the TPFM and the mass flow through the FRO are
also estimated. The typical pressure drop across the FRO at the average blow-down
rate and the corresponding pressure drop across the TPFM and isolation valve are
reported for comparison. The quality of water in the blow-down line and the loop is
also estimated. The summary of the results of the simulations is given in Tables 1, 2
and 3. The expected average blow-down rates and the maximum inventory loss for
70 s of the blow-down through different sizes of the orifices are given in Table 3.
The important parameters such as the loop pressure, temperature and the mass flow
rates during the course of the transients are plotted for specific size of an orifice (3
and 10 mm) at a given initial pressure and temperature of the loop in Figs. 4, 5, 6, 7,
8 and 9. The expected inventory loss for 70 s blow-down for different sizes of orifice
at 120, 110 and 100 bar and at different temperatures is shown in Figs. 10, 11 and
12.
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Table 1 Summary of the results of blow-down through 3.0 mm orifice with TPFM

Pin (bar) Tin (°C) Pgna (bar) TrrO Mass flow rate (kg/s)
Pprz Pioop (°O) Initial Final Avg
120 300 102.5 89.1 298.7 0.557 0.380 0.445
290 101.7 86.2 288.7 0.564 0.450 0.501
280 102.0 86.5 279.2 0.571 0.490 0.517
110 300 95.5 85.2 299.0 0.511 0.333 0.393
290 94.6 81.4 288.9 0.539 0.408 0.460
280 93.9 79.7 279.0 0.545 0.469 0.496
100 300 88.5 85.0 299.4 0.444 0.287 0.340
290 87.3 71.0 289.1 0.512 0.360 0.410
280 86.5 74.1 279.1 0.519 0.424 0.464

Table 2 Summary of the results of blow-down through 10.0 mm orifice with TPFM

Pin (bar) Tin (°C) Pgina (bar) TErRO Mass flow rate (kg/s)
Ppr, Ploop O Initial | Final | Avg
120 300 98.1 75.9 253.0 2.365 3.370 2.735
290 95.3 66.3 232.3 2.644 3.480 2.610
280 93.1 57.6 219.3 2.866 3.367 2.420
110 300 92.7 76.6 248.0 2.087 3.528 2.614
290 89.7 67.3 237.7 2.398 3.399 2.540
280 87.3 58.1 222.4 2.640 3.329 2.360
100 300 87.5 77.6 272.7 1.728 2.736 2.376
290 84.0 67.1 243.8 2.122 3.241 2.440
280 81.5 58.5 226.4 2.391 3.268 2.310

4.1 Blow-Down Through 3.0 mm Orifice

The summary of the results for the simulation of blow-down through 3.0 mm orifice
size with TPFM-M2 is given in Table 3. The data of loop pressure, temperature
and mass flow through FRO and other locations are plotted in Figs. 4, 5 and 6 for
different initial pressure and temperature conditions. The trends of the transients for
loop initial pressure and temperature of 120 bar and 300 °C are shown in Fig. 5.
It is found that the average mass flow rate during the blow-down is varied from
0.517 to 0.34 kg/s. The average blow-down rates decrease with decrease in the initial
pressure of the loop as expected. For a given initial pressure, the average blow-down
rate increases with decrease in the initial temperature. Single phase blow-down takes
place in this case. Only in the case of 100 bar and 300 °C case, two-phase blow-down
starts after 38 s. and continues at constant pressure corresponding to its saturation
condition. The summary of the results of blow-down through 3.0 mm orifice case
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Table 3 Expected average blow-down rates through different sizes of orifice and total inventory
loss

SI. | Pin |Tin | Average blow-down rate (kg/s) for different sizes of orifice

No 1(ba) [ °C) 130 |35 [40 [45 |50 |60 |70 [80 |90 [100
120 300 |0.44 |0.53 |0.61 [0.87 |0.78 |1.11 |1.60 |2.06 |244 |2.73
290 [0.50 |0.60 |0.68 |0.76 |0.80 |1.02 |1.46 1.90 |229 |2.61
280 [0.52 [0.65 |0.75 |0.82 |0.88 |1.02 |1.30 1.73 | 2.11 242
110 {300 039 |048 |0.56 |0.70 |0.73 |1.06 |1.52 1.97 |234 |2.61
290 046 [0.55 |0.62 [0.69 |0.74 |0.97 |1.40 1.84 |223 |2.54
280 [0.50 [0.61 |0.69 |0.76 |0.78 |[0.92 |1.26 1.68 [2.05 |[2.36
100 {300 034 |0.41 |0.55 |0.65 |0.70 |1.00 |1.43 1.85 |2.18 [2.38
290 {041 049 |0.55 |0.55 [0.69 [0.92 |1.35 1.77 |215 |244
280 046 [0.56 |0.62 |0.70 |0.69 |0.86 |1.21 1.63 1.99 231
Minimum (kg/s) |0.34 |0.41 |0.55 |0.55 |0.69 |0.86 |1.21 1.63 1.99 231
Maximum (kg/s) |0.52 |0.65 |0.75 |[0.87 |0.88 |1.11 |1.60 |2.06 |244 |2.73
Avgerage (kg/s) [0.45 054 |0.63 [0.72 |0.76 [0.99 |1.39 1.83 220 |249

Min. inventory | 23.80 | 28.95 | 38.64 | 38.64 | 48.28 | 59.92 | 84.66 | 114.10 | 139.30 | 161.70
loss (kg)

Max. inventory | 26.19 |45.74 | 52.44 | 57.67 | 61.29 | 74.49 | 106.72 | 138.21 | 163.86 | 183.00
loss (kg)

—
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Fig. 4 Loop pressure for blow-down through 3.0 mm orifice at 300 °C and 120 bar initial condition
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Fig. 5 Loop temperature for blow-down through 3.0 mm orifice at 300 °C and 120 bar initial
condition
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Fig. 6 Loop mass flow rate for blow-down through 3.0 mm orifice at 300 °C and 120 bar initial
condition

is given in Table 1. The temperature of the water remains almost same as that of
initial temperature and is less by 1.3 °C. The reduction in loop pressure is in the
range 18.3—11.5 bar from the initial value and that of loop temperature is in the range
58.8—41.0 °C from the initial temperature during this transient. The overall inventory
loss from the loop is varied from 23.8 to 36.19 kg for different initial pressure and
temperature during the blow-down.
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Fig. 7 Loop pressure for blow-down through 10.0 mm orifice at 300 °C and 120 bar initial condition
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Fig. 8 Loop temperature for blow-down through 10.0 mm orifice at 300 °C and 120 bar initial
condition

4.2 Blow-Down Through 10.0 mm Orifice

The summary of the results for the simulation of blow-down through 10.0 mm orifice
size with TPFM-M2 is given in Table 2. The transient data of loop pressure, temper-
ature and mass flow through flow restricting orifice and other locations are plotted in
Figs. 7, 8 and 9 for 120 bar and 300 °C initial pressure and temperature conditions.
In this transient, the loop gets depressurized to its saturated condition within 5 s
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Fig. 9 Loop mass flow rate for blow-down through 10.0 mm orifice at 300 °C and 120 bar initial
condition
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Fig. 10 Expected loss of inventory for 70 s blow-down for different sizes of orifice at 120 bar at
different temperature

from the opening of pneumatic valve. The blow-down temperature is observed to
be slightly reduced (by ~12 °C) from the initial loop temperature and remains the
same for about 35 s. A steep reduction in the blow-down temperatures is observed
at the end of the transient (last 35 s before closing the pneumatic valve), the blow-
down temperature is reduced by about 60.7 °C at 280 °C and 120 bar to 27.3 °C at
300 °C and 100 bar pressure. As the blow-down temperature reduces at the end of the
transient, the corresponding increase in the blow-down rate and the corresponding
reduction in the pressure in the upstream of flow restricting orifice are observed. The
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Fig. 11 Expected loss of inventory for 70 s blow-down for different sizes of orifice at 110 bar at
different temperature
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Fig. 12 Expected loss of inventory for 70 s blow-down for different sizes of orifice at 100 bar at
different temperature

average mass flow rate during the blow-down is varied from 2.614 to 2.310 kg/s.
The overall inventory loss from the loop for 3.5 mm orifice is varied from 161.70 to
183.00 kg for different blow-down cases analysed.
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4.3 Summary of Two-Phase Blow-Down Analysis

The summary of results for this case with TPFM-M2 is given in Table 3. The transient
data of loop pressure, temperature and mass flow through FRO and other locations are
plotted in Figs. 10, 11 and 12 for different initial pressure and temperature conditions.
The trends of the transients for loop initial pressure of 120 bar and for three different
temperatures 300, 290 and 280 °C are shown in Fig. 10. Similarly, the results at
110 bar and at three temperatures are shown in Fig. 11 and for 100 bar case is shown
in Fig. 12.

ii.

iii.

iv.

5

From the analytical results, the following observations are made.

The flow rate and pressure fall during blow-down are dependent on the mass of
nitrogen present in the pressurizer which expands during blow-down. The mass
is a function of the initial pressure and the gas space volume. In this case, the
gas space volume is kept same.

The pressure fall in the loop is in the range of 5 bar to 25 bar after the blow-down.
The pressure stabilization takes place in the loop after some time. The pressure
fall in pressurizer is not as sharp as the loop due to the high flow resistance in
the surge line during blow-down.

In general, it is observed that the blow-down rates increase with the increase
in the size of the orifice. For a given size of the orifice and temperature, the
blow-down rates increase with the increase in the loop pressure.

For a given pressure and orifice size, in general, the blow-down rates increase
with increase in the initial loop temperature. As the flow between the loop and
the pressurizer is restricted by the size of the isolation valve (equivalent to 5 mm
orifice), there is a mismatch between the blow-down flow rate and the flow
rate from the pressurizer. Due to this, for FRO sizes up to 5 mm, the blow-
down rate is almost constant or decreases slightly. The blow-down takes place
at single phase conditions. As the FRO size increases above 5 mm, the make-up
from pressurizer is less than the blow-down rate and hence the loop gets quickly
depressurized to the saturated condition corresponding to the initial temperature
of the loop. The blown rates are constant for some time and then increases as
two-phase flow takes place. The period of two-phase blow-down increases with
increase in the size of the FRO.

Conclusions

The following conclusions were made from the results of blow-down analyses,

i

The results of blow-down analysis through different sizes of the orifice indicate
that the blow-down rate is from 0.35 kg/s for 3 mm orifice size to 3.0 kg/s for
10 mm size orifice.



Simulation of Blow-Down Through Two-Phase Flow Module ... 217

ii

il

The pressurizer surge line isolation valve is restricting the cold-water flow coming
into the loop for higher size orifices. As the size of the orifice increases, the
blow-down rates also increase and the loop gets de-pressurized faster.
Two-phase conditions occur in the loop and discharge continues at constant loop
pressure corresponding to the loop temperature.

It is observed that the loop supports the utilization of TPFM-M2 spool for blow-
down through the orifice sizes considered. As the loop volume is less (~1.5 m?),
the loop gets depressurized very fast, thereby restricting the blow-down rates.

Nomenclature

FRO Flow restricting orifice

M Mass flow rate (kg/s)

p Pressure (bar)

prz Pressurizer

sliv Surge line isolation valve

Taoop  Temperature of fluid in the loop main pipeline
T tufro Temperature of the fluid in the upstream of fro
TPFM  Two-phase flow metering device
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Numerical Simulation of Flow Through )
Sump Pump L

Ravikant Kumar, Ruchi Khare, and Ashish Singh

1 Introduction

In sump and intake models, the usual aim is to achieve smooth, steady approach
flow conditions so that obstructions and velocities are high enough to cause air
entrainment. By a proper intake sump design, uniform flow can be led to the vertical
pumps and the performance of the pump in fact enhanced. The Hydraulic Institute
Standards specify general guidelines for the design of sumps. The site constraints
usually call for a deviation from the Standards. It then becomes essential to investigate
the sump to ensure smooth flow over the entire flow range of the pumps.

The location of intake structure should be such that it may provide swirl-free and
uniform flow. The intake which is nearer to the free surface is considered to be more
economical, because it is easily accessible for maintenance.

2 Literature Review and Objective

The CFD simulation is done to identify the different kinds of vortex structures that
may appear in a pump sump. The physical model test consists of a simple geometry,
with the pump situated within eccentricity of 3% of the sump width from the centre
of the sump passage [1]. The CFD model can be used to study the effect of various
parameters and hence can become an important tool for the optimization of pump
sump geometry. In CFD, the building of the scale model is replaced with a virtual
representation. Also, the process of physically recording results is replaced with
the running of a simulation on the computer. During experimental investigation,
formation or air entrainment was observed at LWL and same was rectified by modified
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the height of the existing curtain wall. The main objective is to carry out numerical
simulation of a circular and rectangular multiple suction intake wells and analyses
the swirl generation and vorticity in the pumping intake under different operating
conditions and also to study velocity and pressure distribution in various parts of
pump sump.

3 Geometry and Mesh Generation

For flow analysis in a vertical intake structure, 3D geometric modelling of whole
of the intake structure space is required which includes sump suction pipe and bell
mouth. The modelled intake structure in the present work consists of a rectangular
and a circular sump well consisting of three pumps, of different arrangements for the
study of the behaviour of various operating conditions.

The geometry of the vertical multiple pump intake, it is obtained to design the
whole vertical intake space within a single domain. Therefore, the whole design
contains bell mouth and sump suction pipes. The whole design is modelled in the
Ansys ICEM 16.1 consisting of inlet, outlets, suction pipes, and bell mouths. Opti-
mization of geometry in Ansys ICEM CFD is carried out. Two different shapes that
is the rectangular and circular sump wells with three suction pipes in each case are
prepared (Figs. 1, 2, 3 and 4; Tables 1 and 2).

Fig. 1 Complete assembly
of rectangular intake well
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Fig. 2 Complete assembly
of circular intake well

L] 4000 (m) et x
—— )
2000 :

Fig. 3 Mesh generation of
rectangular intake structure

Fig. 4 Mesh generated in
circular intake
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Table 1 Specifications of

rectangular vertical intake Height of intake >m
structure model Bell mouth diameter 0.59 m
Number of suction pipe 3
Number of bell mouth 3
Inlet diameter of intake 1m
Length of inlet pipe 1.5m
Diameter of each suction pipe 0.4 m
Tk S g o
structure model Bell mouth diameter 0.59 m
Number of suction pipe 3
Number of bell mouth 3
Inlet diameter of intake Im
Length of inlet pipe 1.5m
Diameter of each suction pipe 04 m
Diameter of intake well 2.02m

3.1 Boundary Conditions

In the present study of vertical pump intake structure numerical flow simulations
have been carried out for a varying deign parameters and mass flow rate.

4 Results and Discussions

Geometrical modelling tests are considered as highly reliable way to assess pump
intake designs in comparison to theoretical modelling. Computational fluid dynamics
3D flow simulation has the ability of providing much more detailed information of
the flow field at a least of the cost and time required for the model study (Table 3).

Table 3 Details of different conditions of intake well used for analysis

Case 1 Rectangular intake well, pumpl and 3 are in running condition
Case 2 Rectangular intake well, pump 1 and 2 are in running condition
Case 3 Circular intake well, pump 1 and 3 are in running condition
Case 4 Circular intake well, pump 1 and 2 are in running condition
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Fig. 5 Swirl angles with
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4.1 Swirl Analysis for Rectangular Intake

In the design of the rectangular intake the suction pipes are installed as of two of
them are working and one is taken as standby. Further tests are performed for the
calculation of tangential velocities, axial velocities, swirl angles, and velocity curls
for each of the working suction pipes (Fig. 5).

The quantitative results are compared for pump 1 and pump 3 suction pipe and
suction pipe 3 at working condition in the form of the swirl angles taken at an
appropriate interval of 0.59 m from the bell mouth opening to the impellers eye. The
average directional vorticity 0.61° is calculated at each defined planes created with in
each suction pipes at definite intervals. It was found the swirl angle in suction pipes
of both pumps is in opposite direction it is because of their symmetrical location
from the inlet pipe of intake well.

The quantitative results are compared with suction pipe 1 and suction pipe 2 at
working condition and swirl angles taken at an interval of 0.40 m from the bell mouth
opening to the impellers eye and also one surface is taken below bell mouth. The
average directional vorticity is calculated at each defined planes created with in each
suction pipes at definite intervals. It was found the in suction pipe 1 the swirl angle is
coming negative to show the direction and in suction pipe 3 the swirl angle is coming
as positive showing the opposite direction. The variation of swirl angles at different
sections of pumpl and pump2 suction pipes is shown in Fig. 6.

4.2 Swirl Analysis for Circular Intake

In the design of the circular intake the suction pipes are installed as of two of them
are working and one is taken as standby as worked in rectangular intake. Further
tests are performed for the calculation of tangential velocities, axial velocities, swirl
angles, and velocity curls for each of the working suction outlets (Fig. 7).

The quantitative results are compared with suction outlet 1 and suction outlet 3
at working condition in the form of the swirl angles taken at an appropriate interval
of 0.40 m from the bell mouth opening to the impellers eye. The average directional
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Fig. 6 Swirl angles with
respect to location in suction
pipes for outlet 1 & 2
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vorticity is calculated at each defined planes created with in each suction pipes at
definite intervals. It was found the in suction outlet 1 the swirl angle is coming
negative to show the direction and in suction outlet 3 the swirl angle is coming as
positive showing the opposite direction flow of fluid (Fig. 8).

The quantitative results are compared with suction outlet 1 and suction outlet 2
at working condition and swirl angles taken at an interval of 0.40 m from the bell

Fig. 8 Swirl angles with
respect to location in suction
pipes for outlet 1 & 2
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Fig. 9 Streamlines suction Volocity
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mouth opening to the impellers eye and also one surface is taken below bell mouth.
The average directional vorticity is calculated at each defined planes created with in
each suction pipes at definite intervals. It was found in the suction outlet 1 the swirl
angle is coming negative to show the direction and in suction outlet 3 the swirl angle
is coming as positive showing the opposite direction Comparable results are plotted
showing swirl angles under working suction 1 and suction 2. It was found that at
initial just below the suction bell mouth the swirl angle, velocities are higher showing
sudden increase in values and fluctuation in graph as compared to that further defined
surface for calculation of swirl angles.

4.3 Streamlines of Case 1 and Case 2

Variation of velocities streamlines of complete assembly of a rectangular pump intake
at uniform inlet condition of 1.5 atmospheric with varying operating suction outlets.
Figures 9 and 10 show the working suction pipes 1 & 3 and 1 & 2, respectively.
Showing swirl generation.

4.4 Streamlines of Case 3 and Case 4

Variation of velocities streamlines of complete assembly of a Circular pump intake
at uniform inlet condition of 1.5 atmospheric with varying operating suction outlets.
Figures 11 and 12 show the working suction pipes 1 & 3 and 1 & 2, respectively.
Showing swirl generation.
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Fig. 11 Velocity streamlines Velocity
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4.5 Velocities u, v and w Analysis

According to the above tabular value obtained at a location of 0.6 m from the bottom
of the pump intake from O to 3.2 m, line drawn passing through the centre of the
bell mouth. It was clear from the graphical representation of above data that the
fluctuation of velocities in u, v and w direction is smooth (Tables 4 and 5).

According to the above tabular value obtained at a location of 0.6 m from the
bottom of the pump intake from O to 3.2 m, line drawn passing through the centre of
the bell mouth. It was clear from the graphical representation of above data that the
fluctuation of velocities in u, v and w direction is not smooth. Found most fluctuation
near the 2nd suction outlet (Table 6).

According to the above tabular value obtained at a location of 0.6 m from the
bottom of the pump intake from 0 to 3.2 m, line drawn passing through the 2 centre

Table 4 Velocities in u, v and w direction w.r.t Z-0 to 3.2 (m) case 1

Z (m) Velocity u (m s~1) Velocity v (ms™!) Velocity w (ms™")
0 0.19 0.11 —0.01
0.4 0.13 — 0.06 —0.08
0.7 0.02 0.19 0.09
1.1 —0.1 0.02 0.16
14 —0.17 —0.03 0.05
1.8 —0.26 —0.04 0.01
2.2 —0.19 0.01 —0.06
2.5 — 0.08 0.02 —0.01
2.9 0.07 0.06 0.08
3.2 0.11 0.05 0

Table 5 Velocities in &, v and w direction w.r.t Z-0 to 3.2 (m) of case 2

Z (m) Velocity u (m s7h Velocity v (m ) Velocity w (m s7h
0 0.12 —0.02 0

0.4 —0.01 —0.01 —0.04
0.7 —0.03 0 —0.02
1.1 —0.07 0.04 —0.01
14 —0.16 0.13 —0.06
1.8 —0.08 0.12 0.07
2.2 —0.13 0.02 —0.05
2.5 0.04 0.21 —0.03
2.9 0.08 —0.03 0.06
32 0.13 —0.01 0
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Table 6 Velocities in u, v and w direction w.r.t Z-0 to 3.2 (m) of case 3

Z (m) Velocity u (m s7h Velocity v (m ) Velocity w (m )
0 0.09 —0.07 0.04
0.4 —0.01 —0.06 —0.09
0.7 0.07 0.46 —0.03
1.1 —0.18 0.07 0.28
1.4 —0.14 —0.05 0.03
1.8 0.01 —0.04 —0.01
2.2 —0.04 —0.05 —0.26
2.5 0.09 0.46 —0.02
2.9 0.01 —0.05 0.02
32 0.16 —0.05 —0.11

of the bell mouth. It was clear from the graphical representation of above data that
the fluctuation of velocities in u, v and w direction is smooth and uniform at 0 and
3.2. Velocity v increases at centre of the bell mouth (Table 7).

According to the above tabular value obtained at a location of 0.6 m from the
bottom of the pump intake from O to 3.2 m, line drawn passing through the centre of
the bell mouth. It was clear from the graphical representation of above data that the
fluctuation of velocities in u, v and w direction is also smooth, and from O to 1 m,
there are almost linear velocities.

Table 7 Velocities in u, v and w direction w.r.t Z-0 to 3.2 (m)

Z (m) Velocity u (m s~1) Velocity v (ms™!) Velocity w (ms™!)
0 —0.01 0.05 0

04 0 0.02 0.01
0.7 —0.02 0.01 —0.03
1.1 —0.04 —0.03 —0.04
14 —0.36 0.05 —-0.17
1.8 —0.25 0.2 0.14
2.2 — 0.09 0.07 —0.26
2.5 0.21 0.45 0.08
2.9 0 —0.09 0.05
3.2 0.11 — 0.06 —0.07
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5 Conclusions

From the above study on swirling flow in sump with multiple pump intakes of rect-
angular and circular pump intake structure, it has been observed that the location and
operating conditions of the suction pipe in sump geometry affect local and global
intake performance parameters significantly. The following conclusions have been
drawn from the tabular and graphical results. In case of rectangular pump intake,
it was found in the suction outlet 1 the swirl angle is coming negative to show the
direction and in suction outlet 3 the swirl angle is coming as positive showing the
opposite direction. When the suction outlet 1 and 2 working of rectangular intake it
was observed that there is no such variation in swirl angles both are nearly identical.
In case of circular pump intake, the variation in swirling angles is smooth and non-
fluctuating. It is observed from the graphs that the swirl angles just below the opening
of bell mouth are much higher than the angles inside the suction pipes in all cases of
rectangular and circular pump intakes because of high swirl at the suction inlet. As
moving from opening of bell mouth to suction pipes the velocity decreases. From
the computation analysis of velocity streamlines, Cases of circular pump intake the
streamlines are smooth because, no corner or edges in the geometry. Maximum swirl
angle obtained in case rectangular intake is found to be 28.826° which is obtained
just below the bell mouth at a depth of 0.2 m from bell mouth opening. Maximum
swirl angle obtained in case of circular intake is found to be 32.35° which is obtained
just below the bell mouth at 4 m from bell mouth opening. In velocities », v and w
analysis with respect to Z from 0 to 3.2 m the velocity variation is smooth in case,
when the suction outlet 1 & 3 working. In velocities u, v and w analysis with respect
to Z from 0 to 3.2 m the velocity variation is fluctuating near the second suction
inlets, when suction outlets 1 & 2 working. Where as in case of circular pump intake
the velocities u, v and w variation are almost same and no fluctuation is observed
below the non-working suction inlets.
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Estimation of Free Floating m
Characteristics of a Close Coupled L
Canard Based on Computational Studies

R. J. Pathanjali, Muralidhar Madhusudan, B. Praveen Kumar,
T. Shubhangi, V. Sundara Pandian, and D. Narayan

1 Introduction

Certain modern fighter aircraft has been designed with delta wings and a close
coupled canard to enhance maneuvering and supersonic performance. The canard
design, in addition to meeting conventional design targets, has to cater to various
scenarios in its failure case too. A close-coupled canard configuration will be typi-
cally integrated with a lifting canard, wherein the canard lift is used to complement
the wing lift for optimal performance. In such a configuration, if the canard actuation
system fails during flight at a particular angle of attack, there are two possible situa-
tions. In the first scenario, the canard due to its inherent weathercock stability, may
float and align itself with the free stream flow. In the second situation, the canard may
get stabilized at one of its extreme deflections. Other variations of the second scenario
are also possible. However, our design intent is on the first scenario, wherein upon
the failure of the actuation system, the canard should try to align itself to the local
free stream angle. This is a favourable case for aircraft stability because a typical
unstable aircraft with loss of canard lift ahead of the aircraft centre of gravity will
tend to become stable aircraft and hence safer to control and land. Therefore, it is
essential to understand the behaviour of the free floating canard at various Mach
(M)—angle of attack (AoA) regime in the flight envelope.

The need to understand the floating characteristics of a control surface especially
canard had been studied earlier in open literature [1-3]. Gumusboga [1] and Altug
had modelled the aerodynamic effects of asymmetric elevator failures in the F-16
Aircraft and reported the control surface deflections required for common types of
control surface failures such as freezing, floating and loss of effectiveness. Hollinger
[2] had studied about the canard hinge moment and longitudinal stability of a 1/7
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scale model of the Convair B-58 in a free-flight investigation and presented that the
canard hinge moment is very small when the canard hinge axis is located near to
the centre of pressure. It has also been mentioned that the variation of canard hinge
moment with AoA is minimal in the transonic and supersonic Mach numbers, and
it was almost constant at the higher Mach numbers. Kraus [3] had studied about the
estimation of free floating characteristics of canard for a delta-canard configuration
of an aircraft at high angle of attack and estimated the favourable location of pivot
axis, for stabilizing the aircraft in case of a failure. This paper builds upon these open
literatures by studying the effect of canard floating by using CFD studies. This paper
compiles the CFD studies carried out to understand the canard behaviour at transonic
and supersonic conditions to determine whether it satisfies the floating requirements.

2 Configuration and Computational Details

The configuration of the generic fighter aircraft with close coupled canard is studied in
this paper as shown in Fig. 1. The generic fighter aircraft is a delta wing configuration
with two missiles at the wing tips. The canard is swept back, and the canard flow
couples closely with the flow over the delta wing to enhance the lift characteristics
of the aircraft. The geometric details of the canard are shown in Fig. 2. The canard
hinge is kept at a location such that it subdivides the canard with roughly one-third
of the area ahead of the hinge axis and two-thirds behind the hinge axis. However, a
major portion of the leading edge of the canard is ahead of the hinge. The root chord
of the canard is the reference line on which all parameters are studied in this paper.

CFD studies were carried out using full aircraft configuration as shown in Fig. 1.
The mesh was generated in ANSYS ICEMCFD and solved for RANS equations
in Metacomp CFD++ solver. RANS equations with SST turbulence model were
used for prediction of flow features. The post-processing of the flow field is carried
out in Tecplot. The canard location on the aircraft had been fixed based on the
aerodynamic requirements taking into account of all the allied system constraints.
The canard hinge location and actuator have been fixed based on the requirement to
have minimal power for actuation for the planned operational schedule. The canard
hinge is fixed at 66.4% of the root chord with the main aim of having the smallest
possible actuator, as shown in Fig. 2. The canard operating range is from + 20° to
20° in flight, wherein + 20° indicates the position of canard with leading edge down
by 20° and — 20° indicates that canard has been positioned with leading edge up by
20°. Major flow features and hinge moments are explained with 0°, 4+ 10° and 10°
deflections of canard for better understanding.
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Fig. 1 Basic aircraft wing
and canard sweep details
with canard

Fig. 2 Canard hinge
location and canard area
forward and aft of hinge

Flow
+ Root Chord
F0

30.25% Area

......... |- - 66.4% of
Root Chord

3 Hinge Moment Characteristics of Canard

To understand the hinge moment characteristics of the canard, extensive CFD studies
were carried for the full aircraft configuration along with canard for various condi-
tions. The mesh used for this study had been evolved over the years for capturing
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the desired wing and canard vortices and extensive density regions have been used
to capture the canard leading edge vortex as well as the wing vortex. The mesh
distribution on a section over the aircraft is shown in Fig. 3. Validation studies have
been carried out between CFD and experimental data for the canard configuration as
shown in Figs. 4 and 5. The experimental results shown in this paper were obtained
from carrying out tests of scaled aircraft model in a closed circuit wind tunnel facility.
The free stream conditions in the test facility are M = 0.9 and Reynolds number per
unit length of 3.25 million/ft. The ACL and ACm were obtained from both CFD and
wind tunnel by taking the difference between the lift and pitching moment for two
configurations—one with canard and one without canard. The comparison shows a
close match with the experimental results throughout the range of angles of attack
except for an outlier point in the ACL curve. For the present study, the hinge moments
have been extracted from the configuration with canard from CFD with the above-
validated grid generation philosophy. All the aerodynamic forces and the moments
have been integrated over a single canard surface and resolved along the hinge axis.
However, for better understanding, the forces and moments have been shown along
various points of the root chord (X/C) (root chord values normalized from O to 1 for
convenience). The value of X/C = 0 indicates the leading edge of the root chord, and
a value of X/C = 1 represents the trailing edge of the root chord as shown in Fig. 2.

The hinge moments on the canard from CFD studies for various canard deflections
at M = 0.9 and M = 1.3 are shown in Figs. 6 and 7, respectively. A positive hinge
moment indicates that the moment about the canard hinge axis is trying to cause
the leading edge of canard to go up. A negative hinge moment tends to rotate the
canard leading edge down. From Fig. 6, it can be seen for M = 0.9 that at extreme +
20° deflection of canard, the canard hinge moment is positive for most of the AoA
which indicates that when the canard is deflected leading edge down by + 20°, its
hinge moment is in such a way that the canard leading edge tends to rotate up in
case of actuator failure. Similarly, the hinge moments at — 20° deflection of canard

Fig. 3 Representative RANS mesh used for CFD studies
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Fig. 4 Validation of CL from CFD with wind tunnel results for M = 0.9
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Fig. 5 Validation of Cm from CFD with wind tunnel results for M = 0.9
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tend to rotate the canard leading edge down. This is a definitive indication of the
canard floating characteristics, wherein if the canard fails during its extreme positive
deflection, it tends to rotate back towards neutral, and when it fails during the extreme
negative deflection, it tends to rotate back down towards the neutral again. Using the
same analogy, any failure at intermediate locations of canard will also tend to rotate
the canard back to a particular neutral position. The approximate angle for the canard
to float can be obtained by interpolating the canard deflections for zero hinge moment
as shown in Fig. 8.

It can be seen from Fig. 8 that the canard floating angle is increasing with AoA,
i.e. as the AoA increases the canard is trying to align itself more closely with the
free stream. The explanation for this favourable trend in canard hinge moment char-
acteristics can be obtained from detailed post-processing of CFD data. The variation
of canard hinge moment across the normalized root chord of canard (X/C) is shown
in Fig. 9. The hinge is kept at 0.664 (66.4% X/C) as shown by the vertical line. The
hinge moments are plotted for M = 0.9 at AoA = 0° for three canard deflections. The
hinge moment is positive for positive deflection of canard, if the hinge is located at
very low X/C and vice versa. It indicates that a reasonably forward hinge for positive
canard deflections will be stabilizing as it tends to rotate the canard leading edge to
go up typically. Similarly, a reasonably backward hinge will be destabilizing in the
sense that a positive canard deflection gives a negative hinge moment (wherein it

M=0.9 Full Slats

+ve

Canard Hinge Moment Coefficient

-ve
Canard -20° ----=--- Canard +5°
Canard -10° ----o--- Canard +10° ————
Canard -5° ----—=+--- Canard +20° ——=——

Canard 0° —=—

AoA (deg.)

Fig. 6 Hinge moment coefficient for canard from CFD at M = 0.9
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Fig. 7 Hinge moment coefficient for canard from CFD at M = 1.3

tends to rotate the canard leading edge to move towards a more positive deflection,
i.e. away from neutral). The classical textbooks on stability and control [4] discuss
the variation in hinge moments with control surface deflections extensively. For the
present study, the canard deflection of — 10° and + 10° in Fig. 9 confirms the above
typical trends. There is a particular location on the X/C where the hinge moment of
all the deflections is almost zero. The canard deflection of — 10° and + 10° intersects
the Zero hinge moment line at approximately around 0.725 X/C. This point where
the hinge moment is zero is the point where the resultant force acts on the canard
(Centre of pressure, COP). In that regard, the position of the hinge (for the present
case at 0.664 X/C) ahead of this COP will always tend to provide a favourable hinge
moment of the canard.

The hinge moment characteristics are analysed for other AoA for canard deflection
of 4+ 10° and — 10° and shown in Figs. 10, 11 and 12. The trend in hinge moments
with AoA is grouped in the range of three AoA regimes. In the linear low AoA
regime, the leading edge down deflection of canard + 10° is almost parallel (dotted
lines). With increase in AoA to around 5°-10° AoA, the zero hinge moment point is
seen behind the COP. A similar trend is observed for mid and high AoA ranges also.
The corresponding plot of variation in hinge moment and the location of COP for M
= 1.3 at AoA = 0° are shown in Fig. 13 and at a higher AoA in Fig. 14. The hinge
moment characteristics are plotted with respect to the canard deflection with varying
AoA for M = 0.9 and M = 1.3 in Figs. 15 and 16. This positive slope of the trend
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Fig. 10 Hinge moment for Hinge Moment Coefficient vs X/C M=0.9 AocA=0°-10°
varying AoA at M = 0.9
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seen in Figs. 15 and 16 is a definitive indication that the canard will float at all AoA.
The positive slope of the curve and its intersection with the zero hinge moment axis
indicates that there is only one unique neutral position where the canard will come
to stabilize during floating. The contours of coefficient of pressure (Cp) and canard
hinge moment coefficient (CHM) for M = 0.9 and M = 1.3 are given in Figs. 17, 18,
19 and 20. It can be seen that the region of low pressure (high suction) is concentrated
along the top side of the leading edge of the canard for M = 0.9. Also, the suction
is distributed along most of the canard surface, thereby maintaining sufficient lift in
the rear portion of the canard. This can also be seen from Fig. 18 where the dark blue
region at the rear of the canard on the top surface is consistently stronger to make
the canard align closely with the free stream.

The flow field is slightly different for M = 1.3 as seen from Figs. 19 and 20,
wherein the shock pattern influences the forces on the canard. The leading edge
shock creates a high-pressure region on the top surface of the canard. However, the
trailing edge low pressure on the top surface of the canard is quite strong to make
the canard float at all AoA. The contours from CFD solutions help us to understand
the reasons for canard floating at transonic and supersonic regimes.
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Fig. 11 Hinge moment for
varying AoA at M = 0.9

Fig. 12 Hinge moment for
varying AoA at M = 0.9
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Fig. 13 Hinge moment
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Fig. 14 Hinge moment
variation with canard root X/
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Fig. 15 Canard hinge
moment coefficient with
canard deflection for M =
0.9 for various AoA

Fig. 16 Canard hinge
moment coefficient with
canard deflection for M =
1.3 for various AoA
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Fig. 18 Hinge moment contours on the top and bottom surface of the canard for M = 0.9
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Fig. 20 Hinge moment contours on the top and bottom surface of the canard for M = 1.3

4 Conclusion

RANS studies have been used to estimate the hinge moments of a close coupled
canard and thereby derive its free floating characteristics in case of canard actuation
system failure. CFD studies have been carried out for all canard deflections, and
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the trend in the hinge moments for canard deflections of 0°, — 10° and + 10° has
been used to understand the reasons for canard floating, in case of failure. It has
been seen from the CFD studies that the slope and magnitude of the hinge moments
and the movement of centre of pressure give a good indication of the free floating
characteristics of canard.
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Nomenclature

AoA  Angle of attack (°)

CHM  Coefficient of hinge moment (-)
COP  Centre of pressure (m)

Cp Coefficient of pressure (-)

M Mach number (-)

Re Reynolds number (-)
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The Study on Working Fluid for Cold m
Gas Reaction Control System and Its L
Expansion Time in Regulated
and Non-regulated Conditions

G. Kesava Vishnu and Vishnu Suresh Nair

1 Introduction

A rocket stage operating with a single engine is capable of creating pitch and yaw
moments by gimballing the engine. Gimballing the engine moves the thrust axis away
from vehicle axis which creates moment across pitch and yaw planes. A tangential
force is required to create moment across roll axis [2]. Tangential force can be created
by deflecting fins or by utilizing thrusters in the tangential direction. Fin deflection
control would only be effective in regions of high dynamic pressure sufficient to
create a lifting force on the control surfaces. Normally used types of thrusters in a
launch vehicle are (Fig. 1),

1. Mono-propellant thrusters.
2. Bi-propellant thrusters.

3. Cold gas thrusters.

4. Miniature Solid motors.

A fine control of the thrust and pulse width is difficult with solid motors. Table 1
shows the comparison between mono-propellant, bi-propellant and cold gas systems.
Mono-propellant system requires propellant tank, propellant acquisition system, tank
pressurization system and catalyst. The tank pressurization system includes gas
bottles and pressure regulators. The system performance degrades over time due
to catalytic poisoning. Bi-propellant systems require separate propellant storage,
feed and control systems for fuel and oxidizer which adds to system complexity.
Mono-propellant and bi-propellant thrusters are complex when compared to cold gas
systems [1]. Cold gas feed system requires a propellant tank and a regulator. Cold gas
propulsion system has already been used in spacecrafts to achieve attitude and orbital
control. It has been used in COS-B, OTS, EURECA, ASTRO-SPAS, HIPPARCOS,
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Fig. 1 Pitch, yaw and roll
axis in a launch vehicle

EX-OSAT and STRV-1C and 1D. It was also used on the Dutch SLOSHSAT, which
was launched in 2005 [3]. The technology of cold gas propulsion for spacecraft appli-
cations is available with STERER, Marotta and Moog (USA), DASA (Germany),
Rafael (Israel) and Bradford Engineering (The Netherlands) [4]. Using the system
for launch vehicles requires additional design considerations. The ambient pressure
of a launch vehicle varies during the course of ascent. So, the thrust delivered by
the thruster changes due to variation in the thrust coefficient. The control logic shall
be enabled to accommodate this variation in specific impulse. When compared to
spacecrafts, launch vehicle thrusters require higher thrust to create a roll moment.
Even though the total impulse requirement is nearly same for launch vehicles and
satellites, the operating duration is shorter for launch vehicles.

Table 1 Comparison of

different mono-propellant,
bi-propellant and cold gas Isp (s) 190 <180 60-140
system

Spec Bi Mono Cold gas

System complexity High Medium Less

No. of design tests High Medium Less
Mass Low Medium High
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Fig. 2 Eight thruster RM1 25— ==} rP1
configuration (top view)

2 Thruster Configuration

Figure 2 shows the thruster configuration. A pair of thrusters are kept, facing 180°
apart, on each side of axes. In total, eight thrusters are required to create roll moments
in both directions. Even though the primary objective of the reaction control system
is to cater roll requirements, it can also be used for pitch and yaw manoeuvers. It can
be achieved by the selection of thruster firing configuration. Table 2 shows the firing
configuration for roll, pitch and yaw control. Pitch and yaw manoeuvers are possible
when the plane of thruster placement is away from the centre of gravity (CG) of
the vehicle. When the CG of the vehicle is below the thruster plane, firing the RP2
and RM4 pushes the vehicle towards pitch plus direction, whereas when the CG is
above the thruster plane, firing the RP2 and RM4 pushes the vehicle towards pitch
minus direction. Similarly, the firing configurations are listed in Table 2 for pitch
and yaw manoeuvers, the effectiveness of the thruster firing depends on the distance
between the thruster plane and CG. The pitch moment generated is maximum when
the thruster plane is at the highest distance from the vehicle CG. Hence, it is always
better to position the thruster plane in the topmost point of the vehicle.

3 Cold Gas System

In a cold gas propulsion system, the working fluid is stored at high pressure and
expanded through thrusters. This will give the required control thrust for the vehicle.
In the system, combustion is not involved. Various choices of gases can be considered
for the working fluid. Gases like nitrogen, helium are commonly used [3, 5].

Neon and argon can also be used as working fluids. Higher molecular weight of the
working gas is desirable for cold gas system as the medium with the higher molecular
weight gives the maximum total impulse for a given storage pressure and volume.
Hugo Nguyen et al. discussed the possible propellant choice for cold gas system [4].
Molecular weight is considered as the base parameter for the choice of propellants.
Critical temperature and critical pressure also have a major role in its choice. The
liquid—vapour saturation curve of the working medium should not be crossed during
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Table 2 Thrusters firing

. S. No. Manoeuver Simul. firing of thrusters
versus possible manoeuvers
1 Roll plus RP1, RP2, RP3, RP4
2 Roll minus RM1, RM2, RM3, RM4

When CG is below the thruster’s plane

3 Pitch plus RP2, RM4
4 Pitch minus RM2, RP4
5 Yaw plus RM1, RP3
6 Yaw minus RP1, RM3
When CG is above the thruster’s plane

7 Pitch plus RM2, RP4
8 Pitch minus RP2, RM4
9 Yaw plus RP1, RM3
10 Yaw minus RMI1, RP3

isentropic expansion to ensure that phase change is avoided. If the curve is crossed
during expansion, the working medium would liquify and thruster wouldn’t be able
to produce the required thrust. Figures 3, 4 and 5 show the liquid—vapour saturation
curve versus isentropic expansion curve from 300 to 10 bar for nitrogen, helium and
methane gases respectively. 300 bar pressure and 300 K temperature are taken as
the initial conditions. From Fig. 3, we can see that the temperature after isentropic
expansion is well above liquid—vapour saturation curve at any given pressure. Only
at pressures below the operating requirement, temperature after isentropic expansion
is getting closer to the saturation temperature. Whereas, in Fig. 5, it is observed that
for methane, liquid—vapour saturation temperature is higher than the temperature
after isentropic expansion for a given pressure. As a result, methane gas liquefies
during expansion leading to loss of thrust. Helium’s saturation temperature is far
away from isentropic expansion temperature when compared to nitrogen. But on the
other hand, helium has higher cost and lower molecular weight when compared to
nitrogen. Hence, by considering operational and cost-effectiveness, gaseous nitrogen
is the better working fluid for cold gas thrusters.

4 Major Components

Atul Mishra et al. discussed the basic system configuration in which the high-pressure
cold gas is regulated to low pressure on two steps [5]. The choice of number of
regulators depends on the regulating capacity.

The major components were gas bottles, fill and vent valve, regulator and thrusters.
Mojtaba Ghasemi et al. detailed each subsystems [6]. Figure 6 shows the compo-
nents of a cold gas system [6]. It includes the tank for storing gas, fill and drain valve
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Fig. 4 Liquid vapour saturation-isentropic expansion curve for helium

for filling the gas to the bottle, isolation valve between bottle and regulator, pres-
sure regulator which regulates the high-pressure gas to the required pressure, relief
valve, thruster valves which act as a gate for thruster inlet and thrusters. Apart from
these fluid components, pressure transducers are used to measure bottle pressure and
regulated pressure.
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Fig. 5 Liquid vapour saturation-isentropic expansion curve for methane
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Fig. 6 List of components in cold gas system [6]

5 Regulated Mode Versus Non-regulated Mode

The gas which is stored at higher pressure can be fed to thrusters in two different
ways. One, with regulation and the other, without regulation. In the regulated mode,
the thrusters will experience a constant pressure till the regulator reaches its limit of
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regulation. Below a certain upstream pressure, the pressure regulator enters blow-
down mode. The blow-down regime is determined by the orifice diameter used in
the regulator whereas the mass flow rate is determined by the effective thruster throat
diameter. As the inlet pressure to the thruster is constant in the regulated mode, the
thrust produced by the thruster is constant, assuming the thrust coefficient remains
constant. Figure 7 shows the schematic of gas feed system with pressure regulator.

Innon-regulated mode, there is no pressure regulator downstream of the gas bottle.
The high-pressure gas is directly fed to the thrusters. The effective throat diameter
of the thruster controls the mass flow rate during firing. As the inlet pressure to
the thruster changes continuously, the thrust produced by the thruster also changes
continuously. Figure 8 shows the schematic of thruster fed system without pressure
regulator.

The major difference between regulated and non-regulated fed system comes with
mass flow rate of the cold gas. In regulated fed system, the total process can be divided
into two regimes namely,

1. Regulated or steady-state regime.
2. Blow-down or unsteady regime.

Under regulated or steady stage regime, pressure downstream of regulator is main-
tained constant irrespective of the inlet pressure to regulator. As the thruster throat
is in choked condition, the mass flow rate which is constant can be computed as
follows,

ANTPt )/ )4 =+ 172<yytll)
X —
VT, 2

(D

mpgr =

where

P;  Chamber pressure of Nozzle

Fig. 7 Cold gas system with
pressure regulator
GAS BOTTLE

PRESSURE
REGULATOR

fTEE BB5)

THRUSTERS

{1
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Fig. 8 Cold gas system
without pressure regulator

GAS BOTTLE

1T

STEE B85)

TTT

THRUSTERS

T, Temperature of cold gas medium
Ant Area of Throat

R Gas constant of a gas

y  Iscentropic constant of a gas.

During blow-down regime, the regulator is fully open, which means the regulator
acts as an orifice. Now the mass flow rate is controlled by regulator orifice. As the
inlet pressure of regulator/orifice continuously decreases, the mass flow rate also
decreases which results in the decrease in thrust delivered by the thrusters.

Ago Prr y _y+17%
MBL = ———— X [ = X —— ()

VT, R 2

Ppr Inlet pressure of regulator orifice
Aro Area of regulator orifice.

In a non-regulated feed system, the pressure from bottle is directly fed to thrusters.
In this case, the flow is directly controlled by nozzle throat. So the mass flow rate
can be calculated as follows by assuming isentropic expansion,

Ant P, +1- )
mag = — K LYoo - 3)

VT, R™ 2

Pr  Pressure at nozzle throat
Ant Area of nozzle throat.

Assuming ideal gas and isentropic expansion,
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PV = M,RT €]

T=cprP5 (5)

The rate at which the bottle pressure changes depends on whether the process is
regulated or non-regulated. In real case scenario, the stored gas expands in a poly-
tropic process. Arthur S. Iberall derived the effective gamma for isentropic expansion
of real gases [7]. He derived a relationship between effective o and y. The relation
depends on the state function and initial state [7]. In the current study, it is assumed
that the gas expansion follows the ideal isentropic expansion process.

My,=M —m, (6)

dm,
dr

=m 7)

where

My, Mass of gas inside the gas bottle at given time
M Initial mass of gas inside bottle
m. Total mass of gas expelled from bottle at given time.

By differentiating Eq. 4,

v rr @™ R ST ®)
e dr P ar

Using Eqgs. 4 and 6 in Eq. 8

dP PV dr

V— =RTm+ —— 9
dr m T dt 2
Using Eq. 5in Eq. 9
dp w1 PYVAT
V— =—-RCmP v + — (10)
dr C dt
And also, by using Eq. 5,
dT  y—1 =1
— =l cCcpP> (11)
dr y
Using Eq. 11 in Eq. 10,
dpP .oyl y —1dP
V—=—-RCmP7v +V——70 — (12)

dr y dt
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VdpP =
—— =—RCmP 7.
y dt
For regulated or steady-state flow,
—RCmy

Let K =

So Eq. 13 becomes,
P dP = —Kdr

By integration P(P; to P;) and #(0 to )

1 1
y[P; - P(} = —Kt.

G. Kesava Vishnu and V. S. Nair

13)

(14)

(15)

For non-regulated flow, #1 is a function of bottle pressure (2),

—(y+1)
1 —
Lets= [V x YL,
VR 2

Using Eq. 2,
) SP
m=—
VT
Using Eq. 5,
S PVTH
m —=— — v
Jc
Substituting Eq. 16 in Eq. 13
vV dpP 3y=
L _RJCSPE
y dt
Let Kl = %VT\/ES,
dpP Iyt
—=—-K,P 7.
dt

By integration P(P; to P;) and #(0 to )

(16)

a7

(18)
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2 =(=y) —(=y)
= _’/V [P2 7 p ] — —Kit (19)

6 Test Case

Considering the system is used in a launch vehicle, a study case is considered. The
specifications for the same are mentioned in Table 3. From the observation made
from Sect. 3, nitrogen gas is considered as the working fluid. Using 117.5-L gas
bottle, nitrogen gas is stored at 300 bar (a). A total mass of 40 kg nitrogen is stored
in the bottle. Time taken for expansion from 300 to 30 bar is calculated for regulated
and non-regulated modes. Considering the simultaneous firing of four thrusters at a
time, the effective area of thrusters is as follows:

Dett =2 X Diprogr = 8.4 mm.
For non-regulated flow, by using Eq. 3

Pg

MmNRr =

Figure 9 represents the variation of mass flow rate with bottle pressure in non-
regulated mode of operation. It can be observed that at 300 bar, the mass flow
rate of 3.75 kg/s and at 30 bar, mass flow rate of 0.5 kg/s. As the bottle pressure
decreases, mass flow rate also decreases, which leads to a proportional decrease in
thrust produced. Using isentropic expansion relation, it is found that for the area ratio
of 9.41, the exit Mach no is around 3.86. Using the exit Mach no, the thrust produced
by the thrusters is calculated. Figure 10 shows the variation of thrust delivered with
respect to pressure. At 300 bar, the thrust was about 680 N and at 30 bar, the thrust is
about 490 N. Whereas in regulated flow condition, the pressure at the inlet of thruster
is constant which results in constant thrust.

Figure 11 shows the variation of mass flow rate with respect to bottle pressure for
regulated feed condition. In the regulated mode, a regulator is used to regulate the
bottle pressure to the desired operating pressure. The working fluid at the regulated

x 2.18617 x 107°.

Tabl.e 3 Case study S. No. | Parameter Specification
specifications
1 Thruster configuration 8 thruster configurations
2 Thruster throat diameter |4.2 mm
3 Mission duration 75s
4 Volume of gas storage 117.5L
5 Total impulse required 8000 N s
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Mass flow rate vs Pressure ( D = 84 mm)
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Fig. 9 Variation of mass flow rate with respect to bottle pressure in non-regulated mode condition

Variation of Thrust vs bottle pressure
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Fig. 10 Variation of thrust with respect to bottle pressure in non-regulated mode condition
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Mass flow rate vs Pressure
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Fig. 11 Variation of mass flow rate with respect to bottle pressure in regulated mode condition

pressure is fed to the thrusters. In the current study, the regulator outlet is fixed at
50 bar for a range of inlet pressures. 70 bar is assumed as the minimum inlet pressure
for regulation. From Fig. 11 it can be noticed that the mass flow rate varies from 0.64
to 0.77 kg/s. This variation is observed only due to the change in gas temperature
due to isentropic expansion in the bottle. The change in mass flow rate is less when
compared to the non-regulated mode. The thrust produced in this condition also
nearly remains constant.

Using Eq. 15, the time taken for the bottle pressure to expand from 300 to 70 bar is
calculated for regulated mode. Considering the average mass flow rate of 0.7050 kg/
s, the time taken is around 36 s. As the total duration of the mission is 75, 36 s of
continuous operation will be sufficient since the thrusters would be operated in pulsed
mode. The time required for the expansion of gas from 300 to 70 bar in non-regulated
mode is calculated using Eq. 19 and is found to be 12 s.

The time taken for non-regulated feed system is almost one-third of the time
taken by the regulated system. This implies at the start of the flight, the pulse dura-
tion required to do a manoeuver is less for non-regulated mode when compared to
regulated system. This is due to the higher chamber pressure at the thruster. But,
considering the overall utilization, feed system with a regulated mode is preferable
to non-regulated mode. In non-regulated mode, all the thrusters, thruster valves,
feedlines and joints have to be designed for 300 bar pressure. Whereas in regulated
mode, fluid elements downstream to the regulator need to be designed only for a
lower operating pressure. By considering overall uniform performance and proper
usage of gas, regulated mode is selected for the reaction control system.
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7 Conclusion

Reaction control system is a thruster-based system used to perform the required
control manoeuvers. For a launch vehicle, out of all possible options studied, cold
gas thrusters working with nitrogen are the most efficient and economical. In cold
gas system, the working medium can be directly fed into thrusters with and without
regulation. A test case, where each thruster is having 4.2 mm as throat diameter,
where gaseous nitrogen is stored at 300 bar in 117.5 L volume is studied to assess
the characteristics of regulated mode and non-regulated mode of operation. The
time taken for the bottle pressure to reach 70 bar from 300 bar is around 12 s for
non-regulated mode and 36 s for regulated mode. Under regulated mode, the thrust
generated is constant, whereas in non-regulated mode, the thrust generated varies with
time. For a launch vehicle, cold gas-based reaction control system with regulator is
preferred due to less complexity, less cost and uniform performance throughout [5].

Nomenclature

RCS Reaction control system (—)
Specific heat ratio (-)

Gas constant (kJ/kg K)

m Mass flow rate (kg/s)

R
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Flow Falling from Slit and Circular Hole )
Over a Horizontal Cylinder ek

R. Rajan, B. P. Akherya, Javed Mohd., D. Poddar, G. Wadhwa, S. Saha,
and D. Das

1 Introduction

Circular cylinders play an important role in heat mitigation in the cross-flow tubular
heat exchangers which are used in domestic and industrial applications. Falling
film finds application in a variety of industries mainly in food processing industries
because of the high rates of heat transfer existing between the falling liquid film and
the horizontal cylinders [1]. Therefore, it is crucial to investigate the wetting area of
the film formed on the horizontal cylinder which in turn affects the heat transfer char-
acteristics. Also, falling film flow pattern is sensitive to the initial wetting condition
[2].

Different studies have shown the dependency of liquid flow rate on the flow
behaviour and the heat transfer. More study is needed to understand the mechanism
of the flow pattern and the heat transfer over a horizontal tube. Mitrovic [3] studied
experimentally the heat transfer and the mechanism of the flow from a horizontal
heated tube to a falling subcooled liquid film. The experimental results indicated that
the flow pattern depends not only on the film Reynolds number, Re, but also on the
tube spacing.

For laminar falling film flow on horizontal tube, Rogers [4] developed a non-
dimensional equation with the laminar film thickness at any position as function of
Re, Archimedes number, Ar, and the angular position on the horizontal tube. Rogers
and Goindi [5] later measured experimentally the film thickness of water falling on
a large diameter horizontal tube. The measured thickness of laminar falling films
were compared with the theoretical values, and a new predicted correlation of the
film thickness was developed.
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B
(-) = 1.186Re'*Ar~!/3 (1)
min

In this paper, an experimental study is carried out using various concentrations
of sugar solution to identify the projected area of film falling over a horizontal
cylinder. Projected area is associated with the wetting area of the surface, which in
turn decides the heat transfer characteristics of flow over a surface. The relationship
among different controlling parameters like diameter of the cylinder, jet diameter
just before impact and the projected area is explored. The falling film is generated
through a damper reservoir having a hole or a slit at bottom. MATLAB edge detection
algorithm is used to calculate the projected area by image processing technique and
Buckingham Pi theorem is used to identify the influence of various parameters on
the wetting area.

2 Experimental Setup

A schematic illustration of the experimental apparatus used for the present study is
shown in Fig. 1. An overhead tank based on Marriott’s bottle principle is used to
supply the sugar solution for the experiment at a constant flow rate. The Mariotte
reservoir is placed on a precision weighing scale (Citizon CG 6102, readability
or least-count 0.01 g), which, in turn, is placed on a laboratory jack. A camera
(IMPERX B2320M, 2352 x 1768 px) records the scale reading at 10 Hz during the
experiment. The recorded scale images were further analyzed to get the mass flow
rate. The overhead tank is connected to the nozzle via a flexible PVC pipe through
a compressor ball valve. This valve and the laboratory jack are used to control the
flow rate [6].

A horizontal cylinder of length 164 mm and diameter 35.06 mm is taken for the
experiment. Sugar solution of four different concentrations is used for conducting
the experiment. A damper reservoir of dimensions (172 x 62 x 58) mm having a
slit (60 x 4) mm or hole (10 mm diameter) is taken as shown in Fig. 2 and the flow
is allowed to fall on the top of horizontally placed cylinder through either slit/hole
provided on the damper reservoir. A high-speed 4 MP camera is used for recording

Fig. 1 Experimental setup

/Mariotte's bottle
Height adjusting mechanism

1 Weighing scale
#-—Valve
| — Damper Reservoir
F=— —3— Cylinder
] [ Collecting tank
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Fig. 2 Damper reservoir
172mm

62mm

Slit Dimensions 80x4 mm

10 mm Hole

SBmm

the decrease in weight of sugar solution in Marriott’s bottle and thereby finding
the flow rate. Another DSLR camera (Nikon 5100, 16 MP) is used for recording
the flow over the surface of horizontal cylinder. The field of view for imaging has
been illuminated with a diffused light, produced by a 1000-W halogen lamp, passing
through a paper sheet in the background. Sugar solution of 16.11, 19.37, 23.9 and
28.32% of concentration (weight by weight) is used in this experiment. At the time
of performing experiments, the flow rate was adjusted using a valve and a particular
concentrated sugar solution was allowed to fall over the horizontal cylinder through
the damper reservoir. The leakage in damper reservoir is avoided by filling the sugar
solution inside the reservoir after doing proper levelling of damper.

3 Results

For each concentration, the flow of the sugar solution over the horizontal cylinder was
recorded for increasing mass flow. Sufficient time was allowed to be passed so that
any unsteady disturbances get mitigated. The image was acquired after ensuring the
steady-state flow. Four selected representative images for hole and slit case are shown
in Fig. 7. These recorded images were analysed for the calculation of wetting area
formed by the flow of sugar solution over a horizontal cylinder using MATLAB.
However, for the slit case with C3 concentration it was not possible to calculate
the wetting area due to unstable and bifurcated film formation, and therefore, this
particular case was not considered for further analysis.

3.1 Image Processing

Buckingham IT theorem was used to identify the non-dimensional numbers required
to describe the wetting area on the surface of cylinder. The physical properties
required for the description of the wetting area were D;, V;, p, u, o and D.. Where
V; is the film velocity just before the impact calculated using mass flow rate and
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Table 1 Properties of sugar solution

Concentration (% w/w) | Surface tension (mN/m) | Viscosity (Pas) | Density (g/cc)
Cl |239 70.35 0.215 1.274
C2 |19.37 67.5 0.125 1.206
C3 |16.11 67 0.013 1.158
C4 2832 70.4 0.278 1.294

cross-sectional area at that location. The non-dimensional numbers identified were
capillary number ((V; --- w)/o), Reynold’s number ((V; * D. * p)/u), Diameter
ratio (D;/D.), i.e. ratio of diameter of the jet just before the impact with cylinder and
the diameter of the cylinder, and the non-dimensionalized wetting area (A/(D)?).

The physical properties of the sugar solution, the mass flow rate for the hole, and
the mass flow rate for the slit are given in Tables 1, 2, and 3, respectively. The image
processing was needed to be done to measure the wetting area on the cylinder and
the diameter (in case of hole) and width and depth (in case of slit) for the calculation
of the identified non-dimensional numbers. For this, a MATLAB edge detection
algorithm was used, and the algorithm first selects and calculates the wetting area
and jet diameter. Figure 3 shows original image of the wetting area on the cylinder,
and Fig. 4 shows image identified by the edge detection algorithm, both images
are similar; hence, the area calculated is accurate. Similarly, the cross-section of
the jet was measured using MATLAB algorithm. Non-dimensional numbers were
calculated for both hole and slit cases using the measured properties of the fluid
and the fluid flow. The calculated wetting area has been plotted with diameter ratio
(Fig. 6), Re (Fig. 7) and Ca (Fig. 8). Please note that the wetting area in the present
paper is the projected wetting area (Fig. 4).

3.2 Discussion

It was found that the non-dimensionalized wetting area varies linearly with the diam-
eter ratio for both hole and slit as shown in Fig. 6. In case of slit the hydraulic diameter
at impact is used as D;. In the present experiments, the diameter ratio for circular
jet achieved is much smaller (= 10x) than that of the slit cases. A rapid increase
in wetting area is observed at low diameter ratio in case of circular geometry in
comparison to slit geometry. The reason for such linear increase will be investigated
in future work.

A polynomial of degree 1 was fitted to the data as shown in Fig. 6, with an r-
square value of 0.76 and (write value here) for hole and slit, respectively. The obtained
scaling relations for hole and slit are given in Egs. 2 and 3, respectively.

Av 53 Di g4 2)
pi =532 5. =0
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Table 2 Mass flow rate at different concentrations for jet through a hole

Concentration (% w/w) Mass flow rate (g/s)

Cl ql 49.54
q2 34.76
q3 39.46
q4 20.93
q8 3.05
q9 0.778

2 ql 81.47
q2 42.06
q3 20.08
q4 8.69
q6 2.01

C3 ql 2.90
q3 19.18
q4 47.63

C4 ql 37.23
q2 2.64
q4 8.92
q5 21.04

Table 3 Mass flow rate at different concentrations for jet through a slit

Concentration (% w/w) Mass flow rate (g/s)
Cl ql 49.51
q2 34.13
q3 38.51
q4 21.65
C2 q2 42.06
q4 8.69
C4 ql 12.42
q3 24.21
q4 36.91
q5 37.23
Aw Di
— =0.82 — +0.31 3)
D? D,

Wetting area with Re for the hole case is plotted in Fig. 7a, where for each concen-
tration the wetting area increases with Re; however, the data for all the concentration
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Fig. 3 Original image of the
fluid flow over horizontal
cylinder used for wetting
area calculation

Fig. 4 Wetting area
extracted from the image
shown in 3 using edge
detection algorithm

does not seem to follow a unified scaling. This might be due to the irrelevantly
selected length and velocity scale for the calculation of Re. On the other hand, the
wetting area is decreasing with the Re for the slit case as seen in Fig. 7b. Finally, the
wetting area variation with Ca is plotted in Fig. 8. For concentrations C1, C2 and C4,
the Ca the wetting area increases with Ca as shown in Fig. 8a. However for the slit
case (Fig. 8b), wetting area decreases with Ca. The complete functional relationship
between wetting areas, D;/D., Re and Ca would be explored in future studies.
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@) ' (h)

Fig. 5 Representative images for hole a C1, q3 b C2, q3 ¢ C3, q3 d C4, q1 and for slit e C1, q2
£C2,q2gC3,ql hC4,q4

4 Conclusions

The wetting area formed by the flow of sugar solution over a horizontal cylinder
was calculated using MATLAB image processing technique. Direct proportional
relationship is obtained between the wetting area and the diameter ratio, i.e., the
wetting area on the horizontal cylinder increases linearly with increase in the diameter
of the jet for both the cases, hole and slit as given in Egs. 2 and 3. The scaling relation
found in this present study could be used to optimize more efficient heat exchangers.
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Fig. 7 Wetting area versus
Reynolds number plot
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Fig. 8 Wetting area versus LS L
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Nomenclature

D; Jet diameter before impact (m)
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Q..%WPQ15<

Velocity of the fluid flow (m/s)
Density of the fluid (kg/m?)
Viscosity of the fluid (Pa s)
Surface tension (N/m)
Diameter of the cylinder (m)
Reynold’s Number (-)

Liquid film thickness (m)
Tube diameter (m)
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Study of Separation Lines and Flow m
Patterns in 3D Boundary Layer Over L
Sphere Using Experimental

and Numerical Analysis

G. Vasanth Kumar and Rinku Mukherjee

1 Introduction

Figure 1 was taken at the water tunnel facility here at Indian Institute of Technology,
Madras. Here one can identify flow separation near the top and bottom sections of
cylinder. For a two-dimensional flow, flow separation is generally taken to be the
point, where the shear stress T goes to zero. For three-dimensional flow, instead of a
separation point, we have a separation line. The present work is aimed at identifying
separation line and its relation with Re for sphere using experimental and numerical
methods.

Flow past the sphere is studied in detail for very low Reynolds number flows
and analytical methods to calculate aerodynamic forces acting on the sphere is well
documented in literature [1]. At high Re, flow past sphere becomes complex and
predicting flow separation, taking into consideration the free-stream velocity, turbu-
lence, surface roughness, etc., is very challenging. Fornberg [2] carried out numerical
calculations for flow past sphere till Re = 5000 and made observations on the wake
patterns. In 2008, a report was published for flow past sphere from laminar regime
Re till turbulent regime [3]. The report used Fluent commercial software to compute
the flow properties, separation angle, drag coefficient, etc., and compared it with
experimental results. Report stated that the commercial CFD package was able to
correctly simulate flow past bluff bodies over range of Re.

The concept of using vector fields and critical point in the flow field to study
separation can be attributed to Legendre’s work in 1956 [4, 5]. Detailed review of the
work done prior to 1980s is given by Dallmann [6]. The paper explores flow topology,
wall shear, and the relation to three-dimensional separation. Tobak and Peake made
striking observations on the role of experiments, particularly flow visualization, to
study flow patterns and separation [7]. Three types of patterns in flow separation
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Fig. 1 Flow past cylinder in
water tunnel

(based on friction lines originating or not-originating from saddle point) was given
by Gary Chapman and Yates in 1991 [8]. Paper by Patel [9] rightly points out the
practical difficulty of using flow topology for turbulent flow since the laminar flow
produces clear flow structure and are relatively simpler to observe as well as interpret.
Recent work by Jean Delery gives a very detailed explanation of critical point theory
and types of flow topology associated with different geometries [4].

2 Methodology

2.1 Experimental Analysis

Oil flow visualization tool was used to observe skin-friction lines over surface of
sphere and identify regions of separation. Experiment was carried out at low speed
wind tunnel with a test section dimension of 0.5 m x 0.5 m x 1.5 m as shown in
Fig. 2. Initial experiments were carried out with sphere made of plastic. Friction
lines over the surface was influenced by the surface roughness, so the model was
discarded, and new model made of steel was fabricated with a smooth finish. Sphere
(¢ = 75 mm) made of steel was mounted in the test section as shown in Fig. 3, and
trial runs were made to ensure that the vibration in tunnel doesn’t alter flow patterns
over the surface.

Oil mixture is composition of Titanium Dioxide, Oleic Acid, and pump oil. A fixed
volume of the three ingredients is mixed thoroughly and sprayed as fine droplets
over the entire surface of the sphere. Advantage of using oil-based mixture is that
the composition doesn’t get dry or is altered when left in open atmosphere—only air
flow flowing over the surface for a period of time leaves a pattern over the surface.
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Fig. 2 Sub-sonic wind
tunnel

Fig. 3 Steel sphere model

In the present work, wind tunnel is run for 10 min continuously at a set velocity for
the skin-friction lines to form and photograph for observation.

Experiments were carried out for five different rpms between 450 and 800 in wind
tunnel with same composition of oil mixture. Tunnel was run for the same duration
at given rpm, and then final patterns were photographed. Experiment was repeated
for 600 rpm and observation from repeated runs yielded similar results.

rpm 500 600 700 300 900
Velocity (m/s) 13.8 16.5 19.5 22.19 24.91
Re (x10°) 0.68 0.81 0.96 1.1 1.2
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2.2 Numerical Analysis

Numerical simulations were carried out in Ansys (ver 2021 R1) using the same model
dimension as in case of experimental method. Flow domain was set such that the
flow condition near infinity (domain boundary) attained free-stream velocity.

Model and flow domain is shown in Fig. 4a and the generated mesh in Fig. 4b.
Mesh was generated such that the AR was below 25 at all locations and the wall Y-plus
was monitored to ensure the value remained under unity for the turbulence model. In
the present work, SST-k-w turbulence model was used with turbulence intensity in
free-stream limited to 1%. Boundary condition used for the calculation is shown in
Fig. 4c, d. Numerical simulations were carried out for same set of Reynolds number
as in case of experiments ranging from 0.02 to 0.1 million. Grid Independence was
performed and results are shown in Fig. 5. Based on the variation of drag coefficient,
10° number of mesh elements were used for all the simulation with inflation layer
over sphere surface to capture the boundary layer. Wall y-plus is plotted over the
mid-section of sphere as shown in Fig. 6. Wall y-plus value is kept below unity at
locations close to the sphere as suggested in literature.

I

=0.07
[(}] m

L
& m Jjem

(a) Flow Domain (b) Generated Mesh

. Outlet E Sphere

Bl 1kt B wan

Qutlet

(c) Inlet and wall BC (d) Outlet and sphere BC

Fig. 4 Numerical set-up—flow past sphere
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3 Results and Discussion

3.1 Experimental Results

Oil was allowed to settle and results were photographed after running the tunnel for
duration of 10-12 min.

Figure 7a, ¢ gives the flow pattern for different velocity corresponding to tunnel
rpm of 550 and 700. From the results, it was observed that the area near stagnation
point is reducing with increase in Re. A similar trend was observed with increase
in rpm till 850 corresponding to velocity of 22 m/s. A quantitative description of
this phenomenon is obtained in numerical analysis by plotting velocity profile near
stagnation point as shown in Fig. 11.

Figure 7b shows line of separation (at 15 m/s) appears to be aligned at an angle to
meridian of the sphere. Increase in velocity influences the separation line as seen in
Fig. 7d. From the figure, one can see that the separation line is slightly pushed back
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Fig. 7 a, ¢ Skin-friction lines and b, d region of separationa, b Uy, = 15.3 m/s ¢, d U, = 19.5 m/
S

compared to flow at 15 m/s. Figure 8 gives the point of separation near top, middle,
and the bottom section of sphere at 19.5 m/s. As mentioned already, radius of sphere
is 7.5 cm with origin fixed at center of the sphere—hence, separation near top occurs
near 4.5 cm (or 0.75 cm from origin), slightly away from the center plane of sphere.
As we come down to the middle section, separation line is slightly ahead compared
to separation near top. Near the bottom point of sphere, separation moves toward the
center plane. From these results, it is observed that the location of separation points
over surface of sphere is varying with location. It remains to be seen if the separation
line has a linear relationship with location on the sphere.

Figure 10 gives comparison of separation location at 550 rpm as well as 700 rpm.
At 700 rpm, flow separates at 4.5 cm, whereas the separation point is slightly ahead
in case of flow at 550 rpm. Slope of separation line is less in case of 700 rpm flow
since the flow separation near bottom is very close to 4.5 cm line compared to flow
at 550 rpm as seen in Fig. 10 (700 rpm bottom).

It is also observed that the rearward movement of separation line is pronounced
during initial change in rpm from 450 till 600 and then the movement gradually
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Fig. 8 Separation line for 0 2 4 6
sphere at 700 rpm
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Fig. 12 Rear section of sphere at a 550 rpm and b 700 rpm

slows down as observed during experiments with different rpm. Another interesting
observation from line of separation is the thickening of the separation line due to
small region of re-circulation. During the experiment, oil gradually accumulated
near separation region and began to move to and from the line from where onset of
separation began (Fig. 11).

The second objective of the paper is to find flow patterns and relate the patterns
to flow separation. Figure 12a, b was obtained from oil flow visualization results
using Mexican hat filter in ImageJ software. One of the challenges faced during flow
visualization was that the smooth sphere requires high viscous oil for the pattern to
form but a high viscous oil doesn’t mimic the flow to necessary level of accuracy. The
accumulated oil near separation region starts to flow the moment tunnel is turned off.
Oil also moves down due to gravity even when the tunnel is running. Attempts will
be made in the future to better visualize flow patterns using oil flow with different
mixtures used in proportion. To study the flow patterns, numerical analysis was
carried out in Ansys and will be discussed in detail in next section.

3.2 Numerical Results

In this paper, numerical simulation for Re ~ 0.075 x 10% and ~ 0.1 x 10° is
reported and compared with experimental results. To verify the validity of results,
drag coefficient was calculated from numerical simulations for a few Re. The results
are tabulated in Table 1, where we see that the drag coefficient reduces with increase
in Re as reported in literature [10].

2F)
pV2S

Cp =
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LR vy [ c
5 0.025E+06 0.42
15 0.075E+06 0.34
20 0.1E+06 0.31
30 1.55E+05 0.27

where S’ is the frontal surface area given by 7w d>/4.

Separation line for the sphere from numerical analysis is shown in Fig. 14a. The
result matches with the experimental observation shown in Fig. 7b. Comparison of
numerical results at different velocity (Figs. 13a and 14a) from numerical simulation
also agrees with experimentally observed phenomenon of separation line moving
backward with increase in velocity.

As comparison of numerical result with experiments has given a good match, we
take up Figs. 13 and 14 for analysis. Rear section of sphere shown Fig. 13c shows
the saddle point singularity. The orientation of saddle point singularity changes with
increase in velocity as seen in Fig. 14c. Focus point is seen in both case of 15 m/s as
well as 20 m/s seen in Figs. 13d and 14d—we have two foci for 20 m/s flow close to
surface of sphere compared to single focus for 15 m/s case. Eventually, saddle point
strength appears to reduce as we move away from the surface of sphere as expected.
The focus points for 15 m/s flow start to drift apart in less space than 20 m/s case as
seen in Figs. 13f and 14f.

To precisely find the location of the separation point over the surface of the sphere,
velocity profile was plotted at different x-location on either side of pole of the sphere.
From Fig. 15, there is a flow separation at x’ = 0.006 m from the center as shown in
Fig. 9 and progressively flow remains detached as we move along positive x-axis.

At x’ = —0.005 m, we can see the flow is attached. This is agreeing with exper-
imental result where we see that the flow is not separating at the meridian but at
a distance slightly away as seen in Fig. 8. It is also interesting to note that the re-
circulation zone near the separation line observed in experiment is seen in numerical
results as the velocity sees an increase and a dip after flow crosses x' = 0.006 m.

4 Conclusions

The objective of present work was to study relation of separation line for spherical
geometry and Re. Initially, oil flow visualization was carried out to identify location
of separation along the vertical plane (meridian) and to study re-circulation region
from the traces of oil patterns. Experiments were carried out for different Re and
some of the results are presented in the paper. Numerical simulations were carried
out to find the flow pattern at rear section of the sphere and obtain singularity points
that are striking feature for a separated flow due to its nonlinear nature. Results
obtained from numerical analysis were compared with experimental results. Finally,
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Fig. 13 Results from numerical simulation-U, = 15 m/s

some of the critical points for flow past sphere with free-stream velocity of Uy, =
15 m/s and 20 m/s were briefly discussed. The critical points of separated region
doesn’t vary with change in velocity. It remains to be seen if the results hold good
for very low Reynolds number flows and also study the patterns near drag-crisis Re
to get additional insights in nature of flow separation in three-dimensional flows.
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Nomenclature

¢ Diameter of model (m)

rpm  Revolution per minute (—)

AR  Dissipation (-)

k Turbulent kinetic energy (m? s~2)
w Turbulence dissipation rate (m? s®)

SST  Shear stress transport (-)

Reynolds number (-)
Drag coefficient (-)
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Waste Product Storage Vault L
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G. Suneel, M. P. Pradeep, and J. K. Gayen

1 Introduction

The strategy adopted for managing high level waste (HLW) is immobilization
followed by interim storage and disposal. Immobilization is carried out by vitri-
fication of HLW into glass matrix using a joule heated ceramic melter (JHCM).
Vitrified waste product (VWP) is interimly stored under surveillance for 30 years
so that the decay heat produced by the radioisotopes would reduce and integrity of
VWP is ensured.

The radioactive waste produced in fuel cycle generates heat. The highly radioac-
tive liquid waste constitutes approximately 97% of all fission products and isotopes.
Storage of highly radioactive liquid waste is requiring continuous service. Due to
the difficulties in storing radioactive liquid waste, vitrification of radioactive liquid
waste is adopted. Vitrification is the process of converting radioactive liquid waste
into an inert solidified borosilicate glass matrix. VWP is contained in stainless steel
canisters and is kept under surveillance to reduce decay heat and ensure the integrity
of the VWP. The decay of radioisotopes vitrified in the glass will result in a consid-
erable amount of heat generation within the glass matrix. The maximum expected
heat load is 1.8 kW per VWP. So, the VWP needs to be cooled for a considerable
amount of time. To avoid recrystallization of the glass matrix, the maximum glass
temperature should be maintained below 500 °C [1].

The storage units are resting vertically between upper plenum and lower plenum.
The air inlet temperature is 35°C. Maximum allowable surface bulk temperature
of concrete for a nuclear waste storage facility is 65 °C [1]. The decay heat from
canisters is removed by air induced by natural convection due to a 100 m stack.
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The supply air corridor and exhaust plenum are provided for guiding air into the
vault and from the vault to the stack. Air is guided through ventilation pipe around
thimble tubes to ensure cooling of canisters. The storage of VWP is described by
Fig. 1. Ventilation pipes are connected to the air inlet plenum. The thimble tubes are
arranged to have uniform rectangular pitch between subsequent tubes.

2 Literature Review and Objective

The literature pertaining to cooling of VWP in a storage facility is limited. A detailed
review of such facilities was not available in reported literature. Verma et al. [2]
conducted experimental and numerical analysis for a VWP storage module. The set-
up consists of 20 number of storage units stored in an array of 5 x 4. The stack is
of 20 m height. Electrical heaters were provided for generating heat. Experimental
and theoretical results were found to be in good agreement. For the above setup and
uniform heating condition, it was found out that 1D analysis is adequate. Verma
et al. [3] performed a numerical analysis of the VWP storage vault. For the pertinent
parameters, including stack and duct dimensions, plenum height, etc., parametric
studies have been done. CFD code was used to obtain a detailed canister temperature
profile. Also investigated are the effects of natural convection within the canister
and between the thimble and canister. It was discovered that the temperature at
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the canister centreline drops by 20.5 °C due to the natural convection. Maximum
centreline temperature is found to be 476 °C for an annulus flow velocity of 1.9 m/s.

A numerical analysis of the nuclear fuel storage vault was performed by Vivek
et al. [1] to improve ventilation performance by optimizing the location of intercon-
necting ducts. The air flow through the vault was examined to determine the various
connecting duct configurations. With a rise in the aspect ratio of interconnected
ducts, the air exchange rate and heat removal efficiency through the vault dropped.
Although square ducts were superior at removing heat, circular vents offer a better air
exchange rate. The smoothing of duct edges increased air velocity by reducing flow
losses (such as frictional losses and losses due to duct bends). Attaching nozzles
to the supply end of the ducts improves the air jet’s ability to penetrate the fuel
enclosure.

Chen et al. [4] conducted experimental studies investigating the performance of
eight turbulence models in an enclosed environment. According to the survey, the
inflow jet caused a lot of turbulence in the space. The wall reduced the air turbulence in
the room. The heated box’s buoyancy increased air recirculation, increasing velocity
and turbulence levels. The study discovered that while specific Reynolds Averaged
Navier Stokes (RANS) models performed well for straight forward flows. This study
demonstrates the sophisticated capabilities of the large eddy simulation (LES) and
detached eddy simulation (DES) models for addressing airflow in enclosed spaces.

The extensive literature survey carried out shows that CFD analysis of VWP
storage vaults with heat generating medium is not conducted yet. The heat genera-
tion rate and annulus velocity are varied to obtain maximum centreline temperature
and temperature distribution at various operating conditions. Moreover, the outlet
blockage situation is also simulated. The study will be helpful in management of
nuclear waste storage facility in an optimized way.

3 Methodology

The 3D model consists of vitrified waste product, canister walls, thimble tubes and
ventilation pipes. The VWP is stored in a canister of height 1950 mm and diameter
355 mm. Canister is stacked in 4 tiers. Heat removal from canister is predominantly
due to air flowing between thimble and ventilation pipe. However, natural convection
flow would exist due to the temperature gradient in the thimble.

It is essential to validate the methodology adopted using a generic CFD code for
aforementioned thermal hydraulics problem. The validation was carried out against
the available experimental data by Chen et al. [4].

A room of size 2.44 m x 2.44 m x 2.44 m was chosen as the computational
domain. A cubical heat generating body of size 1.22 m x 1.22 m x 1.22 m was
placed at the centre of the room. A total of 700 W heat is generated. Inlet air supply
is 0.01m?/s through a plenum of opening height of 0.03 m. The outlet is an opening
of height 0.08 m.
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The analysis results were compared with the data obtained from experimental
measurement and CFD study. The location (Point A) used for comparisonis 1.2192 m
from the inlet and 0.2286 m from the side wall. Graphs were plotted for (7" — T in/
T max — Tmin) as shown in Fig. 2 and U/U ,,x as shown in Fig. 3 along a vertical line
on the point A.

The CFD result obtained from thermal hydraulics simulation agrees well with the
experimental data and also compares closely against CFD results of Wang and Chen
[4].

The 3D model of VWSF vault consists of vitrified waste product, canister walls,
thimble tubes, ventilation pipes and concrete walls of the vault as shown in Fig. 4. Inlet
plenum is also modelled for studying the air flow distribution at different locations
of the storage vault.
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Full scale three-dimensional models were used for obtaining the temperature and
velocity profiles. Analysis was carried out by solving the continuity, momentum and
energy equation. Buoyancy is modelled using Boussinesq equation.

Continuity equation: V.(pu) = 0, @))
Momentum equation: V.(puu) = —VP + V.(uVu) + F, 2)
Energy Equation: pC,[u.VT] = V.(KVT) + q, 3)
Boussinesq Equation: p = pg[1 — B(T — Tp)]. 4)

Grid sensitivity test is carried out to optimize the size of 3D mesh in the computa-
tional domain. Mesh with 21.5 x 10° elements is selected based on the comparison
of temperature along VWP centreline as shown in Fig. 5.

A generalized commercial CFD code Fluent 19.2 is used for modelling fluid
flow and heat transfer. Turbulence model sensitivity test is also carried out to select
the best model to predict the turbulence behaviour in the computational domain.
Standard k—e model is selected for the current problem based on the comparison of
other turbulence model carried out as shown in Figs. 6 and 7.

The outer walls of the model were assumed to be adiabatic. No-slip boundary
condition is imposed on all walls of the domain. The inlets and outlets of the model
were specified as velocity inlet and pressure outlet for single thimble case, while the
inlet was specified as mass flow inlet for the case of full vault. As the steel canister is
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not fully filled before sealing the top using a steel lid, air pockets are present between
glass and canister lid. This space is considered while modelling the domain.

4 Results and Discussion

Calorimetric experiments were carried out at VWSF hot cell for determining the
heat generation rate of VWP. This can be used for estimating the heat load of vault.
The VWP is found to be generating a heat load of 0.6—1 kW. A detailed analysis
of the thimble tube under different operating parameters was carried out based on
air velocity of the stack at different power levels. The model provides an in depth
understanding of temperature profile of glass, canister, thimble tubes, ventilation pipe
and vault wall. The effect of air above topmost canister is analysed. The maximum
centreline temperature is found to be lowered by 14 °C due to the natural convection
cooling provided by the air above the fourth canister. The velocity vector is shown
in Fig. 8.

The different single thimble cases analysed are case Al: heat generation rate
per VWP 0.8 kW, case A2: heat generation rate per VWP 1 kW and case A3: heat
generation rate per VWP 1.8 kW. The effect of radiative heat transfer is considered
in all the three cases. Cases without considering radiative heat transfer are B1: heat
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generation rate per VWP 0.8 kW, case B2: heat generation rate per VWP 1 kW, case
B3: heat generation rate per VWP 1.8 kW. The analysis carried out on the full vault
model consists of case F1: flow analysis at full vault at various outlet pressures and
case F2: full vault with heat generation rate per VWP 0.8 kW. The annulus air velocity
is varied from 0.5 to 5 m/s for Cases A and B so as to obtain temperature profile of
VWP, canister, thimble tube and ventilation pipe. Maximum centreline temperature
of VWP for Cases Al, A2 and A3 at various annulus velocity is shown in Fig. 9.

For a canister with heat output of 0.8 kW (Case A1) maximum centreline temper-
ature is found to be 203.46 °C at an annulus velocity of 0.5 m/s as depicted in Fig. 10.
For a canister with heat output of 1 kW (Case A2), maximum centreline temperature
is found to be 216.28 °C at an annulus velocity of 0.5 m/s as depicted in Fig. 11. For
a canister with heat output of 1.8 kW (Case A3), maximum centreline temperature is
found to be 326 °C at an annulus velocity of 0.5 m/s as depicted in Fig. 12. The Cases
Al, A2 and A3 show that the VWP, canister, thimble tube and ventilation pipe are
observed to be sufficiently cooled even at low mass flowrates. The graphs shown in
Figs. 10, 11 and 12 can be used to find out the temperature of VWP, canister, thimble
tube and ventilation pipe at different operating conditions.

Effect of heat transfer due to radiation was studied. Effects of radiative heat transfer
are neglected in the case (Case B1) to study the effect of convection and conduction
in cooling the VWP. Similarly, analysis was conducted for same power level with
radiative heat transfer (Case Al). The maximum centreline temperature occurs in
the VWP located in topmost (fourth) tier when effects of radiative heat transfer is
considered, shown in Fig. 14. The maximum centreline temperature obtained for all
the four tier VWP as shown in Figs. 13 and 14. The third canister depicts maximum
centreline temperature when the effects of radiative heat transfer is negligible as
shown in Fig. 13. It is attributed to the cooling obtained due to circulation of air
at the top canister. At high annulus velocity, forced convection is predominant and
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Fig. 10 Temperature of
components at Q = 0.8 kW

Fig. 11 Temperature of
components at Q = 1 kW

Fig. 12 Temperature of
components at Q = 1.8 kW
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topmost canister depicts maximum centre line temperature. This effect is shown in
Figs. 13 and 14.

Numerical analysis was carried out for the full vault model. The storage vault
is provided with two outlets. Flow through vault was simulated at different outlet
pressures for normal and flow blockage condition (Case F1). The blockage of one
of the two vault outlet can cause a drop-in flow rate by 20-22% depending on outlet
pressure. This is shown in Fig. 15. The outlets are having same area. One of the
outlets is located near to the concrete hatch block due to which some space is free of
thimble tubes near to that outlet. Blockage in the outlet located near the hatch block
is more concerning than the other outlet as this region has fewer thimbles which
create resistance to flow (Fig. 16).

The capacity of vault is 544 canisters. The loading pattern of interest is the case
where the vault is loaded with 504 canisters. Rest of the 40 location is not filled. VWP
is assumed to be generating a power output of 0.8 kW (Case F2). The temperature of
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vault walls is found to be within acceptable limit of 65 °C. VWP stored in locations
away from outlet is expected to have maximum temperature when the vault is filled
with 504 canisters. Maximum centreline temperature is 252.5 °C.

The ventilation parameters like air inlet temperature, humidity and wind speed
are recorded regularly. The wind speed at ground level is measured and wind speed
at stack top is calculated using Hellman method. The model is in agreement with
experimental data obtained during partial filling of vault with canisters.
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5

Conclusions

In this work, numerical study was carried out on (1) a single thimble model at various
operating conditions and (2) full vault model, at expected loading condition. Based

on

the simulations carried out, the salient conclusions drawn are

When the annular velocity of cooling air is 0.5 m/s, the maximum centreline
temperature for Case Al is 203.46 °C, for Case A2 is 216.28 °C and for Case
A3 is 326 °C. The canister wall, thimble tube and ventilation pipes are cooled
sufficiently ensuring safe operating condition.

The maximum centreline temperature occurs in VWP on tier 3 or tier 4 depending
on annulus flow velocity, heat generation rate and extend of radiative heat transfer.
The maximum centreline temperature is observed at the topmost location of VWP
(fourth) tier, when effects of radiative heat transfer are considered.

With increase in annular velocity, forced convection effect is predominant, and
hence, maximum centre line temperature is observed in the topmost canister.
The blockage in one of the two vault’s outlets can cause a drop-in flow rate by
20-22% depending on outlet pressure.

In case of fully loaded vault, maximum centreline temperature is 252.5 °C, when it
operates under normal condition of 0.8 kW heat load per VWP. Canisters located
near the outlet witnesses lower temperature compared to those located near the
inlet. Thus, the recommended VWP loading pattern is from inlet plenum to outlet
plenum.

The numerical model gives sufficient insights for optimizing different operating

variables for safe storage of the conditioned waste product. The model will be useful
in optimizing the designs of the future facilities.

Acknowledgements Authors would like to acknowledge and thank Safety Research Institute (SRI),
AERB at Kalpakkam, for providing the access to facility and resources (license) for carrying out
CFD simulations.

Nomenclature

HLW High level waste (-)

VWP Vitrified waste product (-)

JHCM  Joule heated ceramic melter (-)
RANS Reynolds averaged Navier Stokes (—)
LES Large eddy simulation (-)

DES Detached eddy simulation (-)
VWSF Vitrified waste storage facility (—)
SST Shear stress transport model (-)
RNG Re-normalization group (-)

Cp

Specific heat (J/Kg K)
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Temperature (k)

Density (kg/m?)

Density at reference temperature (kg/m?)
Thermal expansion coefficient (1/K)
Turbulence dissipation rate (m?/s%)
Specific dissipation rate (1/s)
Dynamic viscosity (kg/m s)
Turbulent kinetic energy (m?/s?)
Thermal conductivity (W/m K)
Body force (kg m s?)

Velocity (m/s)

Heat generation rate (W/m?)
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Numerical Investigation of Pressure m
Drops and MHD Flow Through Sudden L
Expansion in the Presence of an Inclined
Magnetic Field

Sunil Dodkey and Narendra Gajbhiye

1 Introduction

In a thermonuclear reactor, the fusion of two isotopes of hydrogen atoms (deuterium
and tritium) is achieved in a device called a tokomak. The fusion produces a helium
atom along with high-energy neutrons. Strong magnetic fields are required to control
and maintain the plasma of the fusion reaction, which is at a high temperature (10® K).
To prevent damage to the reactor, a fusion blanket is introduced between the plasma
and the magnetic coil to absorb the neutrons and cool the device. A liquid metal like
lead-lithium eutectic is used as the coolant which circulates through the blanket.
For cooling of the blanket, a powerful magnetic field must be passed through by the
liquid metal, which is used to magnetically limit the reaction of plasma at elevated
temperatures in a fusion reactor core. In the blanket, channels are key elements for
distributing the flow of liquid metal from the inlet of the blanket to several channels
with abrupt expansion and contraction. Therefore, the liquid metal flows give rise to
the 3D MHD effect, and hence, the additional pressure drops. The electrical conduc-
tivity of the channel causes the electrical coupling to the adjacent fluid motion;
therefore, liquid metal flow suffers a large pressure drop caused by the 3D MHD
effect in sudden expansion and contraction, electrical coupling, and movement in the
existence of a high magnetic field, etc.
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2 Literature Review and Objective

The liquid metal fed to the blanket undergoes sudden expansion and, therefore, the
rise of the 3D MHD effect. In recent years, researchers’ focus has been on minimizing
the pressure drop due to the MHD effect. Some of the studies include

An experimental investigation in sudden expansion with an electrically conducting
duct wall at a high Hartmann number was done by Buhler et al. [1]. They reported
an additional pressure drop at the expansion due to the 3D effect of flow distribution.
Mistrangelo and Buhler [2] numerically simulated the flow of liquid metal in a
sudden rectangular expansion at a moderate magnetic field (up to Ha = 1000) using
a commercial CFX code. They reported similar effects and the formation of vortices
behind the expansion.

The effect of the different orientations of the magnetic field on the sudden expan-
sion for the lower Hartmann number (0-100) in sudden expansion was studied by
Praveen and Eswaran [3]. The authors reported the effect of magnetic strength on
the circulation length in terms of asymmetry growth. Feng et al. [4] numerically
simulated the effects of different expansion lengths and expansion ratios in sudden
expansion using the OpenFOAM platform. First, the code was validated with ALEX
and KIT experiments. The authors reported that an increase in the expansion length
increased the total pressure drop.

Morley et al. [5] numerically simulated the liquid metal flow in a sudden expansion
with multiple manifolds. They found that a magnetic field makes the liquid metal
distribution more uniformly distributed than without a magnetic field. Rhode et al.
[6] numerically determined the 3D MHD pressure drop correlation for the 3D sudden
expansion and validated it with their previous study.

Kumamaru et al. [7] conducted a numerical simulation to study the magneto-
hydrodynamic (MHD) flows through a rectangular channel with abrupt expansion
to evaluate the pressure drop caused by the sudden expansion. A set of Hartman
numbers, the Reynolds number, and the magnetic Reynolds number were used to
determine the 3D MHD effect and pressure drop for expansion in both the parallel
and perpendicular directions to the employed magnetic field. A numerical analysis
of the 3D MHD effect was also carried out by Kumamaru et al. [8] to determine the
pressure drop caused by the sudden shrinkage.

The natural convection flow and heat transfer in a suddenly expanding cavity with
a strong magnetic field have been numerically studied by Singh and Gohil [9] using
an OpenFOAM solver.

The aim of the present study is to numerically investigate the effect of an inclined
magnetic field on the pressure drop and behavior of the magnetohydrodynamic flow
of liquid metal through a sudden expansion channel. The inclination of the magnetic
field reported in present study ranges from 6 = 0° to 90°. The Hartman number
ranges from 5 to 20 and Reynolds number up to 200.
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3 Methodology
3.1 Geometry

The numerical domain considered in the present study is shown in Fig. 1. Numerical
investigations are carried for the fixed expansion ratio of ER = 3 and length ratio of
2. The mesh is generated using the Ansys ICEM CFD tool. A multi-block meshing
is used which is shown in Fig. 2.

fBD
e
3
g o
D=2| —p— - D,=3D,
. >
| "
L,=2.5D, >
4
) L= 5Di
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3.2 Grid Independence Test

The grid-independent study is carried out at different grid sizes, as shown in Table 1,
for a fixed inclination angle of 6 = 45°, Re = 100, Ha = 20. The grid independence
results are shown in Fig. 3. It is seen from the figure that grid sizes Gs and Gg
show negligible variation in the velocity profile. Therefore, grid Gs is considered for
further simulation.

The present study has been carried out using a 3-D robust code Anupravaha CFD
solver. The numerical code is created using the finite volume method. The code
reads input in cgns format and produces an output in cgns file. This code has been
benchmarked and validated with various published results [10].

Table 1 Grid patterns Grids | Number of grid points
X-direction Y-direction
Upstream section | Expanded section
G 71 141 71
Gy 61 121 71
G3 51 101 71
Gy 41 81 41
Gs 31 81 41
Ge 21 81 41
Fig. 3 Grid independent test 04r
at Re = 100, Ha =20, 6 = D
45° 035}
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3.3 Governing Equations

The non-dimensional governing equations for magnetohydrodynamic flow are as
follows:

Continuity equation:

V.i = 0. ey
Navier-Stokes equation:
ou o 1 _
— + @.VYu =VP+ —V.au+ N(J x B). 2)
ot Re
Ohm’s Law:
J =0(—-VQ)+ux B. 3)
Poisson equation:
V2@ = V(i x B). 4)

In the above equations, symbols u#, B, &, and P represent the velocity field,
magnetic field, electrical potential, and pressure field, respectively.

In the present study, three non-dimensional number appears Hartmann number
(Ha), which is the ratio of Lorentz force to viscous force, Reynolds number (Re)
which is the ratio of inertia force to viscous force and interaction parameter(N),
which is the ratio of Lorentz force to inertia force.

3.4 Boundary Conditions

The following boundary conditions are specified at various sections of the computa-
tional domain:

Inlet

U=2m/s v=0; ap/dn=0; 3/dn = 0.

Outlet

0u/on=0; P=0; 00/dn=0.
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Walls

u=0,v=0; 9dp/on=0; 00/0n=0.

4 Results and Discussion

The numerical simulations were performed at various Reynold numbers (Re = 50—
200) and Hartmann numbers (Ha = 0-20) for different inclination angles ranging
from 0° to 90° to study the effect of orientations of inclined magnetic field on the
pressure drop and flow behavior of liquid metal.

4.1 Effect of Inclined Magnetic Field on MHD Flow

The variation in the u component of velocity in the transverse direction at x = 14.25 is
shown in Fig. 4 for Ha = 20 Re = 100. A flattened velocity profile is seen at & = 90°
because of the high Lorentz force, which suppresses the core velocity. On decreasing
the angle of inclination, the value of Lorentz force decreases as the current density
starts to align in the magnetic direction. At an inclination of 8 = 0°, the magnetic
field is in direction of current density; hence, the parabolic velocity is observed. The
velocity contour realizing flow behavior at various angles 6 = 0°-90° is shown in
Fig. 5.
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6=0° _ §=15°

Fig. 5 Velocity contours for different inclinations

In Fig. 6, the pressure variation in x-direction for inclined magnetic field at
different angles from 6 = 0°-90° is plotted. It is seen that with the increase incli-
nation angle, pressure drop increases. The pressure contour at different inclination
angles is shown in Fig. 7; it shows a similar behavior as seen in Fig. 6.

4.2 Effects of Hartmann Number

The velocity profile at different Hartmann numbers is plotted in Fig. 8. At Ha = 0,
velocity is parabolic in nature with highest and lowest peak values. On increasing the
Hartmann number, the flow gets suppressed because of an increase in the magnitude
Lorentz force (F, = o B>u). The velocity and pressure contour at different Hartmann
numbers are shown in Figs. 9 and 11, respectively. Pressure distribution at different
Ha is plotted in Fig.10.
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Fig. 6 Pressure variation at 5r
different angles
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Fig. 7 Pressure contour at different angles

An increase in pressure drop is seen for all the Hartmann numbers. A pressure
drop increases steeply before the expanded section, and its steepness decreases in
the expanded section due to the formation of circulation zones.
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Fig. 8 MHD effect at 05
different Hartmann numbers
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Fig. 10 Pressure
distribution for different
Hartmann numbers

Fig. 11 Pressure contour at
different Ha
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Fig. 12 MHD effect at 0.5
different Reynolds numbers
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4.3 Effects of Reynolds Number

The effect of Reynolds number on the MHD flow is studied for the fixed Hartmann
number of Ha = 20 in this section. The velocity profile at different Re and its contours
are plotted in Figs. 12 and 13, respectively. An increase in Reynolds number increases
the inertia force, which dominates over the Lorentz force; hence, a smooth velocity
profile is observed for Re = 200.

The pressure drop and pressure contours are also shown in Figs. 14 and 15,
respectively. It is observed from the figure that the pressure drop decreases with an
increase in the Reynolds number.

5 Conclusions

A numerical study of MHD flow through a sudden expansion channel is carried out
using an in-house 3D CFD solver. It is seen that the pressure drop increases with
an increase in the inclination angle, and the highest-pressure drop is noticed at 90°.
The velocity was found to decrease with an increase in the Hartmann number. It is
also observed that pressure drop decreases with an increase in Reynolds number at
a fixed Hartmann number.
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Fig. 13 Velocity contour at Re=50
different Re
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Fig. 14 Pressure variation 0.8
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NOMENCLATURE

Ha Hartmann number (-)

Re Reynold number (-)

ER Expansion ratio (-)

0 Density (kg/m?)

o Electrical conductivity (Siemens/s)

7 Kinematic viscosity (kg/m s)

u Velocity component in the x-direction (m/s)
v Velocity component in the y-direction (m/s)
J Current density

B Magnetic field (tesla)

P Pressure (pa)

References

10.

. Biihler L, Horanyi S, Arbogast E (2007) Experimental investigation of liquid-metal flows

through a sudden expansion at fusion-relevant Hartmann numbers. Fusion Eng Des 82(15—
24):2239-2245

Mistrangelo C, Biihler L (2007) Numerical Investigation of liquid metal flows in rectangular
sudden expansions. Fusion Eng Des 82(15-24):2176-2182

Praveen T, Eswaran V (2017) Transition to asymmetric flow in a symmetric sudden expansion:
hydrodynamics and MHD cases. Comput Fluids 148:103-120

Feng J, He Q, Chen H, Ye M (2016) Numerical investigation of magnetohydrodynamic flow
through sudden expansion pipes in liquid metal blankets. Fusion Eng Des 109:1360-1364

. Morley NB, Ni MJ, Munipalli R, Huang P, Abdou MA (2008) MHD simulations of liquid

metal flow through a toroidally oriented manifold. Fusion Eng Des 83(7-9):1335-1339
Rhodes TJ, Smolentsev S, Abdou M (2018) Magnetohydrodynamic pressure drop and
flow balancing of liquid metal flow in a prototypic fusion blanket manifold. Phys Fluids
30(5):057101

Kumamaru H (2017) Numerical analyses on liquid-metal magnetohydrodynamic flow in
sudden channel expansion. J Nucl Sci Technol 54(2):242-252

Kumamaru H (2017) Numerical analyses on liquid-metal magnetohydrodynamic flow in
sudden channel contraction. J Nucl Sci Technol 54(12):1300-1309

Singh RJ, Gohil TB (2020) Numerical analysis of unsteady natural convection flow and heat
transfer in the existence of Lorentz force in the suddenly expanded cavity using open FOAM.
J Therm Sci 29(6):1513-1530

Gajbhiye NL, Throvagunta P, Eswaran V (2018) Validation and verification of a robust 3-D
MHD code. Fusion Eng Des 128:7-22



Air Lubrication on a Flat Plate )
in a Steady Water Stream oo

N. David and Yeunwoo Cho

1 Introduction

The topology of injected air underneath the surface of a barge at various combinations
of free-stream velocity, air injection rates, vent diameter and air injection angle with
respect to the free-stream was observed and two types of air cavities namely, lambda-
type and delta-type were found [2]. They showed that the sweep angle increases with
the increase in the free-stream velocity at a given air injection rate and that the
sweep angle decreases with the increase in the air injection rate at a given free-
stream velocity. The injected air through 1 mm vent on the surface of NACA 0010
hydrofoil at various angles of inclination of the hydrofoil, free-stream velocities and
air injection rates were observed, and various jet states such as cloudy-puff state,
stable-buoyant jet, unstable jet, buoyant-bifurcating jet states were found [3]. They
also showed that the jet angle, jet width, jet thickness and jet effective diameter were
a function of Reynolds number, Froude number and air injection coefficient. The
hull of the scaled model of a carrier was air injected through two air injection slots,
and they observed a total resistance decrease as much as 26% when the air injection
rate was increased at constant model velocity [4]. Surface shear stress measurements
were performed on a flat plate and a model of a carrier in a towing tank and the
percentage of drag reduction for various air layer thickness were found [5]. They
also showed that the power required to drive the flat plate in a towing tank was of
considerably small magnitude for a flat plate with a cavity underneath its surface with
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air injection turned on. Using VoF method and Eulerian Multiphase model in STAR-
CCM, it has been shown that a considerable reduction in drag upon air injection for
various scaled air layer thicknesses underneath a flat plate [6].

Drag experienced by a hydrofoil at various angles of inclination and water depths
at several free-stream velocities when subjected to air injection has been studied
numerically using VoF method and RANS solver in OpenFOAM [7]. Linear normal
mode stability analysis has been used to find an expression for the jet velocity for
the air layer formed between water and a wall surface [8]. A considerable resistance
reduction on the model ship in a towing tank facility has been found upon air injection
at various towing speeds, when compared with the bare hull resistance [9]. Local skin-
friction measurements have been performed on a smooth flat plate with air injection
through pores, and a significant percentage of drag reduction with the increase in
the air injection rate was observed in a constant velocity free-stream of water [10].
Frictional resistance on a full scale experiment ship was measured using shear force
sensors on the hull surface [11]. They observed that the time series of the measured
shearing force showed a sudden drop upon switching-on of the air injector/blower.

2 Methodology

One million tetrahedral mesh elements were used for all the simulations; the
maximum cell squish in the computational domain was 0.46; the maximum cell
skewness was 0.44 and the maximum aspect ratio was 5.23. The inlet boundary
condition was set as velocity inlet with the constant velocity along the x-direction.
The outlet is set as pressure outlet, and symmetry boundary condition is set on one of
the planes. In order to save the computational time, mass flow inlet boundary condi-
tion is given to the air vents underneath the flat plate, and the flat plate is given no-slip
boundary condition. Pressure-based, transient solver is used for the simulations with
volume of fluid (VoF) method for the air-water two-phase flow. SST kw turbulent
model is used for the simulations using pressure-velocity coupled solution scheme.
Second-order upwind method is used for the momentum, turbulent kinetic energy
and turbulent dissipation rates. The time step, At used in the unsteady computations
was 0.00025 s, and the first cell distance in the boundary layer region was fixed to
be 0.15 mm so that the courant number was within non-diverging limits. The flat
plates considered in the analysis have a length of 330 mm, width of 400 mm and a
thickness of 8 mm. The air vents have a diameter of 15 mm, positioned in uniform
azimuthal spacings apart from each other on a reference circle of diameter 95 mm.
The convergence of residuals of the order of O(1073) was obtained. Finest possible
spatial resolution was used with eight inflation layers in the boundary layer region of
about 30 mm normal to flat plate, for the time step that was fixed at a computationally
practical value of 0.00025 s. The spatial resolution and the time step were such that
the Courant number was a non-diverging, stable value over time. Any further fine
mesh refinement for the given A¢ would result in Courant number divergence, and
any coarser mesh for the given At would result in lower computed drag value, this
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ensures that the computed drag values were grid independent for the given At. Our
current computational approach was validated by comparing the non-dimensional
frictional coefficient, c s /c s, against the air injection rates, 77 at various water stream
velocities, V, against the experimental results of [12] and a good agreement was
observed between them.

3 Results and Discussion

The contours of instantaneous pressure for the side view and top view (y = —0.004 m-
plane) together with the instantaneous velocity vectors are shown for V,, = 20 m/s,
m = 0.051970140 kg/s for the circular vent geometry in Fig. 1a, b at an instance in
time after a steady state in drag is reached. Pressure is observed to be maximum at the
leading edge of the flat plate due to the presence of a stagnation point and minimum
at the trailing edge of the flat plate as observed by the contours in Fig. 1a-b for the
circular vent geometry. Pressure drops immediately downstream of the stagnation
point on the flat plate owing to expansion. The velocity vectors around the flat plate
indicate the magnitude of velocity by their length and colour values in Fig. la, b.
The velocity vectors close to the air injection vents indicate the air injection velocity
magnitude and direction clearly in the side view Fig. 1a for the circular vent geometry.
The colour bar on the left corresponds to pressure magnitude, and the velocity vector
magnitude is indicated by the colour bar on the right hand side in Fig. 1a. The colour
bar on the left hand side corresponds to pressure and the colour bar on the right hand
side corresponds to velocity magnitude in Fig. 1b. A similar pressure distribution is
also observed for the four vents, six vents and eight vents geometry with the large
pressure found at the stagnation point of the flat plate at the leading edge at various
air flow rates and free-stream velocities.

The contours of velocity for the side view and top view (y = —0.004 m) together
with the velocity vectors are shown for Vo, = 20 m/s, m = 0.051970140 kg/s for
the eight vents geometry in Fig. 2a, b. It is to be noted that the magnitude of velocity
is close to minimum magnitude near the surface of the flat plate, where there is a
presence of boundary layer and in the wake region downstream of the flat plate as
indicated by the contour colour values of velocity for the eight vents geometry for V
=20 m/s, m = 0.051970140 kg/s, as shown in Fig. 2a, b. The colour bar on the left
correspond to pressure magnitude and the velocity vector magnitude is indicated by
the colour bar on the right hand side in Fig. 2a. The magnitude of velocity farther away
from the flat plate is close to the maximum magnitude on the colour bar of velocity for
all the eight vents geometries for Vo, = 20 m/s, i1 = 0.051970140 kg/s, as shown
in Fig. 2 (a,b). The colour bar on the left hand side corresponds to pressure and
the colour bar on the right hand side corresponds to velocity magnitude in Fig. 2b.
The velocity vectors around the flat plate indicate the magnitude of the velocity
by their length and colour values for the eight vents geometry for V,, = 20 m/s,
m = 0.051970140 kg/s, as shown in Fig. 2a, b. A similar velocity distribution is
also observed for the circular vent, four vents and six vents geometry with the lower
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Fig.1 Vo =20 m/s, m = 0.051970140 kg/s: a the pressure contours for the side view in the
symmetry plane for the circular vent geometry together with the velocity vectors. b The pressure
contours together with the velocity vectors in y = —0.004 m-plane of the flat plate for the circular
vent geometry together with the velocity vectors

magnitudes of velocity in the boundary layer regions and the wake of the flat plate
at various air flow rates and free-stream velocities.

The contours of volume fraction of air for the side view on the symmetry plane are
shown in Fig. 3a for the four vents geometry together with the velocity vectors for V o,
=20 m/s, m = 0.051970140 kg/s. The colour bar on the left hand side corresponds
to the volume fraction of air while that on the right hand side corresponds to the
magnitude of the velocity in Fig. 3a, b. It is to be noted that the regions of air-water
mixture in the bubbly flow is visible in the regions near the flat plate and the regions
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together with the velocity vectors in y = —0.004 m-plane of the flat plate for the eight vents geometry
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where there is pure water is indicated by white values in the volume fraction of air.
The injected air that gets advected downstream of the flat plate in the streamwise
direction as seen by finite magnitude of volume fraction of air in the leeward side
of the flat plate. The boundary layer around the flat plate is also evident from the
velocity vectors near the flat plate. The air injection velocity vectors are visible near
the air injection vents near the flat plate. The contours of volume fraction of air are
shown in Fig. 3b for the four vents geometry, together with the velocity vectors for
Voo = 20 m/s, m = 0.051970140 kg/s on y = —0.004 m plane together with the
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velocity vectors. The injected air is indicated by the colour value in the contour being
close to unity, while the white regions in the contour indicate the water filled regions.
The injected air that gets advected downstream of the flat plate as observed by the
blue regions in y = —0.004 m plane in Fig. 3. It is to be noted that the injected air not
only gets advected downstream along with the water stream, but also spreads in the
lateral direction underneath the flat plate, being subject to buoyant force. A similar
spatial distribution of volume fraction of the injected air is observed for circular vent,
six vents and eight vents geometries at other free-stream velocities and air injection
rates.
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Fig.3 Vo =20 m/s, m = 0.051970140 kg/s: a the volume fraction of air contours for the side
view in the symmetry plane for the four vents geometry together with the velocity vectors. b The
pressure contours with the velocity vectors in y = —0.004 m-plane of the flat plate for the four vents
geometry together with the velocity vectors
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The non-dimensional parameters that determine the dynamics of such a two-phase
flow of air injection through a flat plate fully immersed in a steady water stream
are Re = pV, l/u, and m* = pAgV o/m, where Vo, is the free-stream velocity of
water, [ is the length of the flat plate, u is the dynamic viscosity of water, g is the
acceleration due to gravity, d is the diameter of the air injection vent, A4 is the area
of the rectangular domain and 2 is the mass flow rate of the injected air.

ca = D/(0.5 x pVZ (21b)),

where D is the drag force on the flat plate, b is the width of the flat plate. The variation
of the drag coefficient, cq against the coefficient of mass, m* at various Reynolds
number, Re for four vents, six vents, eight vents and circular vent are shown in Fig. 4a—
d, respectively. The drag coefficient is observed to decrease with the decrease in mass
coefficient, m* for air injection at various Reynolds numbers, Re ~ O(10°) for the
air injection through four vents, six vents, eight vents and circular vent configurations
in Fig. 4a—d, respectively. It is observed that the magnitude of the drag coefficient at
various coefficient of mass and Reynolds number for all the four vents, six vents, eight
vents and circular vent configurations is almost of the same magnitude, suggesting
that the geometry of the air injection vents placed on a guide diameter of 95 mm
does not have a role in determining the magnitude of the calculated drag coefficient.
Based on the observed data of drag coefficient, varying as a function of Reynolds
number and coefficient of mass in Fig. 4a—d, we arrive at a power-law model for the
drag coefficient based on general linear least squares method for the four vents, six
vents, eight vents and the circular vent cases in the form of Eqgs. 1-4.

cq = 0.4391 x m* %% x Re®"?? — 0.2, (1)
ca = 0.4344 x m* 021 x Re®02* — 0.197, ()
ca = 0.4447 x m*7%% x Re™*> —0.203, (3)

ca = 0.4485 x m* 02! 5 Re"18 — 0.2, (4)

A good linear fit is obtained between the model predictions from Eqs. 1-4 and the
calculated values of the drag coefficient, as observed by the values of the coefficient
of determination values, R? being equal to unity for all these cases in Fig. 5a—d for
the four vents, six vents, eight vents and circular vent geometries respectively. In
Fig. 5a—d respectively for the four vents, six vents, eight vents and circular vent
geometries, the horizontal axis is the non-dimensional function, f of the coefficient
of mass and the Reynolds number, while the vertical axis is the coefficient of drag.
The relation between the coefficient of drag, ¢4 and the non-dimensional function
of independent variables, f is showing within the for the four vents, six vents, eight
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Fig. 4 Drag coefficient variation with the change in the mass coefficient at various Reynolds
number: a four vents b six vents ¢ eight vents d circular vent

vents and circular vent geometries are shown within the plot region in Fig. 5a—d,
respectively.

4 Conclusions

Air injection through vents underneath a flat plate in a steady free-stream of water
was studied using Volume of Fluid method in ANSYS Fluent. The effect of the vent
geometries, namely, four vents, six vents, eight vents and circular vent on the drag
coefficient of the flat plate was studied. It was observed that the drag coefficient
decreased with the increase in the air injection rate at all Reynolds numbers for all
the vent geometries considered in the studies. We also obtain a power-law relation
for the drag coefficient in terms of the non-dimensional coefficient of mass and
Reynolds number and find a good agreement between the model findings and the
computational data. The drag reduction benefit is attributed to the mean of the area
weighted average of air volume fraction observed underneath the flat plate surface.
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Effect of Wave and Current Interaction m
on Flow Hydrodynamics Around a Pier oo

Gaurav Misuriya and T. 1. Eldho

Nomenclature

f  Frequency of wave [s™!]

h Flow depth [m]

H  Wave height [m]

Lw  Length of wave [m]

d,  Seeding particle diameter [pum]

pp  Density of seeding particles [g/cm®]
d Diameter of pier [m]

Re  Reynolds number —

Fr  Froude number —

1 Introduction

The presence of wave along with the current is a prevailing condition in the coastal
area and governs many physical processes in practical application such as local
scour around the bridges in coastal areas. Local scour around the foundation of
the bridge, which leads to its exposure, is one of the main causes of the failure of
bridges. Interaction of surface waves with the current is known to modify the turbulent
characteristics and the velocity distribution which results the change in momentum
transfer and shear stress and particle transport characteristics of the flow.

The accurate estimation of velocity distribution and the bottom shear stress under
the combination of wave and current is very important for the study of sediment

G. Misuriya - T. I. Eldho (B<0)
Department of Civil Engineering, II'T Bombay, Mumbai 400076, India
e-mail: eldho@civil.iitb.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 325
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 6, Lecture Notes in
Mechanical Engineering, https://doi.org/10.1007/978-981-99-5755-2_33


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5755-2_33&domain=pdf
mailto:eldho@civil.iitb.ac.in
https://doi.org/10.1007/978-981-99-5755-2_33

326 G. Misuriya and T. I. Eldho

transport leading to local scour. Furthermore, study the interaction of combined
and current around the bridge pier on a flat rigid bed gives an idea about the flow
circulation and variation of other turbulent parameters which will be helpful in iden-
tifying the critical zones and in optimal and economical design of pier in coastal
environment.

Several efforts have been made by the researchers [1-4] in the last three decades
to investigate the change in the mean flow velocity when a surface wave of partic-
ular frequency superimposed with the current. However, most of these studies have
emphasis on examining the mean flow velocity and its deviation from the universal
logarithmic law observed in current only condition. Van Hoften and Karaki [5]
measured the velocity field using the laser Doppler anemometer (LDA) for the surface
wave traveling along the direction of flow and observed an increase in the mean
velocity near the bed up to a certain distance from the bed. Further, Klopman [2]
experimentally studied the flow filed for the wave traveling opposite to the direc-
tion of flow and observed reduction in the mean flow velocity. Further, a significant
effect of the direction of the superimposed wave with respect to the current on the
Reynolds stress was observed by Umeyama [3]. Further, he also observed the varia-
tion in the wave form due to interaction of wave and current; however, the attenuation
of surface wave was not affected by the direction of current. Mazumder and Ojha [6]
investigated the shallow water wave following the current direction. In continuation
with it, Umeyama [7] studied the effect of wave height on the turbulent intensity and
Reynolds shear stress. Singh and Debnath [8] also investigated the effect of super-
imposed wave frequency on the various turbulent flow parameters such as turbulent
intensity and the Reynolds shear stress. A modulation in the eddy length scales due
to superimposed wave in the direction of current is highlighted by Roy et al. [9].

It is clear from the literature presented that the superposition of surface wave with
current (in direction or opposite) changed the turbulent flow field which is very well
addressed in the literature. However, the effect of coexistence of wave and current
on the hydrodynamics around the pier is not very well explored in the literature.
Therefore, this study experimentally investigated the effect of superposition wave in
the direction of current on the various turbulent characteristics around a bridge pier
mounted on a flat rigid bed.

2 Experimental Setup

The experiments were conducted in a 15-m-long rectangular flume. Width and height
of the flume were 0.5 m and 0.9 m, respectively. The pier of 0.03 m diameter was
placed at the test section located 9 m from the flume inlet. The flow in the flume
was maintained by the centrifugal pump, which was precisely controlled by variable
frequency device (VFD). The required flow depth in the flume was maintained by
adjusting the tail gate height. A schematic diagram of the flume is shown in Fig. 1.
The discharge in the flume was measured with an accuracy of +0.01 cm?®/s using
ultrasonic flow meter (UFM) attached with the inlet pipe. A plunger type wave maker
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Table 1 Wave characteristics Parameters Values
Time period, T (s) 2
Frequency, f (Hz) 0.5
Flow depth, A (cm) 16
Height of wave, H (cm) 4
Length of wave, Lw (cm) 92
Wave length to water depth ratio, Lw/h 5.75
Wave amplitude 2
Wave steepness 0.022

with slope of plunger —15/11 was used for the generation of waves. Initially, a steady
current of constant flow depth of 0.16 m and velocity 0.56 m/s was allowed to run in
the flume for a duration of 1 h. The Reynolds number (Re) and the Froude number
(Fr) for only current condition were 89,600 and 0.45, respectively. After that, wave
with frequency of 0.5 Hz was superimposed in the direction of current. The wave
characteristics were calculated by averaging the water profiles calculated from 10
different photographs. The characteristics of waves are summarized in Table 1.

A typical wave steepness observed in nature is observed less than 0.05 [10];
therefore, all the experiments were performed in this range. Further, L,,/H ratio in
the natural waves is prevalent in the range of 4-56 [11] which is also satisfied in this
study.

2.1 PIV Setup

The PIV system consisted of a double pulsed Nd-Yag laser, and one camera was
used to measure 2D flow field. The per pulse energy of the laser was 200 mJ, and
the pulse duration was 4 ns. The camera was able to capture eight images per second
in double frame mode. The camera was placed on a traverse system which precisely
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Table 2 Summary of various parameters of PIV setup

G. Misuriya and T. I. Eldho

Parameters Values
Thickness of the light sheet 0.002 m
Pixels per mm 8.2 (approx.)
Time between pulses 2932 ps
Interrogation area size 16 x 16 pixel
Camera object distance 0.93 m
Seeding particle diameter 10 pm
Particle response time (z,) 0.000066 s
Stokes number (S) 0.0023
Average uncertainty due to sub-pixel analysis 1.2%
Operational frequency 8 Hz (in double frame mode)

control the movement. In addition, a timer was also used to synchronize the camera
shutter timing with the laser pulse time.

A calibration sheet having equidistant (11 mm) black marker on it was used to set
up a calibration function to convert the pixel distance into SI units. The hollow spher-
ical borosilicate particles were used as seeding particles in the flow. The diameter
(d,,) and density (p,) of the seeding particles were 10 pm and 1.03-1.05 g/cm3. The
density of the particles was almost equal to the water which ensured that particles
followed the flow. Further, the stokes number which is defined as the ratio of the
particle response time and the largest scale eddy turnover time was also calculated as
0.0023, significantly less than 1 also ensured the particles followed the flow closely
[12]. A summary of various PIV parameters is presented in Table 2.

3 Results and Discussion

The effect of superposition of wave on various turbulent parameters is discussed in
this section. The results are presented for the only current condition as well as for
coexisting wave and current condition.

3.1 Mean Velocity

The mean streamwise velocity contours are shown in Fig. 2 for the interaction with
wave and current condition (Fig. 2a) and for only current condition (Fig. 2b). On
the superposition of wave, the velocity plot showed the deviation from the universal
logarithmic profile on far upstream of pier. The mean flow velocity increased near
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the bed and decreased toward the surface till up to a certain depth and then increased
again. The mean velocity decreased near the pier in current and wave condition.

Further, on the downstream, with the superposition of wave, the magnitude of
stream wise velocity decreased near the pier and increased near the bed and the
water surface.

3.2 Intermittency Factor (IF)

Time averaged streamwise velocity can only represent the region with permanent flow
reversal, whereas the reverse flow of less magnitude or for smaller time duration
cannot be captured by the time averaged mean velocity profiles [13]. Therefore,
intermittency factor (IF) defined the percentage time of occurrence of reverse flow
denoted by negative streamwise velocity is calculated. The variation of IF around
the pier under the wave and current condition and only current condition is shown
in Fig. 3.

The variation of IF showed that the probability of occurrence of reverse flow is
more on the downstream of the pier than that of upstream in both the cases. However,
frequency of occurrence of reverse flow increased with the superposition of wave on
both upstream as well as downstream of the pier. It was observed that the percentage
time of occurrence of reverse flow increased by more than 100% on the superposition
of wave with 0.5 Hz frequency. Similarly, on the upstream it increased by more than
200%.
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Fig. 3 Contour plot for IF
a wave and current b only
current condition

x?d W 0

3.3 Turbulent Kinetic Energy (TKE)

Turbulent kinetic energy (TKE) is extracted by the eddies from the mean flow energy.
The time average TKE over a time period gives a clear picture about overall variation
of turbulence strength in the flow. Figure 4 shows the variation of TKE around the
pier for only current condition and for coexisting wave and current condition.

Similar to the flow circulation, TKE increased with 50% on the downstream of pier
on the superposition of wave. However, effect of wave on the TKE is not significant
on the upstream of the pier. The maximum TKE zone is limited to near bed region
on the downstream of the pier for current only condition, whereas it spread over the
depth for the current and wave condition. Similarly, on the upstream, the region of
high TKE increased with superposition of wave.

Fig. 4 Contour plot for TKE
a wave and current b only
current condition
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Fig. 5 Contour plot for

— u/w/ a wave and current
b only current condition 4—
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3.4 Reynolds Shear Stress (RSS)

The Reynolds shear stress gives idea about the transfer of momentum flux. The
velocity data was recorded using only one camera; the velocity field only on xz

plane was recorded. Therefore, only — uw’ component of RSS was calculated. The
variation of RSS around the pier on wave and only current condition is shown in
Fig. 5.

The maximum value of — u/w/ was observed maximum on the downstream of
the pier. Near the pier changes its sign from positive to negative for both the cases
signifying that the basic characteristics of RSS near the pier does not affected by the
wave superposition. However, further, on the downstream the positive RSS increased
in the mid depth for only current conditions, whereas it increased near the bed for
the wave and current conditions.

4 Conclusions

This study experimentally investigated the effect of superposition of wave in the
direction of current on various turbulent characteristics. Some important conclusions
from the study are as follows.

e Superposition of wave increased the turbulent strength on both upstream and
downstream of the pier.

e The velocity distribution deviates from universal law and an increase in mean
velocity was observed near the bed on wave superposition.
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Flow circulation on the downstream increased by 100% on the downstream and
200% on the upstream of the pier.

TKE increased by 50%, whereas no significant effect of the wave was observed
on the RSS.
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Influence of Axial Wall Slip on Swirl
Velocity in a Laminar Microtube Flow

Dhananjay Kumar and Pranab Kumar Mondal

Nomenclature

L Characteristic length [m]

R Pipe radius [m]

r Dimensionless radius —

0 Circumferential coordinate —

e Density of fluid [kg/m?]

@ Dynamic viscosity [kg/m/s]

u,,  Average axial velocity [m/s]

7 Dimensionless transition radius —
Z Dimensionless axial coordinate —
U  Dimensionless axial velocity —
W Dimensionless swirl velocity —
Re  Reynolds number —

S Swirl number —

1 Introduction

q

Check for
updates

The development of numerous practical devices and systems depends critically on our
understanding of the transport phenomena of liquids in small spaces. The addition of
the swirl [1-3] is one of the conventional ways to improve transport characteristics
in micro-pipes. Uses for swirling flows in pipes include swirl atomizers, cyclone
separators, and swirl combustors to separation of solid, liquid, and gas [4], in addition
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to improving transport qualities and enhancement of heat and mass transfer. It is
worth mentioning that swirling flow in the pipe/channel is commonly introduced by
either twisted tape arrangements or by swirl generators, which signifies the presence
of tangential velocity along the axial flow direction. As a result, the literature has
extensively explored and researched these movements. Twisted tapes have been used
frequently to start swirling flows, and sometimes swirl generators have also been used
based on applications. It is crucial to understand how a pipe’s whirling flow degrades
along the flow direction. For instance, it’s crucial to know how much straight pipe
is necessary to reduce a designated upstream swirl to a certain allowable amount of
swirl since swirl can result in convincing flow measurement errors. Therefore, it is
crucial for the design of these devices to comprehend and manage the swirl transport
in a pipe.

2 Literature Review and Objective

Consequently, to study the decay of swirl in pipe, perhaps one of the first attempts
on laminar flow was theoretically and experimentally reported by Talbot [5] in the
cylindrical duct; the experimental swirl decay rates agreed well with the theoretical
rates. Further, experimental studies on swirl decay were investigated by Kreith and
Sonju [6] in the fully developed turbulent flow regime, where they established a
correlation for the swirl decay as a function of Reynolds number and axial length
moved by the fluid. Buoyancy-driven Swirling laminar flow was investigated by Taub
etal. [7] using analytical methods and obtained similar kind of solutions and validated
using numerical techniques. Kiya et al. [§] numerically solved laminar swirl flow by
considering the entrance region employing finite difference method and depicted the
significance of swirl effects and pressure drop. Kitoh [9] experimentally investigated
the turbulent swirl flow in straight pipe and also determined that swirl decay along
with the downstream as a result of wall friction and finally flow approached fully
developed condition after the decay of swirl.

A generalized swirl decay equation for laminar flow in the pipe was obtained by
Ayinde [10] using the curve fitting technique. Yao and Feng [11] obtained analytical
expression of swirl decay in laminar flow pipe with swirl being superimposed over
parabolic axial flow, slug flow, and slug flow. The obtained analytical expression of
the velocity of swirl profile is found to be a function of Reynolds number, pipe axial
distance, and swirl intensity. Kaushik et al. [2] numerically solved decay of swirl in
microtubes by considering the wall slip boundary conditions and quantified it using
swirl number (swirl intensity) at different sections along the downstream. Pati et al.
[12] numerically investigated, the influence of thermodynamic irreversibility on the
transport of thermal energy in microscale swirling flows pertaining to slip conditions.
Therefore, in recent work, we determine the analytical solution for decay of swirl
while accounting for wall slip. A good match for the validation considering without
slip at the wall is obtained by comparing with existing result of Yao and Feng [11].
Furthermore, parametric quantitative variations are shown to analyse the effect of
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variables intricated on the swirl decay. Furthermore, path travelled during swirl-slip
versus no-slip interaction is carried out qualitatively in the present study.

3 Mathematical Formulation

In the present work, we consider a small cylindrical micro-pipe with radius ‘R’ and
length ‘L’ as mentioned in Fig. 1. For this study, cylindrical coordinate system is
considered with ‘r’ is along the tube’s radius, ‘Z’ is along its axis, and ‘9’ is along
azimuthal (or tangential) direction as shown in Fig. 1.

To simplify the governing equation, the flow is presumed to be steady, axis-
symmetric, and fully developed in the axial direction. The simplified governing
equations for incompressible and laminar flow are

Continuity equation:

10 -
Tatprun) _ )
r or
r-momentum equation:
u? 10p
2B @
r p or

f-momentum equation:

du 19 ([ ou u 0%u
ol =B S (T B SR 3)
0z olror\ or r 072
z-momentum equation:

Fig. 1 Diagrammatic
representation of flow
domain with inlet swirl
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la_pzﬁ[li<rau>i| 4)
p 0z plror ar
where u,, ug, and u, are the velocity components along the r, 6, and z directions
respectively. ‘' is the fluid dynamic viscosity, ‘p’ is the fluid pressure, ‘o’ is the
density of the fluid.

Dimensionless variables for the further analysis to obtain the component of

tangential (swirl) velocity component considering with wall slip (/;) are defined
as follows:

r Z Ug u;
r—- —,72— —, W(z,r)— ,U(@r) — R
R R av uav
R l
Re — Pllav , Ty rt, I =,
R R

Using the above mentioned all assumption with considering slug flow with
uniform axial velocity at the inlet in dimensionless form, the dimensionless form
of ‘9’ momentum equation given as

ow 10 Iw w
RelUSZ | = |- Z(2E) - 2 )
[ 3Z:| [rBr( 8r> r2j|

This term’s '8 W/ Z% absence may be justified by the fact that it is less significant
in the equation than other terms due to the smaller magnitudes of the swirl velocity
and also the long micro-pipe axial length scale compared to radius (R < L).

3.1 Boundary Condition with Slip at the Wall

To find out the solution of Eq. (5), the non-dimensional form of boundary condition
with slip () at the wall with superimposing the inlet swirl velocity profile as Rankine
vortex is given in the dimensionless format as:

W(Z,0)=0, W(Z,1) =L |oW/or|,_,

Ug.imax 1 r S r

W(O’ r) - ( _”"J.mz)?“n(lrl—,r) : (6)

wp r(i-rye T2
Here transition radius (r,) is fixed between a forced and free vortex used to obtain
the inlet’s full Rankine vortex profile.
The analytical solution of swirl velocity ‘W (Z, r)’ with above boundary condi-
tions considering with slug flow uniform axial velocity say U(r) = 1 is given
as
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Mz

W(Z,r)y=>Y_ Cne< >BesselJ(1, Anl), (7)
n=1

where ‘BesselJ (a, r)’ is called the generalized Bessel function of first kind and ‘A,
is the Eigen value. Using the boundary conditions W(Z, 1) = 0, the Eigen values
(X, are calculated using equation BesselJ (1, A,,) = 0 and the first five of which are
listed in Table 1 for different value of slip length.

At this junction, the swirl number ‘S(Z)’ [13] is used to explain the relationship
between the axial flux of angular momentum and the axial flux of axial momentum.
Mathematically, it is defined as

R R
S(Z) = /uzuerzdr / Rfugrdr . (8)

0 0

The quantification of swirl intensity in this case in relation to axial flow intensity
is called the swirl number. At the intake, it is assumed that the swirl number is one,
meaning that the momentum fluxes are equal.

Further, to comprehend the decay of swirl velocity, an attempt is also made to
differentiate the intensity of swirl at any axial position with the input intensity of
swirl using Egs. (6-8), given by the below expression as

oo (7»\”2) 1
> Cpet ¥/ [BesselJ (1, A,r)ridr
S(Z) _ =l 0

SO

] )
[ W, ryr2dr
0

In Sect. 4, the aforementioned results are first verified against results from the
literature. Results obtained with the help of the present solution are also mentioned.

Table 1 First five Eigen values (4,) for the generalized Bessel function of first kind with four
different value of slip length given as

n An(ls =0.1) Iy =0.01 Iy = 0.001 A(ly =0)
1 3.4798 3.7936 3.8279 3.8317
2 6.4201 6.9459 7.0086 7.0156
3 9.3926 10.0726 10.1633 10.1735
4 12.4054 13.1919 13.3104 13.3237
5 15.4502 16.3082 16.4542 16.4706
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4 Results and Discussion

In order to compare our analytical results with those found in the literature [11] for
a laminar swirl flow without slip boundary condition at the wall, we first benchmark
our analytical results of the current analysis.

As the swirl velocity profile is a function of Reynolds number ‘Re, transition
radius, slip length and axial length. It is indeed to vary the parameters to study its
individual influence on swirl velocity profile. Therefore, throughout our study, we
vary the Reynolds number between 10° and 10°, dimensionless slip length between 0
and 0.1 (for tube diameter ranging between 10 and 100 wm) [14] and transition radius
between 0.5 and 0.9. In the following discussion, the obtained velocity profile and
intensity of swirl decay are in exact match with the research work of Yao and Fang
[11] with no-slip at transition radius, ‘r; = 0.9 shown in Figs. 2 and 3, respectively.
This is further supported by the perfect agreement between the eigenvalues described
by Yao and Fang [11] with no-slip ("I, = 0) and displayed in Table 1. In order to
attain the results, the eigenvalues for the different dimensionless slip lengths were
also calculated and given in Table 1.

First, the impact of non-dimensional slip length (/; = 0 ~ 0.1) on swirl decay for
Re = 10and 100 at r, = 0.8 is shown in Figs. 4 and 5, respectively. On comparing
the above-mentioned figures, that increasing the slip length and Reynolds number,
decay of swirl intensity ‘S(Z) / S(0) is decreasing significant along the downstream.
The cause of this can be attributed to the fact that there is not a complete transfer of
momentum from the immobile walls to the bulk fluid with increase in slip length and
decrease in wall shear stress. Observing the Table 1, it clear that there is no sufficient
increase in Eigen values when comparing /; = 0 and /; = 0.001, which is also shown
in inset of Fig. 4 as no significant change in swirl decay.

The variation of Reynolds number (1 ~ 100) on the decay of swirl intensity at
transition radius 0.8 is shown in Figs. 6 and 7 with dimensionless slip length 0.01 and
0.1, respectively. Reynolds number play a significant role in decay of swirl velocity
along the downstream. The average axial velocity is used to define Reynolds number

Fig. 2 Validation of 1.0

i : ; Z=
tangential (swirl) velocity Present work without slip ;
profile along the radial o8l * Yao & Fang (2012)
position at Re = 1000 with .
no-slip [11]

06
04r
0.2 /
0 i i i i
0 0.2 0.4 0.6 0.8 1
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Fig. 3 Validation of swirl
decay profile along the axial
position at Re = 1, 10 with
no-slip [11]

Fig. 4 Intensity of swirl
decay by varying the slip
lengths at

Re = 10andr, =0.8

Fig. 5 Intensity of swirl
decay by varying the slip
lengths at

Re =100andr, = 0.8
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in this study; as a result, the greater axial flow velocity induces swirl momentum
advection farther into the pipe which delay swirl decay.

Therefore, it is evident that increasing ‘Re’ at a specific axial length from the
inlet, the swirl decay rate is significantly lower. No matter what other criteria are
considered, this trend still holds true. Increasing the Reynolds number and the non-
dimensional wall slip is found to be a useful strategy to reduce the swirl degradation.

The variation of Reynolds number (10° ~ 10?) for swirl velocity profile is shown
in Fig. 8 for an axial location Z = 1,r, = 0.8 and slip length /; = 0.1. At this instant,
the wall shear stress diminishes as the slip length rises, preventing a complete transfer
of momentum from the immobile walls to bulk fluid. It can be observed from Fig. 8,
for particular slip length that increasing the Reynolds number up to certain value
sufficiently maintains the momentum at the wall. For Re = 50 and 100, there is
no significant rise in swirl momentum is observed. In the aspect of understanding
the swirl decay through swirl velocity profile, we intended to plot the swirl velocity
profile at axial length Z = 10 for higher Reynolds number in Fig. 9.
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Fig. 8 Swirl velocity profile 1.0 g T T T
for different Reynolds
number at Z = 1 with 0.8
rr = 0.8 and [; = 0.1 along .
the radial coordinate
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As the Reynolds number rises, advection is facilitated by an increase in axial
velocity, which significantly raises the magnitude of swirl velocity and also, because
of considering the wall slip, the swirl velocity is higher at the wall.

Variation of dimensionless transition radius (0.5 ~ 0.9) on intensity of swirl decay
at particular Reynolds number 100 for slip length 0.01 and 0.1 is shown in Figs. 10
and 11, respectively. Figures show that the peak of the tangential velocity is closer
to the axis of micro-pipe at the lower value of transition radius. Figures show with
smaller transition radii, the wall effects on the swirl velocities is diminished, which
validates are argument we made above. Increasing the Reynolds number and the
non-dimensional slip length while lowering the non-dimensional transition radius is
found to be an effective strategy for reducing swirl decay.

Additionally, to comprehend how non-dimensional transition radius affects the
profile of swirl velocity, we plotted Fig. 12 for Reynolds number 100, slip length
0.1 at an axial location 0.1. It is critical to infer that, for same slip length, the swirl
velocity at the wall is more pronounced for higher transition radius.
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Fig. 10 Intensity of swirl
decay by varying the
transition radius at Reynolds
number 100 and slip length
0.01

Fig. 11 Intensity of swirl
decay by varying the
transition radius at Reynolds
number 100 and slip length
0.1

Fig. 12 Swirl velocity
profile by varying the
transition radius at Z = 0.1
with Re = 100and /; = 0.1
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Fig. 13 Swirl velocity 1.0 -
profile for different axial -=-=-Z =10
position at Re = 1000 with ogl =L =25 |
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Wall drag effect on swirl velocity profile is shown in Fig. 13 for Reynolds number
1000 with r,= 0.8 and /; = 0.1 at different axial position. It clearly shows at down-
stream, swirl velocity is decreasing due to friction between the layers of fluid and
wall, which can be observed as reduced in magnitude.

Further, three-dimensional path line of two fluid particles at two different non-
dimensional slip length [, = 0.01 and 0.1 is compared with no-slip /; = 0 in Figs. 14
and 15, respectively for Reynolds number 1000 and transition radius 0.9. As seen in
figures, the fluid particle’s swirl momentum disappears earlier axially for the no-slip
case than it does for the slip case. Additionally, it demonstrates that average distance
travelled by particles in the swirling flow having slip case is larger compared to
without slip. This results from slower swirl momentum depletion as length of slip
increases.

Fig. 14 Path way of two

hypothetical fluid particles 300
proceeding inside the 400 -
microtubes with no-slip

I, = 0 and slip Iy = 0.01. 300 -
Here considered Reynolds NZOO |
number 1000, transition

radius 0.9, and the radial 100

location is r = 0.7

U)




344 D. Kumar and P. K. Mondal

Fig. 15 Path way of two —1.=0.0
hypothetical fluid particles 300 -, —1, =01
proceeding inside the

microtubes with no-slip 400 -

Iy =0andslip/; =0.1. 300 -

Here considered Reynolds

number 1000, transition 200

radius 0.9, and the radial 100

location is r = 0.7 g

5 Conclusions

In the present work, with wall slip boundary conditions, the governing partial differ-
ential equations are solved analytically to examine laminar decay of swirl in a straight
pipe. The analytical solution is compared to the literature-based solution for the no-
slip wall condition. Later, we have explored the influence of various parameters
such as Reynolds numbers, transition radius, wall slip on swirl velocity distribution,
and swirl decay along the downstream of the microtube. According to the results,
increasing Reynolds number causes slower swirl decay velocity and intensity. Due
to wall drag, an inlet swirl profile with a high transition radius decay more quickly.
The outcomes also imply that longer slip lengths result in higher velocity and a
slower decay of the swirl compared to no-slip. The present result has major impli-
cations for microtubes investigations where it is desired to improve transportation
characteristics.
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of Turbulence-Chemistry Interactions i
Models with Radiation Effect

for Non-premixed Flames: Sandia-E

and DLR-B

Naveen Kumar, Ram Kumar, and Ankit Bansal

1 Introduction

Combustion is an exothermic chemical reaction that occurs between a combustible
substance and an oxidizer. Combustion is vital in industrial burners, detonation,
internal combustion engines, and power plants [1, 2]. In commercial and industrial
applications, three types of combustion have commonly been observed: premixed,
non-premixed (or diffusion), and partially premixed. Petrol engines and household
burners [3] are good examples of premixed and partially premixed combustions,
respectively. The diesel engine, candles, and matches come under non-premixed
combustion.

Most combustion systems produce non-premixed flames in the presence of turbu-
lence and chemical kinetics. Moreover, the chemical and turbulent time scales
involved are of the same order and hence comparable. Therefore, turbulence-
chemistry interactions (TCI) modeling of turbulent non-premixed flames (TNF) plays
a significant role in designing a better and safer combustion device [4]. However,
TCI modeling is more challenging in computational fluid dynamics (CFD) due to
the strong coupling between turbulence and finite rate chemistry.
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2 Literature Review and Objective

For turbulent reactive flows [4, 5], the eddy dissipation concept (EDC) [6], the
partially stirred reactor (PaSR) model [7], the flamelet models [8], the conditional
moment closure (CMC) model [9], and the probability density function (PDF)
[10] methods are powerful TCI models extensively used to capture the interactions
between turbulence and chemistry. The EDC and PaSR were developed to consider
all the elementary chemical reactions. A detailed reaction mechanism [GRI-Mech 3.0
(36 species and 218 reactions)] was designed for the combustion of methane-air [11]
and showed its potential with the EDC and PaSR. The reduced chemical kinetics
[Tabulation of Dynamic Adaptive Chemistry (TDAC) method] was preferred for
beta-pdf due to the high computational cost and time associated with the detailed
chemical mechanisms [12].

Large-eddy simulation (LES) is preferred for complex and real engineering prob-
lems as it demands more computer resources and simulation time. The Reynolds-
Averaged Navier Stokes (RANS) method has been extensively used for low-speed
turbulent reacting flows, and it provides promising results at a relatively lower compu-
tational cost. The k-epsilon RANS model neatly captures the turbulence in flames
and fires [5, 13].

Radiation is a significant physical phenomenon intricately related to combus-
tion [13—16]. Radiative properties of the medium and boundaries and maybe the
turbulence-radiation interactions need to be considered for computing the radiation
effects. The radiative source term is included in the energy equation to account
for absorption and emission. Many more precise techniques have been developed
to solve the radiative transfer equation (RTE). Nonetheless, the spherical harmonics
(P1) and discrete ordinates (DO) methods demonstrated their great potential for radia-
tive transfer problems due to their ease of implementation and convergence [17]. For
gray medium, the gas absorption coefficients are assumed to be constant across the
entire spectrum and independent of the wavelength.

CFD technologies like AnsysFluent (AF) and OpenFOAM (OF) have been widely
employed to simulate turbulent reacting flows [S]. The geometry of a piloted and
simple jet flame is straightforward; the turbulence and chemical reactions exhibit
strong coupling with each other [18, 19]. Thus, it is frequently considered for the
validation of TCI models. In the literature on TNF, it was noticed that only a few inves-
tigators had compared the TCI models using the different CFD packages. However,
there are still research gaps, including the radiation effects on turbulence and chem-
istry. Sandia-E (Re = 33,600) and DLR-B (Re = 22,800) are highly turbulent flames
compared to Sandia-D (Re = 22,400) and DLR-A (Re = 15,200).

Thus, the primary aim of this paper is to simulate the two types of turbulent diffu-
sion jet flames (Sandia-E and DLR-B [18]) in OpenFOAM (OF) and AnsysFluent
(AF), and check the precision of these two CFD software. The secondary aim is
to compare the flow-field properties calculated using the three TCI models (EDC,
PaSR, and beta-PDF) along with two radiation methods (P; and DO). The influence
of turbulence on the flame temperature and species concentrations along the axial
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and radial directions is investigated and compared with the published experimental
data of the TNF workshop [19].

3 Materials and Methods

The fluid motion around the flame is assumed to be a low-speed turbulent reac-
tive flow. The flow and chemistry of fires, flames, and burners are governed by the
following species transport, mass, momentum, and energy conservation equations

[3]:

ad a0 ad Yy
E(,OYk) + E(PYW]’) = E(PDkg) + Ry ey
2_%%(,)”,»):0 @)
%(pui)—l—%j(pu,uj) —;—i+%+ﬂﬁ 3)
%(phs) + %j(phsuj) = %j(pot gij) + S )

where p, p, h, o, uj, and f represent the pressure, density, enthalpy, thermal diffu-
sivity, velocity vector in the x; spatial co-ordinate, and body force. Dy and Y} repre-
sent the diffusion coefficient and mass fraction of k" species, respectively. R, and
S;, denote the chemical and energy source terms, respectively. The viscous stress for
an isotropic fluid can be defined in the following form:

ouj n ou; 2 auk5 5)
T = — — — ———;;
P\ T e, 3ow Y

where p and §;; are the dynamic viscosity and Kronecker delta, respectively. The
gas state equation is written as follows:

N Y,
p=pRTY — (6)
k=1

where R and M, denote the universal gas constant and molar mass of k™ species,
respectively. The governing equations from (1) to (4) are recast using the Reynolds
decompositions and Favre averaging.
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3.1 Turbulence Model

Two equation standard k- model was employed for the closure of the turbulent eddy
viscosity. The governing equations for generation of turbulent kinetic energy (k) and
its dissipation (¢) are written as [20]:

d(pk d(puk; d ok
(k) dowk) _ 2 n+ B 4 G+ Gy - pe (7
Jat ax; 0x; ox ) 0x;
d(pe)  d(puse;) 9 we e € g?
= ) =2 = =Gy — Coap— 8
ot + 0x; 0x; |:('u+ag>8xji| R 2P ®)

where the generation values of k caused by mean velocity gradients and buoyancy
are G and G,. The model constants C,, C,», 0}, and, o, have values of 1.44, 1.92,
1.0, and 1.3, respectively. The turbulent eddy viscosity is given by:

k2
we=pC,— )
£
where C,,= 0.09 is a model constant. The study of flames, which makes use of a
modified value of C,; = 1.60, yields superior results and strengthens the iterative
process’ robustness [21, 22]. As a result, in the current work, the model constant of
1.60 is used with beta-PDF to solve the turbulence equation.

3.2 Turbulence-Chemistry Interactions (TCI) Models

Three different TCI models have been used to simulate the jet flames and are discussed
in the following subsections: 3.2.1, 3.2.2, and 3.2.3.

3.2.1 Eddy Dissipation Concept (EDC)

The EDC extends the eddy dissipation model to incorporate the detailed chemistry of
turbulent flow. Each grid cell is split into reacting (fine structures) and non-reacting
(surroundings) zones. It attempts to incorporate the importance of fine structures into
turbulent reacting flows where combustion is significant. The turbulence parameters
(k and ¢) have been used to determine the scale of fine structures from macroscopic
to Kolmogorov length scales. The mean chemical reaction rate of the k™ species is
written as [6]:

= P YX

Ri = ——5-(Yi = YY) (10)
Tl =y
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where p and y;, are the mean density and length fraction; 7, and ¥ are the residence
time and volume fraction of the fine structure, respectively. The Y;* and Y represent
the reacting and mean mass fraction of the kth species, respectively.

3.2.2 Partially Stirred Reactor (PaSR)

This model separates the reacting and mixing zones within each grid cell. The uniform
composition of a reacting zone makes it possible to treat it as a reactor that has been
perfectly stirred. The reacting zones only transfer mass within the mixing zones. The
chemical and mixing time scales affect the reacting fluid fraction (F). The relation
between average reaction rate (Ry) and reacting fluid fraction (F;) is given as [7]:

Ry = Fi Ry Y

3.2.3 Presumed Probability Density Function (Beta-PDF)

Presumed PDF is a commonly used technique for the closure of turbulence-chemistry
interactions. This model can be easily applied to those systems that have sufficiently
fast and irreversible reactions. The mixture fraction (£) is assumed in such a manner
that Y, (¢ = 0) is oxidizer and Y; (&£ = 1) is fuel. The average mass fraction of k"
species is given as

1
Y, = / T ©p(E)ds (12)

The mean (§ ) and variance ($7’2) of the mixture fraction are the presumed param-
eters for the probability density function p(&). Then, rather than solving transport
equations for all species, only the functions of & and £? are computed.

3.3 Radiation Models

The energy is transported as electromagnetic waves in radiative heat transfer. Gases’
radiative properties may change as they travel across a medium. The general radiative
transfer equation (RTE) can be written in the following form [17]:

13]}L aI)L O A AN
——+— =6Up— L) —oul + — L,(8) $5.(5i, )d; (13)
c ot as 4w ) 4n
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where ¢, k, o, A, s, , and § are the speed of light, absorption coefficient, scat-
tering coefficient, wavelength, path length, solid angle, and unit vector, respectively.
The radiation intensity (/) is calculated using the integro-differential RTE solution,
approximated using discrete ordinate and spherical harmonics methods as discussed
in the subsections: 3.3.1 and 3.3.2.

3.3.1 Spherical Harmonics Method (Py)

This method is easy to implement in finite volume codes. In the P; approximation,
the radiative intensity is represented as a series of spherical harmonic functions. The
P, equation is expressed as [17]:

VfG =—(1l-0w)@-Aw@rl,+ G) (14)

where G, w, I, Ajw, and t stand for the incident radiation, single albedo constant,
black body radiative intensity, a constant, and optical thickness.

3.3.2 Discrete Ordinates (DO) Method

The DO method uses the discrete representation of radiation intensity over a solid
angle of 47, which is approximated using numerical quadrature techniques. In terms
of quadrature weightage (w; ), the radiative flux and incident radiation are calculated
using the following relations [17]:

= dQ i1 (T)s; 15

q(r) f4n r, s S Zw (r)s; (15)

G@r) = f I(r.8)dQ >~ " w;I(r) (16)
an i=0

3.4 Computational Domain and Boundary Conditions

Figures 1 and 2 and Tables 1 and 2 show the computation domains and inlet conditions
for Sandia-E and DLR-B flames.
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Fig. 1 Computational
domain of Sandia-E flame
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Table 1 Inlet conditions of Sandia-E flame

Main jet Pilot jet Airflow

Temperature 294 K 1880 K 291 K
Velocity 74.4 m/s 17.1 m/s 0.9 m/s
Species mass fractions CHy 0.1561 0 0

(073 0.1966 0.054000 0.23

CO, 0 0.109800 0

H,O 0 0.094200 0

N, 0.6473 0.734200 0.77

CcO 0 0.004070 0

H 0 0.000025 0

Hy 0 0.000129 0

o 0 0.000747 0

OH 0 0.002800 0

3.4.1 Sandia-E Flame

The Sandia-E flame is a fuel mixture of methane and air. On a volume basis, the
main jet supplies a mixture of methane (25%) and air (75%) into the computational
domain. The main jet (diameter = 7.2 mm) is surrounded by a pilot jet (diameter =
18.2 mm), whereas an air-coflow surrounds the pilot. The pilot supplies around 6%



354 N. Kumar et al.

E&Iﬂké ﬂ;llllzt conditions of Species | Fuelinlet | Air inlet
Temperature 292 K 292 K
Velocity 63.2 m/s 0.3 m/s
Species mass fraction | CHy 0.211770 0
H, 0.039985 |0
H,O 0 0.005008
N> 0.748245 | 0.763149
0, 0 0.231843

of energy to the main jet, which helps in combustion. Using the main jet diameter
and fuel velocity (74.4 m/s), the calculated Reynolds number for the Sandia-E flame
is 33,600. Pre-inlet pipes were added to achieve a fully developed turbulent flow for
both the jets. The computational domain is expanded to 69.5D and 20.83D in z- and
x-directions. After conducting the mesh independence test, an axis-symmetric mesh
with 5080 hexahedral cells and 90 prismatic cells has been adopted for the simulation
in AF and OF. A zeroGradient boundary conditions are specified for pressure and
temperature at all the boundaries except for the pressure at the outlet, which is fixed
at 100,000 N/m?. The boundary conditions for velocity; noSlip, zeroGradient, and
pressurelnletOutletVelocity is specified at the wallTube, wall, and outlet, respectively.

3.4.2 DLR-B Flame

The DLR flame comprises 22.1% CHy, 33.2% H;, and 44.7% N, by volume. The
diluted CHy4 burns in the presence of H, and N,. Adding hydrogen and nitrogen to
methane stabilizes the flame, reduces radiation, and enhances measurement quality.
The fuel is surrounded by a low-velocity (0.3 m/s) airflow, and a nozzle (diameter =
140 mm) supplies the air. Based on fuel pipe diameter (D = 8 mm) and fuel velocity
(63.2 m/s), the Reynolds number of the DLR-B flame is 22,800.

The computational domain is extended to 127.5D and 23.75D in the axial (z)
and radial (x) directions. After satisfying the grid convergence criteria, an axis-
symmetric mesh with 3372 hexahedral and 94 prismatic cells was used in AF and
OF simulations. Excluding the outlet, zeroGradient conditions were applied to other
boundaries for the pressure. The zeroGradient and fixed boundary conditions were
applied to the burner and wall for the temperature and velocity. At the outlet, a fixed-
Value, inletOutlet, and inletOutletVelocity conditions have been applied for pressure,
temperature, and velocity.
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4 Results and Discussion

Two turbulent diffusion jet flames (Sandia-E and DLR-B) of different Reynolds
numbers have been simulated in OpenFOAM (OF) and AnsysFluent (AF). The stan-
dard k — ¢ model is used for turbulence closure. The EDC, PaSR, and beta-PDF
methods were employed individually to account for TCI. The EDC and PaSR simu-
lations were carried out in OF with reactingFoam solver, while beta-PDF in AF.
The detailed (36 species) and reduced (20 species PDF table) chemical kinetics were
incorporated with the EDC and PaSR models, and the beta-PDF method, respectively.

During AF simulation of the Sandia-E flame with beta-PDF, due to the nature of
the two separate jets consisting of fuel and pilot, the mean mixture fraction for fuel is
assumed to be unity while the secondary mixture fraction of the pilot is set to be one.
However, for the DLR-B flame, the mean mixture fraction of the fuel is assumed to
be one and zero for the fuel and air, respectively

The temperature and velocity contours of flames are shown in Figs. 3 and 4,
respectively. The peak temperatures attained by the flames are 2017 K and 1870 K
for Sandia-E and DLR-B, respectively

The flame temperatures and species concentrations of methane with individual
schemes along the axial and radial directions are compared with available experi-
mental results from the TNF workshop, as shown in Figs. 5, 6 and 7. All the results
predicted by the P; and DO methods are in very close agreement whenever the same
TCI model is applied. The beta-PDF models the experimental results better when
C, changed from 1.44 to 1.6.

Overall, the axial temperature distribution with all the TCI models follows a
similar trend for both the flames, as shown in Fig. 5. However, for PaSR and EDC,
the results of axial peak temperature in the upstream regions are the same, with a
significant deviation in the downstream. There is a slight upward movement and a
downstream shift in the peak temperature with PaSR. The beta-PDF and EDC give
the best results for Sandia-E and DLR-B flames, respectively.

Fig. 3 a, b Temperature (K)
contour of flames
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- — o

292.0 1000.0 1500.0 1870.0

- o ' o
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Fig. 4 a, b Velocity (m/s)
contour of flames
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Fig. 5 a Comparison of axial flame temperature. b Comparison of axial flame temperature
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Fig. 6 a Comparison of radial flame temperature. b Comparison of radial flame temperature
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Fig. 7 a Comparison of mass fraction of CHy in the axial direction. b Comparison of mass fraction
of CHy in the axial direction

The radial temperature distribution of both flames shows similar behavior to all the
TCI models, with minor differences. The peak radial temperatures are slightly higher
in the PaSR than with other models. The radial temperature obtained with beta-PDF
is very close to experimental results for both the flames, as shown in Fig. 6.

The axial distribution of methane shows a pretty similar picture with EDC and
PaSR, while a slight variation was observed with beta-PDF. Figure 7 shows that,
once again, the beta-PDF best fits the experimental data.

5 Conclusions

The Sandia-E and DLR-B flames are simulated with three different TCI models to
examine the effects of turbulence on the chemical kinetics. The radiative properties
of gray-gas mixtures were modeled using the P; and discrete ordinates methods. The
results show that using the same TCI with standard turbulence and radiation models
predicts nearly identical results within the same CFD codes. The P; and DO models
show their potential to simulate the diffusion jet flames with great precision. The
modification in the constant (C,;) of the standard turbulence model from 1.44 to 1.6
significantly impacts the results. Overall, the beta-PDF has proven to be a suitable
TCI model among others for both the flames. However, with DLR-B, the EDC seems
to be the best fit only for the axial temperature.
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Effects of Nanoparticle Shapes )
on Si0;,-engine Oil Nanofluid Flow oo
and Heat Transfer Over a Stretchable

Rotating Disk

Amit Kumar Pandey and Abhijit Das

Nomenclature

F  Radial velocity

G  Tangential velocity

H  Axial velocity

0 Temperature

¢  Volume fraction parameter
S Stretching parameter

Nu  Nusselt number

Cf  Skin friction coefficient
Pr  Prandtl number

m  Shape factor.

1 Introduction

The flow and heat transfer caused by a rotating disk is a classical problem in fluid
mechanics due to its practical applications in engineering and industrial fields like
thermal power generating systems, rotating machinery, food processing, medical
equipment, etc. In 1921, von Kdrméan [1] performed the first study on the steady flow
of an incompressible, viscous fluid due to an infinite rotating disk. He introduced his
well-known similarity transformations, in order to convert the physically modeled
partial differential equations into simple ordinary differential equations. After von
Karman’s pioneer work, numerous theoretical/experimental studies have been done
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by many researchers on flows induced by rotating disk [2, 3]. In a recent work,
the boundary-layer flow caused by a rotating disk was studied by Griffiths [4] for
various generalized Newtonian fluid models. Fang [5] was the first to extend the
von Kédrman flow for a rotating disk which was stretchable. The flow as a result of
stretchable rotating disk is investigated by numerous researchers due to its major
applications in various industrial processes, including the production and drawing
of plastic and rubber sheets, extrusion of metals and polymers, paper production
etc. [6, 7]. The recent articles [8, 9] produced analytical solutions and discussed
the effects of surface stretching on some rotating disk flow problems. Nanofluids,
a novel classification of heat transfer fluids, are engineered colloids made of base
fluid and nanoparticles (particles < 100 nm in diameter). Choi [10] coined the term
“nanofluids” and had shown that suspending nanoparticles in conventional fluids
increases the thermal conductivity which directly makes such fluid applicable to
thermal management systems. Oxides like silica, alumina, titania, etc., and metals
like copper, silver, and gold are often used as nanoparticles. And for base fluids,
water and organic fluids such as ethanol are popularly used [11]. Nanofluids are
found to have abnormally high thermal conductivity, viscosity, and single-phase
convective heat transfer coefficient relative to the base fluid [12, 13]. These properties
make nanofluids useful in a broad range of engineering applications such as cooling
engines in transportation, as well as in the production and fabrication industries in
order to cool down the welding equipment. It is also used to enhance the thermal
transport of lubricants and coolants. A comprehensive review on the mechanism
of heat transport in nanofluids can be found in [14]. Due to the aforementioned
applications, many researchers [15, 16] have been working extensively in this area
to inspect the flow as well as the heat transfer properties of nanofluids. Recently,
Yin et al. [17] considered three categories of nanoparticles, viz. Cu, Al,03, and
CuO with water-based nanofluid to study the effects of radial stretching on the flow
and heat transfer of nanofluids as a result of rotating disk. Many researchers have
noted that, except for nanoparticle categorization, dimension, agglomeration, and
concentration, thermophysical properties of the nanofluids are significantly affected
by the nanoparticle structure [18, 19]. The effect of various shapes of nanoparticles on
the SiO; nanofluid flow along with the heat transfer in a liquid film over a stretching
sheet was investigated by Sobia et al. [20]. Recently, Saranya et al. [21] studied the
effect of various shapes on Al,O3-silicon oil nanofluid flow on a radially stretching
rotating disk. More recently, the performance of SiC and SiO, nano-powders in the
engine oil base flow on a rotating disk with thermal jump constraints was investigated
by Igbal et al. [22]. Given its strong propensity to be evenly dispersed in nanofluids
and nanolubricants, SiO, has a leading position among all nanoparticles. According
to [23], SiO, nanoparticles are known to have low toxicity, good thermal stability,
and can be synthesized easily. Besides, its particle size, crystallinity, porosity, and
shape can be precisely manipulated. Hence, among all nanomaterials, SiO; is a
better choice due to its low cost, easy availability, and excellent thermophysical
property. Due to aforementioned properties silicate-based nanomaterials have drawn
more research attention. Applications for it can be found across a wide range of
industries, including industrial engineering, thin film substrates, thermal insulators,



Effects of Nanoparticle Shapes on SiO,-engine Oil Nanofluid Flow ... 361

catalytic pigments, and humidity sensors [22, 24]. The present work deals with the
traditional rotating disk flow, with the exception that the disk is stretchable and
the flow is made of silicon dioxide suspended in engine oil base fluid. To find the
best- performing solution, the flow and heat transfer parameters are affected by the
presence of five different shaped SiO, nanoparticles namely, sphere, brick, cylinder,
platelet, and blade. It is assumed that all differently shaped nanoparticles are of
equivalent spherical diameter dp = 45 nm. The effects of stretching and volume
fraction parameters on the velocity and temperature profiles are also analyzed. In
addition, the effect of different shapes and stretching parameter on the Nusselt number
and skin friction are carefully investigated.

2 Methodology

Consider the flow of an axially symmetric, incompressible nanofluid on a rotating
disk, which rotates about its axis with an angular velocity, €2 and positioned at z = 0.
The disk is expanding farther in the radial direction r with a constant rate s. Revising
the nanofluid model put out by Tiwari and Das [12], the governing equations for
nanofluid flow and pressure, in a rotating frame of reference, can be written as

u
Mr-i-;'f‘wz:(), ey

v+ r)? 1 n 1 u
uu, + wu, — g =—pr+ u<l'trr + ;ur - ﬁ +Mzz)v (2)

r Onf Onf
uv 1 v
2uQ + uv, + wu, + = = 1t (vrr +-v - =+ vzz)v 3)
r Puf r r
1 1
uw, + ww; = — p: + M<wrr + -w, + wzz)a “4)
nf nf r
1
I/lTr + sz = Upf Trr + ;Tr + Tzz ) (5)

with corresponding boundary conditions:

u(0) = sr,v(0) = Qr,w(0) =0,T0) =T,,

u—0,v—>0T—> Ty as 7 - Q. (6)

The velocity components are given by its constituent parts, («, v, w) in the direction
of rising (r, 0, z), respectively. The pressure term is denoted by p, T is temperature
with 7', and T o, standing for the conditions at the wall and the ambient environment,
respectively.
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The thermophysical properties of SiO;, and engine oil are given in Table 1. The
viscosity and shape factor of the nanoparticles are given in Table 2. In (7), the
nanofluid’s density, dynamic viscosity, and thermal diffusivity are denoted by the
letters o,z pyr, and a,y respectively, and nanofluid’s heat capacitance, effective
thermal conductivity are given by (0Cp) »f, kyr, respectively. Here, ¢ represents
the nanoparticle volume fraction parameter, uy stands for fluid fraction viscosity,
and p,, pr denotes the solid fractions and density of the fluid, respectively [16].

ong = psp + pr(1 =),

iy = (1 + A1 + Arp?),
_ ks

oy = (IOCP)nf’

(pCP)nf =1~ d’)(pcp)f + d)(pCp)S,

kug Ky Om = Dy — (m = D(ky — k)¢

(7
kf ks + (m — l)kf =+ (kf — k_,)(b
Using the similarity variables given by von Kdrman [1],
1/2
n= Z(Q/Uf) /
1/2
(v, w) = (rRF (), rQG ), (2/v7) *Hm),
(P, T) = (2Qus P(n), Too + 0(T, — Tv)), ®)

the Systems (1)—(5) are converted to the following ordinary differential equations:

H +2F =0

Table 1 Experimental results on thermophysical properties for engine oil and SiO, [22]

Nanoparticle/Base fluid | Density p (kg/m?) | Specific heat C » (J/ | Thermal conductivity
kg K) k (W/m K)

Engine-oil 884 1910 0.144

Si0, 2200 703 1.2

Table 2 Experimental results on viscosity constants and shape factor for different nanoparticles
[20]

Nanoparticles/Parameters Sphere Brick Cylinder Platelet Blade
Ay 2.5 1.9 13.5 37.1 14.6
Ay 6.2 471.4 904.4 612.6 123.3
m 3.0 3.72 4.82 5.72 8.26
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CoF' —F*+(G+1)>’—~HF =0
CsG" —2F(G+1)— HG' =0
g _HE —2P P =0

vy Pnf

C
9" _He' =0 9)
P

r

In (9), the Prandtl number Pr is given by uyC,r/ ks, and prime represents the
derivative with respect to . Physical parameters Cy and Cy are given as

_ 14+ Aip + Arp?
" (os/os)+1—6

knr/k
Co= rtlhs (10)
(pcp)nf/(pcp)f
The boundary conditions (6) are transformed into
FO)=s5/Q2=5,G0)=0,00) =1,
F—-0,G——-1,0—->0, as z— o© (11

The nanofluid pressure term can be simply integrated from the 3rd momentum
equation because it is separated from the flow field, which is why it is not described
here.

The tangential shear stress ty and the radial shear stress 7, are determined by
using the Newtonian formulas once the mean flow quantities have been solved and
are given by

93/2”1,
T = pap ()20 = —— 5 (1 + A16 + 42¢%)G'(0),
Vv
f
Q2 )
T = g (lmo =~ (14 A1 + A2¢?) F/(0),
v/

b

which both results in the skin friction coefficient

V Tr2+f02 . (Qr2

pr(r)* — \ vy

-1/2
> (14 A1¢ + A29%)(F'(0)* + G'(0)%).

Next, the Fourier’s law is used to determine the rate of heat transfer

q = —knsT;|;=0,
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and the scaled (by the factor (Qr2 /v f)71/2) Nusselt number can be calculated from

ks
N, = —"Lo'(0).
O

;
A. Validation

A convenient BVP4C scheme is opted to solve the ordinary differential Equa-
tions (9)—(11). The BVP4C technique can be interpreted as a continuous extension
of the implicit Runge-Kutta formula or as collocation with a C' piece-wise cubic
polynomial (interpolant). The fundamental approach of BVP4C is a widely used
Simpson’s method. The suggested BVP4C technique is well-liked in the research
community because of its key advantages, which include faster convergence with
less error, direct acceptance of both two-point and multi-point BVPs with improved
accuracy [25, 26]. To apply BVP4C technique, Equations (9)—(11) are reduced into
system of equations by substituting:

H=yi, F=y5, F =y3,G=y4, G =vys, 0 = ys, and 0 = v7. A first order system
of equations is given by

y{ = _2y2’
)’Q = )3,
¥, = ¥ — s+ D>+ y1y3
3 C¢ ?
Yal =Ys,
,_ 2205+ D + s
S Co )
Yo/ = ¥1,
P
=27 (12)
Co
with the boundary conditions:
=0,=58y=0y=1atz=0,
v = 0,y = —1,y6 > 0,as 7 — o0. (13)

Numerical results are calculated by keeping the error tolerance ¢ = 10~ and
Pr = 6.2. These numerical results are verified with those obtained by spectral local
linearization (SLLM) method. The spectral method [27] is used with 30 collocation
points. Additionally, these solutions are compared with the existing literature. Table 3
shows that these comparisons are in absolute agreement.
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Table 3 Comparison of M. Turkyilmazoglu [16] |BVP4C | SLLM

BVP4C with numerical -

solutionsatp =0, S =0and F (0)  |0.51023262 0.510214 |0.510214

Pr=6.2 ~G©0) |0.61592210 0.615910 | 0.615910
—H(co) |0.88447411 0.881359 | 0.882296
—6'(0) | 0.93387794 0.933848 | 0.933847

3 Results and Discussion

The velocity and temperature distributions of different shapes of Si0, nanoparti-
cles are investigated and graphically presented for a selected value of Pr = 6.4.
These results are obtained by solving the systems (12)—(13) by the BVP4C tech-
nique within 10~ absolute and relative error tolerance. It is observed that for each
shape of nanoparticles considered in this study, the radial velocity component attains
its maximum near the disk and decays to zero as one drift away from the disk. This
means that the fluid closure to the disk is thrown outward radially as a consequence
of centrifugal forces and stretching. The component of axial velocity, H(7), is found
negative for all n, which means that the radially outward flow is compensated via
axial inward flow which is toward the disk. The component of tangential velocity,
G(n), is decaying exponentially in a monotonic nature with 7. These observations
are in line with previously published results [28].

Figure 1 shows the effects of stretching parameter, S, on velocity components in
the radial F(n), tangential G(n) and the negative axial H(n) directions for differently
shaped SiO, nanoparticles. It is noticed that an increase in the value of the stretching
parameter leads to an increase in the radial and negative axial velocity, whereas
it decreases the tangential velocity component. It is also noted that the platelet-
shaped nanoparticle has a greater impact on the stretching parameter, whereas spher-
ical nanoparticles have the least. The effects of volume fraction ¢ on the velocity
profiles are depicted in Fig. 2. It is observed that with an increase in nanoparticle
volume fraction parameter, there is a decrease in the radial velocity component near
the disk until a point of crossover after which it shows an opposite behavior. This
behavior of the radial velocity component is compensated by the component of the
axial velocity H(n) as expected. Contrary to the effect of stretching parameter, the
tangential velocity component G(7) increases for the increasing value of ¢.

Furthermore, we noticed that the platelet shape and cylinder shape nanoparticles
demonstrate almost similar growth on velocity components but more than bricked
shape nanoparticle followed by blade shape nanoparticles with the least effects shown
by the spherical nanoparticle.

Figure 3 shows impact of the stretching parameter S on temperature profile for
different nanoparticles. The temperature profile is plotted for a selective value of ¢ =
0.050 and Prandtl number Pr = 6.4. For all the shapes considered here, the temper-
ature is found to gradually decrease from its starting value to the limiting value with
n and is observed to decrease with increasing value of stretching parameter S. The
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Fig. 1 Velocity profiles for varying stretching parameter S

platelet shape has a greater physical impact on the temperature profile than others
to compare the shape effect. Figure 4 shows the physical impact of the nanoparticle
volume fraction parameter, ¢. The temperature profile is plotted for a selective value
of $ =0.1 and Pr = 6.4. It is observed that as the weight percentage of nanoparticles
in the base fluid increases, the temperature of the nanofluid also increases for all the
shapes. This is because thermal conductivity is an increasing function of nanoparticle
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Fig. 2 Velocity profiles for varying volume fraction ¢

volume fraction ¢. The impact of stretching parameter S on the skin friction coeffi-
cient Cr and local Nusselt number Nu, for five different shaped SiO, nanoparticles,
is shown in Figs. 5 and 6, respectively. It is observed that these parameters increase
almost linearly with the nanoparticle volume fraction. Also, they increase along with

the value of the stretching parameter, S.



368 A. K. Pandey and A. Das

Sphere Blade

09

08

07 07
06 06

Zos Zos
B §=0,01,0.2,0.3,0.4 = §=0,0.1,0.2,03,0.4

04 04

= $=10,01,02,0.3,0.4

Cylinder

o(n)

§=0,01,0.2,03,0.4

Platelet

0(n)

§=0,01,0.2,03,0.4

Fig. 3 Temperature profile for varying stretching parameter §



Effects of Nanoparticle Shapes on SiO,-engine Oil Nanofluid Flow ...

Sphere

Blade

6 =0,0.025,0.050,0.075,0.1

——¢=0.000

6= 0,0.025,0.050,0.075,0.1

——¢ = 0.000
—— =002

6 =0.050
——¢=0075
———¢=0.100

Brick

!
09
08
07
06
Zos
o4 = 0,0.025,0.050,0.075,0.1
03
02
01
o 05 1 15 2 25 3
n
©
. Cylinder
09 ]
os ]
01 ]
06 ]
Zos ]
04 ¢ =0,0.02! 50,0.075,0.1 4
03 1
02 1
01 1
o 0s 1 15 2 25 3
"
(@
. Platelet
09
0s
07
06
§as 6 = 0,0.025,0.050,0.075,0.1
04
03
02
01
o 0s 1 15 2 25 3

n

(e)

Fig. 4 Temperature profile for varying volume fraction ¢

369



370

Fig. 5 Variation of skin
friction versus ¢

Fig. 6 Variation of Nusselt
number versus ¢
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The effect of stretching and volume fraction parameters on the velocity as well as
temperature profiles are investigated and represented graphically for five different
shaped SiO, nanoparticles. It is noteworthy that platelet-shaped nanoparticle has
more effects on physical profiles with the sphere shaped having least. Below
discussed are some significant results of the ongoing study.

e The velocity profiles of SiO;, nanoparticle attain its maximum for platelet shape
followed by cylinder shape nanoparticle and its minimum for sphere shape.

® An increase in the value of volume fraction parameter causes an increase to the
temperature profile, whereas it decreases with the stretching parameter for all the

shapes.
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e Skin friction coefficient and Nusselt number increase almost linearly along with

the nanoparticle volume fraction as well as stretching parameter.
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Influence of Geometric Parameters m
on Power Generation i

from a Thermoelectric Module

Dakesh Sahu, Keyur Kansara, and Shobhana Singh

Nomenclature

ap,a,  P- And n-type leg Seebeck coefficient [V/K]
Pps P P- And n-type leg resistivity [2 m]

kp, ky P- And n-type leg thermal conductivity[W/mK]
R Total electrical resistance [$2]

K Total thermal conductance [W/mK]

L,, L, P-Andn-type leglength [m]

A,  P- And n-type leg cross-section area [m?]

Ap,

On, Q. Heat supplied, Heat rejected [W]
R, Load resistance [2]

0 Density [Kg/m?]

C, Specific heat [J/KgK]

0 Heat source [W/m?]

Qred Thermoelastic effects [Pa/s]

0, Current source [A/m?]

q Heat flux in conduction [W/m?]
T Absolute temperature [K]

P Peltier coefficient [J/Couloumb]
J Induced electric current [A/m?]
Je External current source [A/m?]

E Electrical field [V/m]

\%4 Electric potential [V]

o Seebeck coefficient [V/K]
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o Electrical conductivity [1/€2 m]
1 Electric current [A]
Number of TE element pairs

1 Introduction

The increasing demand for energy requirement by the human population leads to
an imbalance in environmental energy resources. Conventional energy resources
fulfill the needs for energy demand, but due to excessive use of traditional energy
sources, they are degrading very fast. Using conventional energy resources leads to
global warming and greenhouse emission of gases. Energy crises and environmental
pollution lead researchers to investigate alternative means of energy resources to
cope with the present situation. Thermoelectric devices are one of the best-suited
solutions for energy crises. It is a solid-state device through which direct energy
conversion of heat energy into electrical energy is possible. Thermoelectric devices
work similarly to heat engine devices. It operates between two reservoirs. One of
the reservoir acts as a heat source and the other as a heat sink. In a thermoelectric
device, no moving parts are present, so an appliance’s life is longer, the operation
is noiseless, and it is also lightweight. In the working of the thermoelectric device,
there is no requirement for any working fluid, so it helps to remove the problem of
environmentally harmful gas emissions [1].

The thermoelectric effect works on the principle of Seebeck effect, according to
which a circuit is made up of two dissimilar wires; when one of the junctures is
hot compared to another juncture, potential difference is produced from the circuit.
The thermoelectric device has a great potential for harvesting waste heat from power
plants and automobiles. Despite all that salient features, thermoelectric devices are
still not used for large-scale applications because of their low-level conversion perfor-
mance. There are two methods for enhancing the performance of thermoelectric
device conversion efficiency. The first is to create highly desirable thermoelectric
functional materials, and the second is to develop a more suitable structure for ther-
moelectric devices [2]. The research work for thermoelectric functional materials
is underway. Fan et al. [3] create a mathematical model to find the optimum leg
cross-section area and leg length for thermoelectric units and study the effect of leg
length and cross-section area of thermoelectric legs on the conversion efficiency,
output power, and power density using different thermal boundary conditions. Jia
and Guo [2] developed a more realistic structure for thermoelectric devices; thus, the
form of instruments becomes a crucial strategy to increase thermoelectric conversion
performance. Analyzed the thermoelectric model more practically and studied the
model’s performance by using time-changing thermal environments. Rezania et al.
[4] investigated thermoelectric unicouple to achieve maximum power, the conversion
efficiency with the best cost performance with the optimum ratio between the n-type
and p-type leg of unicouple over a wide range of n-type and p-type leg ratios and found
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that the ratio between cross-section area of the n-type leg to p-type leg is less than 1
to generate maximum power output. Khalil et al. [5] performed numerical study for
optimal thermoelectric design. The author evaluated and compared the performance
of the thermoelectric device by choosing legs of the same volume and numerous
designs. Effects of the cross-section area of leg and leg length on the internal resis-
tance, output power, and thermal conductance of multiple designs of thermoelectric
unicouple were calculated and compared. Acquired results show that the rectan-
gular design of the thermoelectric leg provides the best performance compared to
other designs. Li et al. [6] studied three dissimilar copper pad thicknesses on the
power production of the thermoelectric device and found that variation in thickness
of copper pad does not affect the device’s power output. Mu et al. [7] developed
a three-dimensional finite model of the Mg, Si-based thermoelectric unicouple for
harvesting automobile exhaust surplus heat. Thermoelectric unicouple was studied
for varying geometric dimensions. Results were obtained for thermal stress distribu-
tion, output power, and power conversion efficiency with varying geometric sizes. He
et al. [8] constructed an enhanced mathematical model of thermoelectric generator
which considers the impact of change in temperature in the flow direction is presented
in the study and discovered that maximum power output in ideal module area was
significantly influenced exhaust gas flow rate. Gou et al. [9] developed a waste heat
thermoelectric generator model to harvest energy for low-temperature regions and
found that increasing electrical serial connection and thermoelectric element improve
the system’s performance.

The cited works of literature present several mathematical and statistical models
created, and numerous design modifications were suggested to improve the perfor-
mance of thermoelectric devices. However, it is essential to optimize the thermo-
electric unicouple structure and for that coverage of all possible factors which affect
the performance of the thermoelectric unicouple. In a thermoelectric device, due
to the temperature difference on both sides of the module so the charge carriers
on the hotter side, both in the n-type and p-type leg, vibrate with more energy net
effect of this is the migration of charge carriers from the hot side to cold side due
to which potential difference is generated. The flow of charge carriers faces internal
resistance in the n-type and p-type legs. Internal resistance depends upon the device’s
geometric dimensions, like the leg’s length and width, which affect the internal resis-
tance. Draw the current from the thermoelectric device through the electrical circuit;
external resistance also comes into play, called load resistance, which affects the
current flow.

The present study develops a mathematical model to analyze the effect of leg
length, the width of the leg, load resistance, and temperatures on the hot side of
the thermoelectric unicouple. Leg length is in the range of 1-15 mm, and width of
leg range is 0.4—1.2 mm reason behind those ranges is to study the thermoelectric
unicouple for commercial purposes which available in the market and for a compact
design of thermoelectric modules to use in remote areas, in that ranges both the goals
is fulfilling. The range of load resistance is 0.005€2 to 0.1€2. These load resistance
ranges go above and below the temperature-dependent electrical resistance offered
by thermoelectric legs. The temperature of the hot side varied from 300 to 500 K.
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Automobile exhaust gas temperature falls under that range, so during harvesting
waste heat energy from automobiles, the performance of the thermoelectric device
is studied. Moreover, the output power and efficiency at different parameters are
study and provide instructions for the logical structure optimization design of the
thermoelectric unicouple.

2 Calculation Model and Method

2.1 Physical Model and Assumptions

A single unit of a thermoelectric module shown in Fig. 1 is called a thermoelectric
unicouple or thermoelectric e