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Linear and Nonlinear Simulations 
of Magnetorotational Instability 
for the Upcoming DRESDYN-MRI 
Experiment 

Ashish Mishra, George Mamatsashvili, and Frank Stefani 

Nomenclature 

Re Reynolds number 
Rm Magnetic Reynolds number 
Lu Lundquist number 
Pm Magnetic Prandtl number 
μ Rotation ratio of outer to inner cylinder 
MRI Magnetorotational instability 

1 Introduction 

Magnetorotational instability (MRI) is considered a prime mechanism in explaining 
the angular momentum transport in astrophysical disks. However, despite of many 
efforts, the direct and conclusive evidence of MRI in lab is still elusive. 

It is to be noted here that the recent claim by the Princeton group regarding the iden-
tification of axisymmetric mode of MRI [1] and the non-axisymmetric mode is still 
under scrutiny [2]. In their experiment, the axisymmetric mode of MRI and the non-
axisymmetric mode appear, surprisingly, very close to each other and at parameters 
which are significantly lower than the predictions of global linear stability analysis 
(see Fig. 8 in ref. [2]). The discovery of other versions of MRI such as helical MRI
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2 A. Mishra et al.

(HMRI, [4]) and azimuthal MRI (AMRI, [5]) and their successful detection in the 
laboratory Taylor–Couette (TC) devices containing liquid metal [9, 13, 15] has paved 
a way for more sophisticated experiments such as the DRESDYN-MRI experiment 
[14]. Such a new experiment (Fig. 1b) is presently under construction in the frame-
work of the DREsden Sodium facility for DYNamo and thermohydraulic studies 
(DRESDYN) at Helmholtz-Zentrum Dresden-Rossendorf (HZDR). In this experi-
ment, we can reach Re ∼ 106, Rm  ∼ 40, and Lu ∼ 10 which theoretically is sufficient 
for the detection of MRI in laboratory (see Tables 1 and 2 for the physical parameter 
of the DRESDYN-MRI experiment and the definition of non-dimensional parameters 
used in this study, respectively). As a preparatory step toward the large-scale MRI 
experiments within DRESDYN project, we study these instabilities and the connec-
tion between them specifically for those ranges of the characteristic parameters of the 
magnetized Taylor–Couette flow that are achievable in these experiments. We aim, in 
particular, at a detailed analysis of the axisymmetric MRI and its nonlinear evolution 
and saturation properties. We also analyze the scaling behavior of the instability with 
respect to various system parameters. 

Fig. 1 a A simplified  
Taylor–Couette flow setup 
with an imposed helical 
magnetic field, b a schematic 
view of the new 
DRESDYN-MRI machine 
[10] 

Table 1 Physical parameters 
of the new DRESDYN-MRI 
experiment with liquid 
sodium 

Physical parameter Values 

rin 0.2 m 

rout 0.4 m 

Lz 2 m

Ωin ≤ 2π · 20 Hz

Ωout ≤ 2π · 6 Hz  

Axial magnetic field (B0z) ≤ 150 mT 

Current through central rod (I) ≤ 50 kA 
Conductivity (σ ) 9.5 × 106 S/m 

Viscosity (ν) 6.512 × 10−7 m2/s 

Density (ρ) 920 kg/m3 

The material parameters are for a sodium temperature of T = 130 
°C



Linear and Nonlinear Simulations of Magnetorotational Instability … 3

Table 2 Non-dimensional system parameters of the DRESDYN-MRI experiment with liquid 
sodium based on the values in Table 1, assuming material parameters of liquid sodium at T = 
130 °C 

Dimensionless parameter Definition Values 

μ Ωout/Ωin (0.25, 0.35] 

Normalized height Lz/rin 10 

Reynolds number (Re) Ωin r2 in/ν ≤ 7.72 × 106 

Magnetic Prandtl number (Pm) ν/η 7.77 × 10−6 

Magnetic Reynolds number (Rm) RePm ≤ 40 
Lundquist number (Lu) B0z rin/

√
ρμ0νη ≤ 10 

2 Mathematical Setting and Numerical Method 

We consider an infinitely long cylindrical Taylor–Couette (TC) setup containing 
sodium as liquid metal with imposed axial magnetic field B0z as shown in Fig. 1. 
The equilibrium rotation profile Ω(r ) for a TC setup with inner and outer cylinder 
with radii rin and rout and angular velocities Ωin and Ωout, is given by:

Ω(r) = C1 + C2/r
2 , (1) 

where C1 and C2 are, 

C1 = (Ωoutr
2 
out − Ωinr

2 
in)/

(
r2 out − r2 in

)

C2 = (ΩoutΩin)r
2 
inr

2 
out/

(
r2 out − r2 in

)
. 

The basic MHD equation to study the TC flow is 

∂t u + (u · ∇u) = −∇ P 
ρ 

+ 
(B · ∇)B 

ρμ0 
+ ν∇2 u (2) 

∂t B = ∇  ×  (u × B + η∇2 B (3) 

∇ ·  u = 0, ∇ ·  B = 0, (4) 

where ρ, p, ν, μ0, and η are the density, hydrodynamic pressure, kinematic viscosity, 
magnetic permeability, and magnetic diffusivity of the fluid between the cylinders, 
respectively. For linear analysis, the basic MHD Eqs. (2–4) are linearized to form an 
eigenvalue problem in the radial direction, and the radial structure is solved by the 
spectral collocation method using Chebyshev polynomials typically up to N = 30–40 
[4, 5, 8, 10]. The base flow is given by the standard TC profile as in Eq. 1, and the 
imposed axial magnetic field is used as base field. No-slip boundary condition is
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used for velocity, and insulating boundary condition is used for magnetic field with 
periodic boundary conditions in the axial direction (see [10] for details). For the 
nonlinear analysis, the cylindrical flow domain is distributed as (r, ϕ, z) ∈ [rin, rout] 
× [0, 2π] × [0, Lz]. We used the pseudo-spectral code from Ref. [3] to solve the basic 
nonlinear MHD Eqs. (2–4) of an incompressible conducting fluid in TC setup. For 
our setup, we non-dimensionalise length by rin and time byΩin

-1 and hence [rin, rout] 
∈ [1, 2] and Lz = 10 as the aspect ratio is 10. Chebyshev collocation method is used 
to distribute the points along radii to achieve higher resolution near the boundaries. 
We conduct high-resolution study with Nr = 500, i.e., finite difference points in 
the radial direction, and Nz = 800, i.e., Fourier modes in the axial direction. This 
resolution is chosen such that the modes are fully resolved. Since MRI is dominated 
by m = 0 modes, in this analysis, we do not allow other non-axisymmetric modes to 
grow; hence, Nϕ is set to 1. Here, we set minimum wavelength kz = 2π/Lz to allow 
at least one full wave in the axial domain (see also [11]). 

3 Results and Discussion 

In order to obtain the region of instability for MRI in Fig. 1a–e, we plot the maximized 
growth rate over all axial wavenumbers kz ≥ kz,min of the most unstable axisymmetric 
mode (m = 0) of MRI in (Rm − Lu)-plane for varying μ (= Ωout/Ωin) and fixed β 
= 0. As aforementioned, we focus our analysis on the Rayleigh stable regime, i.e., 
μ > 0.25. We observe that the instability region in the (Lu − Rm)-space decreases 
with increasing μ. The critical Rm and corresponding Lu for μ = 0.26 are at 4.8384 
and 1.5220, respectively, as in Fig. 2a, while the same for the Keplerian profile, i.e., 
μ = 0.35 lie at 16.1714 and 5.0937, respectively, as in Fig. 2e. Since the maximum 
achievable Rm and Lu in the DRESDYN-MRI experiment are 40 and 10, respectively 
(cf. Table 2), MRI can be detected successfully in DRESDYN-MRI experiment for 
all μ in the range (0.25, 0.35]. In Fig. 2f, we plot the marginal instability curve of 
MRI for various μ in the (Lu, Rm)-plane which clearly shows the monotonic increase 
of critical Lu and Rm with increasing μ. Our linear analysis shows that the MRI can 
be unambiguously detected in the upcoming DRESDYN-MRI experiment for μ = 
0.26 to more astrophysically relevant quasi-Keplerian flow profile μ = 0.35 [10].

We study the evolution of magnetic energy of the most unstable axisymmetric 
MRI mode to understand the nonlinear MRI and its saturation behavior in detail in an 
extensive parameter space. Further, to obtain the scaling laws of various parameters in 
saturated state, we analyze each point for different Re ∈ {1, 4, 7, 10, 20, 30, 40, 100} 
× 103. This study allows us to concretely understand the behavior of magnetic energy 
and angular momentum transport of MRI in the exponential and saturated states. To 
analyze the growth and subsequent nonlinear saturation of axisymmetric MRI modes, 
in Fig. 3a, we follow the evolution of the volume-integrated total magnetic energy 
of perturbations, Emag =

∫
V b

2 dV , where V is the volume of the TC device for μ 
= 0.27, varying Reynolds numbers Re, and two pairs of (Lu, Rm) = (30, 9) (solid 
lines) and (Lu, Rm) = 9, 2.5 (dashed lines). In all these cases, the magnetic energy
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Fig. 2 a–e MRI growth rate Re(γ ) ≥ 0 in the (Lu, Rm)-plane, maximized over kz ≥ kz,min, varying 
μ. f The corresponding marginal stability curves for these values of μ, which better indicate a shift 
of the unstable area to higher Lu and Rm, implying a greater stability for increasing μ [10]

initially grows exponentially with the growth rate predicted by the 1D linear analysis 
and afterward approaches the saturation state where the energies and stresses remain 
nearly constant with time. This behavior is consistent with previous nonlinear studies 
of MRI both at infinite [6, 7] and finite [16, 17] height of the cylinders. Since the 
magnetic energy of MRI depends mostly on Rm (see also [10]), the exponential 
growth and saturation energy is smaller for smaller Rm. 

In Fig. 3b, we plot the magnetic energy values in the nonlinear saturated state 
Êmag as a function of Re for various pairs (Lu, Rm), and the black dashed lines show

Fig. 3 a Time evolution of volume-integrated magnetic energy Êmag for different Re, fixed (Lu, 
Rm) = (2.5, 9)(dashed), (9, 30)(solid) and μ = 0.27. b Magnetic energy in the saturated state, Êmag 
as a function of Re for different pairs (Lu, Rm). Black dashed lines are the power law fits of the 
form Rea with an average value of the scaling parameter a ≈ −1/2 [11] 
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the power law fit. Evidently, for all sets of (Lu, Rm), the saturated magnetic energy 
decreases with an increase in Re, forming a family of lines with nearly the same 
slope in the logarithmic scale at Re ≥ 4000, where the asymptotic regime appears 
to be already reached. We numerically fit this dependence with the power law Rea 

shown by black dashed lines in Fig. 3b, which are more or less parallel to each other 
with the common average power law index a ≈ −  1/2. This implies that the magnetic 
energy in the saturated state follows a power law scaling Re−1/2 or, for that matter, 
Pm1/2 as Rm is fixed for all considered pairs (Lu, Rm). This result is consistent 
with a previously reported scaling law for MRI in a wide-gap TC geometry with 
endcaps [2]. This result will be important below for extrapolating the values of the 
magnetic energy from the simulations down to even smaller, experimentally relevant 
Pm ∼ 10−6 − 10−5. Figure 4a shows the time evolution of normalized torque G/Glam 

measured on the inner cylinder for μ = 0.27 and different Reynolds numbers Re. 
Solid lines show the evolution of this torque for Rm = 30, Lu = 9, while the dashed 
lines correspond to Rm = 9, Lu = 2.5. Since the torque measured in the simulations 
is normalized using the laminar torque, the minimum torque is equal to 1. It is seen 
in Fig. 4a that, in contrast to the magnetic energy, G/Glam increases with Re both 
during the exponential growth at the linear stage and in the saturated state. During 
the evolution, the torque at inner cylinder Gin increases the angular momentum while 
the torque at outer cylinder Gout decreases it, eventually reaching an equilibrium in 
the saturated quasi-steady state when both torques become equal Gin = Gout. 

As discussed above, the normalized torque G/Glam determines the effective 
angular momentum transport in the flow. We can obtain only the turbulent contri-
bution to the torque by subtracting the laminar one, G/Glam − 1, which can be used 
to determine the scaling with Re. Note that G/Glam − 1 is already normalized and 
does not depend on the velocity normalization. In Fig. 4b, we plot G/Glam − 1 on  
the cylinders in the saturated state as a function of Re for different Lu and Rm. The 
black dashed lines show the power law fitting of the form Reb where b is the scaling

Fig. 4 a Time evolution of normalized torque G/Glam for different Re, fixed (Lu, Rm) = (2.5, 9) 
(dashed), (9, 30) (solid) and μ = 0.27, kz,min ≥ 2π/Lz . b Normalized turbulent torque G/Glam − 1 
in the saturated state as a function of Re for different sets of (Lu, Rm). Black dashed lines show 
the fitting of power law of the form Reb where b is the scaling parameter. Numerically obtained 
average scaling parameter b ≈ 0.5 [11] 
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exponent. Similar to the saturated magnetic energy, normalized turbulent torque also 
forms a family of parallel lines for different (Lu, Rm), but unlike the former, it 
increases with increasing Re. Numerically obtained power law fitting exponent b ≈ 
0.5 indicates the power law dependence G/Glam − 1 ∝ Re0.5, that is, ∝ Pm−0.5 as 
Rm is fixed. This is consistent with the similar Re0.5 scaling of the torque for MRI 
at large Re and Rm found by Liu et al. [7]. 

It is now interesting to investigate the mechanism of transition of MRI from linear 
growth phase to saturated state. Figure 5 shows one instant of magnetic reconnection 
for μ = 0.27, Rm = 30, Lu = 9, and Re = 40,000 occurring at time = 359 in the 
transition region as shown in Fig. 1. As evident from Fig. 5a, the field lines (Br , 
Bz) in the  (r, z)-plane show the field lines forming an X-type magnetic reconnection 
region at z = 5 and r = 1.3. Figure 5b shows the azimuthal current density Jϕ in 
the (r, z)-plane. Evidently, the current density at the site of reconnection is very 
large indicating the formation of current sheets, thus facilitating as the indicator of 
magnetic reconnection. Figure 3b shows that the magnetic energy scales with Re. 
Similarly, kinetic energy also scales with Re. This allows us to estimate the expected 
value of RMS velocity and magnetic field perturbations in the DRESDYN-MRI 
experiment for μ = 0.27 and Pm = 7.77 × 10−6 for various sets of (Lu, Rm). Table 3 
shows the calculated RMS velocity and magnetic field for different sets of (Lu, Rm). 
It is clear from the table that the RMS velocity and magnetic field perturbations are 
larger for larger values of (Lu, Rm). It is interesting to note that the RMS velocity 
perturbations can vary to as high as 1.3 m/s depending upon (Lu, Rm). Similarly, 
RMS magnetic field perturbation can vary from 0.2 mT to very high value of 13 mT. 
These estimated perturbation values of velocity and magnetic field are encouraging 
as they will allow optimized detection of MRI in the experiment (see also [11]). 

Fig. 5 a Field lines (Br , Bz) showing magnetic reconnection b Azimuthal current density Jϕ at 
the site of magnetic reconnection for μ = 0.27, Rm = 30, Lu = 9 and  Re  = 40,000 at time = 359 
falling in the transition from growth phase to saturation state (see Fig. 3) [11]
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Table 3 RMS of the velocity and magnetic field perturbations as estimated from the simulations in 
the nonlinear saturated state that we can expect in DRESDYN-MRI experiment at μ = 0.27 [11] 
(Lu, Rm) u (Ωinrin) u (m/s) b (B0) b (mT) 

(2, 14) 0.0138 0.0808 0.0078 0.222 

(4, 14) 0.0437 0.2560 0.0068 0.387 

(1.5, 20) 0.0053 0.0443 0.0085 0.181 

(6, 20) 0.0745 0.6234 0.0079 0.675 

(1.5, 30) 0.0059 0.0740 0.0125 0.267 

(9, 30) 0.1047 1.3142 0.1020 13.073 

4 Conclusions 

In this study, using linear stability analysis, we show that MRI can be conclusively 
and unambiguously detected in the upcoming DRESDYN-MRI experiment. We 
extend our linear MRI analysis to study its nonlinear evolution and saturation proper-
ties. We numerically solved the fully nonlinear MHD equations in the TC geometry 
with imposed axial magnetic field only and focused strictly on axisymmetric MRI, 
i.e., m = 0 mode. In this study, we show that for different sets of (Lu, Rm) and fixed 
μ the magnetic energy in the saturated state and the normalized turbulent torque 
scales with Re−0.5 and Re0.5, respectively. Our analysis also shows that the transi-
tion of MRI from exponential growth phase to saturation state occurs via magnetic 
reconnection. Further investigation has shown that these scaling laws hold true for 
non-axisymmetric modes also (c.f. 12 for details). The scaling law derived here 
allows us to estimate the values of RMS velocity and magnetic field perturbations 
expected in the upcoming DRESDYN-MRI experiment and conclusively identify 
MRI in laboratory. 
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h Heat transfer coefficient (w/m2 K) 
k Thermal conductivity (w/m K) 
MCMC Markov Chain Monte Carlo 
MH Metropolis–Hastings 
r Radius (m) 
v Velocity (m/s) 
T Temperature (K) 
α Thermal diffusivity (m2/s) 

Subscripts 

i Inlet 
in Inner 
out Outer
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1 Introduction 

With the rapid rise in the processing power of workstations, the usage of inverse 
methods for solving heat transfer and fluid flow problems is becoming more popular 
in theory and practice. This method starts with effects and then calculates the causes. 
In general, temperature and velocity are the effects, and the thermophysical properties 
of materials transport coefficient (heat transfer coefficient) and initial and boundary 
conditions are the causes in thermal sciences. This study is aimed for estimating 
the inlet parameters like the velocity and temperature of the fluid flowing inside the 
thick pipe with uniform heat flux applied on its outer surface. Some application in 
food processing and chemical (Process) industry demands the prior inlet conditions 
to maintain the desired temperatures on the surface of the thick pipe subjected to 
uniform heat flux. 

2 Literature Review and Objective 

For estimating parameters in all engineering and science disciplines, the inverse 
method is widely practiced today. In heat transfer, the inverse method is used to 
retrieve thermophysical properties [1, 2], boundary wall heat fluxes [3], and the 
location and intensity of heat sources [4]. However, inverse problems are ill-posed 
in nature [5]. The quality of the estimations will be directly affected if any error 
creeps into the measurements of the experimental data. In literature, deterministic 
and stochastic techniques are commonly used to solve. Bayesian inference, which 
is one of the Stochastic-based techniques in inverse heat transfer problems, has 
advantages, like adding noise in the data and utilizing the prior information while 
estimating the parameters. In engineering and science, the Bayesian inference appli-
cations to estimate parameters are vast. For instance, in the field of engineering, 
notable researchers like Reddy and Balaji [6], as well as Gnanasekaran and Balaji 
[7], have utilized Bayesian inference for parameter estimation. Similarly, in the realm 
of science, authors such as Kaipio and Somersalo [8] and Siekmann et al. [9] have  
employed Bayesian inference to estimate parameters significantly. In the area of 
parameter estimation with specific reference to fluid flow through the thick pipe, 
Kim et al. [10] used an inverse method for estimating thermophysical properties of 
the fluid flowing in a pipe, and Lu et al. [11] used the inverse method to predict fluc-
tuations in temperature at the inner wall in the pipeline without damaging the integral 
structure of the pipeline. Han et al. [12] ‘estimated the transient convective boundary 
condition in a horizontal pipe with thermal stratification based on the inverse heat 
conduction problem,’ and Chen et al. [13] used a ‘conjugate-based inverse algorithm 
to estimate unknown space and time-dependent heat transfer rate on the external wall 
of a pipe system.’ Most of the studies on parameter estimation in flow through a pipe 
with thick wall discussed inverse techniques to estimate unknown heat flux and heat 
transfer coefficient on the surface. Parameter estimation of fluid flow conditions at
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the inlet in flow through the pipe using inverse techniques is rarely reported in the 
literature. The focus of the present work is to estimate fluid flow conditions at the 
inlet in flow through a pipe with a thick wall using the inverse technique. 

3 Materials and Methods 

The present study considers a thick pipe with an internal radius of 10 mm, an outer 
radius of 20 mm, and a length of 2000 mm. An incompressible fluid flows through 
the pipe with inlet velocity (vi) and inlet temperature (Ti). A heat flux of 500 W per 
unit area is applied uniformly on the pipe’s outer surface. Water is used as a working 
fluid, and the pipe material is mild steel. The schematic representation of the problem 
with the coordinate system is shown in Fig. 1. 

3.1 Forward Model 

The governing equations and boundary conditions for the above-described problem 
are as follows: 

Governing Equations 

At wall region (r = rin to rout): 

1 

r 

∂ 
∂r

(
r 
∂T(x,r) 

∂r

)
+ 

∂ 
∂ x

(
∂T(x,r) 

∂ x

)
= 0. (1) 

At  fluid region (r = 0 to  rin): 

∂ 
∂x

(
v(x,r)T(x,r)

) − 
1 

r 

∂ 
∂r

(
r α 

∂T(x,r) 

∂r

)
= 0. (2)

Fig. 1 Schematic diagram of the problem 
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Boundary Conditions 

At heat flux boundary condition (r = r0ut): 

−k 
∂T(x,r) 

∂r 
= h

(
T(x,r) − T∞

)
. (3) 

At r = rout, q
'' = 500 W/m2. 

At the interference between solid and fluid (r = rin), 

k f 
∂ T f (x,r) 

∂r 
= ks 

∂Ts(x,r) 
∂r

⇒ T f (x,r ) = Ts(x,r ). (4) 

At x = 0 and r = 0 to  rin, u(0, r) = vi, and T (0, r) = Ti. 
As uniform heat flux is applied on the outer surface, the temperature on the pipe’s 

surface varies along the length of the pipe. The temperature on the surface of the 
pipe depends on the inlet velocity and inlet temperature of the fluid flowing through 
the pipe. This dependency of the outer surface temperature of the pipe on the inlet 
velocity and temperature is used to do the inverse analysis for finding out the inlet 
parameters. 

The temperature distribution on the pipe’s outer surface is obtained by running the 
simulations. COMSOL is used to run the simulations for the two-dimensional steady 
laminar flow problem. Simulations are run for multiple data sets of inlet velocity and 
inlet temperature. The information thus obtained is used to fit a nonlinear curve by 
using Bayesian analysis. 

Different nonlinear curves are fitted by considering the variation of surface temper-
ature on the outer surface along the Pipe’s length. Among them, the best fit with less 
error is considered. The best curve fit is as follows: 

T (x) = a +
(
b 

vc 
i

)
× xd + Ti, (5) 

where a, b, c, and d are constants 
The estimates of the constants are given in Table 1, and their PPDFs are shown 

in Fig. 2. 

Table 1 Estimation of the 
constants a, b, c, and  d Constant Mean SD Naive SE 

a 0.995 0.0839 1.25e−04 

b 12.908 0.116 1.36e−04 

c 0.7887 0.01331 1.14e−04 

d 0.640 0.01724 1.42e−04
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Fig. 2 PPDFs of constants a, b, c, and  d 

3.2 Inverse Model 

The present study uses the Bayesian framework to solve the inverse problem. While 
solving the inverse problem, Eq. 5 is used as a forward model to get the temperature 
on the surface of the pipe at six points with a distance of 0.1 m, 0.2 m, 0.4 m, 0.8 m, 
1.2 m, and 1.6 m, respectively, from the entrance. The simulated temperature data at 
six equally spaced points in COMSOL is considered as surrogated data by adding 
noise. The surrogated data thus obtained is considered as measurement data to do 
the inverse analysis using the Bayesian framework. The values for the parameter 
‘vi’ and ‘Ti’ are chosen with an initial guess, and using these initial guess values, 
and the Metropolis–Hastings (MH) algorithm which is Markov Chain Monte Carlo 
(MCMC) method, the subsequent samples are generated to solve the problem with 
the Bayesian inference. Metropolis et al. [14] gave a basic understanding which got 
MCMC-based MH algorithm.
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Table 2 Results of estimation of ‘vi and Ti’ with synthetic temperature data with no noise 

S. No Estimated vi (cm/s) Estimated Ti (K) 

Mean SD Mean SD 

1 2.84 0.25 318.28 0.318 

2 4.25 0.64 323.5 0.223 

3 5.43 0.776 345.3 0.315 

Synthetic data for vi and Ti of 2.8 cm/s and 318 K, 4.2 cm/s and 323 K, 5.5 cm/s and 345 K, 
respectively 

Table 3 Results of estimation of ‘vi’ and  Ti’ with synthetic temperature data with 3% noise 

S. No Estimated vi (cm/s) Estimated Ti (K) 

Mean SD Mean SD 

1 2.96 0.34 319.23 0.234 

2 4.39 0.76 324.8 0.36 

3 5.7 0.567 346.1 0.24 

Synthetic data for vi and Ti of 2.3 cm/s and 318 K, 4.2 cm/s and 323 K, 5.5 cm/s and 345 K, 
respectively 

4 Results and Discussion 

Estimation of parameters is done with temperature distributions obtained for assumed 
values of ‘vi’ and ‘Ti.’ Three sets of values for inlet temperature and inlet velocity 
are considered for this exercise, namely 2.8 cm/s and 318 K, 4.2 cm/s and 323 K, 
and 5.5 cm/s and 345 K. For a given value of inlet velocity and inlet temperature, 
the temperature data at six points on the outer surface of the pipe is first obtained 
from the forward model. This data with no added noise is considered as surrogate 
experimental data, and parameters ‘vi’ and ‘Ti’ are estimated simultaneously. This is 
followed by adding 3% white noise to the temperature data obtained from the forward 
model for a given value of ‘vi’ and ‘Ti,’ and estimations are again performed. Tables 2 
and 3 show the results of this exercise. PPDFs of estimated parameters are shown in 
Fig. 3 with no noise and in Fig. 4 with 3% noise. From Tables 2 and 3, it can be seen 
that the estimations are perfect with no noise added, while even with a 3% noise, the 
estimations are accurate to within 5%.

5 Conclusions 

Simulations were conducted for 2D fully developed steady-state laminar flow through 
a thick pipe in COMSOL. The surrogated temperature data is combined with a 
forward model to retrieve inlet temperature and inlet velocity by working out the
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Fig. 3 PPDFs for simultaneous estimation of vi and Ti for assumed vi and Ti as a 2.8 cm/s and 
318 K, b 4.2 cm/s and 323 K, and c 5.5 cm/s and 345 K with no noise
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Fig. 4 PPDFs for simultaneous estimation of vi and Ti for assumed vi and Ti as a 2.8 cm/s and 
318 K, b 4.2 cm/s and 323 K, and c 5.5 cm/s and 345 K with 3% noise
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posterior probability density functions (PPDFs) of the inlet temperature and inlet 
velocity. The values of inlet temperature and velocity were retrieved with good accu-
racy for both noise-free and noisy cases. As there exists a correlation between inlet 
velocity and inlet temperature, by changing the priors for the inlet temperature and 
inlet velocity, a different combination of inlet temperature and inlet velocity can be 
retrieved according to the situation. 
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Effect of Hierarchical Porous Media 
on Specific Capacity and Energy Density 
of Li-O2 Battery 

T. Ajeesh Mohan, M. Jithin, and Malay K. Das 

Nomenclature 

AED Effective active area of the electrode per volume (m−1) 
AED,0 Effective active area of the electrode before discharge (m−1) 
C, φ Concentration (mol/m3) 
ce jα Discrete velocity (m/s) 
D Mass diffusivity (m2/s) 
davg Average size of the pores in electrode (m) 
E0 Thermodynamic equilibrium voltage (V) 
F Faraday constant (96,487 C/mol) 
g j Pseudo-particle distribution (–) 
g(eq) 
j Equilibrium distribution function (–) 

Iext External current density (A/m2) 
i0 Exchange current density (A/m3) 
kORR Oxygen reduction reaction coefficient (–) 
M Molecular weight (g/mol) 
ṁ Mass consumption rate (g/m3s) 
RORR Reaction rate of oxygen reduction reaction (A/m3) 
T Cell temperature (K) 
uα Volume-averaged velocity (m/s) 
V Voltage (V) 
VLi2O2 Volume of Li2O2 deposited (m3) 
αORR Transfer coefficient of ORR (–)
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δEL Thickness of anode separator layer (m) 
δLi2O2 Thickness of the Li2O2 precipitate (m) 
εLi2O2 Local volume fraction of Li2O2 (–) 
ε, por Porosity (–) 
ε0 Initial porosity (–) 
η Overpotential (V) 
σEL Conductivity of the electrolyte (�−1 m−1) 
τ Tortuosity (–) 
τφ Dimensionless relaxation time (–) 
ω j Weight coefficient (–) 

1 Introduction 

Porous materials are well suitable as the cathode for Li-O2 and Li-air batteries due 
to their particular advantages like high specific surface area, large pore volumes, etc. 
[1]. A high specific surface area leads to a better reaction kinetics through an abun-
dance of exposed active sites and thereby to a higher round-trip efficiency [2]. The 
pore volume of the battery cathode is critical in accommodating the discharge prod-
ucts and transporting electrolyte and oxygen which have serious effects on overall 
battery performance [3]. Pore clogging and channel breaking arise as the pores are 
being filled by discharge products which will result in poor diffusion of oxygen and 
thereby prevent the good utilization of pores deep in the cathode far away from the 
inlet [4]. Since a cathode with low porosity seriously inhibits the species transporta-
tion, it is logical to think of highly porous materials as cathodes. But as the porosity 
increases, the specific surface area of the cathode decreases which will result in a 
reduction of active sites for electrochemical reaction. This, in turn, reduces the reac-
tion kinetics and leads to a lower round-trip efficiency [2]. Hence, we can conclude 
that an optimum porosity is required to balance diffusion and reaction kinetics and 
thereby deliver the best output from the Li-O2 battery. 

Hierarchical porous materials are a possible solution for the above-mentioned 
problems. The cathode can be designed as a nonuniformly porous material with 
maximum porosity near the oxygen inlet and a step-by-step or continuous reduction 
of porosity inwards. The higher porosity near the oxygen inlet enhances the diffusion 
inwards, and the higher surface area in the farther regions ensures better reaction 
kinetics. Hierarchical porous structures are claimed to improve the discharge capacity 
as they are effective in accommodating discharge products [2]. Some hierarchically 
porous cathodes have been synthesized by various researchers and were shown to 
give better performance [5–9]. Numerical study on Li-O2 battery is still rare due to 
the complexities involved despite the outstanding possibilities it offers, but it has 
gained interest recently due to its advantages. The parameter sensitivity analysis on 
hierarchical porous cathode done by Jiang et al. [10] is a notable one that claims an 
improvement in specific capacity with the hierarchical porous cathode.
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Usage of LBM for modeling the Li-O2 battery [11] is also an emerging trend 
due to the vast advantages that the LBM offers to investigate the Li2O2 deposi-
tion which is a notable one. However, while dealing with nonuniform porosity, the 
conventional LBM shows non-negligible numerical errors. The present work uses a 
recently proposed model by Chen et al. [12] which captures varying porosity using 
LBM and attempts to capture the porosity variations that arise in the cathode of the 
lithium-oxygen battery due to the pore filling caused by the reaction product deposi-
tion. An in-house code is developed using FORTRAN to carry out the simulations on 
Li-O2 battery cathodes with a uniform and hierarchical distribution of initial porosity, 
and the results are compared. 

2 Mathematical Formulation 

The LBM model proposed by Chen et al. [12] is used to carry out simulations, since 
the model handles spatial and temporal variations in diffusion coefficient due to 
nonuniform porosity distribution in porous media. The concentration field is solved 
in the porous cathode using the equation given below: 

∂t (εφ) = ∇α(De∇αφ). (1) 

The governing equation is solved using SRT LBM formulation, and the LB 
evolving equation for concentration field reads: 

g j
(
xα + ce jα�t, t + �t

) − g j (xα, t) 

= −τ −1 
φ

[
g j (xα, t) − g(eq) 

j (xα, t)
]
. (2) 

The equilibrium distribution function g(eq) 
j is defined as: 

g(eq) 
j = 

⎧ 
⎨ 

⎩ 
φ(ε − ε0) + ω j φ

(
ε0 + ce jαuα 

c2 s

)
, j = 0 

ω j φ
(
ε0 + ce j αuα 

c2 s

)
, j �= 0 

. (3) 

In order to guarantee numerical stability, generally we chose the minimum value 
of porosity in the investigated domain as ε0. The concentration φ is obtained by: 

φ =
∑

j g j 

ε 
, (4) 

and the effective mass diffusivity De is given by: 

De = ε0
(

τφ − 
1 

2

)
c2 s�t. (5)
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The effective diffusivity is dependent on the local porosity and tortuosity according 
to the relation: 

De = DO2 ε
τ . (6) 

Tortuosity is calculated as: 

τ = 1 − 0.77 ln ε. (7) 

The computational domain considered is shown in Fig. 2. Periodic boundary 
condition is considered in the y-direction. At the right boundary, Dirichlet condition 
is considered for oxygen concentration. The value of oxygen concentration at the 
right boundary is calculated according to the relation: 

∂
(
ερELCO2

)

∂t
= ∇  · (

ρEL De∇CO2

) + ṁO2 . (8) 

The consumption rate in species equations of O2 is: 

ṁO2 = −  
RORR 

2F 
MO2 . (9) 

Neumann condition is given at the left boundary which represents the interface 
between porous cathode and the anode separator layer. The calculation of overpo-
tential is carried out according to the model proposed by Li et al. [13] in which the 
assumption is that the overpotential is uniform throughout the domain at each time 
instant. The rate of oxygen reduction reaction is calculated according to the equation: 

RORR =
(
CLi+ 

C ref 
Li+

)

·
(
CO2 

C ref 
O2

)

· kORR · AED. exp
(

αORR F 

RT 
η

)
. (10) 

Analysis is done under isothermal assumption, and hence, the temperature is fixed 
as 298 K. The effective active area of electrode per volume, AED is calculated as: 

AED(t) 
AED,0 

= 
π

[
davg − 2δLi2O2 (t)

]2 

πd2 
avg 

=
(
1 − 

εLi2O2 (t) 
ε

) 2 
3 

. (11) 

Local volume fraction of Li2O2, εLi2O2 is calculated from the ORR as: 

εLi2O2 (t) =
∫
RORR · dt 
2F 

MLi2O2 

ρLi2O2 

. (12) 

The ORR coefficient, kORR is given by:



Effect of Hierarchical Porous Media on Specific Capacity and Energy … 25

Fig. 1 Polarization curves 
for validation of code 

kORR =
{
i0 ·

(
1 − 0.9 εLi2O2 

1.63×10−6

)
for εLi2O2 < 1.63 × 10−6 

0.1i0 for εLi2O2 ≥ 1.63 × 10−6 . (13) 

The integration of the ORR rates within the whole computational domain gives 
the discharge current: 

Iext =
∫

Electrode 

RORRdxdy. (14) 

The output voltage of the battery is given by (Fig. 1): 

V = E0 − η − Iext ×
(

δEL 

σEL

)
. (15)

3 Validation 

The code developed has been validated against published results from experimental 
[14] and numerical [15] literature, and the validation plot is given in Fig. 1. The  
simulations were run for different values of external current densities, and the condi-
tions for the simulations were kept the same as in the literature from which they 
are compared. It is evident from the figure that the code developed provides cred-
ible results as the data got from simulations shows a very good agreement with the 
published experimental results of Read et al. [14]. The results from our simulations



26 T. Ajeesh Mohan et al.

Fig. 2 Schematic diagram of a the computational domain considered b hierarchical porous media 
in the cathode

were also compared with the numerical results of Andrei et al. [15], and our results 
seem quite acceptable. 

4 Results and Discussion 

Simulations were carried out for three different cases: two cases with uniform initial 
porosity equal to 0.6 and 0.9, respectively, and one case with a hierarchical initial 
porosity such that the first 25% of the volume of cathode near the oxygen inlet is 
set to have an initial porosity equal to 0.9, each of the next adjacent quarter volumes 
with initial porosity equal to 0.8, 0.7, and 0.6, respectively, as shown in Fig. 2. That 
is, the hierarchical porous cathode is set to have a decreasing initial porosity from 
inlet to inwards. The parameters used for simulation were taken from Li et al. [13] 
and O’Laoire et al. [16]. 

The variation of output cell voltage with energy density and specific capacity 
is plotted as given in Fig. 3a, b, respectively. From the plots, it is evident that the 
hierarchical porous cathode gives a better energy density than the uniform porous 
cathodes; but at the same time, it fails to give the specific capacity which is offered
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by the uniform porous cathode with high initial porosity (0.9 in the present case). 
The hierarchical porous cathode shows a 6.23% increase in energy density and a 
19.97% decrease in specific capacity. 

Although energy density and specific capacity are similar properties, energy 
density quantifies the energy output per unit volume of the cathode, whereas specific 
capacity quantifies the same per unit mass of the cathode. A battery with high specific 
capacity can be used where there are strict weight constraints, and that with high 
energy density can be used where there are strict space constraints. In practical 
cases, both the weight and space have constraints. A cathode with high uniform initial

Fig. 3 Polarization curves 
for uniform and hierarchical 
porous cathodes 
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porosity delivers the best specific capacity indicating that it can give the battery with 
least weight. At the same time, it consumes a large space due to its large volume. As 
an optimum balance between weight and space requirements, a hierarchical porous 
cathode stands as the best option. 

The uniform porous cathode with low initial porosity (0.6 in the present case) gives 
poor energy density and specific capacity indicating that for a required capacity of 
the battery, the weight and space requirements are very high. On the other hand, the 
hierarchical porous cathode shows more than 12 times (1244%) increase in specific 
capacity and more than 3 times (346%) increase in energy density compared to this 
cathode with low uniform initial porosity. Clearly, from the point of view of weight 
and space requirement, the uniform porous cathode with low initial porosity does 
not seem to be a good option. 

As we have already seen in the first section, a highly porous cathode offers excel-
lent diffusion which ensures the transport of oxygen everywhere in the cathode even 
at the far ends from the inlet and sufficient space to accommodate discharge products; 
at the same time, it has to compromise on the reaction kinetics due to the reduction 
in the exposed active sites for reaction as a result of the low specific surface area 
of highly porous materials. From Figs. 4a and 7a, it is clear that the porosity at the 
far end from the inlet of the uniform porous cathode with high initial porosity is 
slightly decreased, and Figs. 4b and 7b show a nonzero volume of Li2O2 deposited 
at the far end. These factors indicate a good diffusion of oxygen till the far end 
causing the reaction to take place. From Figs. 6 and 7, we can understand that the 
reduction in porosity and volume of Li2O2 deposited at the far end in a hierarchical 
porous cathode is slightly less than that of the uniform porous cathode with high 
initial porosity which is due to the reduction in diffusion caused by the inner layers 
of lower initial porosity.

We can observe in Fig. 7 that the hierarchical and uniform high porous cathodes 
follow the same trend in the first quarter volume near the inlet for porosity distribution 
and Li2O2 deposition since both share the same initial porosity. When moving into 
the next quarter volume, we can see a jump in the volume of Li2O2 deposited and 
a fall in porosity for the hierarchical porous case, whereas the high uniform porous 
case continues in its gradual path. This is due to an increase in specific surface area 
and hence in the exposed active sites which enhances the reaction kinetics. These 
step-by-step jumps in the volume of Li2O2 deposited cause an increase in the total 
volume of Li2O2 deposited for the hierarchical porous case compared to the uniform 
high porous case. 

It can be observed from Fig. 7b also, as we can see that the area under the curve is 
maximum for the hierarchical porous case. The increase in Li2O2 deposition proves 
the increase in reaction kinetics and energy output. Since all three cathodes modeled 
have the same volume, we can say that the hierarchical porous case gives the best 
energy density which we have already seen in Fig. 3a. 

A cathode with a low uniform initial porosity can offer a high specific surface 
area, thereby an abundance of exposed active sites for reaction and is capable of 
providing an excellent reaction kinetics; but on the contrary, oxygen fails to travel 
much distance from the inlet due to the pure diffusion offered by low porous materials,
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Fig. 4 Contour plots for the 
distribution of porosity and 
volume of Li2O2 deposited 
in the uniform porous 
cathode (ε0 = 0.9) at the end 
of discharge

and the active sites deep inside the cathode will end up untouched by oxygen. Also, 
there is a shortage of voids to accommodate the discharge products for a given volume 
of the cathode. We can see in Figs. 5a and 7a that the porosity undergoes negligible 
variation in more than half of the domain at the end of discharge. Figures 5b and 7b 
show that the volume of Li2O2 deposited in those regions is almost zero. This is due 
to the negligible reaction taking place in those regions even though they offer plenty 
of exposed active sites. Therefore, the capability of reaction is not being utilized, and 
it fails to give a good energy density and specific capacity.

A cathode with a hierarchical initial porosity as proposed in this work can offer 
better energy density than the cathodes with uniform initial porosity even though the 
specific capacity offered by that is less than that of cathodes with high uniform initial 
porosity. The improvement in energy density in the hierarchical porous cathode is 
attained by the balance of diffusion and reaction kinetics. Since the nearby areas of



30 T. Ajeesh Mohan et al.

Fig. 5 Contour plots for the 
distribution of porosity and 
volume of Li2O2 deposited 
in the uniform porous 
cathode (ε0 = 0.6) at the end 
of discharge

oxygen inlet are high in porosity, oxygen experiences a seamless transport inward. 
The porosity decreases inwards, and hence, diffusion experiences a reduction as 
going inwards with an increase in the reaction kinetics due to the increase in surface 
area. This balance ensures that the maximum of active sites is utilized for reaction, 
and the best output is delivered by the battery.
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Fig. 6 Contour plots for the 
distribution of porosity and 
volume of Li2O2 deposited 
in the hierarchical porous 
cathode (ε0 = 0.6–0.9) at the 
end of discharge

5 Conclusions 

Li-O2 cathodes with uniform and hierarchical initial porosities have been simulated 
using LBM. Two cases of uniform initial porosities equal to 0.9 and 0.6, respectively, 
were compared with a case of hierarchical initial porosity consisting of four slabs 
from 0.6 to 0.9 (maximum near the inlet). The hierarchical porous cathode was found 
to be balancing the diffusion and reaction kinetics. It provided the maximum energy 
density, but the uniform porous cathode with high initial porosity (0.9) gave the 
maximum specific capacity. The uniform porous cathode with low initial porosity 
(0.6) gave the least energy density and specific capacity. Quantitatively, the hier-
archical porous cathode showed a 6.23% increase in energy density and a 19.97% 
decrease in specific capacity compared to the uniform high porous cathode, whereas it
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Fig. 7 Centerline 
distribution of porosity and 
volume of Li2O2 deposited 
in uniform and hierarchical 
porous cathodes at the end of 
discharge

showed a 346% increase in energy density and a 1244% increase in specific capacity 
in comparison with the uniform low porous cathode. It is concluded that the hier-
archical porous cathode is highly space efficient due to the better energy density it 
offers. Further investigations have to be made to find an optimum distribution of 
initial porosity in hierarchical porous cathodes.
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Development of Tomographic 
Background-Oriented Schlieren 
Technique for 3D Density Measurement 
in Buoyant Plumes 

Javed Mohd and Debopam Das 

1 Introduction 

Several natural and industrial applications involve fluid flows having density varia-
tions such as compressible flows, mixing, buoyant plumes, and thermals. Modeling 
and control of such complex flows require accurate measurement of density. 
Background-oriented schlieren (BOS) [4, 6, 10] is a density measurement tech-
nique in transparent media where the density gradients are related to the refractive 
index through the Gladstone–Dale relation. In its derivative technique, tomographic-
BOS (T-BOS) where the line-integrated density gradients, based on the apparent 
deflection of a background pattern, from multiple projection angles could be used 
to reconstruct the instantaneous three-dimensional density field using tomographic 
algorithms. The analytical tomographic reconstruction technique such as filtered 
back projection (FBP) based on the Fourier slice theorem suffers from reconstruc-
tion accuracy when there are fewer projections. On the other hand, the algebraic 
reconstruction techniques (ART) which are iterative provide better reconstruction 
accuracy with limited projection angles and noisy data. Simultaneous iterative recon-
struction technique (SIRT), a variation of ART, is used to develop an in-house code 
to reconstruct the instantaneous density field using the data obtained from BOS 
measurements. 

In the scope of the present work, the developed technique has been applied to 
study the density dynamics of the buoyant plumes. Buoyant plumes occur in indus-
trial applications such as ventilation and heating, industrial chimneys, and wastewater 
disposal. The applications in environmental settings include meteorological, oceano-
graphical, and volcanological flows. Currently, MTT [3] model is a widely used 
theory to predict the behavior of plumes along with many of its derivatives. However, 
some areas such as the turbulence closure assumption concerning the entrainment
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coefficient, near-field dynamics of the lazy plumes, and the evolution of starting 
plumes still lack a detailed explanation. During the initial development of plumes, 
the internal dynamics of the plume head have not been studied. 

2 Methodology and Experiments 

The experimental setup to generate the buoyant plume used in the present study is 
shown in Fig. 1. Two mass flow controllers (MFC 1 and MFC 2, Alicat Scientific, 
MFC-100slpm, MFC-1000slpm) are used to precisely intake the dry He and Air gases 
which are being supplied from the compressed gas cylinders. These two gases are then 
mixed in a specially designed mixing chamber and then fed to the settling chamber. 
In the settling chamber, a sponge layer and honeycomb structure are used to further 
dampen any remaining flow disturbances and straighten the flow. Finally, the buoyant 
mixture of He–Air is discharged into the ambience which develops into a buoyant 
plume. The camera arrangement for BOS measurement of this buoyant plume is 
shown in Fig. 2. Here, eight cameras (see Table 2 for details) facing a random dotted 
pattern are placed around the buoyant plume in such a way that the line of sight of the 
camera and background passes through the center of the measurement volume. The 
eight cameras are mounted at an angular distance of 22.5° around the measurement 
volume on a semicircular arc with measurement volume at the center. Each camera 
is focused on the background pattern which is mounted diagonally opposite of the 
camera. The plane of the background pattern, lens plane, and sensor plane all are 
parallel to each other. Hence for calibration, only a scaling factor will be required. 
The distance between the center of the measurement volume and background as 
well as between center of measurement volume and camera lens is 600 mm. The 
background patterns are being illuminated with a high-power flash LED or a laser 
volumetric illumination. All the eight cameras acquire the images in synchronization 
at 10 fps with an exposure time of 100 µs. 

For this technique such as basic ART [2], simultaneous iterative reconstruction 
technique (SIRT), simultaneous algebraic reconstruction technique (SART), and

Fig. 1 Experimental setup 
schematic for generating 
buoyant plumes
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Fig. 2 Schematic showing 
eight cameras arrangement 
around the buoyant plume
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multiplicative algebraic reconstruction technique (MART) [1] will be utilized. A 
comparative assessment will be made, and the best technique provided the measure-
ment data in present experiment will be used to obtain the 3D unsteady density 
field. 

The data from the experiment is obtained in the form of Δx
'
and Δy

'
displace-

ments of the background pattern. These displacements have been calculated by cross-
correlating the images with and without the density gradient in the domain. Knowing 
other parameters in the setup, the integrated density gradient can be obtained using 
the following relations: 

ζ2∫

ζ1 

∂ρ 
∂y 

dz = 
n0Δy'

GZ  D 

ζ2∫

ζ1 

∂ρ 
∂x 

dz = 
n0Δx '

GZ  D 
(1) 

where ZD is the distance between background and measurement volume [10], G is 
the Dale–Gladstone constant, and n0 is the ambient refractive index field. The data, 
thus, obtained in Eq. 1 can be used for further processing. 

Analytical reconstruction algorithms are faster and accurate. However, they do 
require a large number of noiseless projection data, therefore limiting their use for 
certain practical applications where it is not possible to acquire projection data at 
large number of projection angle. Algebraic reconstruction algorithms, on the other 
hand, can work with fewer projection angles and noisy data. Algebraic techniques
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also allow to include prior knowledge during the reconstruction. However, due to 
their iterative nature, they do require a large computing power. 

Unlike ART in SIRT, the solution →f is not updated after each row calculation, but 
the corrections for all the rays are averaged, and this averaged value is used to update 
the solution. This completes the first iteration, and the process keeps on going until a 
suitable convergence criterion is obtained. SIRT iteration step can be mathematically 
given as:

→f i+1 = →f i + 
M∑
1

(
(pi− →wi · →f i−1)

→wi · →wi
→wi

)

M 
(2) 

where →f = f1, f2, f3, . . . ,  fN and →wi = w1, w2, w3, . . . , wN is ith row of the matrix 
wij. The weights wij has been modeled [9] using Joseph’s linear interpolation method. 
Here, j = 1 to  N is the total number of unknowns or grid points, and i = 1 to  M is 
the total number of projection rays. 

The generated He–Air buoyant plume could be characterized by the parameters 
given in Table 1. The parameters as given in Table 1 are defined as follows: 

Density ratio 

S = 
ρ0 

ρ∞ 

Froud number 

Fr = 
V0 √
gD  

Reynolds number

Table 1 Details of the experimental cases 

Case S Re Fr Ri 

He20Air15 0.51 633 1.03 0.91 

Table 2 Details of the imaging and cross-correlation computation 

Camera IMPERX B2320M, 2352 × 1768px 
Analysis method FFT window deformation 

Inter. area (pass 1) Inter. area (pass 2) 128 × 128 pixels (50% overlap) 
64 × 64 pixels (50% overlap) 
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Fig. 3 Gaussian fit on the 
reconstructed density field 
extracted along the centerline 
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where ρ0, ρ∞, V 0, and D are the density of source, density of ambient air, velocity 
at source, and diameter at source. 

2.1 Validation 

The reconstructed density field has been validated by fitting a two-term least-square 
Gaussian curve [5] on the centerline profile from the experimental data. The resulting 
fit has a R-squared value of 0.999 and is shown in Fig. 3. 

3 Results and Discussion 

The density gradient projection as obtained by the eight cameras is shown in 
Fig. 4. These results are obtained after cross-correlation of the background pattern 
with and without the density gradient. The cross-correlation has been performed 
using MATLAB-based open-source toolbox-PIVlab [7, 8]. The parameters for 
cross-correlation computations are given in Table 2.

The density gradient field is then integrated using a Poisson solver with the 
Neumann boundary conditions. The resulting field represents a line-integrated 
density field as shown in Fig. 5 for all the eight cameras. Finally, the three-dimensional
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Fig. 4 Projected density 
gradient (represented by 
contour levels) from eight 
cameras

density field is reconstructed using the SIRT technique taking the line-integrated 
density field of each camera as input. A Dirichlet boundary condition with ambient 
density is used to correct for the integration constant in the reconstructed data. The 
reconstruction has been performed in each plan and hence, these planes are stacked up 
to find the volumetric density field. A visualization of the three-dimensional density 
field is provided in Fig. 6 using isosurfaces of density magnitude at 0.97, 1, and 1.05 
kg/m3. 

Finally, the central line density profile, along y at z = 73 mm and x = 25 mm, 
has been extracted from the three-dimensional density field and is plotted in Fig. 7 
along with the density gradient which has been obtained by taking derivative of the 
centerline profile.

Fig. 5 Line-integrated 
density field (represented by 
contour levels)
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Fig. 6 Reconstructed 
density field visualized by 
isosurfaces of density 
magnitude

Fig. 7 Centerline density 
profile 
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4 Conclusions 

This paper demonstrated the proof of the concept measurement for the three-
dimensional density in buoyant plumes using tomographic background-oriented 
schlieren (T-BOS). A MATLAB-based software suit, developed in-house, is 
employed for data processing and tomographic reconstruction computations. A 
buoyant plume using a He–Air mixture has been utilized for the measurement and the 
volumetric density field has been reconstructed. The Gaussian nature of the recon-
structed density field has been validated by fitting a least-square Gaussian curve with
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an R-squared value of 0.999. The developed technique would be further used to study 
the density dynamics of the buoyant plumes. 

Acknowledgements The authors acknowledge the contribution of Kuchimanchi K Bharadwaj and 
Karthik Murthy for developing the buoyant plume generation setup. 

References 

1. Munshi P, Mishra D, Muralidhar K (1999) A robust mart algorithm for tomographic 
applications. Numer Heat Transf Part B Fundam 35(4):485–506 

2. Kak AC, Slaney M (1988) Principles of computerized tomographic imaging, vol 33. SIAM 
3. Morton BR, Taylor GI, Turner JS (1956) Turbulent gravitational convection from maintained 

and instantaneous sources. Proc Royal Soc London Ser A Math Phys Sci 234(1196):1–23 
4. Raffel M (2015) Background-oriented schlieren (BOS) techniques. Exp Fluids 56(3):1–17 
5. Richardson J, Hunt GR (2022) What is the entrainment coefficient of a pure turbulent line 

plume? J Fluid Mech 934 
6. Settles GS, Hargather MJ (2017) A review of recent developments in schlieren and shadowgraph 

techniques. Meas Sci Technol 28(4):042001 
7. Thielicke W, Sonntag R (2021) Particle image velocimetry for MATLAB: accuracy and 

enhanced algorithms in PIVLab. J Open Res Softw 9(1) 
8. Thielicke W, Stamhuis E (2014) PIVLab-towards user-friendly, affordable and accurate digital 

particle image velocimetry in MATLAB. J Open Res Soft 2(1) 
9. van Aarle W, Palenstijn WJ, De Beenhouwer J, Altantzis T, Bals S, Batenburg KJ, Sijbers 

J (2015) The ASTRA toolbox: a platform for advanced algorithm development in electron 
tomography. Ultramicroscopy 157:35–47 

10. Venkatakrishnan L, Meier GEA (2004) Density measurements using the background oriented 
schlieren technique. Exp Fluids 37(2):237–247



Aerodynamic Characterization 
of a Winged Re-entry Vehicle at Select 
Mach Numbers and Angles of Attack 
Through CFD Simulations 

M. Jathaveda, Kunal Garg, and G. Vidya 

Nomenclature 

CN Normal force coefficient (–) 
α Angle of attack (°) 
Cmcg Pitching moment coefficient about cg (–) 
Cp Coefficient of pressure (–) 
CA Axial force coefficient (–) 
CL Lift force coefficient (–) 
CD Drag force coefficient (–) 

1 Introduction 

Aerodynamic characterization is an important activity in the design and analysis of 
any launch vehicle, whether it is expendable or reusable. The aerodynamic coeffi-
cients are an essential input to the trajectory and control design as well as structural 
design and analysis. The most challenging aspect of aerodynamic characterization of 
a reusable launch vehicle is the span of Mach number as well as angle of attack and 
sideslip, along with control surface deflection. The characterization of the vehicle 
without control surface deflection gives an idea of the lift coefficient, drag coefficient, 
lift to drag ratio and the pitching moment coefficient/yawing moment coefficient of 
the vehicle. Lift coefficient gives an idea of the wing loading along with the angle 
of attack needed for the same for a given weight of the vehicle. Lift to drag ratio 
indicates the glide slope angle at subsonic Mach number and gives a measure of
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cross-range in hypersonic Mach number. The sign of the pitching moment coeffi-
cient indicates the direction of control surface deflection needed for trimming the 
vehicle at the desired angle of attack, the magnitude dictates the extent of control 
surface deflection and the slope indicates the static stability of the system. 

2 Literature Review and Objective 

The aerodynamic characteristics of a vehicle are in general, analysed through the 
use of high-fidelity wind tunnel tests over scaled force and pressure models. The 
aerodynamic characterization through wind tunnel tests for Space Shuttle Orbiter, 
X34 and ISRO’s winged body re-entry vehicle are given in [1–3]. With the availability 
of good commercial and in-house CFD software and excellent computing facilities, 
it is possible to characterize any vehicle within a reasonable turn-around time. Both 
wind tunnel testing and CFD methods are used for the aerodynamic characterization 
of PRORA USV [4]. 

The aerodynamic coefficients of the study configuration at three typical Mach 
numbers in pitch plane, along with flow features at certain angles of attack, are 
estimated using Fluent CFD simulations and presented here, along with limited 
validation and code–code comparison. Various flow features in the field and over the 
body at typical M, α combinations are discussed. 

3 Materials and Methods 

Figure 1 shows the study configuration. The configuration has a spherical cap joining 
a slanted ogive nose in the leeward side with, a D-shaped fuselage, double delta wing 
with elevons at the trailing edge, twin canted vertical tails with rudders at the trailing 
edge. CFD simulation using commercial package ANSYS FLUENT has been carried 
out for the configuration in wind tunnel scale at M = 0.3, 1.1 and 2.0, and angle of 
attack (α) range of −5° to 25° in steps of 5°. Some of the results for M = 0.3 and 
M = 2 are reported in [5, 6]. The sign convention for angle of attack and sideslip is 
also depicted in Fig. 1. 

Fig. 1 Study configuration 
and sign convention
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Fig. 2 Computational domain, boundary condition, view of symmetry plane grid along with body 

Fig. 3 Convergence of aerodynamic coefficients 

The computational domain is cylindrical with length and diameter 25 L, where L is 
full vehicle length, which is ~6.5D. Far-field boundary condition with body as viscous 
wall has been used as boundary condition. Unstructured grid with 32.07 million cell 
count has been made using ANSYS mesh. The zoomed mesh in symmetry plane is 
depicted in Fig. 2, along with the computational domain and boundary conditions. 
Convergence of aerodynamic normal force and pitching moment coefficients for α 
= 10° is shown in Fig. 3. 

4 Results and Discussion 

The scheduled angle of attack profile given in Fig. 4 is reproduced from [7]. This 
indicates that the angle of attack is always less than 10° from low supersonic Mach 
number up to low subsonic touchdown. Hence, details of the aerodynamic charac-
teristics are given at typical angles of attack of 0 and 10°. However, the aerodynamic 
coefficients for the complete vehicle are given for a range of angle of attack.
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Fig. 4 Scheduled angle of 
attack profile from [7] 

4.1 Symmetry Plane Flow Field 

The Mach palette for M = 0.3, 1.1 and 2.0 at angle of attack 10° is given in Fig. 5. 
The stagnation regions at the nose cap for all the three cases are visible. The upstream 
influence ahead of nose cap at M = 0.3, shock stand-off at M = 1.1 and 2.0, expansion 
at the cone-cylinder and base, low-speed flow and Mach number deficit in the base 
region at all Mach numbers are clearly visible. Figure 6 indicates increased level 
of Cp at the stagnation and also in post-shock region at transonic/supersonic Mach 
numbers, fall of Cp due to expansion in the cone-cylinder junction and base, suction 
Cp at the base for all Mach numbers and a clear indication of stagnation point and 
subsequent overshoot of static pressure in the wake region.

4.2 Base Pressure Coefficient 

The fuselage is D shaped for the study configuration. Hence, Cp value at the base 
region for α = 10° is averaged and presented in Fig. 7 for M = 0.3, 1.1, 2.0 along 
with Cp base for circular cylinder [8] and Space Shuttle Orbiter [9] which has similar 
fuselage but with flare at the fuselage end. It is observed that the values are not 
matching for all Mach numbers, but all configurations exhibit maximum suction at 
transonic Mach number. The base Cp of the study configuration is more negative as 
compared to circular cylinder but less negative as compared to Space Shuttle Orbiter.
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Fig. 5 Symmetry plane Mach palette at M = 0.3, 1.1, 2.0 at α = 10° 

Fig. 6 Symmetry plane Cp palette at M = 0.3, 1.1, 2.0 at α = 10°
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Fig. 7 Base Cp for the study configuration, circular cylinder and Space Shuttle Orbiter 

4.3 Pressure Distribution at 0° and 10° 

The pressure distribution for M = 0.3, 1.1 and 2.0 at α = 0° is presented in Fig. 8. 
The stagnation pressure (high) pressure is evident in the nose cap and wing leading 
edge at all Mach numbers. The expansion region on both windward and leeward 
near the cone-cylinder junction, upper surface of the wing and wing trailing edge are 
clearly visible. 

The pressure distribution for M = 0.3, 1.1 and 2.0 at α = 10° is presented in 
Fig. 9. The stagnation pressure (high) pressure is evident in the nose cap and wing 
leading edge at all Mach numbers, as in α = 0°. There is a decrease in Cp over the 
leeward side of the wing as well as fuselage. Suction Cp is very high over leeward 
side of the wing at M = 0.3 and 1.1, whereas this is not the case with M = 2. In

Fig. 8 Cp distribution at α = 0° 
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Fig. 9 Cp distribution at α = 10° 

the windward side, there is an increase in Cp for α = 10°, at all Mach numbers, 
for both fuselage and wing. The interference of the wing on the fuselage is more 
clearly seen along with the change in pattern with Mach number. The expansion 
region near the cone-cylinder junction, upper surface of the wing and wing trailing 
edge are clearly visible. The pressure difference between the windward and leeward 
sides is the mechanism by which aerodynamic forces are generated at various Mach 
numbers. 

4.4 Surface Streamline Patterns at 0° and 10° 

The surface streamlines are plotted and presented in Figs. 10 and 11 for M = 0.3, 1.1 
and 2.0 at α = 0° and 10°, respectively. The flow is mostly attached over the vehicle 
at all Mach numbers at α = 0° (Fig. 10).

Streamlines at α = 10° in the windward side, at all Mach numbers, indicate 
attached flow. Turning off the flow from fuselage symmetry plane towards sides of 
the fuselage in the nose cone portion is clearly visible. Streamlines in the leeward 
side indicate the turning due to the angle of attack, on the fuselage side panel, at 
all Mach numbers. Multiple separation and attachment lines are clearly visible over
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Fig. 10 Surface streamlines at α = 0° 

Fig. 11 Surface streamlines at α = 10°
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fuselage side panel, leeward side of symmetry plane and over the leeward side of the 
wing and vertical tail. 

4.5 Contribution of Various Components to Aerodynamic 
Coefficients at α = 0° and 10° 

The contribution of fuselage, wing and vertical tail to aerodynamic coefficients at M 
= 0.3, 1.1 and 2.0 are presented in Fig. 12 for α = 0° and 10°. 

Fuselage is the highest contributor to axial force coefficient at all Mach numbers. 
Wing contributes to axial force coefficient in a negative way at subsonic Mach 
numbers at angle of attack and this phenomenon is called ‘leading edge suction’. 
The highest value of Axial force coefficient is for the fuselage and it is at M = 1.1, 
α = 10°. 

Normal force coefficient increases with angle of attack and it is the highest at 10° 
angle of attack for all Mach numbers. Wing is the highest contributor to normal force 
coefficient at all Mach numbers. The relative contribution of the fuselage increases 
with Mach number and is maximum at M = 2. The highest value of Normal force 
coefficient is for the wing, and it is at M = 1.1, α = 10°. 

Pitching moment coefficient of the wing is always negative (pitch down), and it 
becomes more negative with angle of attack. Fuselage contribution becomes more 
pitch up with increase in angle of attack. The trend of the vertical tail contribution

Fig. 12 Contribution of various components to aerodynamic coefficients at α = 0° and 10° 



52 M. Jathaveda et al.

Fig. 13 Aerodynamic coefficients at M = 0.3, 1.1, 2.0 

is similar to the wing and opposite to that of fuselage. The highest value of pitching 
moment coefficient is for the wing and it is at M = 1.1, α = 10°. 

4.6 Aerodynamic Coefficients at All Angles of Attack 

The aerodynamic coefficients for all Mach numbers and angles of attack are presented 
in Fig. 13. The axial force and normal force coefficients are in body-axis system, 
and they are converted to lift and drag coefficient in wind-axis system. Lift, drag and 
pitching moment coefficients along with lift to drag ratio are presented in Fig. 13. 

Lift coefficient increases with angle of attack for all Mach numbers and is the 
maximum for M = 1.1. Linearity of lift coefficient curve drops at higher angles of 
attack. There is no clear indication of stall. Drag coefficient increases with angle 
of attack for all Mach numbers in a near-parabolic fashion and is the maximum 
for M = 1.1. Lift to drag ratio increases with angle of attack up to a certain value 
and falls thereafter. The fall is steeper at M = 0.3 as compared to M = 1.1 and 2. 
The maximum value of lift to drag ratio is at M = 0.3, α = 10°. Pitching moment 
coefficient is negative (pitch down) for all positive angles of attack. The slope of the 
pitching moment curve indicates static stability. The configuration is stable at M = 
0.3 and 1.1 up to α = 20° and becomes unstable thereafter. Vehicle shows instability 
for M = 2 from α = 10° onwards. 

The CFD results for pitching moment coefficient are compared with data given 
in [3, 10]. It is observed that the prediction matches very well for M = 0.3 up to  α 
= 15°, for M = 1.1 up to α = 20° and for M = 2 at all angles of attack.



Aerodynamic Characterization of a Winged Re-entry Vehicle at Select … 53

Fig. 14 PARAS simulations at M = 2 and comparison of pitching moment 

Code–code comparison has been carried out using simulation at M = 2, using 
PARAS [11]. Comparison of pitching moment coefficient is shown in Fig. 14 along 
with Cp distribution over the complete vehicle. Code to code is within 2%. CFD data 
is lower than data in [10] by 5–10% at α = 0 and 10°, respectively. 

5 Conclusions 

The flow features and aerodynamic characteristics of a wing-body reusable launch 
vehicle configuration are simulated at three typical Mach numbers at select angles of 
attack, using Computational Fluid Dynamics simulations. The solver used is Ansys 
Fluent with unstructured grid having 32 million cells. Variations of symmetry plane 
Mach number and Cp distribution, base pressure coefficient, coefficient of pressure 
over the study configuration, flow patterns, component contribution to aerodynamic 
coefficients at select angles of attack are discussed. Lift, drag and pitching moment 
coefficient along with lift to drag ratio are plotted. The validation of pitching moment 
coefficient with reference data is brought out. Lift coefficient increases with angle of 
attack and is the maximum at M = 1.1 for a given angle of attack. Drag coefficient 
varies nonlinearly with angle of attack and is the highest for M = 1.1. Lift to drag 
ratio increases with angle of attack, reaches a maximum around 10° angle of attack 
and decreases further and is the highest at M = 0.3. Pitching moment coefficient 
curves at M = 0.3, 1.1 and 2.0 indicate pitch down moment for all angles of attack. 
Static stability is present till alpha 20° for M1.1 and 0.3, whereas stability is lost 
for M2 at alpha above 10° itself. The comparison of pitching moment coefficient 
with reference data indicates good comparison for M2 at all angles of attack, M1.1 
at angle of attack up to 20°, whereas comparison is good for M = 0.3 only till 15° 
angle of attack. Code–code comparison with PARAS at M = 2 indicates a match 
within 2%.
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Large Eddy Simulations (LES) 
of Supercritical Nitrogen Jets 

Swapnil Tupkari, Snehasis Chowdhury, Hrishikesh Gadgil, and Vineeth Nair 

Nomenclature 

D Injector diameter (m) 
t Time (s) 
R Universal gas constant (J/mol K) 
Cp Constant pressure specific heat capacity (J/mol K) 
T Temperature (K) 
ρ Density (kg/m3) 
u Velocity (m/s) 
τi j Viscous stress tensor (Pa) 
v Specific molar volume (m3/kmol) 
a, b Coefficients in equation of state (–) 
ω Acentric factor (–) 
q Heat flux (W/m2) 
h Specific enthalpy (J/kg) 
e Specific internal energy (J/kg) 
g Specific free energy (J/kg)
ψh Isenthalpic compressibility (s2/m2) 
μ Viscosity (Pa s) 
λ Thermal conductivity (W/m K) 
x Axial coordinate (m) 
r Radial coordinate (m) 
r1/2 Jet half-width (m)

S. Tupkari (B) · S. Chowdhury · H. Gadgil · V. Nair 
Department of Aerospace Engineering, Indian Institute of Technology Bombay, Mumbai 400076, 
India 
e-mail: ftupkari@gmail.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 6, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-5755-2_8 

55

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5755-2_8&domain=pdf
mailto:ftupkari@gmail.com
https://doi.org/10.1007/978-981-99-5755-2_8


56 S. Tupkari et al.

Subscripts 

inj Injection state 
c Critical state 
∞ Ambient state 
0 Reference state 

1 Introduction 

Supercritical combustion for a long period of time has been a topic of concern 
limited to liquid rocket engines (LRE). However, recent advancements in propul-
sion technology tend to apply high-pressure combustion in diesel piston engines 
and gas turbines to achieve greater efficiency with low emission. Hence, clearer 
understanding of supercritical fluids characteristics and studying their behaviour 
inside a combustion chamber has now become more important. Computational fluid 
dynamics (CFD) is proven to be an essential tool to analyse such process efficiently. 

Inside a cryogenic rocket engine where the propellants are injected at low tempera-
ture but extremely high pressure (transcritical state), the combustion pressure usually 
reaches 10 MPa or more, which is far above the critical limits of the propellants. 
Absorbing heat from reaction, the temperature also rises above critical point. This 
transition of fluid from subcritical temperature to supercritical temperature is char-
acterized by high nonlinearity in thermophysical properties. This nonlinearilty at 
transition is predominant near critical point, but it remains as pressure goes super-
critical and identified as pseudo-boiling phenomenon. Therefore, for a CFD simu-
lation, it is a challenge to model these non-idealities accurately. There are several 
equations of state (EoS) present in literature to model the real gas effects. Among 
them, cubic EoS proposed by Peng–Robinson (PR) [1] and Soave–Redlich–Kwong 
(SRK) [2] are shown to be most effective and accurate. However, the cubic EoS show 
some discrepancy in density prediction near critical point specifically in transcritical 
side. Therefore, most of recent studies [3, 4] implement PR model, with a volume 
translation method (VTM) for density correction near critical point. 

In experiments of LOx/LH2 combustion, Mayer and Tamura [5] have observed 
clear contrast between subcritical and supercritical injection. Where after subcritical 
injection, the jet follows a process of breaking into smaller droplets (atomization), and 
for supercritical injection, the jet forms string-like structures that rapidly dissolve into 
the environment following a gas-like turbulent diffusion process. Thus, turbulence 
plays a key role in supercritical mixing, and any numerical study of the same requires 
choice of suitable turbulence model to capture the shear layer development. Large 
Eddy Simulation (LES) is one of the most useful tools and has been widely applied 
in several studies by Oefelein [6], Zong and Yang [7], Schmitt et al. [8], Müller and 
Pfitzner [3], Oefelein [6] and Bellan et al. [9] in their study have also implemented 
high-fidelity direct numerical simulation (DNS) for more accurate result. Present



Large Eddy Simulations (LES) of Supercritical Nitrogen Jets 57

study uses a 3D LES framework realizing the sub-grid scale turbulence with classical 
Smagorinsky model. 

This work is focused on investigating the unsteady mixing characteristics of a 
supercritical nitrogen jet injected in supercritical environment. A new OpenFOAM 
solver is developed to study injection and mixing happening at high pressures. It 
is a step in developing a solver for simulating combustion in LRE. Peng–Robinson 
equation of state with volume translation method of Harstad et al. [10] is employed  
to incorporate real gas effects. A modified PISO algorithm along with isenthalpic 
compressibility is used [3]. The empirical correlations for high-density fluids are used 
for computing transport properties [11]. This newly developed solver is validated 
with the experimental results of Mayer et al. [12] as well as numerical results from 
[3] for  N2. Effect of chamber pressure on mixing layer development is also studied 
extensively in this paper. Two separate cases of injection pressures 6.9 and 9.3 MPa 
are considered for this study. Zong and Yang [7] also considered these pressures to 
study transcritical injection. Current study focuses on supercritical injection for same 
pressure levels. 

2 Mathematical Modelling 

2.1 Governing Equations 

All the compressible flow equations are described here. Continuity equation: 

∂ρ 
∂t 

+ 
∂ρu j 
∂x j 

= 0. (1) 

Momentum equation (i = 1, 2, 3): 

∂ρui 
∂t 

+ 
∂ρu j ui 

∂x j 
= −  

∂p 

∂xi 
+ 

∂τi j  

∂x j 
. (2) 

Enthalpy equation: 

∂ρh 

∂t 
+ 

∂ρu j h 

∂x j 
= −∂qi 

∂ xi 
− 

Dp 

Dt 
+ 

∂
(
ui τi j

)

∂ xi 
. (3) 

The heat flux is given by: 

q j = −λ 
∂T 

∂x j 
. 

The viscous stress tensor τi j  is given by:
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τi j  = μ
(

∂ui 
∂ x j 

+ 
∂u j 
∂xi

)
− 

2 

3 
μδi j

(
∂uk 
∂xk

)
. 

Here, ρ is the density, ui is the velocity in ith direction, p is thermodynamic pressure, 
h is enthalpy, μ is molecular viscosity, and δi j  is the Kronecker delta. In OpenFOAM 
while solving enthalpy Eq. (3), viscous heating term

(
∂
(
ui τi j

)
/∂xi

)
is neglected as 

it is negligible for low-velocity flows. 

2.2 Thermophysical Modelling 

The thermophysical modelling used for LES study of cryogenic N2 jet is described 
here. 

p = 
RT 

v − b 
− a 

v2 + 2vb − b 
(4) 

a = 0.457235 
R2T 2 c 

pc

(
1 + κ

(
1 − 

√
Tr

))2 
(5) 

b = 0.077796 
RTc 
pc 

. (6) 

In this equation, v(m3/kmol) is the molar volume, R(J/kmol K) is the universal 
gas constant, intermolecular forces of attraction are taken into account by a, and the 
reduction of free volume as the molecules have finite volume is considered by b. Tr 
is the reduced temperature, Tr = T/Tc, κ = 0.37464 + 1.54226ω − 0.26992ω2, 
here ω is the acentric factor. For nitrogen ωN2 = 0.0372, pc = 3.4 MPa, Tc = 
126.192 K, and ρc = 313 kg/m3. . The Peng–Robinson (PR) equation of state is 
a cubic equation that cannot predict liquid density accurately close to critical point. 
In order to correctly predict liquid densities, we use the volume translation method 
proposed by Harstad et al. [10]. 

v = vpr + 
∂g0 

∂p

||||
T 

. (7) 

The internal energy is calculated using departure function formulation. 

e = e0 + 
v ∫
∞

[
T 

∂p 

∂T

|
|||
v 
− p

]
dv (8) 

e = e0 + 1 

2b 
√
2

[
a − T 

∂a 

∂ T

]
ln 

⎡ 

⎣ 
v + b

(
1 − √

2
)

v + b
(
1 + √

2
)

⎤ 

⎦. (9)
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In this equation, e represents molar internal energy, e0 is its value at 1 bar pressure, 
and v indicates molar volume obtained from PR-EoS. 

The enthalpy can be calculated in the similar way: 

h = h0 + 
p ∫
p0

[

v − T 
∂v 
∂T

||
||
p

]

dp (10) 

h = h0 + pv − RT + 1 

2b 
√
2

[
a − T 

∂a 

∂T

]
ln 

⎡ 

⎣ 
v + b

(
1 − √

2
)

v + b
(
1 + √

2
)

⎤ 

⎦. (11) 

We use isenthalpic compressibility for real gas-based PISO algorithm [3].

ψh = 
∂ρ 
∂ p

||
||
h 

= −  
1 

v2 

∂v 
∂p

||
||
h 

. (12) 

The NASA 9 coefficient polynomials are used for calculating following functions 
[13]: 

C0 
p 

R 
= a1T −2 + a2T −1 + a3 + a4T + a5T 2 + a6T 3 + a7T 4 (13) 

H 0 
T 

RT 
= −a1T 

−2 + 
a2 ln T 

T 
+ a3 + 

a4T 

2 
+ 

a5T 2 

3 
+ 

a6T 3 

4 
+ 

a7T 4 

5 
+ 

a8 
T 

(14) 

S0 T 
R 

= −  
a1T −2 

2 
− a2T −1 + a3 ln T + a4T + 

a5T 2 

2 
+ 

a6T 3 

3
+ 

a7T 4 

4 
+ a9 (15) 

G0 
T 

R 
= 

H 0 
T 

RT 
− 

S0 T 
R 

= −  
a1T −2 

2
+ 

2a2(1 − ln T ) 
T 

+ a3(1 − ln T ) − 
a4T 

2 
− 

a5T 2 

6 
− 

a6T 3 

12 
− 

a7T 4 

20 
+ 

a8 
T 

− a9. (16) 

The transport properties, i.e. viscosity and thermal conductivity, are modelled 
using empirical correlation of dense fluids by Chung et al. [11]. A new class is added 
to OpenFOAM in order to use these correlations (Figs. 1 and 2).

2.3 Computational Set Up 

Computational domain used in present study is shown in Fig. 1. A hexahedral O-grid 
is created using OpenFOAM. Axial and radial extent of the domain is 90D and 28D, 
respectively, where D = 2.2 mm is the injector diameter. Grading is used in axial and
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Fig. 1 Geometry of the 
computational domain used 
in present study 

Fig. 2 Meshing

radial directions, whereas no grading is used in azimuthal direction. In order to carry 
out grid independence study, a number of grid points in axial and radial directions 
are varied, while azimuthal grid points are unchanged. Three grids with mesh count 
of 2.1 million, 4.2 million, and 6.5 million cells are used in order to conduct grid 
independence study for supercritical case with 3.97 MPa pressure. The number of 
grid points used in axial, radial, and azimuthal directions for different grids is given 
in Table 1. It was found that 4.2 million mesh gives fairly accurate results and reaches 
convergence; hence, it has been used in further simulations. 

All the boundary conditions used during the simulation are tabulated in Table 2. 
For pressure waveTransmissive (wT ), boundary condition is used at outlet. N2 is 
injected under supercritical condition; at a temperature of 137 K at a velocity of 
5.4 m/s, injection pressure is varied as 3.97, 6.9, and 9.3 MPa.

A pipe flow simulation was carried out separately, and developed average velocity 
profile is given as inlet profile along with turbulentInlet boundary condition. Ambient 
temperature and pressure inside the chamber are kept as 298 K and 3.97 MPa, 
respectively. So cryogenic N2 is injected into ambient N2 inside the chamber.

Table 1 Details of mesh used 

Mesh Axial Radial Azi. Total count 

1 400 70 72 2.1 million 

2 560 98 72 4.2 million 

3 705 123 72 6.5 million 
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Table 2 Boundary condition 
specifications B.C. p T U 

Outlet wT ∇T = 0 InletOutlet 

Inlet ∇ p = 0 137 K TurbulentInlet 

Coflow ∇ p = 0 ∇T = 0 0.1 m/s 

Wall ∇ p = 0 298 K 0.1 m/s

3 Results and Discussion 

Total run-time of ∼ 1 s is considered in present study. It is found that the residuals 
drop and become range-bound after a short time. Results are saved at an interval of 
0.001 s after this initial transient. To allow uniformity in results, the results presented 
in this paper are for data obtained after 0.3 s, which is well past the time for which 
transients are present. LES simulations of supercritical N2 are carried out using newly 
developed solver. Smagorinsky sub-grid scale (SGS) model is used with second-order 
spatial discretisation scheme. Euler scheme is used for temporal discretisation. 

Simulations are carried out for all grids, and results are compared with benchmark 
data. Figure 4 shows centreline density plot for supercritical N2 injection at 3.97 MPa 
pressure. This axial density matches the experimental results of Mayer et al. [12] as  
well as with results of Müller et al. [4] fairly well (Fig. 3). 

Simulations of higher injection pressure cases are carried out keeping all other 
boundary conditions unchanged. To observe the mixing characteristics, density distri-
butions for higher-pressure cases are visualized and compared with the baseline case. 
Figure 5 shows the instantaneous and mean density field for the three cases at a plane 
of symmetry. With increase in pressure, overall density of jet also increases, which 
is expected. Isocontour lines are plotted in both mean and instantaneous field for 
density value of ρ = (

ρinj + ρ∞
)
/2, signifying the potential core boundary. These 

isolines and axial mean density distributions (Fig. 6) suggest a longer potential core

Fig. 3 Grid independence 
test carried out using three 
different meshes with mesh 
count of 2.1 million, 4.2 
million, and 6.5 million cells
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Fig. 4 Average centreline 
density plot for the 
supercritical N2 injection at 
3.97 MPa; -o- experimental 
data

for higher pressures. For 6.9MP, a pressure of the potential core is observed to be 
25% longer than that of 3.97 MPa case. However, for 9.3 MPa pressure, the core 
length drops slightly from 6.9 MPa.

Contours of density gradient (Fig. 7) and vorticity magnitude (Fig. 9) are visual-
ized in logarithmic scale to capture the variations in larger range. Jet breakup mecha-
nism is observed to be highly turbulent in nature. The instantaneous density gradient 
and vorticity plots show Kelvin–Helmholtz-type vortical structures developed from 
jet surface establishing the mixing mechanism of supercritical jet.

Higher-density gradient is visible for higher operating pressures. For 6.9 MPa and 
9.3 MPa pressure, the maximum mean density gradient is observed to be around 2.7 
times and 3.1 times of the baseline, respectively. 

This happens possibly due to the injection condition coming closer and crossing 
the pseudo-boiling line as pressure increases. Higher-density stratification is also 
responsible for transfer of turbulent kinetic energy from radial direction to axial 
direction. In literature, this is known as the solid wall effect, that is predominant 
near critical point or pseudo-boiling point. For this reason, jet break up gets delayed 
and spreading rate drops in higher-pressure cases to some extent. However, for the 
maximum pressure case, the spreading rate almost remains unchanged. The spreading 
rate is visualized by half-width distribution (Fig. 8) which shows earlier growth for 
3.97 MPa case, whereas for 6.9 and 9.3 MPa cases, the spreading is delayed and 
almost similar for both cases. This behaviour can be justified by the weakening of 
pseudo-boiling at higher pressure which eventually reduces the density stratification 
effect.

The vorticity contours also show similar trend of spreading behaviour. For the 
baseline case, the instantaneous flow structure is characterized with strong turbu-
lent eddies, whereas with increasing pressure, the high-density stratification absorbs 
energy from eddies in shear layer weakening the eddy structure and reducing width 
of the turbulence dominant region. Therefore, maximum average vorticity also drops 
as pressure is increased.
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Fig. 5 Instantaneous 
(above) and mean (below) 
density variation; iso-contour 
lines for of N2 jet for 
injection pressures 3.97 MPa 
(top), 6.9 MPa (middle), and 
9.3 MPa (bottom) 

Fig. 6 Average centreline 
density variation for different 
injection pressures
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Fig. 7 Instantaneous 
(above) and mean (below) 
variation of density gradient 
for injection pressures 3.97 
(top), 6.9 MPa (middle), and 
9.3 MPa (bottom)

Fig. 8 Jet half-width 
distribution for different 
pressure conditions
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Fig. 9 Instantaneous 
(above) and mean (below) 
vorticity field for injection 
pressures 3.97 MPa (top), 
6.9 MPa (middle), and 
9.3 MPa (bottom)

4 Conclusions 

A numerical framework is developed using multiple computational models, to study 
supercritical injection and mixing behaviour. The base line case replicating experi-
ments of Mayer et al. [12] has shown good agreement with experimental as well as 
with other numerical studies. In the next part of the study, which focused on effects 
of injection pressure, the following inferences can be drawn: 

• With increase in injection pressure while in supercritical phase, the density 
gradient between jet and surrounding increases and then saturates. This can be 
justified by the fact that increasing pressure with temperature unchanged makes 
injection condition cross-pseudo-boiling line while pseudo-boiling itself weakens. 

• Higher-density gradient eventually results in a so-called solid wall effect that 
reduces spreading rate of the jet and increases its core length to some extent.
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The observations give an insight that rising injection pressure keeping temperature 
unchanged eventually reduces jet mixing up to some limit, and it is largely dependent 
on pseudo-boiling effects. However, effects of temperature might be opposite because 
of moving away from critical point. This requires further investigations to get a clearer 
idea. 
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Design of Rolling Road for Wind Tunnel 
Simulation 

Anagh S. Bhanu, Manish K. Mathur, Murali R. Cholemari, 
and Srinivas V. Veeravalli 

1 Introduction 

Dust dispersion due to vehicular movement can generate particulate pollution. To 
understand the characteristics of dust dispersion, it is essential to analyse the wake 
formed behind a moving vehicle. Performing the experiments onsite might not yield 
good results due to uncontrollable conditions such as wind velocity, wind direction, 
traffic conditions, etc. These limitations due to uncontrollable environmental condi-
tions can be eliminated by conducting experiments in the wind tunnel. In a relative 
reference, we can simulate the motion of the vehicle in a wind tunnel where the vehicle 
is at rest and the air moves around it. The oncoming flow with uniform velocity in 
the wind tunnel separates at the rear part of the vehicle due to the abrupt change in 
the vehicle geometry to form a recirculating region. This results in a velocity deficit 
behind the vehicle to form near and far wakes that extend many vehicle heights 
downstream [1]. 

In actual road conditions, the air can be assumed to be stationary, so the formation 
of the boundary layer is not a concern due to the absence of relative velocity between 
air and ground. But, in the case of the wind tunnel, the ground is fixed, and the air 
is moving through the tunnel. This stationary ground will cause the formation of a 
boundary layer due to the no-slip condition. The formation of the boundary layer at 
the test section of a wind tunnel is a larger concern for ground effect aerodynamic 
studies. Lots of previous research have shown that the boundary layer thus formed 
due to the stationary floor affects the flow field and the dispersion characteristics of 
road dust near the ground [2–5]. To replicate the actual road condition in the moving 
vehicle’s frame of reference, the boundary layer’s growth over the test section floor 
must be eliminated or mitigated. In addition, the vehicle’s wheel rotation must be 
allowed to achieve exact flow conditions [6]. Wheel rotation has a substantial effect
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on the flow, and in the case of particle dispersion, the motion of the wheel plays a very 
critical role. There are several methods available to avoid boundary layer formation. 
However, a ground surface moving with the velocity of wind tunnel-free stream can 
enable vehicle wheel rotation along with eliminating the boundary layer formation. 

A rolling road can be considered a modification for the wind tunnel to provide a 
moving ground condition inside the test section [7]. It is similar to a conveyor belt 
system with a higher belt speed. The vehicle test model is kept on a flexible rolling 
road belt encircling driven and driving rollers. Automobile designers frequently use 
the rolling road to analyse the aerodynamic behaviour of their vehicles to predict how 
the vehicles will behave on the road. This paper intends to propose a design solution 
for the rolling road system able to fit the wind tunnel in the Gas Dynamics Lab at IIT 
Delhi, India, to further develop the capability to study the dispersion characteristics 
of vehicle wake by providing moving ground conditions to the test section floor of 
the tunnel. The general design process and design study of the rolling road system 
are discussed. 

2 Methodology 

The rolling road consists of a flexible belt stretched across the driver and driven 
pulleys mounted on a rigid support frame. The power required to run the system is 
provided by an AC induction motor connected to a driven shaft using a pulley belt 
drive. The vehicle model is kept on a backing plate above which the rolling road belt 
slides. Figures 1 and 2 show the illustration of vehicle model in the test section of 
the wind tunnel resting on the stationary and moving floor, respectively. 

The velocity gradient on the stationary floor leads to the boundary layer formation 
which keeps on growing in the streamwise direction. A rolling road provides a moving 
surface that eliminates the velocity gradient and hence prevents the boundary layer 
formation which better simulates actual road conditions. The belt speed of the rolling 
road must be the same as that of the wind tunnel-free stream. In addition to this,

Fig. 1 Wind Tunnel 
Simulation with stationary 
ground
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Fig. 2 Wind Tunnel 
Simulation with moving 
ground

the amount of vibrations induced during the operation of the rolling road must be 
negligible. During the operation of the system, there is a chance for the rolling road 
belt to go on either side of the pulley, and there will be a reduction in the belt tension 
in the long run. Thus, the rolling road design must have provisions for aligning and 
tensioning the belt. The design of each component of the rolling road is discussed in 
the following subsections: 

2.1 Design of Rolling Road Belt 

A single belt rolling road configuration consists of a wide belt whose width is usually 
more than 1.5 times the width of the testing vehicle model. This belt configuration 
can cover the entire area below the under-body of the vehicle and the same belt can 
be used to test vehicle models of a wider range of wheelbase and tracks. 

The rolling road belt is one of the most important elements in the system. The 
selection of belt material is majorly based on the surface finish of the belt and the cost. 
Steel belt is used in Windshear Rolling Wind Tunnel at Concord in North Carolina 
[8]. They have a very good surface finish but it is generally used with air-bearing 
supports which makes the design complicated and expensive. Fabric and polyester 
belts are generally used in the packaging industry which deals with very low belt 
speeds up to 1 m/s. They have very a poor surface finish which will induce vibrations 
in the system. 

The rough surface that slides over the backing plate generates a lot of heat due 
to friction while operating at a speed of 10 m/s which causes premature belt failure. 
PVC belts are having a very good surface finish, and they are cheap when compared 
to other belt materials. They induce very less vibrations due to good surface finish 
and the friction force is also less due to low specific weight. The thickness of the 
rolling road belt is decided with the help of maximum principal stress failure criteria. 
Forces acting on the rolling road belt are shown in the free-body diagram of the belt 
sliding over the backing plate along the direction of wind velocity as shown in 
Fig. 3. Equations 1–4 are used to decide the thickness tb of the belt according to 
failure theory.
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Fig. 3 Free-body diagram 
of rolling road 

T1 − T2 = Ffr (1) 

T1 − Tc 
T2 − Tc 

= eμθ (2) 

To = 
T1 + T2 + 2Tc 

2 
(3) 

tb = 
To × FOS 
σ × w 

. (4) 

2.2 Design of Pulley 

Rolling road consists of a drive pulley, a driven pulley, and an idler pulley. The rolling 
road belt forms a closed loop around these pulleys so that it can rotate continuously. 
The drive pulley is driven by a power transmission unit to propel the belt. For better 
traction, the drive pulley is usually lagged to avoid slipping of the belt. The driven 
pulley is located at the endpoint of the belt conveyor. The idler pulley is used to 
provide the rolling road belt with a proper amount of tension by adjusting its position. 
The anatomy of a pulley is shown in Fig. 4. 

Fig. 4 Components of pulley
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It consists of a shell that is in direct contact with the belt. Shell is generally made 
of a cold rolled sheet of steel or hollow steel tubing. The major share of the weight of 
rolling road is due to pulleys. The weight of the pulley is decided by the thickness of 
the shell. So the calculation of shell thickness has to be done precisely to avoid the 
rolling road becoming heavy. Shell thickness t of the pulley can be calculated using 
the Eqs. 5–8 given below [9]. 

Fn = 2To sin
(

θd 

2

)
(5) 

BM = 
Fn × l 
8 

(6) 

Zb = 
BM 

Fb 
(7) 

t =
/
6Zb 

l 
. (8) 

Shafts are the rotating elements in the pulley which are designed to withstand 
all the applied forces from the belt and other components with minimum deflection. 
They are locked to the hubs of the end disc using locking elements. The shaft is 
supported on both sides by bearings, and it will be undergoing distributive load due 
to tension in the rolling road belt in the horizontal direction and the same due to the 
weight of the roller in the vertical direction. In addition to this, in the case of the 
driver pulley, there will be point load due to the tension of the belt from the drive 
unit. The diameter of the shafts is designed by using maximum shear stress failure 
theory considering all the forces mentioned above using Eqs. 9 and 10. 

τmax = σy 

2 × FOS 
(9) 

τmax = 
16 

√
M2 + T 2 
πd3 

. (10) 

The circular disc at both ends of the pulley is called diaphragm plate. It is fabricated 
from thick steel plates which are welded into the shell at each end to strengthen the 
drum. These end plates are welded with hubs to accommodate the pulley shaft. 
The pulley is attached firmly to the shaft via end plates with the help of locking 
elements. The outer surface of the shell can be covered with rubberised material 
using vulcanisation. This process is called lagging, and it is usually used on driver 
pulleys. Lagging is necessary to improve the friction between the rolling road belt 
and pulley to improve the torque that can be transmitted through it.
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Fig. 5 Arrangement of idler pulley mounted on take-up bearing for tensioning 

2.3 Tracking and Tensioning 

PVC belt is the flexible element in the rolling road system. Over the period of 
usage, the belt will undergo permanent deformation due to the tension forces and 
temperature variations. These deformations cause a reduction in tension resulting 
in the slipping of the belt. Idler roller mounted on take-up bearing can be used to 
solve this issue. It can be displaced vertically by turning the lead screw of the take-up 
bearing as shown in Fig. 5. Tension in the belt can be adjusted by displacing the idler 
roller as mentioned above. 

Though there is enough tension in the belt, it may move either side of the pulley at 
a higher belt speed. Crowning the drive pulley can be done to avoid the issue of slight 
misalignment. Severe tracking issues can be eliminated by placing one of the pulleys 
in an adjustable bearing so that it can be adjusted at the time of misalignment. In this 
design, the tail pulley is mounted on the pillow block bearing which can be moved 
along the frame. The driven pulley is adjusted in such a way that it is displaced from 
the side where the rolling road belt is moving to. This will correct the misalignment 
in the belt and the length between both sides of the belt is adjusted till the belt is 
centred. 

2.4 Design of Backing Plate 

The backing plate lies on top of the rolling road where the vehicle for conducting the 
experiments is placed. The rolling road belt will be sliding over the backing plate. 
The plate is subjected to point load due to the weight of the vehicle and a uniformly 
distributed load due to the weight of the belt. Further, it will undergo friction force 
in the area where the rolling road belt is sliding over. The plate should have enough 
flexural modulus so that the maximum deflection at the centre due to bending is in 
the acceptable range. The thickness of the backing plate has to be decided based on 
the maximum deflection, stress, and material cost. The minimum thickness for the
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Fig. 6 Boundary conditions 
for temperature analysis on 
backing plate 

safe design can be obtained by conducting structural analysis on the backing plate 
using plate theory. 

The surface of the backing plate must be extremely smooth so that the heat gener-
ated due to friction is minimum. A very high temperature on the backing plate can 
ruin the life of the rolling road belt. Temperature analysis of the backing the musts 
be conducted to check whether the maximum temperature formed in the backing 
plate is well below the working temperature of the belt. Assuming the temperature 
variation along the length and width is very small than that along the thickness; 
hence, this heat transfer problem can be reduced to a one-dimensional heat transfer 
problem as shown in Fig. 6, and the temperature variation along the thickness H can 
be determined using the Eq. 11 [10]. 

T (y) = Qin

(
H − y 

k 
+ 

1 

h

)
+ T∞ (11) 

where y is the distance along the thickness of the backing plate from the top surface. 
The one-dimensional steady-state heat transfer simplification gives information 

regarding the parameters that affect the temperature along the thickness of the backing 
plate. To reduce the temperature at any point on the backing plate, the convective 
heat transfer coefficient h should be increased as much as possible, and thickness H 
must be reduced as much as reasonably possible. 

2.5 Design of Support Frame 

The rolling road consists of several components including heavy rotating rollers, a 
moving belt on the backing plate, and other tensioning and alignment features. The 
static and dynamic forces produced by all the stationary and moving components 
must be safely transmitted to the ground without generating any kind of vibrations in 
the system. The frame must have good strength to support the components, and at the 
same time, it should be lightweight. Structural analysis has to be carried out to check 
the maximum combined stress induced in the frame and the maximum deformation 
of the frame.
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2.6 Design of Drive Unit 

A motor driving unit has to be designed such that it can overcome all the resis-
tive torque acting on the rolling road. The major share of the driving unit power is 
consumed by the rolling road belt while working against the friction force between the 
rolling road belt and the backing plate. In addition to this, the total moment of inertia 
of all the rotating components has to be considered to calculate the starting torque 
due to belt acceleration. The motor is designed in such a way that the maximum belt 
speed occurs at the rated motor shaft rotational speed. A suitable multiplication factor 
can be chosen to obtain the required belt velocity at the rated motor shaft speed as 
shown in Eq.  12. Equations 13 and 15 relate the minimum required power and torque 
required for the motor, calculated according to the rated motor shaft speed. Starting 
torque vanishes when the rolling road starts working continuously at a particular belt 
speed [10]. 

Speed ratio = Beltspeed × 60 
2πrdrivermotorspeed 

(12) 

Tmin =
( |Ffr|speed ratio × rdrive 

ηdrive 
+ Idrive 

ωf − ωs

Δt

)
sf (13) 

ω = 
beltspeed 
rdrive 

(14) 

Pmin = Tmin 
ω 

speed ratio 
. (15) 

3 Results and Discussion 

The isometric view of the rolling road design is shown in Fig. 7. It can be accom-
modated in the rectangular area of 2 m long and 1 m wide inside the test section. 
The entire setup is 190 cm long, 99 cm wide and, 107 cm high. The backing plate 
where the model will be kept is having a dimension of 140 × 99 cm. Analysis of 
each component of the rolling road system is discussed in the following subsections.

3.1 Analysis of the Rolling Road Belt 

The design of the rolling road belt was done very carefully by considering all the 
factors mentioned in the previous section. The single belt configuration was chosen 
for the belt layout in this design as it is flexible with model dimensions. By considering
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Fig. 7 Isometric view of the 
rolling road system

the costs and benefits of generally used belt materials, it was decided to use endless 
PVC belts for making the rolling road. Using the principal stress failure criteria, 
by considering all the forces mentioned in the free-body diagram given in Fig. 3, 
it was found that the 3-mm-thick 2ply PVC belt will be safe for extreme working 
conditions. 

3.2 Analysis of the Pulleys 

Three pulleys of a diameter of 20 cm made of mild steel are used for constructing 
the rolling road. Pulleys must be manufactured using CNC machines with utmost 
care to avoid the run out which can cause vibrations. Dynamic balancing has to be 
carried out on the pulley both along the circumference as well as axially. This is 
because the centre of mass of the pulleys will not lie on the axis of rotation of the 
pulleys which will give rise to unbalanced dynamics forces. Each of the pulleys is 
having a face width of 89 cm which was decided according to space constraints. 
Shell thickness of the pulleys is selected as 8.8 mm using Eq. 8 which gives an 
approximate weight of 100 kg for each pulley including other components. Carbon 
steel of 3 cm diameter is used to make the pulley shaft by considering all the forces 
mentioned in the previous section and using Eq. 10. The driver pulley is diamond 
lagged with 1-cm-thick vulcanised neoprene to improve the friction between the belt 
and pulley. The driven and drive pulleys are placed at a centre distance of 160, and 
the idler pulley is placed 15 cm vertically below the plane made by the other two 
pulley centres as shown in Fig. 5.
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Fig. 8 Temperature distribution on the backing Plate 

3.3 Thermal Analysis of the Backing Plate 

The temperature generated due to the friction between the rolling road belt and 
the backing plate was analysed analytically using one-dimensional steady-state heat 
transfer approximation. This gave a result of maximum temperature of 53.56 °C at 
the top surface of the backing plate for an input heat flux of 586 W/m2. The  working  
temperature of the PVC belt is 80 °C which is well ahead of the analytical result that 
we have obtained. The analytical solution neglects the heat convection from the areas 
which are not covered by the belt and the lateral faces which would help to lower the 
temperature. A two-dimensional steady-state heat transfer analysis was conducted 
using the finite difference method in ANSYS Steady-State Thermal to determine 
the maximum temperature formed and compare it with the analytical results. The 
simulation results shown in Fig. 8 reveal that the maximum temperature formed on 
the backing plate is 53.54 °C, which is very close to the analytical result. 

3.4 Static Structural Analysis of Backing Plate 

An effort is put towards the designing of the backing plate where the rolling road 
belt slides over. Stress analysis was carried out to check whether the backing plate 
has enough flexural modulus so that it will not bend under the load of the vehicle 
model and the rolling road belt. Cold-rolled stainless-steel sheet with an area of 
140 cm by length and 99 cm by width is used for the backing plate because of 
its improved surface finish and strength. The maximum deflection was determined 
using plate theory. The structural analysis result of the stainless-steel sheet shown in 
Fig. 9 suggests that a 3-mm-thick stainless-steel sheet will take all the load and the 
maximum deformation on it is 1.5 mm and a maximum bending principal stress of 
35 MPa, which is well below the yield point.
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Fig. 9 Structural analysis of the backing plate 

3.5 Static Analysis of the Frame 

The entire components of the rolling road are mounted on the support frame which is 
made of an aluminium extrusion profile of modular dimension 4545 mm. Aluminium 
extrusion profile helps us to make highly structurally efficient members at a low cost. 
The entire skeleton of the frame which is shown in Fig. 10 can be easily assembled 
using these profiles. The aluminium profile joints are not permanent; instead, they 
are done with the help of hammer-head T-bolts and nuts. Static structural analysis of 
the support frame was conducted to test the safety of the frame which is undergoing 
loads due to the components of the rolling roads. Figure 11 shows the deformation 
at different locations of the support frame. The results show that under the loads, 
the frame undergoes maximum deflection of 0.2 mm and maximum direct stress of 
1 MPa which is compressive. 

Fig. 10 Isometric view of 
the frame
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Fig. 11 Static structural analysis of the frame 

3.6 Analysis of the Drive Unit 

A three-phase AC induction motor is used for providing the power to run the rolling 
road system. The power from the motor shaft is transferred to the driver pulley of 
the rolling road with the help of a V-belt pulley system. The minimum torque and 
power of the motor are calculated using Eqs. 13 and 15 for a speed ratio of 0.95. The 
power and torque of the motor are calculated for a maximum belt speed of 10 m/ 
s. From the calculation using Eqs. 12–15, the anticipated motor requires a power of 
4 kW and 36 Nm torque at an RPM of 1000. A variable frequency drive is coupled 
with the motor to control the speed of the belt. 

4 Conclusion 

The specifications of the rolling road setup are given below. 

• The rolling road is designed with a belt area of 160 × 89 cm. 
• Rolling road belt is made using PVC belt with a the thickness of 3 mm. 
• System consists of three pulleys made of mild steel with a diameter of 20 cm. 

The centre distance between the driven and drive pulley is 160 cm, and the idler 
pulley is used to provide belt tension 

• Tracking and tensioning of the rolling road belt are done using the idler pulley 
and bearings. 

• Rolling road belt slides over the backing plate made of stainless steel with 3 mm 
thickness.
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• Maximum temperature formed on the backing plate is 53.56 °C which is well 
below the working temperature of the belt. 

• Aluminium extrusion profile of modular dimension 45 × 45 mm is used to make 
the support frame. Static structural analysis shows that the frame undergoes a 
maximum deflection of 0.2 mm due to the forces. 

• A three-phase AC induction motor of 4 kW power and 36 Nm torque at 1000 
RPM coupled with a variable frequency drive can be used as the power source for 
running the system. 

The design of rolling road to provide a moving ground surface in the environmental 
wind tunnel is presented. The ground surface moves with a velocity of the free stream 
to avoid the formation of the boundary layer and to enable vehicle wheel rotation. 
The maximum belt speed of 10 m/s is designed to simulate the actual road conditions 
inside the wind tunnel at Gas Dynamics Lab, IIT Delhi, India. Each component of 
the design was analysed for safe design in extreme working conditions. 

Nomenclature 

T 1, T 2 Tension in tight and slack side of belt (N) 
T c Centrifugal tension of belt (N) 
T o Initial tension of belt (N) 
Ffr Friction force (N) 
σ y Yield stress (Pa) 
w Width of the belt (m) 
μ Coefficient of friction (–) 
θ Angle of wrap (rad) 
BM Bending moment on the belt (Nm) 
l Pulley face width (mm) 
θ d Distortion angle (20°) (deg) 
fb Allowable pulley shear stress (Pa) 
τ max Maximum shear stress (Pa) 
M Maximum bending moment on the shaft (Nm) 
T Maximum twisting moment on the shaft (Nm) 
d Diameter of the pulley (m) 
rdrive Radius of the driver pulley (m) 
ηdrive Transmission efficiency (–) 
Idrive Moment of inertia of all rotating components (kg m2) 
Pmin Minimum motor power (W) 
Tmin Minimum torque required at the motor (Nm) 
ωf, ωs Start and finish angular velocity of the pulley (rad/s)
Δt Ramp time to accelerate belt speeds (s) 
ω Angular velocity corresponding to beltspeed (rad/s) 
T (y) Temperature of the backing plate at y (°C)
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k Thermal conductivity of the backing plate (W/mk) 
Qin Input heat flux due to friction (W/m2) 
T∞ Ambient temperature (°C) 
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Entrainment Characteristics 
of a Swirling Liquid Jet 

Toshan Lal Sahu, Ujjwal Chetan, Prabir Kumar Kar, Saurabh Dhopeshwar, 
Prasanta Kumar Das, and Rajaram Lakkaraju 

1 Introduction 

Swirling flow is one of the handfuls of problems in fluid dynamics that involves a 
wide range of applications in combustion chambers, cyclone separators [1], turbo-
machines, and nozzle design for spray and coating processes. Better fuel mixing and 
flame stability can be achieved by providing a swirl to the injected fluid in combustion 
chambers [2, 3]. Several predictive models and correlations have been reported to esti-
mate the near-field entrainment characteristics [4–6]. Ricou and Spalding [7] inves-
tigated the entrainment in axisymmetrical turbulent jets and suggested the following 
empirical relation: 

m 

m0 
= 0.32 

x 

d0

(
ρa 

ρi

) 1 
2 

, (1) 

where m is the total mass flow rate at any cross-section, m0 is the mass flow rate 
at the nozzle inlet, d0 is the nozzle diameter, ρa is the density of the ambient fluid, 
and ρ i is the density of the injected fluid. The experiments were performed for 
different combinations of gases having different densities. The authors suggested 
an entrainment coefficient of 0.32 for all the gases considered within some experi-
mental error. Furthermore, Hill [8] explored the local entrainment rates in the initial 
developing region of the flow and suggested an entrainment coefficient ranging from 
0 to nearly 0.3 in the developing region and 0.32 in the fully developed region.
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Han and Mungal [9] performed direct measurements of entrainment in reacting and 
non-reacting turbulent jets, where authors explored the impact of flow speed, heat 
release, and buoyancy on the rate of entrainment and found good agreement with the 
entrainment coefficients suggested by Ricou and Spalding. 

Furthermore, Post et al. [10] explored the near-field entrainment characteristics 
of gas jets and sprays under diesel conditions. The author compared the entrainment 
coefficients with some of the other significant works including [8, 11, 12]. In the 
region where the velocity profiles were self-similar, the entrainment coefficient fell 
under 10% error compared with entrainment coefficients obtained for other works. 
Recently, Hassan et al. [13] performed experiment on a free surface plunging jet 
for Reynolds numbers ranging from 3000 to 10,000 by using time-resolved PIV 
measurements and claimed that vortex pairing appears on the free surface of the 
plunging jet, which leads to early bulk entrainment of the fluid. Furthermore, the 
authors concluded that for a Reynolds number of Re = 5004, the entrainment coef-
ficient was equal to 0.2 at a streamwise distance of three times of nozzle diameter, 
which kept on increasing at further downstream locations up to nine nozzle diam-
eter with an entrainment coefficient of 0.72. Beyond Re = 9000, the entrainment 
rate and coefficient became invariant with the Reynolds number. This independency 
with the Reynolds number was also consistent with the conclusion made by Ricou 
and Spalding in which there was no increment in the mass entrainment beyond a 
Reynolds number O ~ 25,000. 

Therefore, the present work is inspired to get rich information on the role of 
swirl strength on entrainment characteristics at moderate Reynolds number. We have 
carried out three-dimensional numerical simulations using the volume of fluid (VOF) 
method coupled with adaptive mesh refinement using the open-source code Gerris. 
Moreover, we have explored the shear layer between the liquid–air interface to see 
the region of maximum velocity fluctuations to trace the enhanced mixing region. 
Primarily, we have determined the mass flow rate along the streamwise direction 
to estimate the mass of air entrained. We have explained the governing differential 
equation and numerical setup in Sect. 2, entrainment of air and comparison with 
previous literature in Sect. 3. Finally, the conclusion and summary are presented in 
Sect. 4. 

2 Numerical Methodology 

2.1 Governing Differential Equations and Numerical 
Schemes 

A schematic diagram representing the flow domain has been shown in Fig. 1 in 
which a liquid jet is injected into a quiescent gas phase. The computational domain 
has a dimension of 50 D × 10 D × 10 D, where D is the diameter of the nozzle 
from which fluid is emerging. At the entrance, we have applied a uniform injection
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velocity U in the x-direction along with an angular velocity Uθ to give solid body 
rotation to the liquid. At the exit of the domain, we maintained the outflow boundary 
condition to avoid any reflectional information, i.e., the jet goes out of the domain 
without introducing any backward propagation. The remaining four walls have been 
considered solid walls with free slip boundary condition. The boundary walls are 
considered at a distance of five times the nozzle diameter. In the present study, we 
have two independent control parameters, namely the axial Reynolds number and 
swirl number which are characterized by Re and S, respectively. The axial Reynolds 
number is defined based on nozzle diameter D and the injection velocity U provided 
at the inlet. Therefore, the axial Reynolds number can be defined as: 

Re = 
ρlU D  

μl 
, (2) 

where μl is the dynamic viscosity of liquid, and ρ l is the density of the liquid. D is 
the initial diameter of the jet at nozzle exit. Also, the swirl number has been defined 
as: 

S = 
Uθ 

Ui 
, (3) 

where Uθ = ΩR is the azimuthal velocity applied to the initialized fluid at the nozzle 
exit, and R is the initial radius of the jet. The minimum length of the pipe for which a 
solid body rotation can be imparted to the rotating fluid has been prescribed equally

Fig. 1 (a) Computational domain with injected liquid at Re = 50 and S = 0.5 and (b) Adaptive 
mesh refinement (AMR) for a well-resolved interface 
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to 50 times the diameter of the pipe [14]. This difficulty is implicitly removed when 
a constant angular velocity Ω is applied at the inlet of the domain. Direct numerical 
simulations have been performed for the time-dependent, incompressible Navier– 
Stokes equation. A description of the discretization scheme and other computational 
methods can be found in [15]. The conservation equations for mass and momentum 
has been shown in Eqs. 4 and 5. 

∇ ·  (u) = 0 (4)  

ρ 
Du 

Dt 
= −∇  p + ∇  ·  (μ(∇u + ∇uT )) + σκδs n̂ + ρg, (5) 

where u = (u, v, w) is the fluid velocity. σ is the surface tension coefficient acting at 
the interface between liquid and air. κ is the radius of curvature, δs is the Dirac delta 
function, and n̂ is the outward normal vector to the liquid–air interface. The present 
study uses the VOF technique to track the interface between the swirling liquid and 
surrounding air. The volume fraction is represented by α in the volume fraction field 
transport equation as shown in Eq. 6. 

∂α 
∂t 

+ ∇  ·  (uα) = 0. (6) 

The surface force has been modeled using the continuum surface force (CSF) 
approach. The volume fraction field α is 1 when occupied by liquid and 0 when 
occupied by gas. Therefore, a modified form of density and viscosity is incorporated 
in the momentum conservation equation, which is given by Eq. 7 as shown below: 

ρ(α) = ρlα + ρg(1 − α) 
μ(α) = μlα + μg(1 − α). (7) 

The subscripts ‘l’ and ‘g’ represent the liquid and gas phases, respectively. The 
numerical approximation applied for each term in the governing differential equa-
tion is second-order accurate in space and time. Octree discretization is employed 
to discretize spatially. The velocity advection terms have been discretized using the 
Bell–Colella–Glaz second-order unsplit upwind scheme, which is stable for CFL < 
1. The surface tension term is computed using the combination of height function 
curvature estimation and balanced-force surface tension discretization. Also, adap-
tive mesh refinement (AMR) technique is applied to dynamically refine the mesh to 
capture the more delicate flow features at desired locations such as interface between 
liquid and air. AMR introduces finer meshes based on the vorticity threshold at the 
interface. The simulations have been carried out for the lower range of Reynolds 
numbers of Re = 50 and Re = 100 for five different swirl numbers.
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Fig. 2 Variation of 
Undisturbed Contracted 
Length lc with Swirl 
Parameter χ 

2.2 Validation 

The code has been validated against the work of Kubitschek et al. [16]. The authors 
investigated the different helical modes which appear at the interface of a viscous 
rotating liquid jet. We have reproduced one of the results in Fig. 2 which shows 
the variation of undisturbed contracted length with varying Swirl number at a 
Reynolds number of Re = 68. The simulation results are in good agreement with the 
experimental results and falls under the error bar of experimental data. 

3 Results and Discussion 

3.1 Entrainment of Air 

To explore the entrainment characteristics, we have focused on determining the mass 
flow rate perpendicular to the jet axis. Numerous measurements have been performed 
to estimate axial velocity profiles in previous literature under the assumption of self-
similar velocity profiles and 2D flow fields. Therefore, we have performed three-
dimensional numerical simulations to eliminate these two assumptions in calculating 
mass flow rate. Especially in the developing region of the flow, the assumption 
of self-similar velocity profiles leads to overprediction of mass flow rate at any 
streamwise location. Moreover, there is always uncertainty associated with defining 
the boundary in the spanwise or radial direction up to which the mass flow rate 
needs to be calculated. For example, Hassan et al. [13] defined the outer boundary at 
the location where the velocity drops to 5% of the centerline velocity. Furthermore, 
to accurately capture the interface, we employed the volume of fluid method with 
adaptive mesh refinement. 

Thus, it was possible to calculate the mass flow rate of liquid and gas phases 
separately, corresponding to the volume fraction field of α = 1 and α = 0, respectively. 
In our study, the density difference between the injected liquid and the ambient fluid
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is significant, O ~ 800, and therefore, a filtered interface is considered instead of a 
purely diffused interface. Therefore, at any streamwise location, the total mass flow 
rate is the sum of the individual mass flow rate of the injected liquid and ambient 
fluid. The mass entrained between axial stations x measured from the nozzle exit and 
x0, which is the location of the entrance of the jet, is given by Eq. 8: 

ṁent = ṁx − ṁ0 

ṁent = 
¨ 

S 

ρu(x, y, z)dA− 
¨ 

S 

ρu(x0, y, z)dA, (8) 

where y1 and y2 are the locations of boundaries in the spanwise direction. In the 
previous literature, entrainment of the ambient phase has been expressed using 
different terminologies, namely entrainment ratio, entrainment fraction, and entrain-
ment rate interchangeably. Hereafter in, we shall use the term mass entrainment 
fraction ψ, which is the ratio of mass entrained at any cross-section normalized by 
the mass injected at the inlet m0 defined as: 

ψ = 
ṁx − ṁ0 

ṁ0 
. (9) 

It can be inferred from Fig. 3a and b that the mass entrainment fraction ψ does 
not increase monotonically for both the Reynolds number Re = 50 and Re = 100 
at five different swirl numbers. At low swirl numbers of S = 0.5, the entrainment 
fraction is nearly 0.1 for a streamwise location of x = 8 D, indicating that nearly 
10% of the air is entrained. This can be explained with the help of the development 
and movement of toroidal recirculation zones in the ambient air with evolving time. 
For S = 0.5, the size of the recirculation zone is smaller than that of the recirculation 
zones observed for a higher swirl number of S = 1.55. At higher swirl numbers 
of S = 1.55, the entrainment fraction becomes of the order of 1, indicating that it 
has entrained mass equal to the initial mass injected nearly at a streamwise location 
of 5 D. Noticeably, the entrainment fraction for the Reynolds number of Re = 50 
and Re = 100 consistently increases for swirl numbers of S = 1.1, S = 1.3 and S 
= 1.55 up to a streamwise location of nearly four jet diameters as the size and the 
strength of the recirculation zones grows with higher swirl numbers. Moreover, the 
accumulation of ambient air on the liquid–air interface can be observed through the 
instantaneous velocity vector field from animation 1, where the red and blue-colored 
velocity vectors represent the swirling liquid and ambient air, respectively (Fig. 4). 
Also, it can be inferred that, because of the development of the recirculation zones, 
the ambient air is subjected to a toroidal recirculation which tries to shear the liquid– 
air interface and get entrained inside the liquid vortex core. The isosurface of the 
concentrated x-vorticity layer can be observed in Fig. 5. It is to be noted that we have 
removed half of the portion of the isosurface to visualize the shear layers explicitly.
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Fig. 3 Mass entrainment fraction for different swirl numbers a at Re = 50 and b at Re = 100 

Fig. 4 Three-dimensional toroidal recirculation zones in the ambient fluid for Re = 50 and S = 
0.5 

Fig. 5 Shear layers 
represented by the 
iso-surfaces of x-vorticity
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3.2 Calculation of Entrainment Coefficient 

A few approaches were made in the previous studies to calculate the entrainment coef-
ficient Ce. Here, we shall use the empirical relation derived by Ricou and Spalding 
based on their experiments [7]. It is to be noted that these empirical relations are 
the outcome of the dimensional analysis performed for entrainment in free turbulent 
jets. Although the experiments were initially performed for turbulent gaseous jets 
having constant entrainment coefficients, a more general form of the same empirical 
law can be used for studies involving two-phase jets. For example, Post et al. [10] 
used a more general form of the empirical expression initially derived by Ricou and 
Spalding to find the entrainment coefficient in the case of the gas jet and sprays, 
which is given by the equation below: 

m 

m0 
= Ce 

x 

d0

(
ρa 

ρi

) 1 
2 

, 

where Ce is the entrainment coefficient, ρ i is the density of the injected fluid, and 
ρa is the density of the ambient fluid. This expression has a limitation that it can 
only be applied for flow having a constant entrainment coefficient. Therefore, it was 
necessary to arrive at an expression valid for varying entrainment coefficients. 

Moreover, it can also be used for flows involving liquid and two-phase jets. The 
modified form of the expression applicable at any local streamwise location x is: 

Ce(x) = 
d ṁent 

dx 

d0 
m0

(
ρi 

ρa

) 1 
2 

. (10) 

Equation 10 has also been used for calculation of the entrainment coefficients in 
atomized liquid jets including some of the notable works as [17–19]. The entrainment 
coefficients based on this empirical law have been shown in Fig. 6 for Reynolds 
number of Re = 50 and Re = 100. We have observed that the entrainment coefficients 
do not follow a particular trend. In contrast, the entrainment coefficients lie in the 
range of 0–0.15, which is smaller than the entrainment coefficients predicted for free 
axisymmetric turbulent jets, which lie in the range of 0 < Ce < 0.32.

3.3 Comparison of Entrainment Characteristics 
with Previous Literature 

• Comparison with Turbulent Swirling Jets 

Figure 7a shows the comparison of mass entrainment fraction ψ for two different 
swirl numbers of 1.1 and 1.3 with some of the notable work in the field of swirling 
liquid jets. We have chosen these two swirl numbers based on the entrainment studies
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Fig. 6 Local entrainment coefficients Ce with five different swirl numbers for a Re = 50 and b Re 
= 100

available in the previous literature. Park and Shin [20] explored the entrainment 
characteristics of free swirling jets through schlieren flow visualization. The authors 
concluded that the entrainment fraction increases with the swirl intensities along 
the streamwise direction. Moreover, Cozzi et al. [21] explored the impact of swirl 
strength on the air entrainment characteristics using a model burner to explore the 
mixing process at Reynolds number of Re= 21,800. Since most practical applications 
involving higher entrainment and mixing, such as combustion chambers, operate at 
Re ~ 20,000, entrainment and mixing characteristics have been studied for a higher 
range of Reynolds numbers. It may seem improper to compare the entrainment 
characteristics of swirling liquid jets having a significant difference in their Reynolds 
number; however, entrainment studies at moderate Reynolds numbers with higher 
swirl intensities are limited. Despite a significant difference in the Reynolds numbers, 
the provision of swirl at a moderate Reynolds number can enhance entrainment 
characteristics. It can be inferred from Fig. 7a that, up to a distance of five times the 
nozzle diameter, the rate of entrainment is much lower of the order of one-fourth of 
the entrainment coefficient obtained by Park and Shin [20, 21] for a similar range of 
swirl numbers S = 1.1 and S = 1.3. However, for higher swirl strength of S = 1.55, 
even for Re = 50, the entrainment rate becomes comparable with the works by Park 
and Shin at a distance of nearly 10 nozzle diameters.

• Comparison with Non-Swirling Free Turbulent Jets and Plunging Jets 

As per the previous studies performed, entrainment and mixing phenomena in 
non-swirling free turbulent jets and plunging jets have been widely investigated 
where the entrainment characteristics have been expressed in terms of entrainment 
coefficient Ce. An exhaustive comparison of the previous literature with present work 
has been shown in Fig. 7b. 

One of the pioneering works in the field of axisymmetric gas jets was performed 
by Recou and Spalding, and the authors suggested that an entrainment coefficient was
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Fig. 7 Comparison of entrainment with previous works: (a) Entrainment fraction (ψ) obtained for 
turbulent swirling jets, (b) entrainment coefficient, (Ce) for non-swirling free turbulent jets

0.32 in the far-field region from the nozzle where the flow was fully developed. Later, 
Hill [8] explored the entrainment coefficient in the initial region of the axisymmetric 
turbulent air jet and suggested entrainment coefficients that varied from 0.1 to 0.3 
in the developing region and became 0.32 in the fully developed region. Recently, 
Hassan et al. [13] experimented on a water jet plunging into a quiescent pool of 
liquid with a free surface. The authors claimed that the entrainment coefficient varied 
from 0.2 to 0.72 for Reynolds numbers ranging from 5004 to 10,628. Furthermore, 
entrainment coefficients in some of the other significant works have been shown in 
Fig. 7. It can be concluded that the entrainment coefficient for Re = 50 and Re = 
100 lies in the range of 0–0.15, which is smaller than the entrainment coefficient 
generally observed for free turbulent axisymmetric jets and plunging jets. 

4 Conclusion 

We have explored the entrainment characteristics and development of recirculation 
zones in a swirling liquid jet using high-fidelity 3D numerical simulations coupled 
with the VOF technique. The study includes two dimensionless parameters, namely 
swirl number which varies from S = 0.5 to S = 1.55 and Reynolds number of Re = 
50 and Re = 100. A systematic study is done through simulations to see the impact 
of increasing swirl number on the mass of air entrained inside the liquid vortex core. 
For all ranges of control parameters, we have observed the existence of recirculation 
zones as one of the prominent features. The recirculation has been traced through 
streamlines, which attain the shape of a toroid with evolving time. Furthermore, 
the entrainment fraction consistently increases up to a distance of nearly 5D for 
all the five swirl numbers for both the Reynolds number of Re = 50 and Re = 
100. At the liquid–air interface, the shearing effect of the recirculation enhances the
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entrainment of air inside the bulk liquid core. The entrainment coefficient Ce varied 
from 0 to 0.15 for the considered range of Reynolds number and swirl number. Also, 
the entrainment coefficients predicted in the present work are much smaller than the 
previous coefficients observed for free axisymmetric turbulent jets and plunging jets. 

Further research work can be carried out to explore the entrainment character-
istics of turbulent swirling jets at high Reynolds numbers. Also, research work 
is indeed requested from the scientific community to understand the entrainment 
characteristics, specifically in reacting flows in diesel combustion chambers. 
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Nomenclature 

A Volume fraction field 
Ce Entrainment coefficient 
CFL Courant–Friedrichs–Lewy criteria 
D Initial diameter of the jet 
G Acceleration due to gravity 
κ Curvature of the interface 
m0 Mass flow rate at the inlet 
mx Mass flow rate at any axial location ‘x’ 
Re Reynolds number 
ρ l Density of liquid 
ρg Density of gas 
S Swirl number 
Ψ Entrainment fraction 
μl Dynamic viscosity of liquid 
μg Dynamic viscosity of gas 
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Effect of Damping on Bifurcation 
and Synchronization Behavior 
of an Aeroelastic System Under Dynamic 
Stall 

Sourabh Kumar, Dheeraj Tripathi, Ankit Gupta, and J. Venkatramani 

1 Introduction 

Fluid force interaction on an elastic structure causes various phenomena such as 
flutter, divergence, and limit cycle oscillations. When nonlinearity enters the system 
due to substantial deformation, flow separation, friction, etc., elastic structures are 
known to display unexpected dynamic behavior and the linear theory fails to predict 
these behaviors. Such behaviors may give rise to aeroelastic instability like stall 
flutter due to the nonlinearity in the aerodynamic forces and lead to large amplitude 
limit cycle oscillations (LCOs) [1]. 

One of the interesting and important aspects of the stability theory of aeroelastic 
systems is structural damping. Several studies show the effect of structural damping 
on flutter boundaries of the aeroelastic systems [2–4]. Structural systems exhibit 
a hardening hysteresis behavior under cyclic loading, and this behavior provides a 
major contribution to the overall damping within the structure [2]. Lee et al. [2] 
show that a reasonably large amount of structural damping can eliminate the chaotic 
motion of the airfoil under Freeplay and preload conditions. Most of these studies 
consider the linear theory for calculating the aerodynamic loads on the structure 
except for a few [5]. However, the role of damping on complex nonlinear regimes 
dominated by vortex shedding and flow separation, and it is in-depth physical expla-
nation is missing in the existing literature. Since damping has the potential to alter 
stability characteristics and even the phase values of the responses, shifting attention 
to the response dynamics via synchronization was undertaken recently. Indeed, Raaj 
et al. [6] and Vishal et al. [7] numerically investigated the responses of aeroelastic 
system experiencing classical flutter and stall flutter, respectively. They showed that 
frequency coalescence occurs in a nonlinear aeroelastic system through a frequency
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locking mechanism if the nonlinearity is structural and through a suppression of 
natural dynamics mechanism if the nonlinearity is aerodynamic. Additionally, they 
demonstrate various synchronization routes and PLVs as the indicator of classical 
and stall flutter oscillations in aeroelastic systems. An experimental study by Tripathi 
et al. [8] demonstrated various synchronization dynamics namely phase trapping, 
phase slips, phase flip, etc. for an airfoil exhibiting stall flutter. However, it is worth 
mentioning that none of the above studies considers the effect of damping on the 
synchronization of pitch and plunge modes. It is thus important to understand the 
role of synchronization under dynamic stall conditions upon the inclusion of the 
damping effects in the aeroelastic system, which is the focus of the present study. 
The present study focuses on numerically investigating the stall-induced responses 
of a pitch-plunge aeroelastic system with different structural damping values. The 
aerodynamic loads on the aeroelastic system are determined using the LB model. The 
aeroelastic responses of the system are monitored with flow speed as the bifurcation 
parameter. Subsequently, the synchronization theory is used to explore the coupled 
interaction between the pitch and plunge modes at various dynamical regimes. The 
fundamental synchronization features are described through a quantitative measure 
called phase-locking value (PLV), which is derived from the instantaneous phases 
of the pitch and plunge modes. 

The rest of the paper is structured as follows. The mathematical representation 
of the aeroelastic system and the accompanying aerodynamic forces is presented in 
Sect. 2. Section 3 presents the bifurcation behavior, synchronization characteristics, 
and the corresponding discussions. In Sect. 4, the key findings of this investigation 
are summarized. 

2 Methodology 

For the present study, a 2DoF (degree of freedom) aeroelastic system is taken into 
consideration that exhibits pitch (α) and plunge (ξ ) motion through torsional and 
translational springs, respectively. The aeroelastic equations of motion are [2]: 

ξ
'' + xαα

'' + 
2ζξ ω 
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ξ ' +
( ω 
U

)2 
ξ = 

−1 

πμ  
CL (τ ) (1) 

xα 

r2 α 
ξ

'' + α'' + 
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U 
α' +  

1 

U 2 
α = 2 

πμr2 α 
CM (τ ) (2) 

Here, ξ is the non-dimensional plunge displacement. The center of mass location is at 
a distance xαb along the chord from the elastic axis, where b is the semi-chord length. 
The other parameters are the ratio of natural frequencies in plunge and pitch (ω), 
the non-dimensional airspeed (U), airfoil to air mass ratio (μ), and the airfoil radius 
of gyration rα , respectively. The coefficients of lift and the pitching moment about 
the quarter chord of an airfoil are denoted by the symbols CL and CM, respectively.
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These are modeled as unsteady aerodynamic loads and are obtained from the LB 
model formulation [9]. 

The aerodynamic loads in the LB model formulation consist of three components, 
(i) unsteady attached flow component, (ii) trailing edge separation component, and 
(iii) vortex shedding component. The aerodynamic loads are obtained individually in 
each module representing different phases of fluid–structure interaction, and subse-
quently, the total air loads are calculated by the sum of these components. In order 
to obtain the aeroelastic responses, the LB model is taken in its state space form 
(akin to [10]), which has 12 aerodynamic states. The first eight states are used to 
model the unsteady attached flow module, and the rest four are for flow separation 
(trailing edge separation and vortex shedding modules). These states are combined 
with four structural states representing pitch–plunge displacements and their deriva-
tives. Finally, the state vector x = [x1, x2,…, x16]T is obtained by solving the set of 
first-order ordinary differential equations x ' = f (x, α̂, q), where α̂ and q represent 
the effective angle of incidence and the effective pitch rate, respectively. More details 
of the LB model can be found in the earlier studies by our co-workers [7, 10]. 

The synchronization analysis between the pitch and plunge modes is carried out 
via an analytical signal approach in which, the analytic signal, ζ (t) = x(t) + ixH 
(t) = A(t)eiφ(t), is a complex quantity. Here, x(t) is the original signal, and xH (t) 
is its corresponding Hilbert transform (HT). The terms, φ(t) and A(t), represent the 
instantaneous phase and the instantaneous amplitude, respectively. A quantitative 
value called PLV is obtained from the phase difference (φ) of the plunge and pitch 
modes. A PLV value nearby 1 represents a perfect synchronization while that close 
to zero represents perfectly asynchronous behavior. A detailed description of the 
synchronization theory can be found in our previous studies [6–8]. 

3 Results and Discussion 

The state space formulation is solved using the Runge–Kutta algorithm. The struc-
tural parameters for the study are same as [11] except the ζ ξ and ζ α values and are 
given in Table 1. 

The pitch and plunge responses are obtained, by systematically increasing U 
from 5 to 7. For different pitch and plunge damping values, the bifurcation behavior 
and corresponding dynamical regimes are first demonstrated. Next, synchronization 
measures such as PLV and relative phases between the pitch and plunge modes are 
used to identify synchrony at various damping values.

Table 1 Structural parameters for the present study

ϖ µ rα xα b 

0.2 100 0.5 0.25 0.305 
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3.1 Effect of Damping on Bifurcation 

In this section, we will discuss the impact of various ζ ξ and ζ α values on the bifurca-
tion behavior and flutter boundary of the nonlinear aeroelastic system under consid-
eration. First, we analyze the zero damping (ζ ξ = 0, ζ α = 0) case (Fig. 1a) and 
compare the results from the existing literature [7], followed by a detailed analysis 
of the dynamic responses that are altered as a result of damping. In the case of zero 
damping, flutter speed (Ucr) is 5.7 as shown in Fig. 1a. Additionally, it can be seen 
from the time history of pitch and plunge motion in Fig. 2a–d that LCOs begin at U 
= 5.7 (Fig. 2a) and transform into aperiodic responses at U = 5.9. The x9 (normal 
load) versus x10 (flow separation) phase plots shown in Fig. 3a–d sequentially show 
that the commencement of aperiodicity coincides with the first instance of a deep 
dynamic stall event. Note that, the stall flutter phenomena is defined by the discon-
tinuous boundaries that are present in the LB model, for instance, when x9 exceeds 
a critical value (stall onset) and x10 = 0.7 (separated flow). More information about 
these limits is found in our previous study [10]. As can be seen in Fig. 3a, the flow 
is only partially detached at U = 5.8 because the x9 and x10 values on one side cross 
the discontinuity limits. The dynamics is fluctuating between deep and light dynamic 
stall events (see Fig. 3b and c). At U = 6.6, the dynamics completely enter a deep 
stall regime (see Fig. 3d), and the response of the system begins to become periodic, 
marking the beginnings of stall flutter LCOs (see Fig. 2d). These results are similar 
to that reported in [7] and serve as the benchmark for further analysis. 

Next, the effect of plunge damping on the nonlinear aeroelastic system’s bifur-
cation behavior and flutter boundary is investigated. Since the ζ ξ value is increased 
from 0 to 0.2, the (Ucr) remains constant (see Fig. 1c and f). In this situation, deep 
stall flutter LCOs occur earlier when U approaches 6.2 (see Fig. 2d), but the onset 
of LCOs and their transition into aperiodic responses are basically the same as in

Fig. 1 Bifurcation diagrams with different values of ζ ξ and ζ α
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Fig. 2 Overlapped pitch and plunge dynamic responses for: a–d ζ ξ = 0, ζ α = 0; e–h ζ ξ = 0.2, 
ζ α = 0; i–l ζ ξ = 0, ζ α = 0.2; and m–p ζ ξ = 0.2, ζ α = 0.2 

Fig. 3 x9 versus x10 phase plots for: a–d ζ ξ = 0, ζ α = 0; e–h ζ ξ = 0.2, ζ α = 0; i–l ζ ξ = 0, ζ α = 
0.2; and m–p ζ ξ = 0.2, ζ α = 0.2

the zero damping case. According to the accompanying x9 and x10 phase plots, the 
dynamics reach a deep stall zone (see Fig. 3h). The overall result of increasing plunge 
damping value is a narrowing of the aperiodic regime and an earlier occurrence of 
the deep stall flutter event. 

Now, we analyzed the effects of ζ α on the responses of a nonlinear aeroelastic 
system. It is important to note that, in contrast to the system with zero damping, the 
bifurcation point has moved to a higher (Ucr) = 5.8 as we increase the value of ζ α 
= 0–0.2 (see Fig. 1b and e). Their corresponding time histories of pitch and plunge 
motion are shown in Fig. 2i–l. Additionally, it is seen that the deep stall event is 
delayed to U = 6.8 as opposed to U = 6.6 in the case of a system with zero damping 
(see to Fig. 3i–l).
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In the final case, we increase both ζ ξ and ζ α values to 0-0.2, which caused the 
(Ucr) to postpone from 5.7 to 6.1 (see Fig. 1g). Similar to what we observed in the 
prior scenario, the commencement of the deep stall event is seen to be delayed until 
U = 6.8 (see Fig.  3m–p). 

The results thus far clearly demonstrate that the presence of structural damping in 
the system affects the system’s response behavior and the speed at which stall flutter 
first appears. The change in dynamic responses, flow separation, and vortex shedding 
regimes leads the authors to further examine the underlying physical mechanism of 
such transitions. In the next section, we will discuss the same from a synchronization 
framework. 

3.2 Synchronization Study 

This section presents the effect of plunge and pitch damping on the synchronization 
characteristics of the two modes. To that end, the plot of the PLV with different values 
of damping under dynamic stall conditions is shown in Figs. 4, 5, and 6. Addition-
ally, the Δφ time variation is also shown in Fig. 7 to visualize the synchronization 
dynamics qualitatively, albeit selected cases are shown for the sake of brevity. 

In the case of zero damping (ζ ξ = 0, ζ α = 0), PLV is 0.99 at U = 5.8 (Fig. 4). Note 
that, while we show the PLV variation from U = 5.8–7, the PLV is close to 1 at U = 
5.7 as well. The phase difference is oscillating but bounded representing synchrony 
between pitch and plunge modes (see Fig. 7a). Upon increasing the speed, PLV

Fig. 4 Variation of the PLV 
with flow speed for ζ ξ = 
0–0.2 and ζ α = 0 
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Fig. 5 Variation of the PLV 
with flow speed for ζ ξ = 0 
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Fig. 6 Variation of the PLV 
with flow speed for ζ ξ = 
0–0.2 and ζ α = 0–0.2

1 

0.5 

0 
5.8 6 6.2 6.4 6.6 6.8 7 

-7

-5

-400
-200

-50.1

-49.6

-120

-20 

2000 7000
-100 

0 

2000 7000
-400 

0 

2000 7000
-6

-5.5

-22

-15

-6

-5.6

-600 

0

-7

-5

-7

-5

-1 

2

-5.82

-5.77 

0.4 

0.5 

2000 7000
-8

-4 

Fig. 7 Relative phase time histories for: a–d ζ ξ = 0, ζ α = 0; e–h ζ ξ = 0.2, ζ α = 0; i–l ζ ξ = 0, 
ζ α = 0.2; and m–p ζ ξ = 0.2, ζ α = 0.2

gradually decreases and attains a minimum value of 0.19 at U = 6.5. This represents 
the loss of synchronization, which is also reflected in theΔφ time histories in the form 
of phase slips in Fig. 7b and phase drifting in Fig. 7c. This type of synchronization 
between the two modes gives rise to an aperiodic regime (see Figs. 1 and 2b, c). This 
is attributed to the fact that the aerodynamics is switching between deep and light 
stall events (see Figs. 3b and c) [11]. At U = 6.6, the PLV value again attains a value 
close to 1, indicating strong synchronization. The corresponding Δφ is bounded and 
oscillates between a narrow range (see Fig. 7d). Interestingly, U = 6.6 is the onset of 
stall flutter LCOs (see Figs. 1 and 2d), where the dynamics enters in to a deep stall 
(see Figs. 3d). Upon further increase in flow speed, the PLV approximately remains 
constant and close to 1 indicating that synchrony persists. 

Next, synchronization characteristics are observed in the presence of different 
damping values in pitch and plunge. When ζ ξ is raised to 0.1 (keeping ζ α = 0), PLV 
variation with flow speed is changed as compared to the undamped case as shown in 
Fig. 4. At  U = 5.8, the PLV is close to 1 and decreases with flow speed up to U = 
6.3. The minimum PLV of 0.25 is obtained at U = 6.3, which explains the narrower 
aperiodic regime (than that of the undamped case) as shown in Fig. 1c. At U > 6.3,  
PLV is close to 1 representing perfect synchronization (corresponding to stall flutter 
LCOs shown in Fig. 1c). This attributed to the earlier onset of stall flutter LCOs 
in the presence of plunge damping. When the ζ ξ value is increased to 0.2 (again 
keeping ζ α = 0), it is observed that the asynchronous state is further narrowed (see
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Fig. 4). Here, the PLV is close to one at U = 5.8 and decreases up to 0.46 till U = 6.1 
and then attains a constant value close to 1 for U > 6.2. The corresponding relative 
phases variation in Fig. 7e–g also shows a very brief regime of asynchrony (via phase 
drifting). The perfect synchronization at U = 6.2 leads to the earlier onset of stall 
flutter for ζ ξ = 0.2 case (see Fig. 1f). Thus, plunge damping majorly impacts the 
aperiodic regime, and as the plunge damping increases, this regime becomes shorter. 
Due to this shortening in the aperiodic regime, we observe perfect synchronization 
leading to stall flutter at lower air speeds. 

Next, ζ α is increased to 0.1 (with ζ ξ = 0). In this case, PLV is close to one at U 
= 5.8 and first decreases with flow speed up to U = 6.2 and then increases slightly 
at U = 6.3 and then again decreases up to U = 6.6. Thus, the minimum PLV of 0.35 
is attained at U = 6.6. At U > 6.7, the PLVs are constantly close to 1. Note that, 
the corresponding aeroelastic response at U—6.7 exhibits stall flutter LCOs (see 
Fig. 1b). This indicates that stall flutter is postponed compared to the situation of 
zero damping. Further, ζ α is increased to 0.2 (with ζ ξ = 0) (see Fig. 5). In this case, 
we observe much higher PLV values as compared to earlier cases which indicates 
that the pitch damping strongly enhances synchronization. The minimum PLV of 
0.74 is obtained at U = 6.6. The same behavior can also be seen in the Δφ time 
histories in Fig. 7i–l. Here in all the cases, the phase difference is bounded, and only 
the range of the bounded fluctuation increases or decreases as the PLV decreases 
or increases, respectively. In brief, the PLV increases with the pitch damping at any 
particular flow speed. Additionally, an increment in pitch damping delays the onset 
of stall flutter. 

After analyzing the individual effects of pitch and plunge damping, the inves-
tigation is carried forward to the cases where both plunge and pitch damping are 
considered. For ζ ξ = ζ α = 0.1, we see that PLV remains almost close to 1 up to 
U = 6 and then decreases to a minimum value of 0.24 at U = 6.7 (see Fig. 6). For 
U > 6.7, the PLV again attains a value close to 1. Further increasing both ζ ξ and 
ζ α to 0.2, we observe that the perfect synchronization continues to exist up to U = 
6.4 (see Fig.  7m). After this, we observe a brief regime of asynchrony via phase slip 
(Fig. 7n) and phase drift (Fig. 7o). At U = 6.8, the perfect synchronization is observed 
again (Fig. 7p). Overall, the combined effect of ζ ξ and ζ α leads to the postponement 
of both the asynchronous regime (corresponding to the aperiodic regime in aeroe-
lastic response) as well as the subsequent synchronized regime (corresponding to 
stall flutter). Additionally, the PLV increases with an increase in combined damping 
values. 

4 Conclusions 

In the paper, a detailed analysis of the effect of structural damping on aeroelastic 
responses has been presented. This study is the first of its type to examine the impact of 
damping on the pitch–plunge aeroelastic system by understanding its synchronization 
characteristics. The salient findings of this study are summarized below:
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• Both pitch and plunge damping significantly affect the flutter boundaries. An 
increase in plunge damping leads to a shorter aperiodic regime while an increase 
in pitch damping leads to delayed onset of stall flutter. 

• At any particular speed, the PLVs are observed to be higher as the damping is 
increased (in pitch or plunge or both). 

• In general, the onset of LCO is marked by a synchronization state (PLV close to 1) 
which transitions to an aperiodic regime marked by an asynchronous state (PLV 
gradually decreasing) and subsequently stall flutter via a synchronized state. 

The authors believe that a deeper investigation is necessary to fully understand the 
effect of damping on aeroelastic systems with coupled structural and aerodynamic 
nonlinearities, which is a fascinating problem to be addressed in the future. 
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Wave-Structure Interaction Dynamics 
of a Point Absorber Wave Energy 
Converter 

Suman Kumar, Navneet Kumar, and Abdus Samad 

1 Introduction 

Renewable energy sources can be used to reduce CO2 emissions [1] and can assist 
countries with low fossil fuel reserves. Especially India, which imports about one-
fourth of the oil and gas required in the country. Only exploring and exploiting such 
energy can help in sustainable development. 

One such energy source is the ocean. Ocean water can give tidal, wave, and thermal 
energy. India’s 7500 km long coastline has an average wave energy harness potential 
of about 5 to 10 kW/m, and the total potential is about 40 GW [2]. However, the 
technology has not matured yet [3]. Among several concepts of such energy, a point 
absorber (PA)-based wave energy converter (WEC) can be an option where water 
depth is more than a few meters. 

A PA has a doughnut-shaped buoy and a vertical cylindrical shaped spar. The 
spar can be fixed on the seabed or floating. Waves give heaving motion to the buoy, 
while the spar passing through the buoy is almost motionless. Hence, they get relative 
motion. Instead of fixing it to the seabed, the bottom end of the spar is attached to 
a heave plate. The plate resists spar movement with waves. The spar can be 10 to 
20 m long, and the buoy diameter can be 1/6th of the wavelength. The energy to be 
harvested depends upon the wave height and the wavelength. It is a challenging job 
to tune the system as per the wave frequency as there is a seasonal variation, etc., in 
the wave frequency. 

A simple and compact design of a WEC makes it better for fabrication and instal-
lation [4]. An axisymmetric design allows it to capture energy in all directions and
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Fig. 1 PA wave energy 
converter 

Float 

Spar 

Mooring 

is suitable for short wave periods and low amplitudes [5]. There are single-body and 
two-body PAs. A two-body point absorber can be installed at any water depth with 
a suitable mooring configuration. 

A two-body PA developed at IIT Madras is shown in Fig. 1. Factors, such as 
float geometry, power take-off (PTO) mechanism, mooring dynamics, etc., affect the 
device’s performance and power output. The system absorbs power better when its 
natural frequency coincides with the wave frequency [6]. 

The device disturbs incoming waves and alters the wave field [7]. Therefore, 
an analysis with wave-structure interaction (WSI) becomes inevitable to know the 
system behavior in the water. The WSI analysis can evaluate system response 
parameters such as mooring dynamics, natural frequency, and power output [6]. 

In 1885, Leavitt [8] patented a PA which has a heaving buoy, a rack, and pinion 
gear to compress air using wave energy. Later, ample work [9–11] was reported. 
Table 1 presents the recent studies on PA hydrodynamics [12–20]. Except for one 
article [19], none has included system load in their work.

Kamarlouei et al. [12] analyzed the hydrodynamic performance of a PA attached 
to a spring mechanism. Sun and Zhang [13] studied the control and optimum tuning 
of an integrated offshore wave-wind hybrid PA system. Furthermore, parametric 
optimization was performed on system modal frequencies. Likewise, several numer-
ical and experimental works on dynamics, control, optimization, and fluid–structure 
interaction were carried out [14–20]. Literature shows that the WSI needs to be 
studied to understand the device’s response. Studying the wave-structure interaction 
dynamics of the suggested float shape is the goal of the current effort. 

In the present work, to study the wave-structure interaction dynamics and asso-
ciated hydrodynamic coefficients the BEM tool was used. These coefficients can be 
used to calculate the system responses. It is presented the static design load on the 
structure, which can be used for structural stress analysis.
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Table 1 Summary of recent research on PA WECs 

Author/s Hydrodynamics Design load Applications 

Kamarlouei et al.  [12] ✓ × Hybrid device, performance 

Sun and Zhang [13] ✓ × Control, hybrid devices, 
performance 

Bonovas et al. [14] ✓ × Array effects, performance 

Shami et al. [15] ✓ × Nonlinear hydrodynamics, 
performance 

Sheng et al. [16] ✓ × Hydrodynamics, performance 

Avalos and Estefen [17] ✓ × Latching control, 
hydrodynamics, viscous drag 

Haider et al. [18] ✓ × Control, hydrodynamics, 
power take-off 

Rij et al. [19] ✓ ✓ Hydrodynamics, structural 
loads 

Martin et al. [20] ✓ × Performance, power take-off, 
structural

2 Materials and Methods 

The linear potential theory modeled the fluid-body interaction to understand the 
system’s hydrodynamics. The potential theory implies that fluid is inviscid, irrota-
tional, and incompressible. Figure 2 shows the physical model in the infinite fluid 
domain of water depth h. The proposed geometry has maximum diameter D and 
static draft d. 

Assuming potential flow theory, a velocity potential is introduced in the flow field, 
which is defined as: 

ϕ(x, y, z, t ) = Re
[
(ϕ1 + ϕd + ui ϕri)e

−iωt
]

(1)

Fig. 2 Sketch of wave 
structure interaction with 
float 

D 

d 
h 

z 

O 
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where ϕ1 denotes the incident wave potential. Diffraction and unit radiation poten-
tial are ϕd and ϕri, respectively. ui stands for body velocity in heave. The different 
potentials follow the linear superposition principle. The governing equation of flow 
physics and associated parameters are presented below. 

The radiation and diffraction potentials meet the following boundary conditions 
according to the linear potential theory [21]: 

∇2 ϕ(d,r) = 0, (x, y, z) ∈ Ω (2) 

∂ϕ(d,r) 

∂z 
− 

ω2 

g 
ϕ(d,r) = 0, z = 0 (3)  

∂ϕ(d,r) 

∂z 
= 0, z = −h (4) 

ϕ(d,r) = O
(

1√
R 
eik0 R

)
, R =

√
x2 + y2 → ∞ (5) 

where Ω denotes the infinite fluid field, g is the acceleration due to gravity, and ω, 
k0 stands for incident wave frequency and wave number, respectively. 

The boundary integral equation produced ϕd and ϕr and derived from Green’s 
function as shown below. 

α(p)ϕ( p) = 
¨ 

s 

[G( p, q)ϕn(q) − ϕ(q)Gn(p, q)]ds (6) 

where G(p, q) is the free surface Green’s function concerning field point p(x, y, z) 
and a source point q. Figure 3 shows the buoy geometry selected for numerical 
analysis. 

Fig. 3 Geometry used for 
BEM analysis

0.75 m 
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3 Results and Discussion 

3.1 Hydrodynamic Coefficients and Forces 

Figure 4 shows the different hydrodynamic coefficients such as scaled added mass, 
radiation damping coefficients, and response amplitude operator (RAO) obtained 
from BEM analysis. To know the system responses, it is essential to calculate 
frequency-dependent hydrodynamic coefficients, including various forces acting on 
the floating body. While the floating body is in motion, the fluid surrounding the body 
also moves due to inertia, known as an added mass force. The added mass generally 
affects geometry and body aspect ratio [22]. It is clear from Fig. 4a that at 1.2 rad/s, 
the added mass attains a minimum value, which further increases with an increase 
in wave frequency. This is due to the presence of a hole made for spar passage. 

Similarly, the radiation damping coefficient is an important index to evaluate 
radiation forces imposed on hydrodynamic bodies. Figure 4b depicts the variation 
of radiation damping coefficients with incident wave frequency. With the increase in

Fig. 4 Hydrodynamic coefficients and forces 
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Fig. 5 Structure pressure for 
0.1 Hz at wave amplitude 
0.25 m 

N/m2 

69.0 
66.7 
64.5 
62.3 
60.1 
57.8 
55.6 
53.4 
51.1 
48.9 

frequency, the damping coefficient increases; however, it decreases after a maximum 
value of 0.6 rad/s. Figure 4c shows the RAO plot, which describes the body response 
with incident wave amplitude. At zero frequency (no wave), the body has a unity 
RAO value. It increases with wave frequency, further attains a maximum value, and 
decreases to zero for wave frequency higher than 2 rad/s. Other than hydrostatic force, 
a net effect that arises due to buoyancy and gravity, two other hydrodynamic forces 
are Froude–Krylov and diffraction forces. They both together give the excitation 
force. Figure 4d shows these forces separately with wave frequency. The diffraction 
force is zero at zero frequency as there is no wave. As the body attains motion slowly 
with an increase in wave frequency, the diffraction force decreases after a particular 
frequency. It is also important to note that initially, Froude–Krylov’s force decreases 
with an increase in frequency; after a specific frequency, it is almost zero. 

The floating body subjected to wave action experiences hydrostatic and hydro-
dynamic surface pressure. The structure pressure was evaluated for different wave 
amplitude and frequencies. The pressure contour for one such condition is shown 
in Fig. 5. The structure experiences a maximum pressure of 69 Pa near the mean 
sea water level (MSWL) as this location takes the most load. Figure 6 shows the 
shear load variation on the body concerning the center position. It can be useful in 
structural stress analysis.

4 Conclusions 

The present study proposes and applies a framework for implementing BEM anal-
ysis. The hydrodynamic coefficients are investigated by solving boundary integral 
equations through the boundary element method to understand the fluid–structure 
interaction of a floating buoy with a conical base.

• The diffraction and Froude–Krylov force are calculated for a given frequency 
range. 

• The surface pressure on the proposed geometry is evaluated for given wave 
parameters.
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Fig. 6 Structure shear force 
for 0.1 Hz at wave amplitude 
0.25 m

• The static shear force is approximately 112 N at 0.24 m from the mean line. 
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Nomenclature 

Am Added mass (kg) 
Crad Radiation damping coefficient (N-s/m) 
D Float maximum diameter (m) 
d Static draft (m) 
FD Diffraction force (N) 
FR Froude–Krylov force (N) 
G Green function (–) 
g Acceleration due to gravity (m/s2) 
h Water depth (m) 
k0 Wave number (m−1) 
p Field point (–) 
q Source point (–) 
ui Body velocity in heave (m/s) 
ω Wave frequency (rad/s) 
ρ Sea water density (kg/m3)
Ω Infinite fluid field (–) 
ϕ Velocity potential (m2/s)
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ϕ1 Incident wave potential (m2/s) 
ϕd Diffraction velocity potential (m2/s) 
ϕri Unit radiation potential (–) 
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Temporal Interpolation of Flow Fields 
for Knocking Combustion Using CNN 

Bhavesh Shamnani, Ayush Jaiswal, Bhavna, Mahir Goel, Mayank Shukla, 
Neetu Tiwari, and Ajit Kumar Dubey 

1 Introduction 

More than one billion vehicles worldwide, and more than 60% are equipped with 
gasoline spark ignition (SI) engines. However, the biggest obstacle to further devel-
opment of highly efficient SI engines is their knocking tendency. Therefore, this 
phenomenon must be thoroughly understood to meet future energy requirements. 

Knocking, in an internal combustion engine [1], creates sharp sounds caused by 
premature combustion of part of the compressed air–fuel mixture in the cylinder. 
In a non-knocking engine cycle, the charge burns with the flame front progressing 
smoothly from the point of ignition across the combustion chamber. The pre-ignition 
phenomenon during the knocking cycle leads to high-amplitude waves that can cause 
erosion of the combustion chamber surface and rough, inefficient operation. 

Therefore, knock-in high-efficiency engines must be well understood to meet 
future fuel economy and emission regulations. 

Knocking is a complex multi-scale, multi-physics phenomenon which needs 
understanding of the kinetics of combustion, pressure wave effect as well as turbulent 
flow and heat transfer. Its inception occurs on very fast time scales. The engine is 
usually not very accessible to record time evolution of flow, temperature and species 
for a complete understanding. One alternative is numerical simulations. Over past 
two decades, 1D direct numerical simulations (DNS) which resolves pressure wave 
evolution with consideration of detailed chemical kinetics have been performed. 
Multidimensional DNS with detailed kinetics requires an enormous computing time 
and memory. The current study utilizes a multidimensional simulation data to test 
and develop AI models to aid knocking research.
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2 Literature Review and Objective 

Recently, a two-dimensional direct numerical simulation (DNS) of knocking 
phenomena for a laboratory experiment has been carried out [2]. It reproduces the 
results for the knocking time and flow field evolution accurately, considering the 
detailed chemical kinetics coupled with fluid dynamics. Conducting such laboratory-
scale 2D simulations poses huge computational costs for higher hydrocarbon fuels 
and requires larger computing facilities. 

Our current study utilizes the 2D-DNS results to test and develop CNN-based 
models to create image frames between two instants. This will help in improving the 
time resolution of the experimental flow field images taken during knocking combus-
tion. This analysis would also provide guidelines for low-fidelity simulations with 
reduced computational requirements and higher accuracy and offer the researcher a 
better representation of the fine details in the knocking phenomenon with less cost. 
Different frame interpolation models perform differently given the type of DNS data 
and frame rate. Hence, exploring all potential models is crucial before arriving at the 
results. This study also aims at developing a methodology to produce the best results 
given data of flow fields with time. 

3 Methodology 

Images were obtained from computed density gradient fields generated from 2D-
DNS results. 2D-DNS was performed with the latest reduced kinetics, which was 
realized by using in-house efficient solver, MACKS combined with compressible 
flow solver PeleC using AFINITY supercomputer at Tohoku University Japan. 2D-
DNS replicated the experiments conducted by a research group at Kyushu University, 
Japan, with a constant volume chamber (14 × 14 × 80 mm) using a stoichiometric 
n-C7H16/O2/Ar mixture where O2 and Ar mole fraction ratio of 21:79 at engine-like 
condition [3]. From the comparison of the pressure histories, it was found that the two-
dimensional simulation was able to reproduce the characteristic events such as the 
ignition and propagation of flame, cool flame ignition and the knock onset observed 
in the experiment [4]. From the comparison of the computational density gradient 
fields with experimental Schlieren images, the two-dimensional simulation was also 
able to reproduce the overall flame shape transitions observed in the experiment until 
the knock onset. 

For the image interpolation methods, we require the datasets which come from 
the simulated knocking phenomenon; the aim was to explore and employ various 
ML models for video frame interpolation with excellent results after the literature 
review; we came across several potential methods to achieve our objective. In this 
study, we converged on three such forms of video frame interpolation, namely Adap-
tive Separable Convolution (AdaSepConv), Real-time Intermediate Flow Estimation 
(RIFE) and Image Averaging Technique (IAT).
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3.1 Generating Dataset 

A 2D-DNS of stoichiometric n-C7H16/O2/Ar mixture at the engine-like condition 
with the latest reduced SIP isooctane kinetics was used for our study [1]. A simulated 
video provided in supplementary data files with this paper has been used to extract 
the individual frames and label them as the i.png, where i runs from the start to the 
last frame. The frames also need to be cropped down to the part depicting the flow 
of pressure waves so that our model does not learn unnecessary noises. 

3.2 Video Frame Interpolation via Adaptive Separable 

Convolution 

This method directly estimates a convolution kernel and uses it to convolve the 
two frames to interpolate the pixel colour. Generally, frame interpolation algorithms 
involve a two-step process of estimating the motion and pixel synthesis. 

This method provides a robust algorithm that combines these two processes’ 
convolution steps to interpolate two images [5]. 

For example, we can locate the associated pixels for the pixel (x, y) in the input 
images I1 and I2 and then interpolate the colour from these related pixels. In order to 
create a high-quality interpolation result, this step frequently also entails resampling 
pictures I1 and I2 to obtain the equivalent values I1(x1, y1) and I2(x2, y2)—especially 
when (x1, y1) and (x2, y2) are not integer positions, as shown in Fig. 1. This two-
step process may be compromised if the optical flow is unpredictable as a result of 
occlusion, motion blur or texture loss. 

In order to solve the problem, motion estimation and pixel synthesis must be 
combined into a single step. Pixel interpolation must then be defined as a local 
convolution over patches in the input pictures I1 and I2. As seen in Fig. 2 suitable 
kernel K can be convolved across input patches P1(x, y) and P2(x, y) that are also 
centred at (x, y) in the appropriate input images to determine the colour of the pixel (x, 
y) in the target image that has to be interpolated. For pixel creation, the convolutional

Fig. 1 Interpolation by motion estimation and pixel synthesis 
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Fig. 2 Interpolation by convolution 

kernel K captures both motion and resampling coefficients. There are a few benefits to 
representing pixel interpolation via convolution. First of all, the single-step approach, 
which combines motion estimation with pixel synthesis, offers a more reliable answer 
than the two-step method. Second, the flexibility offered by the convolution kernel 
enables it to take into consideration and deal with complex situations like occlusion. 

3.3 RIFE: Real-Time Intermediate Flow Estimation 
for Video Frame Interpolation 

Many contemporary flow-based VFI techniques initially estimate the bidirectional 
optical flows before scaling and reversing them to approximation intermediate flows, 
resulting in distortions on motion borders and intricate pipelines. With significantly 
greater speed, RIFE [6] employs a neural network called IFNet that can directly 
predict the intermediary flows from coarse to fine. 

IFBlocks only employ 3 × 3 convolution and deconvolution as building blocks, 
which are effective on devices with limited resources. They do not feature costly 
operators such as cost volume. 

Given two input frames I0, I1 and temporal encoding t (timestep encoded as a 
separate channel), we directly feed them into the IFNet to approximate intermediate 
flows Ft→0, Ft→1 and the fusion map M. A privileged teacher uses a unique IFBlock 
throughout the training phase to improve the students’ results based on ground reality. 
The instructor model and the student model are jointly trained using the reconstruc-
tion loss from scratch. The teacher can better direct the pupil to study because their 
estimates are more accurate (Fig. 3).

3.4 Image Averaging Technique (IAT) 

Image averaging is an image processing technique that is often employed to extract 
some information by creating intermediate frame.



Temporal Interpolation of Flow Fields for Knocking Combustion Using … 117

Fig. 3 Overview of RIFE pipeline

The algorithm operates by computing an average or arithmetic mean (N = 2) of  
the intensity values (I) for each pixel position (x, y) in a set of captured images from 
the same scene or view field. 

A(N, x, y) = 
1 

N 
· 

N∑

i=1 

I(i, x, y) 

3.5 Structural Similarity Index Measure (SSIM) 

A method used for forecasting the perceived quality of images and other digital 
images and videos is the structural similarity index measure (SSIM) [7]. SSIM is a 
tool for calculating how similar two images are to one another. The SSIM index is a 
complete reference metric, meaning that the initial uncompressed or distortion-free 
image serves as the baseline for measuring or predicting image quality. To derive the 
final index, SSIM extracts three features from an image, namely. 

1. Luminance: Luminance is derived by averaging the pixel values in an image, 
given as: 

μx = 
1 

N

∑N 

i=1 
xi 

Luminance comparison function l(x, y) becomes the function of μx and μy . 
2. Contrast: It is calculated as obtaining the standard deviation of the image’s pixel. 

σx =
/

1 

N − 1
∑N 

i=1 
(xi − μx )

2
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Contrast comparison c(x, y) is then the comparison of σx and σy . 
3. Structure: The signal is normalized with its own standard deviation to make two 

comparison signals which have a unit standard deviation. 

x − μx 

σx 

and 

y − μy 

σy 
. 

Structure comparison s(x, y) is taken on the above expressions. The final 
formula is derived from combining three components to give the similarity 
measure: 

S(x, y) = f (l(x, y), c(x, y), s(x, y)). 

The dependencies of this method are python and pip. It also requires some tools like 
scikit-image, OpenCV and imutils. Following this, the logic to compare the images 
will involve using the SSIM method on each interpolated image and its corresponding 
original. 

The SSIM obtained for these images can be used in several ways. It can be plotted 
on a graph to highlight the variation in accuracy as the process progresses, or it can 
be averaged to show the overall accuracy of our model. 

4 Results and Discussion 

Images are interpolated from both models and stored in a separate directory. To 
objectively establish the performance of these models, we have relied on the SSIM 
to compare the similarity between the ground truth and the interpolated image. 

Figure 4 compares the original image to that of the interpolated images obtained 
from AdaSepConv, RIFE and IAT models.

4.1 SSIM for AdaSepConv, RIFE and IAT 

After successfully obtaining the interpolated images from the AdaSepConv, RIFE 
and IAT models, we compared them with the original (ground truth) images. The 
performance is calculated using the structural similarity index measure (SSIM). The 
window size chosen for the SSIM was 3. The results thus obtained are plotted in 
Figs. 5, 6 and 7 for AdaSepConv, RIFE and IAT, respectively.
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Fig. 4 Prediction for a AdaSepConv b RIFE, c IAT, d Actual image

Fig. 5 Adaptive separable 
convolution
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Fig. 6 RIFE 

Fig. 7 IAT 

Figures 5, 6 and 7 show that the SSIM dips at the start and end of the simulation. 
This is attributed to the fact that wave propagation often causes sharp changes at 
the beginning; hence, those regions are not adequately captured by the interpolated 
frames. Ultimately, the simulation knocking occurs; therefore, the models do not 
capture the abrupt changes in the next pressure wave. 

In Figs. 5, 6 and 7, the points marked by 1, 2 and 3 signify flame ignition, cool 
flame ignition in the end-gas and knock onset in the end-gas, respectively. The dip in 
accuracy at these points is due to the transition between the above-mentioned phases 
and signifies the abrupt change in the captured states.
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Table 1 Trade-off between 
accuracy and time for 
AdaSepConv, RIFE and IAT 
models 

Model SSIM Time (s) 

AdaSepConv 0.947 13.29 

RIFE 0.896 4.62 

IAT 0.814 0.46 

4.2 Computational Time 

This section presents the computational time required by each model when interpo-
lating between the same ith and (i + 1)th to obtain the (i + 1)th frame. Computational 
time becomes essential as the resource constraint system does not have the luxury 
of running the computationally expensive models in a stipulated time. AdaSepConv 
takes 13.29 s, RIFE executes in 4.62 s and IAT executes in 0.46 s. 

5 Conclusions 

The growing need to understand the knocking phenomenon in an engine leads us 
to explore the data-driven methodology to enhance the resolution of the simulation 
videos. This would aid researchers working in the resource constraints environments 
to carry forward with the same quantum of work as highly sophisticated computers. 
Such work can also help reduce the carbon footprint from excessively high compu-
tational analysis. If knocking is understood to improve the engine’s efficiency, then 
carbon emission can also be checked. 

Based on the current study, AdaSepConv outperformed the RIFE and IAT models 
regarding the similarity index. However, equal weightage should be given to the 
computational time involved. In that sense, IAT beat the AdaSepConv and RIFE by 
a considerable difference. 

The overall SSIM averaged over the entire simulation period and the time 
expended is presented in Table 1. A dip in SSIM is observed at three instants corre-
sponding to initial flame ignition, cool flame ignition in the end-gas and knock onset 
in end-gas. These three instants represent the times when flow characteristics change 
quickly. 

This work can further be improved by studying various video flow interpolation 
models and applying such models to the different sets of phenomena apart from the 
pressure waves, such as density variation, temperature propagation and mass fraction 
along the combustion chamber.
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Experimental Investigation on Vertical 
Farming Structure Equipped 
with Electronic Controls 

Anansh Gupta, Falguni Charde, Prakhar Adarsh, Lalit Chacharkar, 
Mahesh Gaudar, and Pramod P. Kothmire 

1 Introduction 

As the world’s population is growing rapidly, there is an enormous demand for 
food, which is partially met due to a scarcity of fertile land. Other factors such as 
natural resource depletion due to urbanization, earth erosion, and various forms of 
contamination also have an impact on farming lands in developing countries such 
as India. A good environment, fertile land, adequate water supply, and so on are 
examples of favorable conditions for food cultivation [1]. Farmers must transit from 
traditional farming to vertical farming as agricultural lands become scarce. Vertical 
farming is a new trend that aims to reduce the burden of food scarcity. This technique, 
which incorporates soil-free growing technologies, attempts to alleviate strain on 
traditional agricultural land by farming upwards rather than outwards [2]. There are 
various methods by which one can grow the plants in a vertical farm with the use of 
soil or without the use of soil such as aquaponics [3], aeroponics [4], and hydroponics 
[5]. It is particularly useful in urban environments. These vertical farm techniques 
can help offices and societies to reduce CO2 emissions [6]. This technique can be 
a very beneficial method to Indian farmers as it has a higher yield, pesticide-free, 
requires very little soil, and can save a lot of money. 

Crops suited for vertical farming are lettuce, spinach, tropical leafy vegetables, 
salad leaves, herbs, and so on. The appropriate temperature needed is just the normal 
ambient temperature (21–27 °C) [7]. Here, we have constructed a structure which is 
portable, easy to cultivate the crops, and easy to handle. Loamy soil is used here as 
it has plenty of organic matter which is required for the fast growth of the crop, and 
also, the nutrient content in the crops is high [8]. Since there is no sunlight present at
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the night time or even inside of a house or farm, the appropriate lighting conditions 
of different wavelengths are used which significantly influence plant growth. Blue 
and red colors are best suited for increasing the growth rate [9]. Since led emits a low 
level of thermal radiation having no hot electrodes, a high running life and also no 
high voltage ballasts make it a practical alternative of sunlight [10]. The system can 
be automated to work more efficiently with the help of IoT. Different sensors are used 
to collect data, which is then analyzed to make decisions based on the requirements 

2 Literature Review and Objective 

The main aspects to consider when designing a vertical farm are structure, nutrition 
media, lighting, and sustainability features. There are different types to implement 
vertical farming such as green roof construction, green wall construction, and green 
facade construction. Vertical farming technology can ensure crop production year-
round in non-tropical regions [11], and the production is much more efficient than 
land-based farming [12]. As vertical farming is an indoor technology the space is 
utilized efficiently and more crops are yielded in vertical farming [13]. Also, the 
freshwater usage is low in case of vertical farming as the crops are cultivated in 
a closed and controlled environment. Soil moisture is another factor contributing 
toward the growth of plants [14]. Some of the challenges faced in the implementation 
of the vertical farming system are the limited number of crops that can be grown 
economically. The leafy greens and herbs remain the primary crop due to the rapid 
growth cycle. Another major challenge is the very high demand of energy as natural 
lights are replaced by led lights, and it must be working for at least 12–16 hours a 
day [15]. 

With this work, the focus will be on the various factors that must be considered 
while designing a vertical farming structure. This study explains the design steps, 
analysis, and manufacturing and provides a comprehensive overview of all of these 
aspects in order to improve vertical farm understanding and design. Apart from the 
above investigations, there are some gaps like lack of study of different wavelengths 
of light, ineffective arrangement of crops, etc. This study focuses on (1) comparative 
study between the conventional farming setup and vertical farming setup; (2) the 
effect of different wavelengths of lights on the plant growth; (3) incorporation of 
Internet of things in order to optimize the vertical farming setup.
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Table 1 Electronic components specifications used in project 

Sr. No Components Specifications 

1 Arduino Uno R3 Microcontroller 

2 Moisture sensor LM393, 3.3–5 V 

3 RGB led strip lights 12 V operating voltage, 5 m length 

4 4-channel relay Electrically operated switch 

5 Pumps 5–12 V DC 

3 Materials and Methods 

3.1 AEIOU Analysis 

This analysis gives a complete overview about the activities and the user associ-
ated with the system of vertical farming. Important terminologies related to vertical 
farming are growing media, nutrient content, growth monitoring, source of light. 
Each of these plays a major role in the efficiency of vertical farming. The outcomes 
of this analysis display the current gaps in vertical farming which include the protec-
tion of plants from insects, handling of structure, monitoring of plants, and nutrition 
management (Table 1). 

3.2 Design of Models 

Different CAD geometries were created, and simulations were run in order to find 
the optimal geometry which consumes less space and gives better yield. 

3.2.1 Initial Model 

Figure 1 displays the initial model designed for vertical farming. Key features of 
this model are proper water circulation and effective light conditioning. Each layer 
of the model contains two crop trays, which increases the amount of crop grown in 
a given area. The trays are designed in such a way that they can be drawn out from 
the structure. This feature makes the model easy to clean. Also, this model is space 
efficient. Apart from these, there are some limitations of the model such as proper 
moisture content in soil, effective ventilation of the model.
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Fig. 1 Initial model for 
vertical farming 

3.2.2 Final Model 

Figure 2 shows an overview of the final model, wherein Fig. 2a represents a single unit 
of stack of the model, Fig. 2b gives the CAD representation of the model, and Fig. 2c 
shows the image of the final assembly implemented. Key features of this design are 
proper water circulation, effective ventilation, portable, proper light arrangement, 
and mechanical stability. Each layer of the model consists of four equally shaped 
components. The dimensions of the components are based on the plant to be grown. 
The system is created such that it consumes as little space as possible with maximum 
yield output. This structure can be used in balconies and living rooms. 

Fig. 2 a Single unit of stack, b CAD representation of final model and c final assembly of fabricated 
model
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3.3 Numerical Analysis 

3.3.1 Boundary Conditions 

After finalizing the model, the structural analysis of the model was performed. The 
boundary conditions are: material used is polyethylene terephthalate (PET), and 
aluminum alloy. Estimated load on each tray is 15 kg. Therefore, a load of 150N was 
applied in each tray in order to perform the stress analysis. And also the bottom of 
the structure was kept fixed. 

3.3.2 Structural Analysis 

The obtained results are showing color distribution of stress analysis of structure, 
having slight red color at the base of each stack. This showed that if the user wants 
to increase the weight by adding soil and respective crop, the model needs to be re-
evaluated and should be modified according to the user by increasing the thickness 
of base. Meshing and stress distribution of the final model are shown in Fig. 3. 

The software used for performing the analysis is ANSYS static structural module. 
After applying the boundary conditions, the contours that appear for the structural 
analysis show us how the structure will behave under the assigned load. The areas 
with maximum bending moment. The higher stress region is represented by red in 
the contour plot, while the lower stress region is represented by blue. These contours 
show us that the distribution of load is even.

Fig. 3 a Meshing and b stress distribution on each stack 
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3.3.3 Air Velocity Analysis 

In order to study the airflow velocity distribution around a single stack of the final 
structure, airflow analysis was performed in ANSYS R16.2. The geometry was 
simplified first, and then mesh was generated. The boundary conditions were given 
as the velocity of inlet air equal to 0.8 m/s. The following contours were obtained 
during the post-processing. 

From the above results, we see that the average velocity magnitude across the 
stack where the soil will be placed is 0.372 m/s which is well within the specified 
range for natural ventilation of the crop. Also, considering the forced ventilation 
in the room via ceiling fans will also contribute well. This shows that the oxygen 
content in the soil will be maintained throughout and there will not be any lack of 
oxygen during photosynthesis like in any other conventional setup of farming. 

4 Results and Discussion 

Plants use sunlight, water, and carbon dioxide to produce oxygen and energy in 
the form of sugar in a process known as photosynthesis. Therefore, oxygen is a 
by-product of photosynthesis rather than being necessary for it. All plants require 
oxygen to undergo cellular respiration, which is essential to their life. Additionally 
to release oxygen as a consequence of photosynthesis, plants also take oxygen from 
the environment. 

The proposed model consists of two stacks, each consisting of four units. Each 
unit consists of a bitter gourd plant. Each stack has a source of different led lights, i.e. 
blue and purple lights as shown in Fig. 4. When a plant is given monochromatic light 
(single light color), the rate of absorption of blue light by chlorophyll is maximum 
which also increases the rate of photosynthesis, thus increasing the amount of oxygen 
in the setup environment (Fig. 5).

Plants also increase the content of carbon dioxide in the environment via the 
respiration process. With carbon dioxide and oxygen enrichment, we see increased 
product quality and higher yield. Also use of coco peat soil helps in increasing the 
number of air pockets, which helps in supplying the oxygen to the root of plants. 

Daily observations are taken related to the growth of the plants. Heights are noted 
from the day 1 of the plantations. Some observations are made during the data 
collection of the plants. The observations are as follows: 

1. Plant height growth is quite good during the first two days, and after that, it is 
gradually increasing. 

2. Some plants have shown the yellowing of the leaves on the third–fourth day. 
3. The yellowness of plants can be tackled with adequate supply of nutrients such 

as magnesium and potassium. 
4. Some plants are getting new branches from the fifth day.
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Fig. 4 Fabricated setup with 
blue and purple lights 

Fig. 5 Air flow analysis: velocity magnitude contour

Figure 6 shows the growth rate of plants named L1, L2, L3C, and L4. The notations 
are given on the basis of their location in the model, where L stands for lower stack 
and U stands for upper stack. L3C means the plant is in the lower stack and has 
a mixture of coco peat soil in it. The plants are placed under purple led lights. X-
axis represents the date of reading taken, and Y-axis represents height of plant in 
centimeters (cm).

The growth of the plants is observed to be faster in the presence of artificial light 
as compared to natural sunlight. It can be seen that the growth of a plant under purple 
light is around 10–17 cm. The selected plant, i.e. bitter gourd, is a creeper type 
of plant whose growth is measured by its length rather than width. The maximum 
growth observed under purple lights is 17cm, i.e. of L4. The observations are based 
on the readings taken in the period of 14–15 days.
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Fig. 6 Growth of plants in 
case of purple lights

Fig. 7 Growth of plants in 
case of blue lights 

Figure 7 shows the growth rate of plants named U1, U2C, U3 and U4. U2C here 
means the plant is on the upper stack, and it consists of a mixture of coco peat soil 
in it. Each stack consists of a plant which has coco peat soil mixed in it. The plants 
are placed under blue led lights. Blue photons drive the photosynthetic reaction. X-
axis represents the date of reading taken, and Y-axis represents height of plant in 
centimeters (cm). 

The growth of plants is gradually increasing after 2–3 days of being planted. 
There is a sudden increase in the growth of U2C, consisting of coco peat soil, after 
the first 4 days. Coco peat helps plants to be healthy due to its antifungal properties. 
Growth of plants observed in case of blue lights is around 20–26 cm, which is more 
as compared to plants in case of blue lights, which we will see in the next graph. 

Figure 8 shows a comparison between the growth of plants in purple lights and 
blue lights. Average height of the plants on a particular day is taken and plotted in 
order to compare the results of two lights. The X-axis denotes the date of the reading, 
and the Y-axis represents the height of the plant in cm.

It can be clearly seen that blue lights play an important role in the growth of plants. 
Growth of plants is more in the case of blue lights as compared to purple lights. The 
plants have shown sudden increase after 4–5 days of being planted. During the last 
days of observations, it was seen that the plants under blue lights were growing 3– 
4 cm per day which shows the impact of blue lights on plants. Blue lights have a 
wavelength in the range of 440–460 nm, which makes it best for photosynthesis. The



Experimental Investigation on Vertical Farming Structure Equipped … 131

Fig. 8 Comparison of 
growth of plants in case of 
blue lights and purple lights

Fig. 9 Plant growth with 
respect to soil 

results clearly give an overview of the effect of blue lights as compared to purple 
lights. 

As we are more focused on Blue lights now let us have a comparison between a 
plant consisting of coco peat mixture and a normal black soil plant. Figure 9 shows 
a comparison of growth of plants with respect to the soil. The coco peat soil plant, 
i.e. U2C, is compared with another plant consisting of black soil, i.e. U3. The X-axis 
denotes the date of reading, and the Y-axis denotes the height of the plant in cm. 

The above-displayed line chart clearly states that the growth of the plant is more in 
case of coco peat soil. Coco peat soil prevents the plant from fungals. Taking a look 
at readings we can clearly say that the coco peat soil plant has a sudden increase in 
its growth. Furthermore, it has crossed the height of a normal black soil plant. Also, 
coco peat has some more features like more water-holding capacity, more efficiency. 
Little amount of coco peat soil is required to mix in the soil, and it will last a long 
time. 

The above results were based on the growth of plants on the basis of different 
lights and different soils. We also need to compare these results with the plants that 
are grown in sunlight. Figure 10 shows a comparison of the plants grown in two 
different lights and sunlight. One plant reading from each stack, i.e. L1, U1 is taken 
and plotted on the graph. The X-axis represents the date of reading, and the Y-axis 
denotes the height of the plant in cm.

The result focuses on comparing the growth in artificial and natural light. From 
the line chart displayed above, we can say that the growth of plants in blue light is
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Fig. 10 Plant growth 
comparison between 
artificial lights and natural 
light

Fig. 11 Area covered by 
plants in blue lights vs purple 
lights 

greater than in sunlight. It is because of the continuous supply of blue light. Sunlight 
is only available at daytime, which affects the growth of plants. As the wavelength 
range of Blue light lies between 440 and 460 nm, it is considered best for the growth 
of plants in their early stages. Blue photons are important for photosynthesis. 

We can also compare the results based on the area the plant has covered. Area is 
calculated as a product of plant’s length and its width, i.e. distance between the end 
nodes of two opposite leaves. Figure 11 shows the area covered by plants in different 
artificial lights. Area of the plant is plotted on the Y-axis, whereas date of reading is 
represented on X-axis. 

We can clearly see that blue lights are more efficient as compared to purple lights 
for the early stage of the plant. The sudden increase in the area of plants under blue 
lights and then gradually increasing and crossing the purple light plants covered area 
approves our results (Figs. 12 and 13).

5 Conclusions 

Major conclusions which can be made from the above results are listed below:

1. Blue light plants have shown excellent growth as compared to purple light plants.
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Fig. 12 Plant growth observed under purple lights

2. Mixing of coco peat soil in black soil has increased the plant growth. 
3. There is a sudden increase in the growth of plants under blue lights after the first 

4 days. 
4. Blue lights are more efficient for growth of plants in their early stages. 
5. Blue photons play a major role in photosynthesis. 
6. Results can also be approved by the area covered, which is more in case of blue 

lights. 

Considering the vertical farm and conventional farm, the distribution of sunlight 
across all the crops in a conventional farm is considered uniform, while in case of 
vertical farm, the upper stacks are more exposed to the sun than the lower stacks. This 
results in faster growth of plants in conventional farming than in vertical farms with 
respect to sunlight. In conventional farming, the water distribution is done through 
techniques such as drip irrigation or sprinkler systems.
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Fig. 13 Plant growth observed under blue lights

This results in excess moisture in the soil, while in the case of vertical farms, the 
amount of water that flows into each stack is monitored using a moisture sensor, and 
once the required amount of moisture is reached, the water supply is stopped. Hence 
forming an automated water supply system. The use of IoT has helped in monitoring 
and analyzing the data of the moisture sensor. 

The above study concludes that the fabricated vertical farming structure is more 
efficient and cost-effective as compared to traditional farming. The inculcation of 
artificial lights promotes the growth of the crops; with the addition of IoT systems, 
the moisture level in soil is maintained to optimum requirement, and hence, better 
crop yield is obtained. By performing this investigation, we come to know that there 
is a significant role of different wavelengths of light on the growth of the plants. 
Here, we observed that the blue light shows more effective results than purple light 
in terms of the overall growth of the plant and increment of the area of the leaves.
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Also, it can be noticed that coco peat has shown more effective results as compared 
to the black soil. 
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Improvement in Sealing Effectiveness 
of Air Curtains Using Positive Buoyancy 

Tanmay Agrawal, Narsing K. Jha, and Vamsi K. Chalamalla 

1 Introduction 

The prevalence of buoyancy-induced density gradients is quite common in building 
flow applications, e.g., consider a doorway across which the fluids are maintained at 
different temperature levels. As a result, a driving force is manifested, which leads to 
bulk fluid transport across the door. To counter such exchange flows, air curtains (AC) 
are generally installed in the vicinity of a doorway to facilitate aerodynamic sealing. 
In addition to this inhibition, they also allow free passage for the building occupants 
without imposing a physical obstruction, thereby making them usable in a multitude 
of situations. Their other common applications include shopping complexes, food 
plazas, refrigerated cabinets, medical facilities, restriction of smoke in tunnel fires, 
etc. A typical AC installation utilizes a planar (rectangular) nozzle in which the 
air supply is sent by a blower after necessary flow conditioning. The supplied fluid 
can be taken either from within the room/building under consideration or from its 
ambient. Most usually, these installations are downward blowing, and in such cases, 
the air curtain impinges vertically on the floor. In other installations, the AC jet could 
be upward or sideways blowing with some angular tilt from the doorway. A brief 
comparison of various such arrangements was explored numerically by Gonçalves 
et al. [1] around a decade ago. 

While the initial patent for the air curtain technology dates back to the early 
twentieth century, it was only in the late 1960s that the performance of AC was 
first quantified systematically by Hayes and Stoecker [2]. They measured velocity 
and temperature profiles along the air curtain axis in a full-scale experimental setup. 
Based on these measurements, they defined a dimensionless parameter, referred to 
as the deflection modulus, Dm, representing the ratio of the initial momentum flux 
contained within the AC jet and the ‘stack-effect’ induced transverse force as a result
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of buoyancy difference. Mathematically, Dm is written as. 

Dm = ρ0bou2 0 
gH 2(ρd − ρl) 

= bou2 0 

gH 2
(
To 
Td 

− To Tl

) , (1) 

where the subscripts o, l and d are associated with the curtain, light and dense 
fluids, respectively. T denotes the fluid temperature, and its density, ρ, has been 
obtained using the ideal gas law. The rectangular nozzle has a width, bo, and the 
mean exit velocity is represented as uo, assuming a top-hat distribution. Lastly, H 
denotes the doorway height, and g refers to the gravitational acceleration. Hayes 
and Stoecker demonstrated that the stability of an AC installation could be assessed 
based on the ‘reach’ of the planar jet, which can be characterized through Dm. If  
the jet fluid impinges on the other side of the doorway, i.e., the floor of the room 
when the AC is downwards blowing, it is said to be stable and is deemed unstable 
(or breakthrough) otherwise. This transition from an unstable installation to a stable 
AC occurs at a minimum deflection modulus, Dm, min, the value of which is affected 
by the geometrical aspects (bo, H ) as well as the operating conditions (ρ0, ρl , ρd ). 
Other pathways of fluid leakage, e.g., windows for natural ventilation, etc., can also 
affect this critical value of Dm. 

In the presence of a stack effect where ρl /= ρd, the performance of an air curtain 
is measured by estimating the sealing effectiveness, E . Physically, E represents the 
exchange flow suppression obtained after employing an air curtain in comparison 
with that of an open-door scenario, i.e., 

E = 1 − 
q 

qOD 
(2) 

Here, q is the volumetric exchange flow rate through the door with the air curtain 
installed, whereas qOD denotes the open-door-based exchange flow rate. Thus, the 
effectiveness of unity corresponds to a perfectly sealed doorway where the infiltration 
of the ambient fluid has been completely brought down. On the other hand, a value of 
zero suggests an absence of an air curtain, i.e., an open-door situation. The existing 
literature suggests that AC can inhibit up to ~80% of the total buoyancy-driven 
exchange flow across a doorway [1–8]. 

In a typical installation, the air curtain feeds on the fluid in its vicinity, i.e., the 
blower sucks in the indoor fluid when the AC is installed inside the building space and 
vice versa. Most usually, this supply fluid does not undergo any thermal treatment 
before being sent to the nozzle exit and is thus neutrally buoyant for the surrounding 
fluid. In the present study, we numerically investigate the relevance of positive buoy-
ancy in the context of air curtain flows; i.e., the density of the air curtain fluid is 
larger than that of the surrounding fluid. From a thermodynamic perspective, we 
consider the case when the supply fluid is cooled before blowing vertically down-
wards through the AC nozzle. This situation was first studied experimentally by 
Howell and Shibata [9], who also observed a minimum deflection modulus below
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which the air curtain was not effective towards aerodynamic sealing. The dynamical 
aspects of a ‘negatively’ buoyant air curtain were recently pursued by Frank and 
Linden [10] where the air curtain was lighter than the ambient fluids. To the best of 
the authors’ knowledge, there hasn’t been any study investigating the performance 
of positively buoyant AC using numerical methods. Therefore, this work primarily 
focuses on estimating the sealing effectiveness of such air curtain installations using 
two-dimensional (2D) Reynolds-averaged Navier–Stokes (RANS) simulations. We 
seek to understand the influence of operating conditions (through varying Dm) on  
the effectiveness of these positively buoyant AC. 

The computational setup and methodology are discussed briefly in Sect. 2. The  
results obtained from the present simulations are presented in Sect. 3. We first present 
the temperature distribution in the computational domain for different operating 
conditions, followed by the estimates of sealing effectiveness. Lastly, we present 
estimates of jet spillage in the building space in the presence of a transverse buoyancy. 
Further, considerations of fluid mixing and flow structures are a work in progress 
and are not included in the current paper. 

2 Methodology 

Reynolds-averaged Navier–Stokes (RANS) formulation has been adopted to numer-
ically simulate the positively buoyant air curtains. Herein, any instantaneous quantity 
is decomposed in its mean value and a fluctuating part. In all the simulations reported, 
water is chosen as the working fluid to facilitate a direct comparison with the experi-
mental data (described later) obtained for the neutrally buoyant AC. In practical situ-
ations, different densities required in the flow can be achieved using dissolved salts 
(ocean), thermal gradients (atmosphere), suspended particles, etc. For the present 
simulations, we employ temperature inhomogeneities to create the required density 
difference, and the corresponding temperature levels are chosen to reflect the thermal 
comfort requirement in the Indian subcontinental situation. The fluid is assumed to 
be incompressible, and the density differences are small such that the Boussinesq 
approximation can be adopted. The following equations are numerically solved to 
simulate positively buoyant AC: 

∂ui 
∂ xi 

= 0 

ρ 
∂ui 
∂t 

+ ρuk 
∂ui 
∂xk 

= −  
∂ p 
∂xk 

+ 
∂ 

∂xk

[
μ 

∂ui 
∂xk 

− ρu'
i u

'
k

]

∂T 

∂t 
+ uk 

∂T 

∂xk 
= ∂ 

∂xk

[
κ 

∂ T 
∂ xk 

− u'
i T

'
]
.
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These are mathematical representations of the conservation of mass, momentum 
and energy, respectively. Here, ui , p and T represent the ith velocity component (i 
= 1, 2), pressure and the temperature, respectively. The symbols xi and t denote 
the ith spatial coordinate and time. μ represents the dynamic viscosity of the fluid, 
ρ, its density, and κ denotes the thermal diffusivity. In these equations, an overbar 
represents an averaged (or mean) quantity, while a superscripted prime (') represents 
the corresponding fluctuating quantity. The unclosed terms in these equations, e.g., 
ρu'

i u
'
k , u

'
i T

', are modelled using the renormalization group (RNG) k − ∈ turbulence 
model [11]. We use the RNG k−∈ model over other turbulence closure models based 
on its superiority to simulate plane turbulent jets as was suggested by the extensive 
RANS simulations conducted by Khayrullina et al. [12]. 

A. Computational Setup and Boundary Conditions 

As described in the preceding section, we study the positively buoyant AC using 
RANS-based two-dimensional numerical simulations. Towards this, the computa-
tional box employed in this study, the size of which is L = 2.1 m, H = 0.35 m, along 
with the corresponding boundary conditions, is shown in Fig. 1. For the present 
simulations, the space under consideration (indoor) that requires sealing spans from 
the left wall x = 0) to the domain centre x = 1.05 m) and is initially filled with a 
cold fluid (T = 25°C). An air curtain is provided at the top, just inside the building 
space, that blows air at a temperature lesser or equal to that of the indoor fluid. In this 
work, we report simulations with the jet temperatures ranging between 15 and 25°C. 
Outside the doorway, a warm fluid (T = 45 °C) fills in the rest of the computational 
domain, thus resulting in a reduced gravity, g' = gΔρ 

ρav 
≈ 6.7 cm/s2. Here, ρav is taken 

as the average density of the indoor and outdoor fluid densities. This setup replicates 
the temperature levels prevalent in the Indian subcontinent in summer situations 
and thus seeks optimization of the thermal comfort of building occupants using air 
curtains. We use ten grid points across the nozzle width at the AC exit based on the 
recommendation of [13] and a grid independence study (not shown) where the jet 
statistics were evaluated and compared with the data available in the literature. In 
order to resolve the spatial instabilities in the air curtain jet and the sharp density 
gradient at the doorway location, the central region of the domain is locally refined 
symmetrically (refer to the hatched region in Fig. 1). This local refinement allows 
accurate estimation of the volumetric exchange that primarily initiates at the centre 
of the domain as a result of initial horizontal stratification. At the jet exit, which 
°C supplied, and the supply temperature is systematically varied to study its effect 
on the temperature distribution in the indoor space and the corresponding sealing 
effectiveness. The resulting doorway height to nozzle width ratio, H b , is fixed at 84  
in our simulations which is similar to that of real-scale air curtain installations [3]. 
The side walls of the computational domain are assigned as outflows to simulate 
a large ambient situation. We also conducted some simulations using a ‘pressure-
outlet’ boundary condition, and no significant differences were observed in bulk flow 
estimates. All the other walls of the computational domain are treated as insulated 
with no slip and no fluid penetration across them.
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Fig. 1 Schematic of the simulated domain and the corresponding boundary conditions (not per 
scale) 

B. Solver Settings 

The ANSYS FLUENT package is used to solve the governing equations of fluid 
flow and heat transfer. We employ a second-order upwind scheme to approximate the 
spatial derivatives present in the advective and viscous terms of the governing equa-
tions and that associated with the turbulence model. To discretize the temporal field, 
a first-order implicit method is used, and the time step requirement is constrained 
by the CFL number of 0.8. The coupled algorithm is used to link the pressure and 
velocity fields in these incompressible simulations. Three different jet temperatures 
are simulated in the present work: 15, 20, and 25 °C that results in the reduced gravity 
between the indoor and curtain fluid, g' = gΔρIC  

ρo 
of approx. 2 cm/s2, 1 cm/s2 and 

0. For each of these cases, eight simulations are conducted at various values of Dm 

ranging between 0.05 and 1.5. An additional simulation is also conducted without an 
air curtain installed, i.e., Dm = 0. This scenario is formally known as a lock-exchange 
flow (LEF) [14] and has been used as a base case for comparison with the air curtain 
cases. The exchange flow associated with the LEF case is mathematically evaluated 
as qOD, whereas that with the AC installations is estimated as q (refer Eq. 2). Thus, 
a total of 25 distinct simulations are reported in this paper. 

3 Results and Discussion 

The results from the present simulations are now discussed. The adopted simulation 
methodology based on the 2D RANS simulation and the RNG k −∈ turbulence model 
was first validated against the analytical solution and data available in the literature. 
The validation was performed for the cases of a pure jet (equivalent to an air curtain 
under isothermal conditions) and that of a neutrally buoyant air curtain where the 
buoyancy difference between the air curtain and indoor fluid is zero. These validation 
metrics are discussed in detail in Agrawal et al. [8] and are not presented here. Overall, 
a good agreement is observed using the adopted computational methodology. 

A. Effect of Deflection Modulus 

First, we present the temperature distribution in the computational domain for 
different values of deflection modulus to illustrate the effect of jet ‘strength’ on the
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aerodynamic sealing in a qualitative way. Figure 2 shows the temperature contours 
for the cases of Dm of 0, 0.1, 0.4 and 1.5 when the jet inlet temperature is 15 °C. The 
corresponding no AC case, i.e., the LEF scenario, as illustrated in the top panel, allows 
a free exchange of the two fluids across the doorway. This results in a gradual incre-
ment in the room temperature following convection-driven bulk transport, mixing 
and thermal diffusion, which is highly undesirable from a thermal comfort perspec-
tive. In comparison, when an air curtain is installed, this exchange is significantly 
suppressed, as shown in the other panels. 

Fig. 2 Temperature distribution (°C) in the domain for different values of Dm at t∗ = t
/

g'
H = 7 

and with T0 = 15 °C



Improvement in Sealing Effectiveness of Air Curtains Using Positive … 143

When the jet is relatively weaker (Dm ≤ 0.1), it deflects towards the dense fluid 
owing to buoyancy and pressure forces and also allows some buoyancy-driven exfil-
tration (see the blue patch beyond x > 1.6 m in the second panel). Such AC installa-
tions are usually termed unstable or breakthrough as they do not impose a complete 
sealing across the height of the doorway. Irrespective of the magnitude of positive 
buoyancy imposed at the jet exit, we observe similar behaviour of positively buoyant 
AC at small values of Dm which is consistent with their neutrally buoyant counter-
part. In the present study, we increase the initial jet momentum flux to increase Dm 

and observe that the jet impinges almost vertically on the floor at higher values of 
Dm (see the third and fourth panels). This ensures proper sealing across the doorway, 
and the air curtain installation is deemed stable. No exfiltration is observed at these 
values of deflection modulus, and the primary source of bulk fluid transport appears 
to stem from the fluid entrainment and turbulent mixing along the edges of the jet 
and near the impingement region. When the deflection modulus increases; further, 
it can be observed that the fluid is very well mixed as compared to the other cases. 
The quantitative implications of the deflection modulus on sealing effectiveness are 
discussed in the next section. 

B. Sealing Effectiveness 

Based on Eq. 2, the performance of an air curtain is obtained using the fraction 
of exchange flow that it suppresses as compared to the case of a doorway with 
no air curtain installed. In the absence of an AC, the volumetric exchange can be 
theoretically estimated using the orifice equation as: 

qOD = 
1 

3 
Cd A 

√
g'H . 

Here, Cd represents the coefficient of discharge, and A is the cross-sectional area 
available at the exchange site and is taken as the doorway height for the present 2D 
computations. The exchange flow, qOD, obtained from our simulations for the case 
of Q = 0, results in a Cd of 0.56, which agrees very well with the empirical estimate 
of 0.6 for a rectangular orifice. To estimate the exchange flow in the presence of an 
air curtain, we use the mass conservation in the indoor space [6]: 

q = 
Vo 

t

(
ρd − ρ 
ρd − ρl

)
+ β Q

(
ρ0 − ρ 
ρd − ρl

)
. 

Here, V0 is the constant volume of the indoor space, and Q denotes the volumetric 
flow rate (in m2/s) supplied by the AC per unit width. β represents the spillage 
fraction of the AC jet fluid inside the room after impingement on the floor. We take 
β as 0.5 following the discussion in [6]. Lastly, ρ is the mean fluid density inside the 
room at any time instant t. 

The sealing effectiveness estimates for all the simulations reported in the present 
study are shown in Fig. 3a and also compared with the experimental estimates of 
Jha et al. [6] who measured the effectiveness of neutrally buoyant AC using bulk
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density measurement techniques. First, it can be seen that a good agreement exists 
between the present neutrally buoyant AC and those of Jha et al. While the RANS 
simulations overpredict the quantitative values by a certain amount, especially at 
higher deflection modulus, the overall behaviour with varying Dm is captured well. 
At low values of deflection modulus, owing to jet deflection, the effectiveness is rather 
small for the breakthrough case. Once the Dm increases, the sealing becomes more 
prominent. We obtain the peak effectiveness in the range of Dm ≈ 0.2–0.4, which 
is similar to that of experimental results. Upon increasing the deflection modulus 
further, there is a gradual decrease in E , which is usually attributed to more mixing 
in the computational domain due to turbulence. In comparison with the neutrally 
buoyant AC, upon supplying the air curtain fluid with positive buoyancy, we observe 
an increase in sealing effectiveness. This is because the additional buoyancy in the AC 
jet assists in maintaining the indoor fluid density (temperature), and as a result, the 
corresponding density difference, ρd− ρ, decreases, resulting in larger effectiveness. 
In extreme cases, it is also possible that the added buoyancy in the air curtain can 
nullify the effects of fluid transport from the outdoor space. However, that possibility 
was not explored in the present study and could be considered in future studies.

As illustrated in Fig. 3b, the percentage increase in the sealing effectiveness, as 
compared to its neutrally buoyant counterpart, is a weak function of Dm when the air 
curtain is stable (Dm > 0.1). For smaller values of Dm, the relatively higherΔE is due 
to the deflection of positively buoyant air curtain inside the room, which increases 
the mean indoor fluid density. For the cases of T0 being 15 and 20 °C, we calculate 
the maximum relative increment in the effectiveness of stable AC to be of the order of 
~10%. Whereas the maximum sealing effectiveness is found to be 5% larger than its 
corresponding value for a neutrally buoyant air curtain. This maximum is achieved 
at the deflection modulus of approximately 0.4. 

3.1 Fractional Spillage of the AC Jet 

In this section, we present estimates of β for the case of positively buoyant AC for 
varying deflection modulus. To compute this, we introduce a passive scalar in the air 
curtain jet and compute the mean spatial concentration of this scalar in the computa-
tional domain. In isothermal case, i.e., ρl = ρd = ρ0, the jet divides itself symmet-
rically across the doorway, i.e., β = 0.5, if the outlets are symmetrical. However, 
it is known that the transverse buoyancy affects the longitudinal path travelled by 
jet, especially at lower values of Dm (see the second panel in Fig. 2). Therefore, 
the fractional spillage, β, might differ from the isothermal value of 0.5 if the effect 
of transverse buoyancy is substantial. The estimates of β are inherently difficult to 
obtain through experiments due to the number of species involved in such measure-
ments. Generally, either salt or heat is used to create density differences required 
for the initial horizontal stratification. If detailed quantitative information is sought, 
then other scalars, for example, a fluorescent dye to measure the scalar field, are also
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Fig. 3 Sealing effectiveness 
of the positively buoyant air 
curtains

(a) Effectiveness as a function of deflection modulus 
for all the present simulations. 

(b) Percentage increase in effectiveness as compared 
to the neutrally buoyant AC. 

used. However, direct measurements of a passive scalar to compute β have not been 
reported to the best of our knowledge. 

Figure 4 shows the variation of the spillage fraction, β, for various deflection 
modulus for the case of T0 = 15 °C. The unusually high value of β at low Dm of 0.1 
is due to the jet deflection (refer to the Fig. 2). However, once the air curtain is stable, 
the nominally assumed value of β = 0.5 appears to be a reasonable estimate. In the 
range of deflection modulus between 0.4 and 1.5, this does not introduce an error of 
more than 5% in the estimates of sealing effectiveness. An interesting observation 
from Fig. 4 is that β reduces slightly with an increase in Dm. This might be attributed 
to the different density fluids in the computational domain in which the air curtain
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Fig. 4 Spillage fraction, β, 
for different values of Dm 
with T0 = 15 °C 

jet penetrates. Consider the indoor space, for example, where the effective density 
difference for the incoming jet ρ0−ρd, is smaller than its ambient counterpart, ρ0−ρl. 
This results in a larger penetrating force in the outside space and, thus, a smaller β. 

4 Conclusions 

This paper reported 2D simulations of positively buoyant air curtain flows using 
the Reynolds-averaged Navier–Stokes (RANS) methodology. The computations 
employed the RNG k−∈model for turbulence closure and were performed in ANSYS 
FLUENT. The sealing effectiveness of air curtains was estimated using these simu-
lations for a range of deflection modulus between 0.05 and 1.5 and for three different 
jet temperature levels. It was shown that the sealing effectiveness increased as the 
extent of positive buoyancy increased. In comparison with the neutrally buoyant 
case, the peak effectiveness of the positively buoyant AC was found to be 5% larger, 
whereas the maximum increment was computed to be ~10%. The jet spillage frac-
tion was also estimated by introducing a passive scalar in the air curtain jet. It was 
observed that the isothermal value of 0.5 does not introduce errors of more than 
5% in the computation of sealing effectiveness when the deflection modulus is larger 
than ~ 0.4. 

Nomenclature 

Re Reynolds number 
β Spillage fraction 
t∗ Dimensionless time
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Dm Deflection modulus 
E Sealing effectiveness 
Cd Coefficient of discharge 
A Cross-sectional area (m2) 
T Time (s) 
b0 Nozzle width at exit (m) 
H Doorway height (m) 
P Density (kg/m3) 
u0 Nozzle velocity at exit (m/s) 
P Pressure (Pa) 
T0 Exit jet temperature (K) 
Q Exchange flow rate (m3/s) 
qOD Exchange flow without air curtain (m3/s) 
g' Reduced gravity (m/s2) 
μ Dynamic viscosity (Pa s) 
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Numerical Studies to Assess the Effect 
of Simulated Recombiner on Helium 
Distribution and Mixing in a Scale Down 
Containment Facility, CSF 

Nandan Saha, B. Gera, V. Verma, and J. Chattopadhyay 

1 Introduction 

Release of hydrogen into the containment building is possible in water-cooled nuclear 
reactors during the postulated severe accident (SA) conditions. This hydrogen may 
create a highly combustible hydrogen-air mixture inside the containment building 
upon mixes with the containment atmosphere. Depending on the prevailing thermal 
hydraulic conditions, unfortunate ignition of this combustible mixture may threaten 
the integrity of the containment building. This may cause uncontrolled release of 
radioactivity in the environment as seen in the recent Fukushima (2011) accident [1]. 
Hence, effective management of this hydrogen is a major safety challenge for the 
containment safety designers. As a hydrogen mitigation majors, Passive Catalytic 
Recombiner Devices (PCRDs) are being deployed in Indian reactors. To find the 
suitable positions and the required number of PCRDs, transient three-dimensional 
(3D) hydrogen concentration scenarios following an accident sequence should be 
known as priori. In this regard, CFD-based simulations are required to be performed. 
However, before performing the actual reactor calculations, validation exercise must 
be performed. 

For performing validation exercise, experimental data on hydrogen distribution 
with and without PCRD is must. However, performing hydrogen distribution exper-
iments in actual containment scale is impossible. Highly combustible nature of 
hydrogen gas makes it further difficult. Worldwide different facilities are commis-
sioned to perform hydrogen distribution studies at different scales. Among the facili-
ties, LSCF (AECL) [2], THAI [3], PANDA [4], MISTRA [4, 5], etc., are very impor-
tant from reactor safety perspective. A multi-compartment scaled-down containment 
facility is commissioned in BARC for thermal hydraulic study. This facility is known
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as Containment Studies Facility (CSF) [6] which is approximately 1:250 volumet-
rically scaled-down model of a standard 220 MWe Indian Pressurized Heavy Water 
Reactor (PHWR) containment building. Handling large quantities of hydrogen poses 
major safety concern. Due to this, it is a standard practice worldwide [2, 4] to use  
helium as a surrogate gas to hydrogen in all the distribution studies. To simulate 
the PCRD induced flow and its effect on helium mixing characteristics, simulated 
PCRDs are used. In simulated PCRDs, catalyst plates are replaced with heater plates 
to mimic the same heat release rate. In CSF also, helium distribution experiments with 
and without simulated recombiner devices are being performed. Before performing 
the experiments, blind CFD simulations have been performed. The results of blind 
simulations are presented here. 

In the context of reactor safety, several CFD-based hydrogen/helium distribution 
studies are available in the literature [7–10]. Most of the literature are aimed at 
performing validation studies before going for actual reactor calculations. The major 
aim is to develop a CFD code or to validate a commercially available code for accurate 
containment calculations. In this present work, commercially available code CFD-
ACE+ is used for helium distribution simulation in CSF geometry with and without 
the simulated PCRDs as part of blind exercise. In this paper, the details of the CSF 
geometry, various parameters, modelling approaches, simulation results and findings 
are presented. 

2 Problem Description and Modelling 

CSF is a multi-compartment containment structure having internal diameter of 5.7 m 
and height of 7.15 m as shown in Fig. 1a. CSF consists of four levels. The upper 
three levels represent the V1 volume while the basement represents the V2 volume of 
PHWR. V1 and V2 volume are connected via several vent pipes. In the present study, 
the V2 volume is isolated from V1 volume. Hence, only V1 volume is modelled as 
shown in Fig. 1a. The V1 volume consists of three levels, e.g. ground floor, first 
floor and the dome area. The ground floor has two compartments (R1 and R2) in 
half cylindrical shape representing fuelling machine vaults with another annular 
compartment R10 surrounding them. The helium is injected in this R1 compartment. 
Hence for helium distribution study, the CSF volume above the ground floor which 
is the floor of injection room is considered. The first floor that has two quarter 
cylindrical rooms, R3 and R4, represents steam generator vaults and pump rooms, 
situated directly above the rooms R1 and R2, respectively. In between R3 and R4, 
R5 and R6 compartments are situated in the first floor. Above first floor, the entire 
dome shape area is representing the containment dome (R7) of 220 MWe PHWR. 
The annular space behind R3 is designated as R8 while the annular space behind 
R4 is designated as R9. R5, R6, R8 and R9 are directly connected to the dome at 
the top. The ground floor annular space behind R1 and R2 are designated as R10. 
Ground floor and the first floor are connected via 8 rectangular openings situated 
in the annulus. Different compartments of CSF are interconnected through several
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openings as shown in Fig. 1a, b. Openings between R1 and R2 are closed in all the 
simulations as in actual case where the fuelling machine vaults are isolated. Helium 
injected in R1 can only can only escape through top horizontal opening between R1 
and R3. The dimensional details are shown in Fig. 1a. The total internal volume of 
the V1 region of CSF is ~150 m3. 

In this present study, CFD-based numerical studies have been performed to assess 
the effect of simulated recombiner on the helium distribution and mixing behaviour

Fig. 1 a 3D geometry of CSF with both the PCRD. b Top view of CSF 
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in CSF geometry. In the simulated Passive Catalytic Recombiner Devices (PCRDs), 
the catalyst plates are replaced with heater plates to mimic the same heat release 
rate and thereby the same kind of thermally induced flow. In this work, the helium 
distribution simulations have been carried out first without the PCRD’s. The details 
of helium injection for the simulated cases are presented in Table 1. The helium is 
injected in the R1 compartment injection position (elevation 1170 mm) as depicted 
in Fig. 1a. The helium is injected for 20 min at a rate of 600 SLPM with an injector 
having cross-sectional area of 0.2 m × 0.2 m. The total helium injected is equivalent 
to the homogeneous concentration of 8% v/v of the entire V1 volume. After that 
simulation has been carried out in the presence of two PCRD devices (PCRD1 and 
PCRD 2) and the distribution behaviour is compared with the first case where no 
PCRD is placed in CSF. The geometry of the PCRD is shown in Fig. 2 while the 
positions of both the PCRDs inside CSF are shown in Fig. 1a. Both the PCRDs 
are operated in a similar manner for a total duration of 40 min, with time varying 
heat release rate as described in Table 2. Selected important locations data (helium 
concentration, temperature, velocity) have been presented and compared here. The 
coordinates of the monitoring points are provided in Table 3. 

Helium distribution in a multi-compartment geometry like CSF requires solution 
of 3D transient mass, momentum and species transport equation. In addition, energy

Table 1 Case details 

Simulation No PCRD Injection Mesh size 

Case 1 No 600 SLPM @ 20 min (0.2 m × 0.2 m) 8.5 lacs 

Case 1HA Yes (approach 1) 13.88 lacs 

Case 2HB Yes (approach 2) 

Fig. 2 PCRD geometry
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Table 2 Heater power of 
individual PCRD with time Time (min) Total heater power (kW) 

0–11 1 

11–18 3 

18–22 5 

22–29 3 

29–40 1 

Table 3 Monitor locations 

Sl. No. Location R (m) θ Z (m) 

Helium concentration 

1 R1 0.856 173.3 5.2 

2 Dome 0 0 10.1 

3 Annulus ground floor 2.46 90 4.15 

4 Annulus 1st floor 2.47 337.6 7.05 

5 Hor. opening b/w R1 and R3 1.1 135 5.9 

Temperature 

6 Dome 0 0 10.1 

7 PCRD1 inlet plane 2.37 45 6.9 

8 PCRD2 inlet plane 2.37 225 7.9 

Velocity 

7 PCRD1 inlet plane 2.37 45 6.9 

8 PCRD2 inlet plane 2.37 225 7.9 

9 0.1 m below of PCRD1 inlet plane 2.37 45 6.8 

10 0.1 m below of PCRD2 inlet plane 2.37 225 7.8

equation is also required to be solved simultaneously for cases with PCRDs. In this 
kind of simulation, buoyancy plays a very important role due to continuous release of 
lighter gas into the domain and also due to the continuous release of heat in different 
location. In addition, an appropriate turbulence model with relevant source terms is 
essential to correctly predict the turbulent diffusion. 

Each PCRD consists of ten heater plates (each 10 mm thick). Modelling of all 
the plates with PCRD box (2 mm thick wall) will substantially increase the mesh 
size and also the computational time. Considering the large geometries of CSF and 
large simulation time, it can be understand that detailed modelling of PCRDs in 
containment is computationally very expensive and not reasonable. Hence, in this 
work, all the PCRD plates of each PCRD are lumped into a single heat generating 
control volume (hot section). Two approaches are used here for simulating PCRD’s. 
In first approach (Case 1HA), the entire heat source is dumped in the fluid control 
volume and neither solid plate’s thermal inertia nor the pressure drop across the 
plates are modelled. In second approach (Case 1HB), the lumped plate volume is
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considered as a porous zone where appropriate pressure drop and the thermal inertia 
of the plates are considered. It is to be mentioned here that the solid and gas volume 
in the porous zone are considered to be in thermal equilibrium with each other in 
simulation Case H1B. 

In this work, all the simulations are carried out in commercial CFD software 
CFD-ACE+. Standard k–ε turbulence model with standard wall function is used for 
turbulence modelling. Heat transfer in the concrete volume has been modelled to 
account for its thermal inertia. Convective boundary condition has been used at the 
outer containment wall. First order discretization scheme is used for all the terms. 
In all the simulations, it is considered that the CSF domain is filled with quiescent 
air before helium injection into the domain. Hence, all three velocity components 
are initialized with zero value while the turbulence levels are initialized with very 
low value. Initial pressure and initial temperature are set to 101,325 Pa and 303 K, 
respectively. Ideal gas law is used for density calculation while mass diffusivity is 
considered constant for each species. Appropriate mixing laws have been used for 
calculating mixture properties available in CFD-ACE+ software. 

3 Results and Discussion 

In this section, the results of simulations are presented and compared to understand 
the effect of simulated recombiner on helium distribution. In this paper, total three 
simulations are presented. The first case (Case 1) involves helium injection for 20 min 
followed by diffusion phase of 20 min. In the second simulation (Case 1HA), helium 
is injected at the same rate for 20 min in the presence of two simulated PCRDs. The 
PCRDs are operated for 40 min with time varying heat rate as per Table 2. In third  
case (Case 1HB), the second case is repeated with different modelling approach for 
the simulated PCRD as described earlier. In the subsequent section, the comparison 
between two modelling approaches of PCRD (Case 1HA and Case 1HB) is presented 
along with the effect of simulated recombiner in CSF geometry. The localized mesh 
refinement near injection and near all the openings (especially vertical ones) are very 
crucial for buoyancy-driven flows (helium jet and plume) and taken care of in this 
study. In case where recombiners are presents, further mesh refinement in and around 
the PCRD positions are carried out to capture the thermally induced flow better. 

In Fig. 3, the helium concentration in the injection room, R1 has been presented 
for all the three cases. It can be seen that there is a difference in predicted helium 
distribution between Case 1HA (approach 1) and Case 1HB (approach 2). To better 
interpret the results, first cases with PCRDs are compared among each other before 
assessing the effect of simulated recombiner in helium mixing.

In Fig. 4, the temperature transient at the dome location (250 mm below the top 
most point) is presented for Case1HA and Case1HB. As the effect of plate thermal 
inertia is not considered in Case1HA, the peak temperature comes significantly higher 
compare to Case1HB. In Case1HB, the heater section of PCRD are considered as 
porous media with appropriate porosity and pressure drop value applicable for the
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Fig. 3 Variation of helium 
conc. in injection room, R1 
(Monitor point 1)

PCRD geometry shown in Fig. 2. The heat capacity of individual heater plates is 303 J/ 
K while the mass of each plate is 0.670 kg. The comparison shows the importance 
of thermal inertia of the recombiner plates in calculating actual heat addition to 
the gases. However, in present case the inertia of PCRD boxes are not considered 
due to inherent limitation of CFD-ACE+ software in thin wall modelling in parallel 
computation. 

In Fig. 5, the inlet and outlet temperature of PCRD have been compared for the 
Cases1HA and 1HB. In Case1HA, there is a large fluctuation at start of every change 
in heat rate unlike Case1HB due to the absence of solid plate’s inertia. Though the 
out let temperature is almost similar at the outlet monitor point the inlet temperature 
is higher in Case1HA due to higher heat addition to the atmosphere. As these two 
are point temperature data, contour plots are presented in Figs. 6, 7 for Case1HA and

Fig. 4 Temperature 
transients at dome 
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Case1HB, respectively, to get a more comprehensive scenario. It can be seen that 
Case1HA predicts non-uniform and large localized temperature within the recom-
biner unlike Case1HB. In Fig. 8, the  Z velocity data has been presented at the point 
which is 0.1 m below the inlet plane. It can be seen that the velocity is higher in 
Case1HA as more heat is added to the gas volume in that approach. The fluctuations 
in velocity are very prominent at the inlet of PCRDs as the PCRDs are placed directly 
above the openings. Comparisons between the two modelling approach of PCRD, 
distinctly shows the improvement in the results in the Case1HB. 

In Figs. 9 and 10, the  Z velocity has been presented at 0.1 m below the inlet and 
just at the inlet respectively for Case1HB. It can be seen that the velocity becomes 
more unidirectional just at the inlet and also the magnitude increases due the presence 
of porous zone (porosity reduces the available flow area) (Fig. 11). This is presented 
in a more clear way in the Fig. 12 where velocity vector plot around the PCRD has

Fig. 5 Temperature at inlet 
and outlet of PCRD2 

Fig. 6 Temperature contour at heater plane at 22 min for Case 1HA
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Fig. 7 Temperature contour at heater plane at 22 min for Case 1HB 

Fig. 8 Z velocity at 0.1 m 
below the PCRD2 Inlet

been shown. It can also be seen that the fluctuations are more at the inlet of PCRD1 
as the PCRD1 is placed 1 m above the opening while the PCRD2 is placed 2 m 
above. Moreover, the fluctuations at inlet are more at low power and it decreases 
significantly at high power when higher driving force is available.

Now with the background of fundamental difference between these two 
approaches, the impact on helium distribution is presented in the following sections. 
In Fig. 3, it can be seen that the predicted peak concentration in the injection room is 
less due to operation of heater. However, the concentration is higher in post injection 
phase with heater operation. To understand this, the helium concentration at other 
location need to be looked at first. In Figs. 12, 13 and 14 helium concentration are 
presented for dome (250 mm below the top most point), first floor annulus and ground 
floor annulus. It can be seen that in all the cases the peak concentration comes lower 
when the heater is in operation. Moreover, the long-term concentration approaches
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Fig. 9 Comparison of Z 
velocity at 0.1 m below the 
PCRDs inlet for Case 1HB 

Fig. 10 Comparison of Z 
velocity just at inlet plane of 
PCRDs for Case 1HB

towards the equilibrium concentration faster. But the effect of heater is more promi-
nent in first floor and dome area due to its direct interconnection and the placement 
of heater. The ground floor mixing is also affected significantly as the PCRDs are 
placed just above the openings connecting ground floor and first floor. However, the 
concentrations takes more time to approach the equilibrium concentration of 8% v/v 
in the compartment R1, R2, R3 and R4. In Fig. 15, the large fluctuations in the helium 
concentration at the horizontal opening between R1 and R3 can be observed. This 
depicts the classical ceiling jet behaviour in buoyancy-driven flows near openings. 
It can be seen that the operation of simulated PCRD dampens this oscillating jet 
behaviour.
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Fig. 11 Velocity vector, 
PCRD2 at 22 min (Case 
1HB) 

Fig. 12 Helium conc. at 
dome

It can be concluded here that this kind of lighter gas distribution studies in the 
presence of simulated recombiner in large multi-compartment scaled-down geometry 
provides a very important insight into the effect of PCRD operation in helium mixing. 
The helium distribution characteristics in presence of simulated recombiner device 
are presented in terms of concentration, temperature and velocity with probable 
explanations. As the facility is volumetrically scaled, hence the scaled-down length 
scale is not appropriate for accurately simulating the buoyancy driven flows. Hence, 
the extent of effect cannot be simulated. However, this kind of exercise is very much
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Fig. 13 Helium conc. in 
first floor annulus 

Fig. 14 Helium conc. in 
ground floor annulus

important to gain experience before performing actual reactor calculations. Based on 
present finding, experiments will be performed in this facility and simulations will 
be carried out again in future for validation exercise. 

4 Conclusions 

In this present blind CFD exercise, the effect of simulated recombiner device on 
helium distribution and mixing is investigated in CSF geometry. Several impor-
tant characteristics are identified which will help in planning future experiments. 
It is shown here that the porous media consideration is very effective in modelling



Numerical Studies to Assess the Effect of Simulated Recombiner … 161

Fig. 15 Helium conc. in 
horizontal openings between 
R1 and R3

multiple PCRDs within the CFD framework with reasonable mesh size. It is found 
here that the placement of PCRD is very important and is directly influences the 
mixing characteristics. This kind of studies must be performed before experiment 
to find optimum number and correct location of PCRDs to get maximum efficiency 
of PCRDs. In present case, the porous zone of PCRD is modelled with thermal 
equilibrium model which is available in CFD-ACE+ software as standard. In future, 
thermal non-equilibrium model in porous media will be implemented to improve the 
accuracy. In future, the effect of PCRD box thermal inertia will also be investigated. 
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Design and Development 
of Thermoplastic Microfluidic Device 
for Argentometric Mohr Method 

R. Rahul, V. Aishwarya, Prasad Nikhil, R. S. Mini, and S. Kumar Ranjith 

1 Introduction 

About 97% of water on earth cannot be used directly as drinking water due to high 
salinity. Moreover, the water available for drinking purposes is strongly affected 
by population growth, urbanization and industrialization in most countries. Water 
pollution has adverse effects on public health, causing about numerous deaths every 
day [1]. Unchecked and illegal disposal of organic and inorganic waste to water 
bodies from both commercial and residential sources is the primary source of water 
pollution. Such primary pollutants contributed to the presence of harmful chemicals 
in surface water, such as toxic metals, essential minerals and pathogenic organisms 
[2]. In addition to that, sewage, soil runoff and landfills contribute significantly to 
water pollution. Water quality is primarily affected by nutrient absorption, toxic 
metals, pharmaceutical and natural pollutants. These factors must be within allowable 
limits, which otherwise affect human health as well as aquatic ecosystems. One 
of the most prevalent inorganic anions in water and wastewater is chloride (Cl−) 
ion. Calcium, magnesium and sodium salts contain Cl− ion. The natural water is 
contaminated with Cl− ion from different sources like layers of rocks, some salt
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deposits, sediments, sewage, and road salt infiltration [3]. A high chloride level may 
injure developing plants and damage steel pipelines and structures. The secondary 
drinking water standard of 250 mg/L is designed to signal problems with the quality of 
water. Existing chloride monitoring techniques involve complex equipment, longer 
processing times, and highly trained professionals, which makes these techniques 
complicated and tedious. Towards the realization of a mobile device, sensitive and 
selective water quality control system is required. In this regard, microfluidic [4] 
based devices are highly promising [5, 6]. Several researchers [7, 8] performed 
extensive research on the development and application of microfluidic devices for 
detecting water contaminants. The microfluidics-based lab on a chip (LOC), device 
delivers fast results, is inexpensive and highly sensitive analysers with considerable 
productivity [9–13]. Mohr method is the standard method for chloride ion detection. 
The present study focuses to conduct the Mohr method of chloride detection in LOC 
device. In order to gain a better understanding of chloride detection in LOC, flow 
visualization of Mohr procedure on two different microfluidic channels is conducted. 
The primary goal of this work is to visualize the basic flow mixing behaviour of silver 
nitrate (AgNO3), sodium chloride (NaCl) and potassium chromate (K2CrO4) in two  
microchannels of different size and nature. Next, to conduct the volumetric study of 
Mohr method on-chip with varying flow rate and concentration. As part of the study, 
microchip fabrication and standard Mohr chloride detection test are conducted. 

2 Methodology 

This section describes in detail about the fabrication of polymethyl methacrylate 
(PMMA) microchannels, off-chip Mohr chloride detection theory, and the flow 
mixing behaviour of chloride monitoring in LOC. For the fabrication of microchips, 
PMMA with a thickness of 2 mm is used. The reagents used for the off-chip and on-
chip chloride detection are sodium chloride, potassium chromate and silver nitrate. 
In Mohr chloride detection, the basic titration theory is used to obtain the volume 
of an unknown sample. For that, the colourimetric change is observed with change 
in sample volume. Furthermore, the same reagents and identical proportions are 
used for the on-chip flow mixing characterization. The chip is manufactured using a 
micro CNC milling operation and thermally bonded at a pressure of 220 kPa. For the 
flow visualization of chloride, a CCD camera and an inverted brightfield microscope 
are used. The complete workflow of the chloride detection by on-chip and off-chip 
methods is shown in Fig. 1.

A. PMMA Microchip Fabrication 

This section describes the steps involved in the fabrication of PMMA LOC device. 
The PMMA is chosen as the material for the base and cover layer due to its trans-
parency, and it requires less time for preparation. The fabrication technique used 
for the proposed LOC device is computer numerical control (CNC) micromilling. At 
first, the VCarve application is used to create the microchannel design, and the output
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Fig. 1 Workflow of Mohr chloride detection visualization under off-chip and on-chip conditions

numerical code is used to drive the CNC device. A tungsten carbide tool is used to 
mill channels on a 2 mm-thick PMMA sheet. Isopropyl alcohol is used to clean 
the machined microchannel base and cover plates. The PMMA sheet is trimmed to 
the required dimensions using a laser cutting tool (Epilog Engraver, USA). For the 
bonding procedure, thermal bonding mechanism is employed between the cover and 
base layer of milled PMMA sheets. The maximum pressure applied to both layers 
is 220 kPa, by using a compression spring force (CSF) mechanism [14]. The entire 
assembly is heated in a muffle furnace (3 kW) for 120 mins at 95 °C. The input and 
outlet connections of the PMMA device are made from soft, flexible capillary tubes. 
The fabricated PMMA microchips are shown in Fig. 2.

B. Off-Chip Mohr Chloride Detection 

In Mohr chloride detection method, silver nitrate solution is used as the titrant 
and potassium chromate are used as the indicators. When a chloride-containing water 
sample is titrated against a silver nitrate solution in the presence of an indicator, the 
chlorides precipitate as white silver chloride.
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Fig. 2 Fabricated PMMA microchips for flow visualization

Ag+ + Cl− ⇔ AgCl 

At the end point of titration, white precipitate changes to reddish brown precipitate. 
By that time entire AgCl precipitates and the reddish brown colour is the indication 
of silver chromate. 

2Ag+ + CrO2− ⇔ Ag2CrO4 

Apparatus used for chloride test are conical flask, burette, pipette and measuring 
cylinder. To identify the mass of chloride ion in water sample, 20 ml of measured 
sample NaCl (0.004 Normality) is taken and 1.0 ml 1% of indicator solution (potas-
sium chromate) is added to it. The resulting solution turned light yellow with the 
addition of K2CrO4. The solution is then titrated with a standard silver nitrate solution 
(normality: 0.0141). With the addition of silver nitrate, a white precipitate is formed 
and the colour changes to faint reddish brown once the entire chloride is precipitated 
(Fig. 3). The amount of titrant expended is used for the final calculation.

C. On-Chip Chloride Detection 

For on-chip detection of chloride ions, two PMMA microchips with varying 
dimensions are used (Fig. 4). The same procedure of the Mohr test is carried out 
in the fabricated microchannels.
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Fig. 3 Off-chip Mohr chloride titration method a before and b after required volume of silver 
nitrate is added

Fig. 4 Schematic diagram of a two-phase and b three-phase microchannel configuration used for 
fluid mixing visualization of chloride test
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3 Results and Discussion 

This section deals with the experimental results and flow visualization characteriza-
tion of Mohr chloride test. 

A. Estimation of Chloride (Mohr Method) 

The experimental observation of the Mohr method using standard NaCl solution 
and silver nitrate solution is listed in Table 1. Determination of the mass of chloride 
ion per litre of water (0.004N NaCl) using one of the observations is written below. 

Volume of water sample V 1 = 20 ml; Volume of AgNO3 solution V 2 = 20.7 ml; 
Normality of AgNO3 = N2 = 0.0141 N. 

At the end point of titration, number of NaCl equivalents in the solution is equal 
to the number of AgNO3 equivalents in the solution. 

Normality of chloride ion in the sample, 

N1 = V2 N2/V1. 

Mass of chloride ion per litre of the sample, 

= N1 equivalent weight of chlorine. 

= N135.46 × 1000 = 517.48 mg/L. 

B. Flow Visualization and Chloride Ion Detection in Fabricated PMMA 
Microchips

(1) Flow visualization of two-phase mixing device: To understand the mixing 
behaviour of the Mohr test at a microscale, two separate PMMA microchips 
are considered in this study. The volume and width of the microchannels are 
different for both cases. For two-phase visualization study, a microchip with 
dimension 120 mm × 50 mm × 4 mm and channel width 500 µm is used. The 
two-phase and three-phase reagents mixing device is schematically illustrated 
in Fig. 4. The mixing phenomena are investigated using a bright-field inverted 
microscope with a CCD camera, as illustrated in Fig. 5a. For the two-phase 
mixing study, a solution of standard NaCl and 1.0 ml 1% of indicator solution 
(potassium chromate) is supplied to the inlet 2 with a flow rate of 10 µl/min, 
and silver nitrate is introduced to the inlet 1 with 10 µl/min flow rate using

Table 1 Volume of reagents used for Mohr method 

Sl. No. V1 (ml) Initial reading Final reading V2 (ml) 

1 20 0 20.7 20.7 
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microinjection pumps (NE4002X and KDS Legato 111 Makes) (see Fig. 5b). 
The observed behaviour of chloride test is shown in Fig. 5b–j. 

At the T junction, two fluids interact with a constant flow velocity (10 µl/ 
min), and as a result, the interface between the two fluids shows a dark thin 
line over a certain period of time. This is due to the formation of white silver 
chloride precipitate. In most cases, the precipitation of silver chloride hinders 
the passage of light, and in microscope, it appears as dark. However, complete 
mixing occurs in the serpentine mixing zone (Fig. 5e–g), and the colourimetric 
change observed is same as that of the off-chip conditions. The tail end of the 
chip shows a reddish brown colour, which indicates silver chromate formation 
at a microscale (Fig. 5i, j). When the flow velocity of both inlets is changed, the 
colour intensity over the channel length is also varied. Typically, at a constant 
flow rate, the thickness of the silver chloride layer increases with time interval, 
as illustrated in Fig. 6. For the visualization of Mohr method on LOC device, 
varying flow rates of silver nitrate solution are analysed. The average value of 
flow rate at which the maximum colour intensity of reddish brown is achieved 
is 10 µl/min and is at 2 min. The mixing performance of the fabricated PMMA 
microchip depends on the side wall (Re ≥ 50) roughness [15, 16] and the number 
of turns in the serpentine microchannel [17].

(2) Flow visualization of three-phase mixing device: A microchannel with three 
inlets is employed for this study, and it is schematically illustrated in Fig. 7. 
In connection with that, a microchip with size of 50 mm × 20 mm × 4 mm, 
microchip and channel width 800 and 250 µm is used. Standard sodium chloride

Fig. 5 Flow visualization of Mohr method on two-phase mixing device. a Experimental set-up of 
on-chip detection. b–j Mixing phenomena at different locations captured with a CCD camera
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Fig. 6 Visualization of silver chloride precipitation at different time intervals in a 500 µm width  
two-phase mixing device (sample at 90 µl/min and silver nitrate at 20 µl/min) 

and potassium chromate indicator are introduced through inlet 2 (250 µm) and 
inlet 3 (250 µm) respectively with a constant flow rate, and through inlet 1 
(800 µm) silver nitrite solution is passed (see Fig. 7a). The mixing behaviour 
is visualized in Fig. 7. At the Y junction dark patches are observed, which 
is the indication of silver chloride and towards the end of serpentine channel 
reddish brown precipitates are observed. As mentioned earlier, reddish brown 
precipitate is due to the formation of silver chromate.

4 Conclusions 

In this paper, a microfluidic chip is designed and fabricated and the argentometric 
Mohr method is demonstrated on the chip. As per IS:10500-2012, maximum accept-
able limit of chloride content in drinking water is 250 mg/L and it is 1000 mg/ 
L in the water used for purposes other than drinking. This pilot work focused on 
the visualization of Mohr method on LOC. Visualization of Mohr method on two 
different variants of microchips is done with varying flow rate, and the volumetric 
estimation of chloride content from image data is planned as the future work. The
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Fig. 7 Visualization of chloride detection in three-phase mixing device in which the flow rate of 
silver nitrate is 300 µl/min and the flow rate of sample and indicator are 90 µl/min

proposed LOC is designed to handle more volume of fluid than paper microfluidic-
based strips. The auxiliary device for pumping and imaging in this pilot work can 
easily be replaced with capillary pumping mechanism and image sensing to adhere 
to portability constraints. 
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Nomenclature 

V 1 Volume of water sample (ml) 
V 2 Volume of silver nitrate sample (ml) 
N1 Normality of silver nitrate (N) 
N2 Normality of chloride ion (N)
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Normal Collision of a Single-Dipole 
of Vortices with a Flat Boundary 

Shivakumar Kandre and Dhiraj V. Patil 

1 Introduction 

The two-dimensional (2D) bounded flows feature the phenomenon of vortex-wall 
interactions and the formation of structures due to the detachment of viscous 
boundary layers. The vortex interactions with no-slip walls are encountered in prac-
tical applications such as interaction of aircraft trailing vortices with the ground and 
large-scale vortex interactions with coasts and landscapes. The small-scale structures 
form dipoles with the primary vortex and advect over the entire domain. The forma-
tion of secondary vortices strongly affects the evolution of 2D decaying turbulence 
[1, 2]. Hence, it is important to study the influence of rigid boundaries on the vortex 
dynamics to characterize the vortex-wall interactions. 

The numerical simulations are carried out in the past to investigate the physics 
that encountered during the vortex-wall interactions [3–6]. Primarily, Orlandi [3] 
investigated the effect of bounded domain which is initialized using Lamb dipoles 
using stream functions, on the generation of secondary and tertiary vortices at the 
wall. The frequent and multiple rebounds of the dipoles are due to the production of 
vorticity at the wall. The formed dipolar vortices take circular trajectory far from the 
boundaries. The no-slip wall is the source of vorticity production at the boundary. 
Clercx and van Heijst [4] quantified the enstrophy production for oblique and normal 
dipole-wall collision in a square domain. The dissipation of kinetic energy and palin-
strophy computed and the physics associated with the vortex-wall interactions are 
further studied. The shielded monopolar vortices particularly for higher Re values 
are analysed in [5]. Trajectory of the dipole for the stress-free and no-slip boundaries 
are given, and vorticity at the wall for several dipole-wall collision time is quantified.
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Recently, Peterson and Porfiri [6] have studied the impact of semi-infinite rigid 
plate and its tip on the dipole interaction. The vortex shedding is observed at the 
tip of semi-infinite rigid plate. Recently, similar work carried out by using lattice 
Boltzmann method [7, 8]. The monopole, dipole and tripoles of vortices are observed 
during the interaction of co-rotating isolated vortices based on the inter-vortical 
distance at low Reynolds number in a two-dimensional (2D) square domain [7]. The 
vortex-wall interaction problem is investigated with dipole propelling towards slip 
boundaries [8]. 

In this work, the vortex-wall interactions with no-slip boundaries are studied 
numerically in a square domain using the lattice Boltzmann method with a Bhat-
nagar–Gross–Krook (BGK) collision model. In order to capture the vortex-wall 
interactions accurately, the simulations are performed with 20482 grid points with 
second-order accurate non-equilibrium bounce-back condition for solid-wall bound-
aries. The paper is organized as follows, mathematical formulations, initial arrange-
ment of isolated monopolar vortices and the validation of LB algorithm are given in 
Sect. 2, the results obtained for normal collision of dipole with wall are discussed in 
Sect. 3 and conclusions are given in Sect. 4. 

2 Methodology 

The kinetic-theory-based lattice Boltzmann (LB) method is employed which captures 
the evolution of distribution functions at each lattice point using an iterative procedure 
of local collisions and near-neighbour shift [9–12]. The easy implementation of the 
boundary conditions, parallel algorithm and explicit nature help LBM to get attention 
over the conventional CFD method. The LB equation with a single relaxation time 
(SRT) or BGK collision model [13] is,  

fi (x + eiΔt, t + Δt) = fi (x, t) − Δt 

τ

(
fi (x, t) − f eq i (x, t)

)
, (1) 

where fi is a particle density distribution function along ith lattice direction, ei is 
lattice velocity vector, andΔt is time step. The two-dimensional nine discrete velocity 
(D2Q9) lattice structure is employed for the simulations with its corresponding lattice 
velocities. The f eq i in Eq. (1) is the equilibrium distribution function governed by 
the discrete Maxwell–Boltzmann distribution with terms upto O(Ma2). 

f eq i = wi ρ

[
1 + 3 

ei · u 
c2 

+ 
9 

2 

(ei · u)2 

c4 
− 

3 

2 

u · u 
c2

]
. (2) 

Here, c = Δx/Δt = 1 is a lattice speed. The relaxation time, τ is related to kinematic 
viscosity using the Chapman–Enskog expansion. The density and momentum are 
computed as zeroth- and first-order moments of the distribution function.
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τ =
(

ν 
c2 s 

+ 
1 

2

)
; ρ = 

N−1∑

i=0 

fi (x, t); ρu = 
N−1∑

i=0 

fi (x, t)ei (3) 

The 2D bounded vortex flows are characterized by the vortex-wall interactions 
and formation of thin boundary layers due to the shear effect induced by the no-slip 
wall. In order to quantify the impact of the vortex-wall interaction on the vortex 
dynamics, three global quantities are studied. These are kinetic energy of the flow, 
E(t), enstrophy, Ω(t) and palinstrophy, P(t). The P(t) is a measure of vorticity 
gradients. 

E(t) = 
1 

2

∫

D

[
u2 x + v2 

y

]
dA; (4)

Ω(t) = 
1 

2

∫

D

[
ω2 

z

]
dA; (5) 

P(t) = 
1 

2

∫

D 

|∇ωz|2 dA. (6) 

Problem Description and Validation 

The normal dipole-wall interactions are studied in a square domain [0, 2] × [0, 2] 
using lattice Boltzmann method. The flow is initialized with two isolated Gaussian 
monopolar counter-rotating vortices at the centre of the domain with 0.2 separation 
distance. Two isolated monopoles are introduced at the location of x = (0.9, 1) 
and x = (1.1, 1) and arranged in such a way that dipole travels towards the bottom 
boundary of the domain. The no-slip condition is applied for all the boundaries. 
Initial arrangement and domain configuration are shown in Fig. 1. The vorticity is 
distributed to each of the monopolar vortexes as, 

ωz = ωe
(
1 − (r/r0)2

)
exp

(−(r/r0)
2
)
. (7)

where r0 is the dimensionless vortex radius (where the vorticity changes its sign) 
which is set to 0.1, r is the distance from the centre of the monopole, and ωe is the 
vorticity extreme of the monopolar vortex. The velocity fields to achieve the isolated 
monopoles are expressed as, 

ux = 
1 

2
|ωe|(y − y1)exp

(−(r1/r0)
2
) − 

1 

2
|ωe|(y − y2)exp

(−(r2/r0)
2
)

(8) 

uy = −  
1 

2
|ωe|(x − x1)exp

(−(r1/r0)
2
) + 

1 

2
|ωe|(x − x2)exp

(−(r2/r0)
2
)

(9) 

Here, r1 = 
√

(x − x1)2 + (y − y1)2 , and r2=
√

(x − x2)2 + (y − y2)2 .
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Fig. 1 Initial arrangement 
of isolated monopoles with 
the computational domain 
configurations

The Reynolds number of the flow is defined as, 

Re = 
urmsw 

ν 
, 

where, urms velocity is considered as characteristic velocity of the flow, w is the 
half width of the domain and ν is non-dimensional kinematic viscosity. The time 
coordinate is non-dimensionalized using convective velocity (w/urms). 

A second-order accurate, non-equilibrium bounceback extrapolation method is 
used to compute the unknown distribution functions at the no-slip boundaries. The 
unknowns at the boundaries are computed by equalizing its f neq i with f neq i of imme-
diate fluid node in the discrete velocity direction. The simulations are performed 
with 20482 grid points. 

The algorithm is validated with the available literature data [8], where, the normal-
ized kinetic energy and enstrophy are compared for Re = 2500. The temporal evolu-
tion ofΩ(t)/Ω0 and E(t)/E0 is compared in Figs. 2 and 3, respectively. It is observed 
that the higher grid resolution and second-order accurate boundary conditions are 
able to capture the vortex-wall interactions accurately and results are well compared 
with the literature data.
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Fig. 2 Evolution of enstrophy compared with the literature data at Re = 2500

3 Results and Discussion 

Here, the physics associated with the normal collision of the dipole with a wall 
for Reynolds numbers from 625 to 5000 is discussed. Figure 4 shows the vorticity 
snapshots at Re = 5000 for series of vortex-wall interaction events. The boundary 
layers of counter-vorticity forms and its magnitude increases as the dipole approach 
the wall. The dipole halves separate from each other once the dipole reaches the 
boundary. The halves move in the opposite direction. The process is followed by 
the formation of thin vortex filaments and secondary vortices due to the detachment 
of the boundary layers. These secondary vortices form new asymmetric dipole with 
the primary vortex and move along the circular trajectory. Such process leads to the 
second time collision of dipoles with the no-slip boundary.

The tertiary dipole is formed when the vortex pair collide for the second time. 
Thus, multiple small-scale structures of positive and negative vorticity are formed due 
to the frequent and multiple detachments from the wall. The subsequent interactions 
cause strength or vorticity magnitude of the vortices to reduce and the energy to 
decay continuously. 

The vorticity magnitude is extracted at the wall (y = 0) at the time of first and 
second collision of the dipole to quantify the impact of Re variations on the production 
of vorticity. The corresponding vorticity profiles are given in Fig. 5a, b. It is deduced
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Fig. 3 Evolution of kinetic energy compared with the literature data at Re = 2500

from the profiles that the vorticity production is larger for large Re, and it reduces 
gradually with the Re of the flow. The symmetric behaviour can also be seen in 
the vorticity profile since the data is extracted over the domain length. The vorticity 
snapshots in Fig. 4 capture the domain length from x = 0.4 to 1.6. The fluctuations of 
vorticity productions in the case of Re = 5000 (see Fig. 5b) represent the formation 
of multiple small-scale secondary vortices near the boundary. The location of vortex-
wall interaction points changes. Further, the relationship between Re and maximum 
vorticity production at the wall is studied for various Reynolds numbers (varies from 
Re = 200 to 5000). The corresponding line plot is shown in Fig. 6 particularly for 
the first-time collision. It is found that the maximum vorticity production at the wall 
varies logarithmically with the Reynolds numbers.

In order to further underpin the physics for the vortex-wall interactions, the global 
flow quantities such as E(t), Ω(t) and P(t) are measured for all the Re variations. The 
corresponding temporal evolutions are given in Figs. 7, 8 and 9, respectively. The 
quantities are normalized with the corresponding value at ζ = 0. The decay rate of 
kinetic energy is directly proportional to the enstrophy (i.e. square of the vorticity) 
variations. Hence, the study of enstrophy evolution is important. The peaks observed 
in the enstrophy curves indicate the generation of intense vorticity at the no-slip 
wall. The first peak corresponds to the first dipole-wall collision, and collision at the 
second time is represented by the second peak. The intense vorticity is produced in
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Fig. 4 Vorticity snapshots of the dipole-wall interactions captured at Re = 5000

Fig. 5 Vorticity production at the boundary (y = 0) for: a first-time collision (ζ = 0.32), b second-
time collision (ζ = 0.62)

the boundary layer during the first collision and is the source of total enstrophy. The 
peaks achieve maximum value with Reynolds number. One collision with the wall is 
observed for the Re = 625. The evolution of the total enstrophy for normal collision 
of the bounded domain can be an integral equation [5].
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Fig. 6 Maximum vorticity production at the boundary (y = 0) as a function of Re for first collision 
(ζ = 0.32)

The kinetic energy decays monotonously as a function of Re values. It decays 
faster for an increased enstrophy during the first and second vortex-wall collision. 
The change in the total kinetic energy depends on the evolution of total enstrophy 
[5]. The palinstrophy is the measure of vorticity gradient, and it is maximum during 
the dipole-wall collisions which makes the vortex to deform and induces strain effect 
to it. The appearance of two peaks in palinstrophy curves can be seen in Fig. 9. 

4 Conclusions 

The physics associated with the normal collision of a single-dipole of vortices with a 
flat boundary are studied in a square computational domain using LB-BGK approach 
and 20482 grid nodes. The studies are carried out for various Re values from 625 to 
5000. No-slip boundary condition is a main cause of vorticity production at the wall. 
The production becomes intense at the time of dipole-wall collision. The detachment 
of the boundary layer forms new asymmetric dipole with the primary vortex and 
follows the circular trajectory before colliding again with the wall. Multiple small-
scale vortices are formed close to the wall for large Reynolds number after the second 
collision. In the case of Re < 5000, the detached layer rolled up and resulted in the
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Fig. 7 Evolution of normalized kinetic energy as a function of Reynolds numbers 

Fig. 8 Evolution of normalized enstrophy as a function of Reynolds numbers
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Fig. 9 Evolution of normalized palinstrophy as a function of Reynolds numbers

formation of single vortex. The vorticity production is quantified by extracting the 
data at y = 0 along the entire horizontal length of the domain. The magnitude of 
the peaks depends on the collision events and reduce with decrease in the Re value. 
The impact of no-slip boundary and Re variations on the vortex-wall interactions 
are further studied with the help of global quantities E(t), Ω(t) and P(t). The large 
vorticity production at the boundary during the collision makes the enstrophy reach 
its maximum value. The enstrophy peaks diminish with Re values. The decay rate of 
kinetic energy is directly influenced by the enstrophy changes, and it decays faster 
during the vortex-wall interactions. The generation of vorticity gradients during the 
vortex-wall collision is represented by the appearance of peaks in the palinstrophy 
curves. 

Acknowledgements Authors hereby acknowledge the support of ‘AnantGanak: HPC facility at 
IIT Dharwad’ to enable them to carry out the reported work. 

Nomenclature 

ζ Dimensionless time 
Re Reynolds number 
urms Root-mean-square velocity
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ν Kinematic viscosity 
w Half width of the domain 
ωz Vorticity in z-direction 
Ω Enstrophy 
P Palinstrophy 
E Kinetic energy 
ωe Vorticity extreme 
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Study on the Impact of Fin Diameter 
on Thermal and Hydraulic Behaviour 
of Annular Finned Tubes in Crossflow 
Using 3D CFD Simulations 

Mohit Raje and Amit Dhiman 

1 Introduction and Literature Review 

The thermal process industry often uses a crossflow heat exchanger with water or 
air as thermal carriers. The heat transfer coefficient of air is 10–50 times smaller 
than other fluids [1]. Such low heat transfer coefficient values significantly alter the 
total heat transfer. Extended surfaces, known as fins, are used on heat exchangers to 
overcome this issue. Such types of heat exchangers are commonly used as evaporators 
and condensers in the refrigeration and air-conditioning industry [2]. 

Because of their direct use in process industries, these heat exchangers have 
been studied for decades. Watel et al. [3] studied a single-finned tube’s flow and 
thermal behaviour in crossflow. In their study, Reynolds number was varied from 
2550 < Re < 42,000, and fin spacing varied from 2 to 40 mm. For crossflow over a 
staggered tube bank, Nir [4] gave correlations for friction factor and heat transfer. 
These experimental correlations are valid for 30 < Re < 10,000. An experimental 
study by Gianolio and Cuti [5] correlated the case of forced and induced drafts. 
They also gave a correction factor if the number of tube rows used is less than 
six. Pis’mennyi [6] gave correlations for convective heat transfer of tube bundles in 
crossflow. Their correlations use bundle shape parameter, which considers different 
geometry parameters. 

Recent advancements in computational techniques helped researchers to get a 
better insight into the problem. A study of unsteady forced convection over radial 
fins was carried out by Bouzari and Ghazanfarian [7]. They investigated the impact 
of fin number, fin height and fin location on Strouhal number, drag coefficient and
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Nusselt number. Mon and Gross [8] and Mon [9] used three-dimensional (3D) numer-
ical analysis to study the effect of fin spacing on a staggered and in-line tube array of 
finned tubes using the RNG k–E turbulence model. In their study, the fin spacing was 
altered from 1.6 ≤ s ≤ 4 mm, and the Reynolds number range was 8.6 × 103 ≤ Re ≤ 
4.3 × 104. They concluded that the formation of the horseshoe vortex at the fin-tube 
interface significantly affects the thermal interactions. Nemati and Moghimi [10] 
studied different turbulence models for flow over annular finned tubes in crossflow 
and showed that the transition SST model gives better results with available experi-
mental correlations. A study on shape optimisation for the heat exchanger having a 
finned tube was carried out by Nemati et al. [11]. A comparative study of the thermal– 
hydraulic performance of various plate-fin and tube-fin heat exchangers was carried 
out by Kumar et al. [12]. Their study recommended the use of circular fins to reduce 
operating costs. Studies on novel fin shapes are available in the literature [13–15]. 

The current study focuses on the effect of fin diameter over four-row staggered 
tubes in crossflow using three-dimensional simulations. Studying the impact of fin 
diameter on the thermo-hydraulic behaviour of finned tubes is essential. This is 
because, on the one hand, it provides higher heat transfer surface area, but it causes 
additional flow restriction, which directly affects the pressure drop. 

2 Problem Description and Meshing 

2.1 Computational Domain 

CFD studies are done for the crossflow of air over an annular finned tube. Working 
fluid (air) with constant physical properties is used to investigate the thermal and 
hydrodynamic behaviour. The array has four circular finned tubes arranged in a 
staggered manner. The tube and fin are made of aluminium such that the tube diameter 
is d and fin diameter is D. Longitudinal and transverse tube pitch was taken as Sl and 
St, respectively. The upstream and downstream distances are taken as 2.8d and 8d, 
respectively [16]. Figure 1 shows the illustration of the computational domain. 

Fig. 1 Illustration of computational domain along x–y plane
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2.2 Governing Equations 

The flow of air over annular finned tubes is three-dimensional, unsteady, turbulent and 
incompressible. Reynolds averaged Navier–Stokes (RANS) equations implemented 
in this study (Eqs. 1–3) are taken from the literature [17–19] and are given as: 

Continuity equation: 

∂ρ 
∂t 

+ 
∂ 

∂xi 
(ρui ) = 0. (1) 

Momentum balance equation: 

∂ 
∂t 

(ui ) + 
∂ 

∂ x j

(
ui u j

) = −  
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ρ 
∂p 

∂xi 
+ 

∂ 
∂ x j

[
ν

(
∂ui 

∂x j 
+ 

∂u j 

∂xi 
− 
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3 
δi j  

∂u�

∂x�

)]

+ 
1 

ρ 
∂ 

∂x ′
j

(
−ρu′

i u
′
j

)
, (2) 

where (−ρu′
i u

′
j ) are the Reynolds stresses. 

The energy equation is given as follows: 

∂ 
∂t 

(ρE) + 
∂ 

∂ xi 
(ui (ρE + p)) = 

∂ 
∂xi

(
keff 

∂T 

∂ xi

)
. (3) 

The equation for conduction inside the fins is given as follows: 

ρcp 
∂T 

∂t 
= ks

(
∂2T 

∂x2 
i

)
(4) 

where subscripts i and j in the above-mentioned equations represent spatial directions, 
δij is Kronecker delta, and the effective thermal conductivity is represented as keff. 

Reynolds stresses mentioned above are modelled using the transition SST model 
[18], which is an augmentation over the k–ω model [17]. Literature [10, 11] justifies 
the applicability of this model for the current problem under consideration. Additional 
information about this model is available in the above-mentioned literature. 

2.3 Boundary Conditions 

The following boundary conditions are used to solve the governing equations 
previously described.
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• At the inlet, constant velocity (x-direction) and constant temperature (To) of air  
are specified. 

• Zero-gauge pressure at the outlet of computational domain. 
• Heat flux and velocity components at symmetry surfaces are zero. 
• At the tube wall surface, no-slip condition with constant wall temperature (Tw) is  

applied. 
• No-slip condition is applied at the fin–fluid interface, along with convection from 

the fin. 

2.4 Mesh Generation and Solution Algorithm 

ANSYS meshing software R18.1 [19] is employed for the discretisation of the 
computational domain. Near the solid surfaces, fine meshing was done to capture the 
boundary layer effect. A structured mesh was made in the region between fins, while 
an unstructured mesh was made in the remaining domain. The resulting mesh has 
average skewness of 4.1 × 10–2, an average aspect ratio of 9.7, an average value of 
y+ is well below 2 and a minimum grid size of 0.05 mm. Figure 2 shows the mesh of 
the computational domain. Numerical simulations are performed for annular finned 
tubes arranged in a staggered array for various fin diameters. The present study is 
carried out in the Reynolds number range of 4630 ≤ Re ≤ 9260. Finite volume-based 
solver ANSYS Fluent [19] is used to solve the unsteady turbulent flow. The physical 
properties of air are considered constant. PISO scheme is implemented for pressure– 
velocity coupling, and the second-order upwind scheme is adopted to discretise the 
continuity, energy and momentum equations. In contrast, a second-order implicit 
scheme is used for transient formulation. The convergence criteria for the energy 
equation is set to 10–10, whereas for other equations, it is set to 10–09. 

3 Output Parameters 

The equation for the overall heat transfer from the tube bank is 

Q = Ḣout − Ḣin (5)

x 

y 

Fig. 2 Mesh of the computational domain along x–y plane 
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where Ḣout and Ḣ in are flow rates of enthalpy at the outlet and inlet of the tube bundle, 
respectively, obtained from ANSYS Fluent [19]. Taking Af as fin surface area, At as 
tube surface area and η as fin efficiency, we can determine the air-side heat transfer 
from Eq. (6). 

h = Q 

( At + ηAf)θ 
(6) 

The log-mean temperature difference (θ ) is defined as 

θ = 
T0 − Tout 

ln
(

T0−Tw 
Tout−Tw

) . (7) 

An iterative procedure to get the fin efficiency is adopted from Mon and Gross [8]. 
The Nusselt number is calculated as 

Nu = 
hd 

k 
. (8) 

The expression for Reynolds number (Re) is given by Eq. (9). 

Re = 
dumaxρ 

μ 
. (9) 

4 Grid Independence and Validation 

4.1 Grid Independence 

Four different grids having 180,250, 221,952, 250,712 and 295,874 control volumes 
were considered for grid independence test. The results of different grids were 
compared with the most refined grid consisting of 295,874 control volumes. These 
results are shown in Table 1. It is clear that the grid with 221,952 control volumes is 
preferable considering accuracy and computational time and therefore used in this 
study.
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Table 1 Grid independence test at Re = 9260 and D = 34 mm 

No. of control volumes Nu Deviation ΔP Deviation 

180,250 77.79 −2.83% 60.47 −1.76% 

221,952 76.38 −0.97% 59.81 −0.65% 

250,712 76.04 −0.52% 59.59 −0.27% 

295,874 75.65 – 59.43 – 

4.2 Validation 

To test the accuracy of the current numerical scheme, present findings were compared 
to the previously available experimental data from literature [5] and are shown in 
Fig. 3. For Nusselt number, the maximum deviation was 9.4% and for the Euler 
number, it was 9.2%. According to the literature [12, 20], deviations within ±15% 
are acceptable when computational results are compared with experimental data. 
This approves the accuracy of the current model.

5 Results and Discussion 

This section discusses the thermal and hydraulic behaviour of the annular finned 
tubes in detail. Studies are carried out to determine how pressure drop, heat transfer 
rate and heat transfer coefficient are affected by fin diameter and Reynolds number. 
In addition, the fin surface temperature distribution is obtained to get more insight 
into the thermal behaviour of fins. 

Figure 4 illustrates how the heat transfer rate varies with the Reynolds number 
for various tube sizes. We see that the heat transfer is affected by fin diameter since 
the increase in fin diameter will increase the available heat transfer area. Also, at a 
higher value of the Reynolds number, an increment in flow velocity contributes to 
the heat transfer rate. The heat transfer is nearly 29% higher when the fin diameter 
changes from 34 to 38 mm at the lowest value of Re, whereas this change is nearly 
19% at the highest Reynolds number.

In Fig. 5, a plot of the heat transfer coefficient versus Reynolds number for varying 
tube diameters is shown. For all scenarios, the heat transfer coefficient rises with Re. 
This is mainly caused by increased heat transfer rate at a superior Reynolds number 
(as shown in Fig. 4). The heat transfer coefficient increases by roughly 61% as the 
Reynolds number rises from the lowest to the highest value for the fin diameter of 
34 mm and for fin diameter of 38 mm it increases by 57%. At Re = 4630, the heat 
transfer coefficient is nearly 12% higher when the fin diameter increases from 34 to 
36 mm. Whereas it increases by nearly 9% at Re = 9260.

Pressure drop is used as an essential parameter to analyse the hydrodynamic 
behaviour of any crossflow heat exchanger. Knowledge of pressure drop helps in 
determining the pumping requirements. Figure 6 depicts the plot of pressure drop
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Fig. 3 Comparison of 
current results with 
experimental data from 
literature [5]: a Nusselt 
number and b Euler number
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Fig. 4 Heat transfer rate 
against Reynolds number at 
various fin diameter values
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Fig. 5 Heat transfer 
coefficient against Reynolds 
number at various fin 
diameter values
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against the Reynolds number with variation in fin diameter. It is evident that the 
pressure drop increases with the Reynolds number at all values of the fin diameter 
owing to an increment in velocity. The pressure drop increases by nearly 9–12% 
at the highest and the lowest Reynolds number, respectively, when the fin diameter 
increases from 34 to 38 mm. At a particular value of the Reynolds number, when the 
fin diameter is augmented, it intensifies the skin friction factor, contributing to the 
escalation of pressure drop.

The illustration of the change in fin surface temperature for the maximum and 
minimum Reynolds number at different fin diameters for the first finned tube is
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Fig. 6 Pressure drop 
against Reynolds number at 
various fin diameter values
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shown in Fig. 7. It is noticeable from the figure that the maximum temperature 
difference is along the radial direction. Additionally, the frontal portion of the fin 
exhibits greater temperature gradients than the back portion. The temperature at the 
downstream section is nearly the same as the tube surface temperature. However, as 
the Reynolds number and fin diameter increase, the region of lower temperature at the 
downstream section decreases. The surface temperature distribution on succeeding 
rows has similar behaviour and is not shown here for brevity. It is worth mentioning 
here that the upstream side temperature of the second row is higher than any other 
rows. This is because higher velocity flow impinges on the upstream section of this 
finned tube.

6 Conclusions 

Three-dimensional computations are performed for the staggered alignment of 
annular finned tubes in cross-flow. The impact of fin diameter on thermal and hydro-
dynamic parameters is investigated using the transition SST turbulence model. The 
key conclusions from this research are as follows:

• The heat transfer rate increases according to the Reynolds number and fin diameter. 
The heat transfer rate rises by nearly 19% and 29% when the fin diameter is 
enlarged at the highest and the lowest Reynolds number values, respectively. 

• The heat transfer coefficient, an important factor used to quantify thermal perfor-
mance, also shows the same trend as the heat transfer rate when plotted against 
Reynolds number. The heat transfer coefficient surges by nearly 61% when the 
Reynolds number is increased from its minimum value to its maximum value
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Fig. 7 Fin surface temperature distribution at the maximum and minimum Reynolds number at 
various values of fin diameter

when the diameter of the fin equals 34 mm. Nevertheless, for a fin diameter of 
38 mm, it surges by nearly 57%.

• Pressure drop increases with the Reynolds number and the fin diameter owing to 
the increased velocity and increased skin friction factor, respectively. This increase 
is nearly 9–12% at the highest and the lowest value of the Reynolds number. 

• The downstream side of the fin has a temperature that is almost identical to the 
surface temperature of the tube. Albeit this region of lower temperature decreases 
with Reynolds number and fin diameter, it is clear that this section will contribute 
the least in heat transfer. 

• Based on these results, it is undoubtedly deduced that the higher fin diameter 
values give higher heat transfer but at the expense of pressure drop. 

Nomenclature 

Af Fin surface area (m2) 
At Tube surface area (m2) 
d Tube diameter (mm) 
D Fin diameter (mm) 
Eu Euler number
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h Heat transfer coefficient (W/m2 K) 
Ḣ Enthalpy flow rate (W) 
k Thermal conductivity (W/m K) 
Nu Nusselt number 
ΔP Pressure drop (Pa) 
Q Heat transfer rate (W) 
Re Reynolds number 
Sl Longitudinal tube pitch (mm) 
St Transverse tube pitch (mm) 
T Temperature (K) 
umax Maximum velocity (m/s) 
ρ Density (kg/m3) 
υ Kinematic viscosity (m2/s) 
μ Viscosity (kg/m s) 
η Fin efficiency 
θ Log mean temperature difference 
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Rigid-Vortex Configurations of Four 
Point Vortices 

Sreethin Sreedharan Kallyadan and Priyanka Shukla 

1 Introduction 

Analogous to the point mass approximation used in celestial mechanics, the point 
vortex model [1] is a discrete vortex model widely used to study the motion of 
mutually interacting vortices in a two-dimensional incompressible ideal fluid. In 
this model, a vortex is identified as a delta distribution of vorticity, which induces a 
radially symmetric azimuthal velocity field. The magnitude of this velocity is propor-
tional to the vortex strength (circulation), and it decays inversely with the distance 
from the vortex. When multiple point vortices are present, each vortex will move 
according to the superposition of velocity fields induced by the other vortices giving 
rise to complex fluid motions. The N -vortex problems, the problem on the motion of 
N interacting point vortices, help us to gain insights into the elementary processes 
that govern the mixing and transport in turbulent flows [2]. For a comprehensive 
review of the point vortex model and its applications, the reader may refer to [3, 4]. 

The governing equations of a system of N point vortices (α = 1, 2, . . . ,  N ) of 
circulations ┌α ∈ R and coordinates (xα(t), yα(t)) ∈ R2 at time t on the unbounded 
plane is 

dxα 

dt 
= 

−1 

2π 

N∑

β=1

'┌β

(
yα − yβ

)

l2 αβ 
, 

dyα 

dt 
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1 

2π 

N∑

β=1

'┌β

(
xα − xβ

)

l2 αβ 
, 
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where lαβ = √
(xα − xβ )2 + (yα − yβ )2 denotes the distance between α and β 

vortices, and the primed sum is used to indicate that the β = α case is excluded 
from the summation (see Ref. [4] for more details). Since the point vortex Eq. (1) are  
undefined if any one of the N (N − 1)/2 inter-vortex distances lαβ is zero, we shall 
always assume that the initial vortex coordinates kα = (xα, yα)|t=0 are distinct. 

For certain initial vortex positions, referred to as the rigid vortex configurations, 
the resulting vortex motion is such that the inter-vortex distances remain constant 
throughout the motion, and the collection of vortices moves as a rigid body. The 
importance of the rigid vortex configurations stems from the fact that they represent 
the critical points of vortex interaction energy subjected to a constant linear and 
angular momentum [5]. Hence, a vortex system slows down as it approaches any rigid 
vortex solutions, resulting in them being observed as coherent and persistent patterns 
in two-dimensional flows [5–10]. The three-vortex problem is fully understood [11– 
14], and in particular, it is known that the equilateral triangle configuration is the 
only non-collinear rigid vortex configuration possible. While the number of rigid 
vortex configurations in a four-vortex system is known to be finite for prescribed 
values of circulations [15], it is not understood how these vortex configurations are 
geometrically distributed in the space of all possible initial vortex positions. Since the 
configuration space is more than three-dimensional, visualizing and understanding 
their distribution is difficult. The present work is devoted to addressing this challenge. 

While there are multiple numerical approaches present in the literature to find 
rigid vortex configurations for prescribed values of circulations [16–18], the linear 
formulation proposed by Newton and Chamoun [18] enables one to find them purely 
in terms of vortex configurations without the prior knowledge of circulations. In 
this approach, one first derives the following expression for the squared inter-vortex 
distance derivative using (1) (see Chapter 2 of Ref. [4]), 

d 

dt 
(l2 αβ ) = 

2 

π 

N∑

γ =1

''┌γ Aαβγ

(
1 

l2 βγ 
− 

1 

l2 αγ

)
, (2) 

where the double primed sum is used to indicate that the two cases γ = α and γ = β 
are excluded from the summation, and 

Aαβγ = 
1 

2

[
(xβ − xα)(yβ − yγ ) − (xβ − xγ )(yβ − yα)

]
(3) 

represents the (signed) area of the triangle Δαβγ obtained by joining the three-vortex 
coordinates (xα, yα), (xβ , yβ ), and (xγ , yγ ) in that specific order. Since rigid vortex 
configurations are equilibrium points of the phase plane constituted by the inter-
vortex distances, and because (2) is linear in circulations, the condition for constant 
inter-vortex distances d/dt (l2 αβ ) = 0 initially can be thus expressed as a matrix 
system,
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M┌ = 0, (4) 

where M = M(kα) is the N (N − 1)/2 × N configuration matrix whose entries 
are in terms of the initial vortex position and ┌ = [┌1, ┌2, . . . , ┌N ]T is the set of 
circulations as a column vector. Therefore, the only possible circulations that can be 
assigned to a geometric arrangement of vortices such that they lead to a rigid vortex 
motion are the null space elements of its associated configuration matrix. The notion 
of configuration matrix was used to find individual rigid vortex configurations in 
Ref. [18]. In the present work, we shall use this concept to analyze the distribution 
of rigid close approximation of a rigid vortex configuration for some nonzero choice 
of circulation set. 

This paper is organized as follows. In Sect. 2, we define an error function using 
the singular values associated with the configuration matrix to numerically quantify 
the distance from a generic vortex configuration to a rigid vortex configuration. The 
error function is used to illustrate the distribution of rigid vortex configurations and 
to explain the different possible cases exhaustively in Sect. 3. Finally, in Sect. 4, we  
summarize our findings. 

2 Methodology 

Without loss of generality (WLOG), we may assume that k1 = (0, 0), k2 = (1, 0) 
by appropriately choosing the origin, orienting, and scaling the axes. Let us denote 
the initial locations of the third and fourth vortices by k3 = (a, b) and k4 = (x, y), 
respectively. We shall assume that (a, b) is a fixed parameter and (x, y) is a free 
variable; i.e., we are interested in which all (x, y) yield a rigid vortex configuration 
for a fixed choice of (a, b). From the linear formulation (4), we have the configuration 
matrix M to be 2/π times 
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where the entries are in terms of a, b and x, y. Clearly, ┌ = [0, 0, 0, 0]T trivially 
yields M┌ = 0. Necessitating not all circulation are zero implies that M must have 
at least one of the singular values (the eigenvalues of the matrix MT M , see  [18]) 
zero. Therefore, for a given configuration, we can associate an error



200 S. S. Kallyadan and P. Shukla

E(x, y) = 
σmin 

σmax 
, 

where σmin and σmax are the smallest and largest singular values associated with the 
configuration matrix M . Note that singular values are always non-negative, and a near 
zero value of E(x, y) implies that the vortex configuration is a close approximation 
of a rigid vortex configuration for some nonzero choice of circulation set. 

3 Results and Discussion 

Depending on the type of vortex triangle formed by the first three vortices (α = 
1, 2, 3), we may subdivide the different parametric cases into three. 

• Equilateral triangle case (l13 = l23 = 1) 
• Isosceles triangle case (l13 = l23 /= 1, or l13 = 1, l23 /= 1 or  l23 = 1, l13 /= 1) 
• Non-isosceles triangle case (l13 /= l23 /= 1). 

A. Equilateral Triangle Case 

The parametric case, where (a, b) is such that l13 = l23 = l12 = 1 is a degenerate 
case, as explained below. WLOG we may assume (a, b) = (1, 

√
3)/2. The matrix M 

can be simplified to show that irrespective of the value of (x, y), for the choice of 
circulations

┌1 = −
(

1 
l2 34 

− 1
)(√

3(x − 1) + y
)

2
(

1 
l2 14 

− 1
)
y 

,

┌2 =
(

1 
l2 34 

− 1
)(√

3x − y
)

2
(

1 
l2 24 

− 1
)
y 

,

┌3 = 1,
┌4 = 0, 

All vortex configurations lead to rigid vortex motion. Therefore, in a four-vortex 
configuration, if any three vortices form an equilateral triangle, it is a rigid vortex 
configuration for the appropriate choice of circulations. 

B. Isosceles Triangle Case 

Suppose that the vortex triangle obtained by joining the location of the first three 
vortices is an isosceles triangle and not an equilateral triangle. By appropriately 
indexing the three vortices, we may assume that l13 = l23 /= 1. Therefore, we 
must have a = 0.5 and b /= 

√
3/2. The distribution of log(E) versus (x, y), the  

initial location of the fourth vortex, is illustrated for the representative case (a, b) =
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Fig. 1 Density plot of 
log(E) for  (a, b) = (0.5, 0.5) 

(0.5, 0.5) in Fig. 1. The location of the first three vortices is marked by green, blue 
and red dots, respectively. It can be seen that the rigid vortex configurations exist as a 
one-dimensional continuum, wherein the fourth vortex initial position, k4 = (x, y), 
varies continuously over (i) a circle centered at (a, b) with a radius l13 =

√
a2 + b2 

and (ii) the x = 1/2 line. Each point on the circle represents the trivial case in which 
vortices indexed 1, 2 and 4 are equidistant from the third vortex at (a, b). The triviality 
of the configuration is because we can always choose ┌3 = 1 and all other vortex 
circulations to be zero, resulting in vortices 1, 2 and 4 becoming passive tracers with 
the associated rigid vortex motion being the simple uniform circular motion around 
the third vortex. Note that the above arguments hold true for any b. 

Substituting a = 0.5 = x and simplifying the configuration matrix M , we see  
that the following choice of circulations would yield a rigid vortex configuration 
irrespective of the third and fourth initial vortex coordinates on the x = 1/2 line.

┌1 = 1,
┌2 = 1,

┌3 = 
2y

(
4y2 − 3

)
(b − y)

(
1 + 4b2

)
(
1 + 4y2

)(
4y2 − 8by − 1

) ,

┌4 = 
2b

(
4b2 − 3

)
(y − b)

(
1 + 4y2

)
(
1 + 4b2

)(
4b2 − 8by − 1

) , 

C. Non-isosceles Triangle Case 

The non-isosceles triangle case represents the most generic case, and the configu-
ration matrix cannot be analytically simplified anymore. The density plot of log(E) 
for the representative case (a, b) = (0, 2) is shown in Fig. 2.
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Fig. 2 Density plot of 
log(E) for  (a, b) = (0, 2) 

It can be seen that the rigid vortex configurations still exist as one-dimensional 
continua consisting of a bounded and unbounded component. However, unlike the 
isosceles triangle case, the two components do not have any intersections. Moreover, 
the bounded component is no longer a circle but a simple closed curve. The x = 1/2 
straight line component is also replaced by a curved unbounded line. 

Let us investigate what happens to the two components when we approach one 
of the singular cases l13 or l23 approaching zero with respect to the parameter (a, b). 
It suffices to only consider the case of l13 tending to zero because of the reflective 
symmetry of the vortex configurations along the x = 1/2 line. We consider (a, b) = 
(0.25, 0) for the density plot in Fig. 3. It can be seen that the bounded component of 
the continuum shrinks down in size as l13 tends to zero. 

Fig. 3 Density plot of 
log(E) for  (a, b) = (0.25, 0)
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It is worth noting that the bounded component of the rigid vortex continua 
contains two singular configurations, wherein the coordinate of the fourth vortex 
coincides with one of the other two vortex locations. Such singular continua of rigid 
vortex configurations were studied by O’Neil [19]. The present manuscript asserts 
that this singular nature is a fundamental property of the continua of rigid vortex 
configurations when N > 3. 

4 Conclusions 

The initial vortex arrangements that lead to rigid vortex motion of four point vortices 
are systematically illustrated and analyzed. The different parametric cases are subdi-
vided into three as (i) equilateral triangle case, (ii) isosceles triangle case, and (iii) 
non-isosceles triangle case, based on the type of vortex triangle obtained by joining 
the first two vortices at (0, 0) and (1, 0) with the third vortex. 

If the location of the third vortex in the configuration is such that it forms an 
equilateral triangle, then irrespective of where the fourth vortex is located, there is at 
least one choice of non-trivial circulations for which the resulting motion is a rigid 
vortex motion. 

On the other hand, if the vortex triangle is an isosceles triangle, the locations of 
the fourth vortex for which the resultant configuration is a rigid vortex configuration 
consists of a circle passing through the two vortices and a straight line. A choice 
of circulations for the rigid vortex configurations in the continua is also analytically 
given. 

Lastly, when the vortex triangle has no symmetry, then the collection of fourth 
vortex locations in the rigid vortex configurations for a fixed third vortex location 
is again continua consisting of a bounded simple closed curve and an unbounded 
curved line. The two components are disconnected, unlike the isosceles triangle 
case. Moreover, as the location of the third vortex approaches any of the first two 
vortices, the bounded component shrinks in size. 

Apart from the five-vortex example provided by Roberts [20], it is still not known 
whether there are more examples of continua of rigid vortex configurations wherein 
the associated circulations remain constant. A robust analysis of the non-isosceles 
case focusing on how the circulations vary along the bounded and unbounded 
continua may provide important insights in this regard. 

Nomenclature 

(xα, yα) Cartesian coordinate of the α-vortex
┌α Circulation of the α-vortex 
kα Initial vortex position of the α-vortex 
lαβ Distance between α and β vortices
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(a, b) Initial location of the third vortex 
(x, y) Initial location of the fourth vortex 
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Simulation of Blow-Down Through 
Two-Phase Flow Module and Orifice 
in HTHP Loop Using RELAP5/MOD 3.2 

A. Moorthi, Niraj Uttam, K. Prem Sai, and I. V. N. S. Kamaraju 

1 Introduction 

During a LOCA in a water-cooled reactor, the steam-water mixture rushes through 
the opening of the pressure boundary. The blow-down rate is a function of the size of 
the opening and pressure and temperature of coolant [1, 2]. The flow can be single 
phase or two phase. Experimental investigations of blow-down through different 
sizes of orifices are proposed to be conducted in the high-temperature and high-
pressure (HTHP) loop facility available at Kalpakkam [3]. In this facility, studies were 
conducted on Blow-down through orifices [4] and delayed neutron (DN) tubes earlier 
[5]. Further elaborate studies are planned by installing homogenizer and two-phase 
flowmeter (TPFM) along with the orifices. 

2 Description of HTHP Loop 

The high-temperature and high-pressure loop consists of a test vessel, nitrogen gas 
cushioned pressurizer, purification loop, canned motor pump, heating system, cooling 
tower and associated piping and instrumentation. The total volume of the HTHP loop 
works out to be about 1.5 m3. The loop is filled with DM water and the pressurizer 
is kept initially at a pressure of 70 bar and level 1.5 m from the bottom at room 
temperature condition. From the bypass line of the HTHP loop, the blow-down 
line is extended to the homogenizer and two-phase flowmeter and then to the flow 
restricting orifice for the proposed experiments as shown in Fig. 1. By switching the 
heating system on, the temperature of water in the loop rises, causing rise in water

A. Moorthi (B) · N. Uttam · K. Prem Sai · I. V. N. S. Kamaraju 
Bhabha Atomic Research Centre Facilities, Kalpakkam 603127, India 
e-mail: drmoorthi77@gmail.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 6, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-5755-2_24 

205

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5755-2_24&domain=pdf
mailto:drmoorthi77@gmail.com
https://doi.org/10.1007/978-981-99-5755-2_24


206 A. Moorthi et al.

Fig. 1 Isometric view of 
HTHP loop with TPFM and 
FRO on the blow-down line 

Pressuriser 

Suction Line 

Pump Test Vessel 

Discharge line 

Collection 
Tank TPFM 

Pneumatic Valve 

FRO 

Blow-down 
Homogeniser 

Bypass Line 

level by swelling and pressure rise in the pressurizer. After attaining the desired pres-
sure 120 bar and temperature 300 °C, a quick opening (pneumatic) valve is opened 
to initiate the blow-down of the subcooled water through the orifice. The down-
stream of the orifice is lead to a partially filled collection tank through 2'' line, which 
is immersed in water. The blow-down steam-water mixture gets condensed in the 
collection tank. The TPFM measures the two-phase flow by gamma ray attenuation 
method and finally mass is balanced to calculate the flow rates. Before taking up the 
proposed experiments, simulation studies are carried out to ensure the feasibility to 
use the HTHP loop for this work. 

3 Analyses Using RELAP5/MOD 3.2 

3.1 Modelling of High-Temperature Loop Using RELAP5 

The analyses of different blow-down cases are carried out using RELAP5/MOD 
3.2 code [6]. The nodalization of high-temperature loop is shown in Figs. 2 and 3. 
During the nodalization of HTHP loop, the volume and the thermal capacity of the 
loop are carefully considered to simulate the actual loop data by considering the 
details of the individual components such as size, length, area, volume and number 
of control volumes. Initially, the flow restricting orifice (FRO) is modelled as control 
volume of length 3.5 mm having an area equivalent to the size of orifice. As the
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Fig. 2 Model of HTHP loop 
in RELAP5/MOD 3.2 for the 
simulation of blow-down 
through TPFM and FRO 

TPFM 
Blow-down Line 

FRO 

Pressurise 

Surge Line 

Homogeniser

blow-down rates increase, due to two-phase flow formation, very small time steps 
(<10–4 s) are required for the analysis to keep it within Courant limit. Hence, for 
the sizes higher than 5 mm, FRO is modelled as junction component with an area 
equivalent to the FRO size. The isolation valve in the surge line connecting the loop 
to pressurizer is modelled as a junction with the reduced area. It acts like an orifice 
of area equivalent to 5 mm diameter. The pneumatic valve is modelled as motorized 
valve with valve opening and closing rate of 33.3%/sec. The abrupt area change 
model is used wherever the change in area is involved. 

The initial conditions of the loop like temperature and pressure are taken based 
on the test cases. The entire loop and its heat structures, except pressurizer, are given 
uniform temperature. The pressurizer is kept at low temperature. The initial level of 
the pressurizer is specified as 3.938 m for all the cases. Only the initial loop pressure 
and temperatures are specified. 

In the analysis, for first 10 s the initial conditions are maintained. At the 10th 
second, the pneumatic valve starts opening to initiate blow-down and is fully opened 
by the 13th second. The valve starts closing at 77th second and at 80th second it 
fully closed, ending the blow-down; i.e., the blow-down is for about 70 s. The valve 
closing in 3 s is simulated using a trip card. The analysis is continued for some more 
time (50 s) in order to stabilize of the loop parameters. The values of mass fluxes, 
pressures and temperatures at pressurizer line, two-phase flow metering device and 
blow-down line locations are plotted. 

In the analysis, for first 10 s the initial conditions are maintained. At the 10th 
second, the pneumatic valve starts opening to initiate blow-down and is fully opened 
by the 13th second. The valve starts closing at 77th second and at 80th second it 
fully closed, ending the blow-down; i.e. the blow-down is for about 70 s. The valve 
closing in 3 s is simulated using a trip card. The analysis is continued for some 
more time (50 s) in order to stabilize of the loop parameters. The values of mass 
fluxes, pressures and temperatures at different locations are plotted. The locations 
are; pressurizer line, two-phase flow metering device and blow-down line.
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Fig. 3 Nodalization of HTHP Loop in RELAP5/MOD 3.2 with TPFM and FRO for blow-down 
analysis
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3.2 Analysis Cases 

In the experimental case, the loop is heated to a desired temperature and pressure by 
pump heat and heaters before starting the blow-down. In the analysis, these conditions 
are given as the initial conditions and the loop is initialized with the test pressure and 
temperature before starting the blow-down in the RELAP analysis. The initial loop 
pressures considered for the analyses are 120, 110 and 100 bar and the initial loop 
temperatures are 300, 290 and 280 °C, respectively. The quick-acting pneumatic 
valve is modelled as motorized valve with opening and closing time of 3 s. The 
downstream of the orifice is connected to a 50NB sch. 40 pipe and its other end is 
immersed in water in a tank partially filled with water. The tank is kept on weighting 
scale. The analysis of blow-down is carried out through orifices of different sizes 
(3.0, 3.5, 4.0, 4.5, 5.0, 6.0, 7.0, 8.0, 9.0 and 10.0 mm). The initial pressure and 
temperature considered for the analysis of the different cases are given in Table 2. 
The pipelines of the loop are modelled as heat structures. The heat structures of the 
blow-down line and the homogenizer and the TPFM are not modelled in the present 
analysis. Abrupt area change model is used in the analysis for the pressure loss due 
to area change. Only one TPFM module (M2) is considered in the present analysis. 

4 Results and Discussion 

In all the simulations of transients, the loop is initialized with starting temperature and 
pressure. The important parameters such as the pressurizer pressure, loop pressure 
and temperature, pressure and temperature of the fluid in the upstream of the flow 
restricting orifice and the TPFM are plotted. The mass flow through the isolation valve 
in the surge line, mass flow through the TPFM and the mass flow through the FRO are 
also estimated. The typical pressure drop across the FRO at the average blow-down 
rate and the corresponding pressure drop across the TPFM and isolation valve are 
reported for comparison. The quality of water in the blow-down line and the loop is 
also estimated. The summary of the results of the simulations is given in Tables 1, 2 
and 3. The expected average blow-down rates and the maximum inventory loss for 
70 s of the blow-down through different sizes of the orifices are given in Table 3. 
The important parameters such as the loop pressure, temperature and the mass flow 
rates during the course of the transients are plotted for specific size of an orifice (3 
and 10 mm) at a given initial pressure and temperature of the loop in Figs. 4, 5, 6, 7, 
8 and 9. The expected inventory loss for 70 s blow-down for different sizes of orifice 
at 120, 110 and 100 bar and at different temperatures is shown in Figs. 10, 11 and 
12.
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Table 1 Summary of the results of blow-down through 3.0 mm orifice with TPFM 

Pin (bar) Tin (°C) Pfinal (bar) TFRO Mass flow rate (kg/s) 

Pprz Ploop (°C) Initial Final Avg 

120 300 102.5 89.1 298.7 0.557 0.380 0.445 

290 101.7 86.2 288.7 0.564 0.450 0.501 

280 102.0 86.5 279.2 0.571 0.490 0.517 

110 300 95.5 85.2 299.0 0.511 0.333 0.393 

290 94.6 81.4 288.9 0.539 0.408 0.460 

280 93.9 79.7 279.0 0.545 0.469 0.496 

100 300 88.5 85.0 299.4 0.444 0.287 0.340 

290 87.3 77.0 289.1 0.512 0.360 0.410 

280 86.5 74.1 279.1 0.519 0.424 0.464 

Table 2 Summary of the results of blow-down through 10.0 mm orifice with TPFM 

Pin (bar) Tin (°C) Pfinal (bar) TFRO 
(°C) 

Mass flow rate (kg/s) 

Pprz Ploop Initial Final Avg 

120 300 98.1 75.9 253.0 2.365 3.370 2.735 

290 95.3 66.3 232.3 2.644 3.480 2.610 

280 93.1 57.6 219.3 2.866 3.367 2.420 

110 300 92.7 76.6 248.0 2.087 3.528 2.614 

290 89.7 67.3 237.7 2.398 3.399 2.540 

280 87.3 58.1 222.4 2.640 3.329 2.360 

100 300 87.5 77.6 272.7 1.728 2.736 2.376 

290 84.0 67.1 243.8 2.122 3.241 2.440 

280 81.5 58.5 226.4 2.391 3.268 2.310

4.1 Blow-Down Through 3.0 mm Orifice 

The summary of the results for the simulation of blow-down through 3.0 mm orifice 
size with TPFM-M2 is given in Table 3. The data of loop pressure, temperature 
and mass flow through FRO and other locations are plotted in Figs. 4, 5 and 6 for 
different initial pressure and temperature conditions. The trends of the transients for 
loop initial pressure and temperature of 120 bar and 300 °C are shown in Fig. 5. 
It is found that the average mass flow rate during the blow-down is varied from 
0.517 to 0.34 kg/s. The average blow-down rates decrease with decrease in the initial 
pressure of the loop as expected. For a given initial pressure, the average blow-down 
rate increases with decrease in the initial temperature. Single phase blow-down takes 
place in this case. Only in the case of 100 bar and 300 °C case, two-phase blow-down 
starts after 38 s. and continues at constant pressure corresponding to its saturation 
condition. The summary of the results of blow-down through 3.0 mm orifice case
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Table 3 Expected average blow-down rates through different sizes of orifice and total inventory 
loss 

Sl. 
No 

Pin 
(bar) 

Tin 
(°C) 

Average blow-down rate (kg/s) for different sizes of orifice 

3.0 3.5 4.0 4.5 5.0 6.0 7.0 8.0 9.0 10.0 

1 120 300 0.44 0.53 0.61 0.87 0.78 1.11 1.60 2.06 2.44 2.73 

2 290 0.50 0.60 0.68 0.76 0.80 1.02 1.46 1.90 2.29 2.61 

3 280 0.52 0.65 0.75 0.82 0.88 1.02 1.30 1.73 2.11 2.42 

4 110 300 0.39 0.48 0.56 0.70 0.73 1.06 1.52 1.97 2.34 2.61 

5 290 0.46 0.55 0.62 0.69 0.74 0.97 1.40 1.84 2.23 2.54 

6 280 0.50 0.61 0.69 0.76 0.78 0.92 1.26 1.68 2.05 2.36 

7 100 300 0.34 0.41 0.55 0.65 0.70 1.00 1.43 1.85 2.18 2.38 

8 290 0.41 0.49 0.55 0.55 0.69 0.92 1.35 1.77 2.15 2.44 

9 280 0.46 0.56 0.62 0.70 0.69 0.86 1.21 1.63 1.99 2.31 

Minimum (kg/s) 0.34 0.41 0.55 0.55 0.69 0.86 1.21 1.63 1.99 2.31 

Maximum (kg/s) 0.52 0.65 0.75 0.87 0.88 1.11 1.60 2.06 2.44 2.73 

Avgerage (kg/s) 0.45 0.54 0.63 0.72 0.76 0.99 1.39 1.83 2.20 2.49 

Min. inventory 
loss (kg) 

23.80 28.95 38.64 38.64 48.28 59.92 84.66 114.10 139.30 161.70 

Max. inventory 
loss (kg) 

26.19 45.74 52.44 57.67 61.29 74.49 106.72 138.21 163.86 183.00 
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Fig. 4 Loop pressure for blow-down through 3.0 mm orifice at 300 °C and 120 bar initial condition
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Fig. 5 Loop temperature for blow-down through 3.0 mm orifice at 300 °C and 120 bar initial 
condition 
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Fig. 6 Loop mass flow rate for blow-down through 3.0 mm orifice at 300 °C and 120 bar initial 
condition

is given in Table 1. The temperature of the water remains almost same as that of 
initial temperature and is less by 1.3 °C. The reduction in loop pressure is in the 
range 18.3–11.5 bar from the initial value and that of loop temperature is in the range 
58.8–41.0 °C from the initial temperature during this transient. The overall inventory 
loss from the loop is varied from 23.8 to 36.19 kg for different initial pressure and 
temperature during the blow-down.
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Fig. 7 Loop pressure for blow-down through 10.0 mm orifice at 300 °C and 120 bar initial condition 
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Fig. 8 Loop temperature for blow-down through 10.0 mm orifice at 300 °C and 120 bar initial 
condition

4.2 Blow-Down Through 10.0 mm Orifice 

The summary of the results for the simulation of blow-down through 10.0 mm orifice 
size with TPFM-M2 is given in Table 2. The transient data of loop pressure, temper-
ature and mass flow through flow restricting orifice and other locations are plotted in 
Figs. 7, 8 and 9 for 120 bar and 300 °C initial pressure and temperature conditions. 
In this transient, the loop gets depressurized to its saturated condition within 5 s
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Fig. 9 Loop mass flow rate for blow-down through 10.0 mm orifice at 300 °C and 120 bar initial 
condition 
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Fig. 10 Expected loss of inventory for 70 s blow-down for different sizes of orifice at 120 bar at 
different temperature

from the opening of pneumatic valve. The blow-down temperature is observed to 
be slightly reduced (by ~12 °C) from the initial loop temperature and remains the 
same for about 35 s. A steep reduction in the blow-down temperatures is observed 
at the end of the transient (last 35 s before closing the pneumatic valve), the blow-
down temperature is reduced by about 60.7 °C at 280 °C and 120 bar to 27.3 °C at 
300 °C and 100 bar pressure. As the blow-down temperature reduces at the end of the 
transient, the corresponding increase in the blow-down rate and the corresponding 
reduction in the pressure in the upstream of flow restricting orifice are observed. The
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Fig. 11 Expected loss of inventory for 70 s blow-down for different sizes of orifice at 110 bar at 
different temperature 
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Fig. 12 Expected loss of inventory for 70 s blow-down for different sizes of orifice at 100 bar at 
different temperature

average mass flow rate during the blow-down is varied from 2.614 to 2.310 kg/s. 
The overall inventory loss from the loop for 3.5 mm orifice is varied from 161.70 to 
183.00 kg for different blow-down cases analysed.
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4.3 Summary of Two-Phase Blow-Down Analysis 

The summary of results for this case with TPFM-M2 is given in Table 3. The transient 
data of loop pressure, temperature and mass flow through FRO and other locations are 
plotted in Figs. 10, 11 and 12 for different initial pressure and temperature conditions. 
The trends of the transients for loop initial pressure of 120 bar and for three different 
temperatures 300, 290 and 280 °C are shown in Fig. 10. Similarly, the results at 
110 bar and at three temperatures are shown in Fig. 11 and for 100 bar case is shown 
in Fig. 12. 

From the analytical results, the following observations are made. 

i. The flow rate and pressure fall during blow-down are dependent on the mass of 
nitrogen present in the pressurizer which expands during blow-down. The mass 
is a function of the initial pressure and the gas space volume. In this case, the 
gas space volume is kept same. 

ii. The pressure fall in the loop is in the range of 5 bar to 25 bar after the blow-down. 
The pressure stabilization takes place in the loop after some time. The pressure 
fall in pressurizer is not as sharp as the loop due to the high flow resistance in 
the surge line during blow-down. 

iii. In general, it is observed that the blow-down rates increase with the increase 
in the size of the orifice. For a given size of the orifice and temperature, the 
blow-down rates increase with the increase in the loop pressure. 

iv. For a given pressure and orifice size, in general, the blow-down rates increase 
with increase in the initial loop temperature. As the flow between the loop and 
the pressurizer is restricted by the size of the isolation valve (equivalent to 5 mm 
orifice), there is a mismatch between the blow-down flow rate and the flow 
rate from the pressurizer. Due to this, for FRO sizes up to 5 mm, the blow-
down rate is almost constant or decreases slightly. The blow-down takes place 
at single phase conditions. As the FRO size increases above 5 mm, the make-up 
from pressurizer is less than the blow-down rate and hence the loop gets quickly 
depressurized to the saturated condition corresponding to the initial temperature 
of the loop. The blown rates are constant for some time and then increases as 
two-phase flow takes place. The period of two-phase blow-down increases with 
increase in the size of the FRO. 

5 Conclusions 

The following conclusions were made from the results of blow-down analyses, 

i The results of blow-down analysis through different sizes of the orifice indicate 
that the blow-down rate is from 0.35 kg/s for 3 mm orifice size to 3.0 kg/s for 
10 mm size orifice.
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ii The pressurizer surge line isolation valve is restricting the cold-water flow coming 
into the loop for higher size orifices. As the size of the orifice increases, the 
blow-down rates also increase and the loop gets de-pressurized faster. 

iii Two-phase conditions occur in the loop and discharge continues at constant loop 
pressure corresponding to the loop temperature. 

iv It is observed that the loop supports the utilization of TPFM-M2 spool for blow-
down through the orifice sizes considered. As the loop volume is less (~1.5 m3), 
the loop gets depressurized very fast, thereby restricting the blow-down rates. 

Nomenclature 

FRO Flow restricting orifice 
M Mass flow rate (kg/s) 
p Pressure (bar) 
prz Pressurizer 
sliv Surge line isolation valve 
Tfloop Temperature of fluid in the loop main pipeline 
T fufro Temperature of the fluid in the upstream of fro 
TPFM Two-phase flow metering device 
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Numerical Simulation of Flow Through 
Sump Pump 

Ravikant Kumar, Ruchi Khare, and Ashish Singh 

1 Introduction 

In sump and intake models, the usual aim is to achieve smooth, steady approach 
flow conditions so that obstructions and velocities are high enough to cause air 
entrainment. By a proper intake sump design, uniform flow can be led to the vertical 
pumps and the performance of the pump in fact enhanced. The Hydraulic Institute 
Standards specify general guidelines for the design of sumps. The site constraints 
usually call for a deviation from the Standards. It then becomes essential to investigate 
the sump to ensure smooth flow over the entire flow range of the pumps. 

The location of intake structure should be such that it may provide swirl-free and 
uniform flow. The intake which is nearer to the free surface is considered to be more 
economical, because it is easily accessible for maintenance. 

2 Literature Review and Objective 

The CFD simulation is done to identify the different kinds of vortex structures that 
may appear in a pump sump. The physical model test consists of a simple geometry, 
with the pump situated within eccentricity of 3% of the sump width from the centre 
of the sump passage [1]. The CFD model can be used to study the effect of various 
parameters and hence can become an important tool for the optimization of pump 
sump geometry. In CFD, the building of the scale model is replaced with a virtual 
representation. Also, the process of physically recording results is replaced with 
the running of a simulation on the computer. During experimental investigation, 
formation or air entrainment was observed at LWL and same was rectified by modified
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the height of the existing curtain wall. The main objective is to carry out numerical 
simulation of a circular and rectangular multiple suction intake wells and analyses 
the swirl generation and vorticity in the pumping intake under different operating 
conditions and also to study velocity and pressure distribution in various parts of 
pump sump. 

3 Geometry and Mesh Generation 

For flow analysis in a vertical intake structure, 3D geometric modelling of whole 
of the intake structure space is required which includes sump suction pipe and bell 
mouth. The modelled intake structure in the present work consists of a rectangular 
and a circular sump well consisting of three pumps, of different arrangements for the 
study of the behaviour of various operating conditions. 

The geometry of the vertical multiple pump intake, it is obtained to design the 
whole vertical intake space within a single domain. Therefore, the whole design 
contains bell mouth and sump suction pipes. The whole design is modelled in the 
Ansys ICEM 16.1 consisting of inlet, outlets, suction pipes, and bell mouths. Opti-
mization of geometry in Ansys ICEM CFD is carried out. Two different shapes that 
is the rectangular and circular sump wells with three suction pipes in each case are 
prepared (Figs. 1, 2, 3 and 4; Tables 1 and 2). 

Fig. 1 Complete assembly 
of rectangular intake well
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Fig. 2 Complete assembly 
of circular intake well 

Fig. 3 Mesh generation of 
rectangular intake structure 

Fig. 4 Mesh generated in 
circular intake
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Table 1 Specifications of 
rectangular vertical intake 
structure model 

Height of intake 5 m  

Bell mouth diameter 0.59 m 

Number of suction pipe 3 

Number of bell mouth 3 

Inlet diameter of intake 1 m  

Length of inlet pipe 1.5 m 

Diameter of each suction pipe 0.4 m 

Table 2 Specifications of 
circular vertical intake 
structure model 

Height of intake 5 m  

Bell mouth diameter 0.59 m 

Number of suction pipe 3 

Number of bell mouth 3 

Inlet diameter of intake 1 m  

Length of inlet pipe 1.5 m 

Diameter of each suction pipe 0.4 m 

Diameter of intake well 2.02 m 

3.1 Boundary Conditions 

In the present study of vertical pump intake structure numerical flow simulations 
have been carried out for a varying deign parameters and mass flow rate. 

4 Results and Discussions 

Geometrical modelling tests are considered as highly reliable way to assess pump 
intake designs in comparison to theoretical modelling. Computational fluid dynamics 
3D flow simulation has the ability of providing much more detailed information of 
the flow field at a least of the cost and time required for the model study (Table 3). 

Table 3 Details of different conditions of intake well used for analysis 

Case 1 Rectangular intake well, pump1 and 3 are in running condition 

Case 2 Rectangular intake well, pump 1 and 2 are in running condition 

Case 3 Circular intake well, pump 1 and 3 are in running condition 

Case 4 Circular intake well, pump 1 and 2 are in running condition
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Fig. 5 Swirl angles with 
respect to location in suction 
pipes for outlet 1 & 3
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4.1 Swirl Analysis for Rectangular Intake 

In the design of the rectangular intake the suction pipes are installed as of two of 
them are working and one is taken as standby. Further tests are performed for the 
calculation of tangential velocities, axial velocities, swirl angles, and velocity curls 
for each of the working suction pipes (Fig. 5). 

The quantitative results are compared for pump 1 and pump 3 suction pipe and 
suction pipe 3 at working condition in the form of the swirl angles taken at an 
appropriate interval of 0.59 m from the bell mouth opening to the impellers eye. The 
average directional vorticity 0.61° is calculated at each defined planes created with in 
each suction pipes at definite intervals. It was found the swirl angle in suction pipes 
of both pumps is in opposite direction it is because of their symmetrical location 
from the inlet pipe of intake well. 

The quantitative results are compared with suction pipe 1 and suction pipe 2 at 
working condition and swirl angles taken at an interval of 0.40 m from the bell mouth 
opening to the impellers eye and also one surface is taken below bell mouth. The 
average directional vorticity is calculated at each defined planes created with in each 
suction pipes at definite intervals. It was found the in suction pipe 1 the swirl angle is 
coming negative to show the direction and in suction pipe 3 the swirl angle is coming 
as positive showing the opposite direction. The variation of swirl angles at different 
sections of pump1 and pump2 suction pipes is shown in Fig. 6.

4.2 Swirl Analysis for Circular Intake 

In the design of the circular intake the suction pipes are installed as of two of them 
are working and one is taken as standby as worked in rectangular intake. Further 
tests are performed for the calculation of tangential velocities, axial velocities, swirl 
angles, and velocity curls for each of the working suction outlets (Fig. 7).

The quantitative results are compared with suction outlet 1 and suction outlet 3 
at working condition in the form of the swirl angles taken at an appropriate interval 
of 0.40 m from the bell mouth opening to the impellers eye. The average directional
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Fig. 6 Swirl angles with 
respect to location in suction 
pipes for outlet 1 & 2
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Fig. 7 Swirl angles with 
respect to location in suction 
pipes for outlet 1 & 3
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vorticity is calculated at each defined planes created with in each suction pipes at 
definite intervals. It was found the in suction outlet 1 the swirl angle is coming 
negative to show the direction and in suction outlet 3 the swirl angle is coming as 
positive showing the opposite direction flow of fluid (Fig. 8).

The quantitative results are compared with suction outlet 1 and suction outlet 2 
at working condition and swirl angles taken at an interval of 0.40 m from the bell

Fig. 8 Swirl angles with 
respect to location in suction 
pipes for outlet 1 & 2 
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Fig. 9 Streamlines suction 
outlet 1 & 3 active 

mouth opening to the impellers eye and also one surface is taken below bell mouth. 
The average directional vorticity is calculated at each defined planes created with in 
each suction pipes at definite intervals. It was found in the suction outlet 1 the swirl 
angle is coming negative to show the direction and in suction outlet 3 the swirl angle 
is coming as positive showing the opposite direction Comparable results are plotted 
showing swirl angles under working suction 1 and suction 2. It was found that at 
initial just below the suction bell mouth the swirl angle, velocities are higher showing 
sudden increase in values and fluctuation in graph as compared to that further defined 
surface for calculation of swirl angles. 

4.3 Streamlines of Case 1 and Case 2 

Variation of velocities streamlines of complete assembly of a rectangular pump intake 
at uniform inlet condition of 1.5 atmospheric with varying operating suction outlets. 
Figures 9 and 10 show the working suction pipes 1 & 3 and 1 & 2, respectively. 
Showing swirl generation.

4.4 Streamlines of Case 3 and Case 4 

Variation of velocities streamlines of complete assembly of a Circular pump intake 
at uniform inlet condition of 1.5 atmospheric with varying operating suction outlets. 
Figures 11 and 12 show the working suction pipes 1 & 3 and 1 & 2, respectively. 
Showing swirl generation.
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Fig. 10 Velocity streamlines 
suction outlet 1 & 2 active

Fig. 11 Velocity streamlines 
suction outlet 1 & 3 active 

Fig. 12 Velocity streamlines 
suction outlet 1 & 2 active
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4.5 Velocities u, v and w Analysis 

According to the above tabular value obtained at a location of 0.6 m from the bottom 
of the pump intake from 0 to 3.2 m, line drawn passing through the centre of the 
bell mouth. It was clear from the graphical representation of above data that the 
fluctuation of velocities in u, v and w direction is smooth (Tables 4 and 5). 

According to the above tabular value obtained at a location of 0.6 m from the 
bottom of the pump intake from 0 to 3.2 m, line drawn passing through the centre of 
the bell mouth. It was clear from the graphical representation of above data that the 
fluctuation of velocities in u, v and w direction is not smooth. Found most fluctuation 
near the 2nd suction outlet (Table 6).

According to the above tabular value obtained at a location of 0.6 m from the 
bottom of the pump intake from 0 to 3.2 m, line drawn passing through the 2 centre

Table 4 Velocities in u, v and w direction w.r.t Z-0 to 3.2 (m) case 1 

Z (m) Velocity u (m s−1) Velocity v (m s−1) Velocity w (m s−1) 

0 0.19 0.11 − 0.01 
0.4 0.13 − 0.06 − 0.08 
0.7 0.02 0.19 0.09 

1.1 − 0.1 0.02 0.16 

1.4 − 0.17 − 0.03 0.05 

1.8 − 0.26 − 0.04 0.01 

2.2 − 0.19 0.01 − 0.06 
2.5 − 0.08 0.02 − 0.01 
2.9 0.07 0.06 0.08 

3.2 0.11 0.05 0 

Table 5 Velocities in u, v and w direction w.r.t Z-0 to 3.2 (m) of case 2 

Z (m) Velocity u (m s−1) Velocity v (m s−1) Velocity w (m s−1) 

0 0.12 − 0.02 0 

0.4 − 0.01 − 0.01 − 0.04 
0.7 − 0.03 0 − 0.02 
1.1 − 0.07 0.04 − 0.01 
1.4 − 0.16 0.13 − 0.06 
1.8 − 0.08 0.12 0.07 

2.2 − 0.13 0.02 − 0.05 
2.5 0.04 0.21 − 0.03 
2.9 0.08 − 0.03 0.06 

3.2 0.13 − 0.01 0 
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Table 6 Velocities in u, v and w direction w.r.t Z-0 to 3.2 (m) of case 3 

Z (m) Velocity u (m s−1) Velocity v (m s−1) Velocity w (m s−1) 

0 0.09 − 0.07 0.04 

0.4 − 0.01 − 0.06 − 0.09 
0.7 0.07 0.46 − 0.03 
1.1 − 0.18 0.07 0.28 

1.4 − 0.14 − 0.05 0.03 

1.8 0.01 − 0.04 − 0.01 
2.2 − 0.04 − 0.05 − 0.26 
2.5 0.09 0.46 − 0.02 
2.9 0.01 − 0.05 0.02 

3.2 0.16 − 0.05 − 0.11

of the bell mouth. It was clear from the graphical representation of above data that 
the fluctuation of velocities in u, v and w direction is smooth and uniform at 0 and 
3.2. Velocity v increases at centre of the bell mouth (Table 7). 

According to the above tabular value obtained at a location of 0.6 m from the 
bottom of the pump intake from 0 to 3.2 m, line drawn passing through the centre of 
the bell mouth. It was clear from the graphical representation of above data that the 
fluctuation of velocities in u, v and w direction is also smooth, and from 0 to 1 m, 
there are almost linear velocities.

Table 7 Velocities in u, v and w direction w.r.t Z-0 to 3.2 (m) 

Z (m) Velocity u (m s−1) Velocity v (m s−1) Velocity w (m s−1) 

0 − 0.01 0.05 0 

0.4 0 0.02 0.01 

0.7 − 0.02 0.01 − 0.03 
1.1 − 0.04 − 0.03 − 0.04 
1.4 − 0.36 0.05 − 0.17 
1.8 − 0.25 0.2 0.14 

2.2 − 0.09 0.07 − 0.26 
2.5 0.21 0.45 0.08 

2.9 0 − 0.09 0.05 

3.2 0.11 − 0.06 − 0.07 
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5 Conclusions 

From the above study on swirling flow in sump with multiple pump intakes of rect-
angular and circular pump intake structure, it has been observed that the location and 
operating conditions of the suction pipe in sump geometry affect local and global 
intake performance parameters significantly. The following conclusions have been 
drawn from the tabular and graphical results. In case of rectangular pump intake, 
it was found in the suction outlet 1 the swirl angle is coming negative to show the 
direction and in suction outlet 3 the swirl angle is coming as positive showing the 
opposite direction. When the suction outlet 1 and 2 working of rectangular intake it 
was observed that there is no such variation in swirl angles both are nearly identical. 
In case of circular pump intake, the variation in swirling angles is smooth and non-
fluctuating. It is observed from the graphs that the swirl angles just below the opening 
of bell mouth are much higher than the angles inside the suction pipes in all cases of 
rectangular and circular pump intakes because of high swirl at the suction inlet. As 
moving from opening of bell mouth to suction pipes the velocity decreases. From 
the computation analysis of velocity streamlines, Cases of circular pump intake the 
streamlines are smooth because, no corner or edges in the geometry. Maximum swirl 
angle obtained in case rectangular intake is found to be 28.826° which is obtained 
just below the bell mouth at a depth of 0.2 m from bell mouth opening. Maximum 
swirl angle obtained in case of circular intake is found to be 32.35° which is obtained 
just below the bell mouth at 4 m from bell mouth opening. In velocities u, v and w 
analysis with respect to Z from 0 to 3.2 m the velocity variation is smooth in case, 
when the suction outlet 1 & 3 working. In velocities u, v and w analysis with respect 
to Z from 0 to 3.2 m the velocity variation is fluctuating near the second suction 
inlets, when suction outlets 1 & 2 working. Where as in case of circular pump intake 
the velocities u, v and w variation are almost same and no fluctuation is observed 
below the non-working suction inlets. 
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Estimation of Free Floating 
Characteristics of a Close Coupled 
Canard Based on Computational Studies 

R. J. Pathanjali, Muralidhar Madhusudan, B. Praveen Kumar, 
T. Shubhangi, V. Sundara Pandian, and D. Narayan 

1 Introduction 

Certain modern fighter aircraft has been designed with delta wings and a close 
coupled canard to enhance maneuvering and supersonic performance. The canard 
design, in addition to meeting conventional design targets, has to cater to various 
scenarios in its failure case too. A close-coupled canard configuration will be typi-
cally integrated with a lifting canard, wherein the canard lift is used to complement 
the wing lift for optimal performance. In such a configuration, if the canard actuation 
system fails during flight at a particular angle of attack, there are two possible situa-
tions. In the first scenario, the canard due to its inherent weathercock stability, may 
float and align itself with the free stream flow. In the second situation, the canard may 
get stabilized at one of its extreme deflections. Other variations of the second scenario 
are also possible. However, our design intent is on the first scenario, wherein upon 
the failure of the actuation system, the canard should try to align itself to the local 
free stream angle. This is a favourable case for aircraft stability because a typical 
unstable aircraft with loss of canard lift ahead of the aircraft centre of gravity will 
tend to become stable aircraft and hence safer to control and land. Therefore, it is 
essential to understand the behaviour of the free floating canard at various Mach 
(M)–angle of attack (AoA) regime in the flight envelope. 

The need to understand the floating characteristics of a control surface especially 
canard had been studied earlier in open literature [1–3]. Gumusboga [1] and Altug 
had modelled the aerodynamic effects of asymmetric elevator failures in the F-16 
Aircraft and reported the control surface deflections required for common types of 
control surface failures such as freezing, floating and loss of effectiveness. Hollinger 
[2] had studied about the canard hinge moment and longitudinal stability of a 1/7
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scale model of the Convair B-58 in a free-flight investigation and presented that the 
canard hinge moment is very small when the canard hinge axis is located near to 
the centre of pressure. It has also been mentioned that the variation of canard hinge 
moment with AoA is minimal in the transonic and supersonic Mach numbers, and 
it was almost constant at the higher Mach numbers. Kraus [3] had studied about the 
estimation of free floating characteristics of canard for a delta-canard configuration 
of an aircraft at high angle of attack and estimated the favourable location of pivot 
axis, for stabilizing the aircraft in case of a failure. This paper builds upon these open 
literatures by studying the effect of canard floating by using CFD studies. This paper 
compiles the CFD studies carried out to understand the canard behaviour at transonic 
and supersonic conditions to determine whether it satisfies the floating requirements. 

2 Configuration and Computational Details 

The configuration of the generic fighter aircraft with close coupled canard is studied in 
this paper as shown in Fig. 1. The generic fighter aircraft is a delta wing configuration 
with two missiles at the wing tips. The canard is swept back, and the canard flow 
couples closely with the flow over the delta wing to enhance the lift characteristics 
of the aircraft. The geometric details of the canard are shown in Fig. 2. The canard 
hinge is kept at a location such that it subdivides the canard with roughly one-third 
of the area ahead of the hinge axis and two-thirds behind the hinge axis. However, a 
major portion of the leading edge of the canard is ahead of the hinge. The root chord 
of the canard is the reference line on which all parameters are studied in this paper.

CFD studies were carried out using full aircraft configuration as shown in Fig. 1. 
The mesh was generated in ANSYS ICEMCFD and solved for RANS equations 
in Metacomp CFD++ solver. RANS equations with SST turbulence model were 
used for prediction of flow features. The post-processing of the flow field is carried 
out in Tecplot. The canard location on the aircraft had been fixed based on the 
aerodynamic requirements taking into account of all the allied system constraints. 
The canard hinge location and actuator have been fixed based on the requirement to 
have minimal power for actuation for the planned operational schedule. The canard 
hinge is fixed at 66.4% of the root chord with the main aim of having the smallest 
possible actuator, as shown in Fig. 2. The canard operating range is from + 20° to 
20° in flight, wherein + 20° indicates the position of canard with leading edge down 
by 20° and − 20° indicates that canard has been positioned with leading edge up by 
20°. Major flow features and hinge moments are explained with 0°, + 10° and 10° 
deflections of canard for better understanding.
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Fig. 1 Basic aircraft wing 
and canard sweep details 
with canard 

Fig. 2 Canard hinge 
location and canard area 
forward and aft of hinge

3 Hinge Moment Characteristics of Canard 

To understand the hinge moment characteristics of the canard, extensive CFD studies 
were carried for the full aircraft configuration along with canard for various condi-
tions. The mesh used for this study had been evolved over the years for capturing
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the desired wing and canard vortices and extensive density regions have been used 
to capture the canard leading edge vortex as well as the wing vortex. The mesh 
distribution on a section over the aircraft is shown in Fig. 3. Validation studies have 
been carried out between CFD and experimental data for the canard configuration as 
shown in Figs. 4 and 5. The experimental results shown in this paper were obtained 
from carrying out tests of scaled aircraft model in a closed circuit wind tunnel facility. 
The free stream conditions in the test facility are M = 0.9 and Reynolds number per 
unit length of 3.25 million/ft. TheΔCL andΔCm were obtained from both CFD and 
wind tunnel by taking the difference between the lift and pitching moment for two 
configurations—one with canard and one without canard. The comparison shows a 
close match with the experimental results throughout the range of angles of attack 
except for an outlier point in theΔCL curve. For the present study, the hinge moments 
have been extracted from the configuration with canard from CFD with the above-
validated grid generation philosophy. All the aerodynamic forces and the moments 
have been integrated over a single canard surface and resolved along the hinge axis. 
However, for better understanding, the forces and moments have been shown along 
various points of the root chord (X/C) (root chord values normalized from 0 to 1 for 
convenience). The value of X/C = 0 indicates the leading edge of the root chord, and 
a value of X/C = 1 represents the trailing edge of the root chord as shown in Fig. 2. 

The hinge moments on the canard from CFD studies for various canard deflections 
at M = 0.9 and M = 1.3 are shown in Figs. 6 and 7, respectively. A positive hinge 
moment indicates that the moment about the canard hinge axis is trying to cause 
the leading edge of canard to go up. A negative hinge moment tends to rotate the 
canard leading edge down. From Fig. 6, it can be seen for M = 0.9 that at extreme + 
20° deflection of canard, the canard hinge moment is positive for most of the AoA 
which indicates that when the canard is deflected leading edge down by + 20°, its 
hinge moment is in such a way that the canard leading edge tends to rotate up in 
case of actuator failure. Similarly, the hinge moments at − 20° deflection of canard

Fig. 3 Representative RANS mesh used for CFD studies
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Fig. 4 Validation of CL from CFD with wind tunnel results for M = 0.9 

Fig. 5 Validation of Cm from CFD with wind tunnel results for M = 0.9
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tend to rotate the canard leading edge down. This is a definitive indication of the 
canard floating characteristics, wherein if the canard fails during its extreme positive 
deflection, it tends to rotate back towards neutral, and when it fails during the extreme 
negative deflection, it tends to rotate back down towards the neutral again. Using the 
same analogy, any failure at intermediate locations of canard will also tend to rotate 
the canard back to a particular neutral position. The approximate angle for the canard 
to float can be obtained by interpolating the canard deflections for zero hinge moment 
as shown in Fig. 8. 

It can be seen from Fig. 8 that the canard floating angle is increasing with AoA, 
i.e. as the AoA increases the canard is trying to align itself more closely with the 
free stream. The explanation for this favourable trend in canard hinge moment char-
acteristics can be obtained from detailed post-processing of CFD data. The variation 
of canard hinge moment across the normalized root chord of canard (X/C) is shown  
in Fig. 9. The hinge is kept at 0.664 (66.4% X/C) as shown by the vertical line. The 
hinge moments are plotted for M = 0.9 at AoA = 0° for three canard deflections. The 
hinge moment is positive for positive deflection of canard, if the hinge is located at 
very low X/C and vice versa. It indicates that a reasonably forward hinge for positive 
canard deflections will be stabilizing as it tends to rotate the canard leading edge to 
go up typically. Similarly, a reasonably backward hinge will be destabilizing in the 
sense that a positive canard deflection gives a negative hinge moment (wherein it

Fig. 6 Hinge moment coefficient for canard from CFD at M = 0.9
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Fig. 7 Hinge moment coefficient for canard from CFD at M = 1.3

tends to rotate the canard leading edge to move towards a more positive deflection, 
i.e. away from neutral). The classical textbooks on stability and control [4] discuss 
the variation in hinge moments with control surface deflections extensively. For the 
present study, the canard deflection of − 10° and + 10° in Fig. 9 confirms the above 
typical trends. There is a particular location on the X/C where the hinge moment of 
all the deflections is almost zero. The canard deflection of − 10° and + 10° intersects 
the Zero hinge moment line at approximately around 0.725 X/C. This point where 
the hinge moment is zero is the point where the resultant force acts on the canard 
(Centre of pressure, COP). In that regard, the position of the hinge (for the present 
case at 0.664 X/C) ahead of this COP will always tend to provide a favourable hinge 
moment of the canard.

The hinge moment characteristics are analysed for other AoA for canard deflection 
of + 10° and − 10° and shown in Figs. 10, 11 and 12. The trend in hinge moments 
with AoA is grouped in the range of three AoA regimes. In the linear low AoA 
regime, the leading edge down deflection of canard + 10° is almost parallel (dotted 
lines). With increase in AoA to around 5°–10° AoA, the zero hinge moment point is 
seen behind the COP. A similar trend is observed for mid and high AoA ranges also. 
The corresponding plot of variation in hinge moment and the location of COP for M 
= 1.3 at AoA = 0° are shown in Fig. 13 and at a higher AoA in Fig. 14. The hinge 
moment characteristics are plotted with respect to the canard deflection with varying 
AoA for M = 0.9 and M = 1.3 in Figs. 15 and 16. This positive slope of the trend
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Fig. 8 Approximate angle for float of the canard during actuator failure

Fig. 9 Hinge moment 
variation with canard root X/ 
C
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Fig. 10 Hinge moment for 
varying AoA at M = 0.9

seen in Figs. 15 and 16 is a definitive indication that the canard will float at all AoA. 
The positive slope of the curve and its intersection with the zero hinge moment axis 
indicates that there is only one unique neutral position where the canard will come 
to stabilize during floating. The contours of coefficient of pressure (Cp) and canard 
hinge moment coefficient (CHM) for M = 0.9 and M = 1.3 are given in Figs. 17, 18, 
19 and 20. It can be seen that the region of low pressure (high suction) is concentrated 
along the top side of the leading edge of the canard for M = 0.9. Also, the suction 
is distributed along most of the canard surface, thereby maintaining sufficient lift in 
the rear portion of the canard. This can also be seen from Fig. 18 where the dark blue 
region at the rear of the canard on the top surface is consistently stronger to make 
the canard align closely with the free stream. 

The flow field is slightly different for M = 1.3 as seen from Figs. 19 and 20, 
wherein the shock pattern influences the forces on the canard. The leading edge 
shock creates a high-pressure region on the top surface of the canard. However, the 
trailing edge low pressure on the top surface of the canard is quite strong to make 
the canard float at all AoA. The contours from CFD solutions help us to understand 
the reasons for canard floating at transonic and supersonic regimes.
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Fig. 11 Hinge moment for 
varying AoA at M = 0.9 

Fig. 12 Hinge moment for 
varying AoA at M = 0.9
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Fig. 13 Hinge moment 
variation with canard root X/ 
C at M = 1.3 

Fig. 14 Hinge moment 
variation with canard root X/ 
C at M = 1.3
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Fig. 15 Canard hinge 
moment coefficient with 
canard deflection for M = 
0.9 for various AoA 

Fig. 16 Canard hinge 
moment coefficient with 
canard deflection for M = 
1.3 for various AoA
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Fig. 17 Cp contours on the top and bottom surface of the canard for M = 0.9 

Fig. 18 Hinge moment contours on the top and bottom surface of the canard for M = 0.9
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Fig. 19 Cp contours on the top and bottom surface of the canard for M = 1.3 

Fig. 20 Hinge moment contours on the top and bottom surface of the canard for M = 1.3

4 Conclusion 

RANS studies have been used to estimate the hinge moments of a close coupled 
canard and thereby derive its free floating characteristics in case of canard actuation 
system failure. CFD studies have been carried out for all canard deflections, and
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the trend in the hinge moments for canard deflections of 0°, − 10° and + 10° has 
been used to understand the reasons for canard floating, in case of failure. It has 
been seen from the CFD studies that the slope and magnitude of the hinge moments 
and the movement of centre of pressure give a good indication of the free floating 
characteristics of canard. 
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Nomenclature 

AoA Angle of attack (°) 
CHM Coefficient of hinge moment (–) 
COP Centre of pressure (m) 
Cp Coefficient of pressure (–) 
M Mach number (–) 
Re Reynolds number (–) 
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The Study on Working Fluid for Cold 
Gas Reaction Control System and Its 
Expansion Time in Regulated 
and Non-regulated Conditions 

G. Kesava Vishnu and Vishnu Suresh Nair 

1 Introduction 

A rocket stage operating with a single engine is capable of creating pitch and yaw 
moments by gimballing the engine. Gimballing the engine moves the thrust axis away 
from vehicle axis which creates moment across pitch and yaw planes. A tangential 
force is required to create moment across roll axis [2]. Tangential force can be created 
by deflecting fins or by utilizing thrusters in the tangential direction. Fin deflection 
control would only be effective in regions of high dynamic pressure sufficient to 
create a lifting force on the control surfaces. Normally used types of thrusters in a 
launch vehicle are (Fig. 1),

1. Mono-propellant thrusters. 
2. Bi-propellant thrusters. 
3. Cold gas thrusters. 
4. Miniature Solid motors. 

A fine control of the thrust and pulse width is difficult with solid motors. Table 1 
shows the comparison between mono-propellant, bi-propellant and cold gas systems. 
Mono-propellant system requires propellant tank, propellant acquisition system, tank 
pressurization system and catalyst. The tank pressurization system includes gas 
bottles and pressure regulators. The system performance degrades over time due 
to catalytic poisoning. Bi-propellant systems require separate propellant storage, 
feed and control systems for fuel and oxidizer which adds to system complexity. 
Mono-propellant and bi-propellant thrusters are complex when compared to cold gas 
systems [1]. Cold gas feed system requires a propellant tank and a regulator. Cold gas 
propulsion system has already been used in spacecrafts to achieve attitude and orbital 
control. It has been used in COS-B, OTS, EURECA, ASTRO-SPAS, HIPPARCOS,
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Fig. 1 Pitch, yaw and roll 
axis in a launch vehicle

EX-OSAT and STRV-1C and 1D. It was also used on the Dutch SLOSHSAT, which 
was launched in 2005 [3]. The technology of cold gas propulsion for spacecraft appli-
cations is available with STERER, Marotta and Moog (USA), DASA (Germany), 
Rafael (Israel) and Bradford Engineering (The Netherlands) [4]. Using the system 
for launch vehicles requires additional design considerations. The ambient pressure 
of a launch vehicle varies during the course of ascent. So, the thrust delivered by 
the thruster changes due to variation in the thrust coefficient. The control logic shall 
be enabled to accommodate this variation in specific impulse. When compared to 
spacecrafts, launch vehicle thrusters require higher thrust to create a roll moment. 
Even though the total impulse requirement is nearly same for launch vehicles and 
satellites, the operating duration is shorter for launch vehicles. 

Table 1 Comparison of 
different mono-propellant, 
bi-propellant and cold gas 
system 

Spec Bi Mono Cold gas 

Isp (s) 190 < 180 60–140 

System complexity High Medium Less 

No. of design tests High Medium Less 

Mass Low Medium High
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Fig. 2 Eight thruster 
configuration (top view) 

2 Thruster Configuration 

Figure 2 shows the thruster configuration. A pair of thrusters are kept, facing 180° 
apart, on each side of axes. In total, eight thrusters are required to create roll moments 
in both directions. Even though the primary objective of the reaction control system 
is to cater roll requirements, it can also be used for pitch and yaw manoeuvers. It can 
be achieved by the selection of thruster firing configuration. Table 2 shows the firing 
configuration for roll, pitch and yaw control. Pitch and yaw manoeuvers are possible 
when the plane of thruster placement is away from the centre of gravity (CG) of 
the vehicle. When the CG of the vehicle is below the thruster plane, firing the RP2 
and RM4 pushes the vehicle towards pitch plus direction, whereas when the CG is 
above the thruster plane, firing the RP2 and RM4 pushes the vehicle towards pitch 
minus direction. Similarly, the firing configurations are listed in Table 2 for pitch 
and yaw manoeuvers, the effectiveness of the thruster firing depends on the distance 
between the thruster plane and CG. The pitch moment generated is maximum when 
the thruster plane is at the highest distance from the vehicle CG. Hence, it is always 
better to position the thruster plane in the topmost point of the vehicle.

3 Cold Gas System 

In a cold gas propulsion system, the working fluid is stored at high pressure and 
expanded through thrusters. This will give the required control thrust for the vehicle. 
In the system, combustion is not involved. Various choices of gases can be considered 
for the working fluid. Gases like nitrogen, helium are commonly used [3, 5]. 

Neon and argon can also be used as working fluids. Higher molecular weight of the 
working gas is desirable for cold gas system as the medium with the higher molecular 
weight gives the maximum total impulse for a given storage pressure and volume. 
Hugo Nguyen et al. discussed the possible propellant choice for cold gas system [4]. 
Molecular weight is considered as the base parameter for the choice of propellants. 
Critical temperature and critical pressure also have a major role in its choice. The 
liquid–vapour saturation curve of the working medium should not be crossed during
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Table 2 Thrusters firing 
versus possible manoeuvers S. No. Manoeuver Simul. firing of thrusters 

1 Roll plus RP1, RP2, RP3, RP4 

2 Roll minus RM1, RM2, RM3, RM4 

When CG is below the thruster’s plane 

3 Pitch plus RP2, RM4 

4 Pitch minus RM2, RP4 

5 Yaw plus RM1, RP3 

6 Yaw minus RP1, RM3 

When CG is above the thruster’s plane 

7 Pitch plus RM2, RP4 

8 Pitch minus RP2, RM4 

9 Yaw plus RP1, RM3 

10 Yaw minus RM1, RP3

isentropic expansion to ensure that phase change is avoided. If the curve is crossed 
during expansion, the working medium would liquify and thruster wouldn’t be able 
to produce the required thrust. Figures 3, 4 and 5 show the liquid–vapour saturation 
curve versus isentropic expansion curve from 300 to 10 bar for nitrogen, helium and 
methane gases respectively. 300 bar pressure and 300 K temperature are taken as 
the initial conditions. From Fig. 3, we can see that the temperature after isentropic 
expansion is well above liquid–vapour saturation curve at any given pressure. Only 
at pressures below the operating requirement, temperature after isentropic expansion 
is getting closer to the saturation temperature. Whereas, in Fig. 5, it is observed that 
for methane, liquid–vapour saturation temperature is higher than the temperature 
after isentropic expansion for a given pressure. As a result, methane gas liquefies 
during expansion leading to loss of thrust. Helium’s saturation temperature is far 
away from isentropic expansion temperature when compared to nitrogen. But on the 
other hand, helium has higher cost and lower molecular weight when compared to 
nitrogen. Hence, by considering operational and cost-effectiveness, gaseous nitrogen 
is the better working fluid for cold gas thrusters.

4 Major Components 

Atul Mishra et al. discussed the basic system configuration in which the high-pressure 
cold gas is regulated to low pressure on two steps [5]. The choice of number of 
regulators depends on the regulating capacity. 

The major components were gas bottles, fill and vent valve, regulator and thrusters. 
Mojtaba Ghasemi et al. detailed each subsystems [6]. Figure 6 shows the compo-
nents of a cold gas system [6]. It includes the tank for storing gas, fill and drain valve
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Fig. 3 Liquid vapour saturation-isentropic expansion curve for nitrogen 

Fig. 4 Liquid vapour saturation-isentropic expansion curve for helium

for filling the gas to the bottle, isolation valve between bottle and regulator, pres-
sure regulator which regulates the high-pressure gas to the required pressure, relief 
valve, thruster valves which act as a gate for thruster inlet and thrusters. Apart from 
these fluid components, pressure transducers are used to measure bottle pressure and 
regulated pressure.
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Fig. 5 Liquid vapour saturation-isentropic expansion curve for methane

Fig. 6 List of components in cold gas system [6] 

5 Regulated Mode Versus Non-regulated Mode 

The gas which is stored at higher pressure can be fed to thrusters in two different 
ways. One, with regulation and the other, without regulation. In the regulated mode, 
the thrusters will experience a constant pressure till the regulator reaches its limit of
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regulation. Below a certain upstream pressure, the pressure regulator enters blow-
down mode. The blow-down regime is determined by the orifice diameter used in 
the regulator whereas the mass flow rate is determined by the effective thruster throat 
diameter. As the inlet pressure to the thruster is constant in the regulated mode, the 
thrust produced by the thruster is constant, assuming the thrust coefficient remains 
constant. Figure 7 shows the schematic of gas feed system with pressure regulator. 

In non-regulated mode, there is no pressure regulator downstream of the gas bottle. 
The high-pressure gas is directly fed to the thrusters. The effective throat diameter 
of the thruster controls the mass flow rate during firing. As the inlet pressure to 
the thruster changes continuously, the thrust produced by the thruster also changes 
continuously. Figure 8 shows the schematic of thruster fed system without pressure 
regulator.

The major difference between regulated and non-regulated fed system comes with 
mass flow rate of the cold gas. In regulated fed system, the total process can be divided 
into two regimes namely, 

1. Regulated or steady-state regime. 
2. Blow-down or unsteady regime. 

Under regulated or steady stage regime, pressure downstream of regulator is main-
tained constant irrespective of the inlet pressure to regulator. As the thruster throat 
is in choked condition, the mass flow rate which is constant can be computed as 
follows, 

. 

m R = 
ANT Pt √

Tt 
×

/
γ 
R 

× 
γ + 1 
2 

− γ +1 
2(γ −1) 

(1) 

where

Pt Chamber pressure of Nozzle

Fig. 7 Cold gas system with 
pressure regulator 
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Fig. 8 Cold gas system 
without pressure regulator

Tt Temperature of cold gas medium 
ANT Area of Throat 
R Gas constant of a gas 
γ Iscentropic constant of a gas. 

During blow-down regime, the regulator is fully open, which means the regulator 
acts as an orifice. Now the mass flow rate is controlled by regulator orifice. As the 
inlet pressure of regulator/orifice continuously decreases, the mass flow rate also 
decreases which results in the decrease in thrust delivered by the thrusters. 

. 

mBL = 
ARO PPR √

Tt 
× 

/
γ 
R 

× 
γ + 1 
2 

− γ +1 
2(γ −1) 

(2) 

PPR Inlet pressure of regulator orifice 
ARO Area of regulator orifice. 

In a non-regulated feed system, the pressure from bottle is directly fed to thrusters. 
In this case, the flow is directly controlled by nozzle throat. So the mass flow rate 
can be calculated as follows by assuming isentropic expansion, 

mNR = 
ANT PR √

Tt 
×

/
γ 
R 

× 
γ + 1 
2 

− γ +1 
2(γ −1) 

(3) 

PR Pressure at nozzle throat 
ANT Area of nozzle throat. 

Assuming ideal gas and isentropic expansion,
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PV  = Mb RT (4) 

T = CP  
γ −1 
γ (5) 

The rate at which the bottle pressure changes depends on whether the process is 
regulated or non-regulated. In real case scenario, the stored gas expands in a poly-
tropic process. Arthur S. Iberall derived the effective gamma for isentropic expansion 
of real gases [7]. He derived a relationship between effective α and γ . The relation 
depends on the state function and initial state [7]. In the current study, it is assumed 
that the gas expansion follows the ideal isentropic expansion process. 

Mb = M − me (6) 

dme 

dt 
= ṁ (7) 

where 

Mb Mass of gas inside the gas bottle at given time 
M Initial mass of gas inside bottle 
me Total mass of gas expelled from bottle at given time. 

By differentiating Eq. 4, 

V 
dP 

dt 
= RT 

dMb 

dt 
+ Mb R 

dT 

dt 
(8) 

Using Eqs. 4 and 6 in Eq. 8 

V 
dP 

dt 
= RT ṁ + 

PV  

T 

dT 

dt 
(9) 

Using Eq. 5 in Eq. 9 

V 
dP 

dt 
= −RC ṁ P  

γ −1 
γ + 

P 
1 
γ V 

C 

dT 

dt 
(10) 

And also, by using Eq. 5, 

dT 

dt 
= 

γ − 1 
γ 

CP  
−1 
γ (11) 

Using Eq. 11 in Eq. 10, 

V 
dP 

dt 
= −RC ṁ P  

γ −1 
γ + V 

γ − 1 
γ 

dP 

dt 
(12)
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V 

γ 
dP 

dt 
= −RC ṁ P  

γ −1 
γ . (13) 

For regulated or steady-state flow, 

Let K = 
−RC ṁγ 

V 
. 

So Eq. 13 becomes, 

P 
1−γ 
γ dP = −K dt (14) 

By integration P(P1 to P2) and t(0 to t) 

γ

[
P 

1 
γ 
2 − P 

1 
γ 
1

]
= −Kt. (15) 

For non-regulated flow, ṁ is a function of bottle pressure (2), 

Let S =
/

γ 
R 

× 
γ + 1 
2 

−(γ +1) 
2(γ −1) 

A. 

Using Eq. 2, 

ṁ = 
SP  √
T 

Using Eq. 5, 

ṁ = 
S √
C 
P 

γ +1 
2γ . (16) 

Substituting Eq. 16 in Eq. 13 

V 

γ 
dP 

dt 
= −R 

√
CSP  

3γ −1 
2γ . (17) 

Let K1 = −Rγ
√
CS  

V , 

dP 

dt 
= −K1 P 

3γ −1 
2γ . (18) 

By integration P(P1 to P2) and t(0 to t)
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2γ 
1 − γ

[
P 

−(1−γ ) 
2γ 

2 − P 
−(1−γ ) 

2γ 
1

]
= −K1t (19) 

6 Test Case 

Considering the system is used in a launch vehicle, a study case is considered. The 
specifications for the same are mentioned in Table 3. From the observation made 
from Sect. 3, nitrogen gas is considered as the working fluid. Using 117.5-L gas 
bottle, nitrogen gas is stored at 300 bar (a). A total mass of 40 kg nitrogen is stored 
in the bottle. Time taken for expansion from 300 to 30 bar is calculated for regulated 
and non-regulated modes. Considering the simultaneous firing of four thrusters at a 
time, the effective area of thrusters is as follows: 

Deff = 2 × Dthroat = 8.4 mm. 

For non-regulated flow, by using Eq. 3 

mNR = 
PR √
Tt 

× 2.18617 × 10−6 . 

Figure 9 represents the variation of mass flow rate with bottle pressure in non-
regulated mode of operation. It can be observed that at 300 bar, the mass flow 
rate of 3.75 kg/s and at 30 bar, mass flow rate of 0.5 kg/s. As the bottle pressure 
decreases, mass flow rate also decreases, which leads to a proportional decrease in 
thrust produced. Using isentropic expansion relation, it is found that for the area ratio 
of 9.41, the exit Mach no is around 3.86. Using the exit Mach no, the thrust produced 
by the thrusters is calculated. Figure 10 shows the variation of thrust delivered with 
respect to pressure. At 300 bar, the thrust was about 680 N and at 30 bar, the thrust is 
about 490 N. Whereas in regulated flow condition, the pressure at the inlet of thruster 
is constant which results in constant thrust.

Figure 11 shows the variation of mass flow rate with respect to bottle pressure for 
regulated feed condition. In the regulated mode, a regulator is used to regulate the 
bottle pressure to the desired operating pressure. The working fluid at the regulated

Table 3 Case study 
specifications S. No. Parameter Specification 

1 Thruster configuration 8 thruster configurations 

2 Thruster throat diameter 4.2 mm 

3 Mission duration 75 s 

4 Volume of gas storage 117.5 L 

5 Total impulse required 8000 N s 
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Fig. 9 Variation of mass flow rate with respect to bottle pressure in non-regulated mode condition 

Fig. 10 Variation of thrust with respect to bottle pressure in non-regulated mode condition
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Fig. 11 Variation of mass flow rate with respect to bottle pressure in regulated mode condition 

pressure is fed to the thrusters. In the current study, the regulator outlet is fixed at 
50 bar for a range of inlet pressures. 70 bar is assumed as the minimum inlet pressure 
for regulation. From Fig. 11 it can be noticed that the mass flow rate varies from 0.64 
to 0.77 kg/s. This variation is observed only due to the change in gas temperature 
due to isentropic expansion in the bottle. The change in mass flow rate is less when 
compared to the non-regulated mode. The thrust produced in this condition also 
nearly remains constant. 

Using Eq. 15, the time taken for the bottle pressure to expand from 300 to 70 bar is 
calculated for regulated mode. Considering the average mass flow rate of 0.7050 kg/ 
s, the time taken is around 36 s. As the total duration of the mission is 75, 36 s of 
continuous operation will be sufficient since the thrusters would be operated in pulsed 
mode. The time required for the expansion of gas from 300 to 70 bar in non-regulated 
mode is calculated using Eq. 19 and is found to be 12 s. 

The time taken for non-regulated feed system is almost one-third of the time 
taken by the regulated system. This implies at the start of the flight, the pulse dura-
tion required to do a manoeuver is less for non-regulated mode when compared to 
regulated system. This is due to the higher chamber pressure at the thruster. But, 
considering the overall utilization, feed system with a regulated mode is preferable 
to non-regulated mode. In non-regulated mode, all the thrusters, thruster valves, 
feedlines and joints have to be designed for 300 bar pressure. Whereas in regulated 
mode, fluid elements downstream to the regulator need to be designed only for a 
lower operating pressure. By considering overall uniform performance and proper 
usage of gas, regulated mode is selected for the reaction control system.
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7 Conclusion 

Reaction control system is a thruster-based system used to perform the required 
control manoeuvers. For a launch vehicle, out of all possible options studied, cold 
gas thrusters working with nitrogen are the most efficient and economical. In cold 
gas system, the working medium can be directly fed into thrusters with and without 
regulation. A test case, where each thruster is having 4.2 mm as throat diameter, 
where gaseous nitrogen is stored at 300 bar in 117.5 L volume is studied to assess 
the characteristics of regulated mode and non-regulated mode of operation. The 
time taken for the bottle pressure to reach 70 bar from 300 bar is around 12 s for 
non-regulated mode and 36 s for regulated mode. Under regulated mode, the thrust 
generated is constant, whereas in non-regulated mode, the thrust generated varies with 
time. For a launch vehicle, cold gas-based reaction control system with regulator is 
preferred due to less complexity, less cost and uniform performance throughout [5]. 

Nomenclature 

RCS Reaction control system (–) 
γ Specific heat ratio (–) 
R Gas constant (kJ/kg K) 
ṁ Mass flow rate (kg/s) 
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Flow Falling from Slit and Circular Hole 
Over a Horizontal Cylinder 

R. Rajan, B. P. Akherya, Javed Mohd., D. Poddar, G. Wadhwa, S. Saha, 
and D. Das 

1 Introduction 

Circular cylinders play an important role in heat mitigation in the cross-flow tubular 
heat exchangers which are used in domestic and industrial applications. Falling 
film finds application in a variety of industries mainly in food processing industries 
because of the high rates of heat transfer existing between the falling liquid film and 
the horizontal cylinders [1]. Therefore, it is crucial to investigate the wetting area of 
the film formed on the horizontal cylinder which in turn affects the heat transfer char-
acteristics. Also, falling film flow pattern is sensitive to the initial wetting condition 
[2]. 

Different studies have shown the dependency of liquid flow rate on the flow 
behaviour and the heat transfer. More study is needed to understand the mechanism 
of the flow pattern and the heat transfer over a horizontal tube. Mitrovic [3] studied 
experimentally the heat transfer and the mechanism of the flow from a horizontal 
heated tube to a falling subcooled liquid film. The experimental results indicated that 
the flow pattern depends not only on the film Reynolds number, Re, but also on the 
tube spacing. 

For laminar falling film flow on horizontal tube, Rogers [4] developed a non-
dimensional equation with the laminar film thickness at any position as function of 
Re, Archimedes number, Ar, and the angular position on the horizontal tube. Rogers 
and Goindi [5] later measured experimentally the film thickness of water falling on 
a large diameter horizontal tube. The measured thickness of laminar falling films 
were compared with the theoretical values, and a new predicted correlation of the 
film thickness was developed.
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(
δ 
d

)
min 

= 1.186Re1/3 Ar−1/3 (1) 

In this paper, an experimental study is carried out using various concentrations 
of sugar solution to identify the projected area of film falling over a horizontal 
cylinder. Projected area is associated with the wetting area of the surface, which in 
turn decides the heat transfer characteristics of flow over a surface. The relationship 
among different controlling parameters like diameter of the cylinder, jet diameter 
just before impact and the projected area is explored. The falling film is generated 
through a damper reservoir having a hole or a slit at bottom. MATLAB edge detection 
algorithm is used to calculate the projected area by image processing technique and 
Buckingham Pi theorem is used to identify the influence of various parameters on 
the wetting area. 

2 Experimental Setup 

A schematic illustration of the experimental apparatus used for the present study is 
shown in Fig. 1. An overhead tank based on Marriott’s bottle principle is used to 
supply the sugar solution for the experiment at a constant flow rate. The Mariotte 
reservoir is placed on a precision weighing scale (Citizon CG 6102, readability 
or least-count 0.01 g), which, in turn, is placed on a laboratory jack. A camera 
(IMPERX B2320M, 2352 × 1768 px) records the scale reading at 10 Hz during the 
experiment. The recorded scale images were further analyzed to get the mass flow 
rate. The overhead tank is connected to the nozzle via a flexible PVC pipe through 
a compressor ball valve. This valve and the laboratory jack are used to control the 
flow rate [6]. 

A horizontal cylinder of length 164 mm and diameter 35.06 mm is taken for the 
experiment. Sugar solution of four different concentrations is used for conducting 
the experiment. A damper reservoir of dimensions (172 × 62 × 58) mm having a 
slit (60 × 4) mm or hole (10 mm diameter) is taken as shown in Fig. 2 and the flow 
is allowed to fall on the top of horizontally placed cylinder through either slit/hole 
provided on the damper reservoir. A high-speed 4 MP camera is used for recording

Fig. 1 Experimental setup 
Mariotte's bottle 
Height adjusting mechanism 
Weighing scale 

Valve 

Damper Reservoir 
Cylinder 

Collecting tank 
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Fig. 2 Damper reservoir 

the decrease in weight of sugar solution in Marriott’s bottle and thereby finding 
the flow rate. Another DSLR camera (Nikon 5100, 16 MP) is used for recording 
the flow over the surface of horizontal cylinder. The field of view for imaging has 
been illuminated with a diffused light, produced by a 1000-W halogen lamp, passing 
through a paper sheet in the background. Sugar solution of 16.11, 19.37, 23.9 and 
28.32% of concentration (weight by weight) is used in this experiment. At the time 
of performing experiments, the flow rate was adjusted using a valve and a particular 
concentrated sugar solution was allowed to fall over the horizontal cylinder through 
the damper reservoir. The leakage in damper reservoir is avoided by filling the sugar 
solution inside the reservoir after doing proper levelling of damper. 

3 Results 

For each concentration, the flow of the sugar solution over the horizontal cylinder was 
recorded for increasing mass flow. Sufficient time was allowed to be passed so that 
any unsteady disturbances get mitigated. The image was acquired after ensuring the 
steady-state flow. Four selected representative images for hole and slit case are shown 
in Fig. 7. These recorded images were analysed for the calculation of wetting area 
formed by the flow of sugar solution over a horizontal cylinder using MATLAB. 
However, for the slit case with C3 concentration it was not possible to calculate 
the wetting area due to unstable and bifurcated film formation, and therefore, this 
particular case was not considered for further analysis. 

3.1 Image Processing 

Buckingham ∏ theorem was used to identify the non-dimensional numbers required 
to describe the wetting area on the surface of cylinder. The physical properties 
required for the description of the wetting area were Di, Vi, ρ, μ, σ and Dc. Where 
Vi is the film velocity just before the impact calculated using mass flow rate and
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Table 1 Properties of sugar solution 

Concentration (% w/w) Surface tension (mN/m) Viscosity (Pa s) Density (g/cc) 

C1 23.9 70.35 0.215 1.274 

C2 19.37 67.5 0.125 1.206 

C3 16.11 67 0.013 1.158 

C4 28.32 70.4 0.278 1.294 

cross-sectional area at that location. The non-dimensional numbers identified were 
capillary number ((Vi · · ·  μ)/σ ), Reynold’s number ((Vi * Dc * ρ)/μ), Diameter 
ratio (Di/Dc), i.e. ratio of diameter of the jet just before the impact with cylinder and 
the diameter of the cylinder, and the non-dimensionalized wetting area (Aw/(Dc)2). 

The physical properties of the sugar solution, the mass flow rate for the hole, and 
the mass flow rate for the slit are given in Tables 1, 2, and 3, respectively. The image 
processing was needed to be done to measure the wetting area on the cylinder and 
the diameter (in case of hole) and width and depth (in case of slit) for the calculation 
of the identified non-dimensional numbers. For this, a MATLAB edge detection 
algorithm was used, and the algorithm first selects and calculates the wetting area 
and jet diameter. Figure 3 shows original image of the wetting area on the cylinder, 
and Fig. 4 shows image identified by the edge detection algorithm, both images 
are similar; hence, the area calculated is accurate. Similarly, the cross-section of 
the jet was measured using MATLAB algorithm. Non-dimensional numbers were 
calculated for both hole and slit cases using the measured properties of the fluid 
and the fluid flow. The calculated wetting area has been plotted with diameter ratio 
(Fig. 6), Re (Fig. 7) and Ca (Fig. 8). Please note that the wetting area in the present 
paper is the projected wetting area (Fig. 4).

3.2 Discussion 

It was found that the non-dimensionalized wetting area varies linearly with the diam-
eter ratio for both hole and slit as shown in Fig. 6. In case of slit the hydraulic diameter 
at impact is used as Di. In the present experiments, the diameter ratio for circular 
jet achieved is much smaller (≈ 10×) than that of the slit cases. A rapid increase 
in wetting area is observed at low diameter ratio in case of circular geometry in 
comparison to slit geometry. The reason for such linear increase will be investigated 
in future work. 

A polynomial of degree 1 was fitted to the data as shown in Fig. 6, with an r-
square value of 0.76 and (write value here) for hole and slit, respectively. The obtained 
scaling relations for hole and slit are given in Eqs. 2 and 3, respectively. 

Aw 

D2 
c 

= 5.32 
Di 

Dc 
− 0.14 (2)
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Table 2 Mass flow rate at different concentrations for jet through a hole 

Concentration (% w/w) Mass flow rate (g/s) 

C1 q1 49.54 

q2 34.76 

q3 39.46 

q4 20.93 

q8 3.05 

q9 0.778 

C2 q1 81.47 

q2 42.06 

q3 20.08 

q4 8.69 

q6 2.01 

C3 q1 2.90 

q3 19.18 

q4 47.63 

C4 q1 37.23 

q2 2.64 

q4 8.92 

q5 21.04 

Table 3 Mass flow rate at different concentrations for jet through a slit 

Concentration (% w/w) Mass flow rate (g/s) 

C1 q1 49.51 

q2 34.13 

q3 38.51 

q4 21.65 

C2 q2 42.06 

q4 8.69 

C4 q1 12.42 

q3 24.21 

q4 36.91 

q5 37.23

Aw 

D2 
c 

= 0.82 
Di 

Dc 
+ 0.31 (3) 

Wetting area with Re for the hole case is plotted in Fig. 7a, where for each concen-
tration the wetting area increases with Re; however, the data for all the concentration
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Fig. 3 Original image of the 
fluid flow over horizontal 
cylinder used for wetting 
area calculation 

Fig. 4 Wetting area 
extracted from the image 
shown in 3 using edge 
detection algorithm

does not seem to follow a unified scaling. This might be due to the irrelevantly 
selected length and velocity scale for the calculation of Re. On the other hand, the 
wetting area is decreasing with the Re for the slit case as seen in Fig. 7b. Finally, the 
wetting area variation with Ca is plotted in Fig. 8. For concentrations C1, C2 and C4, 
the Ca the wetting area increases with Ca as shown in Fig. 8a. However for the slit 
case (Fig. 8b), wetting area decreases with Ca. The complete functional relationship 
between wetting areas, Di/Dc, Re and Ca would be explored in future studies.
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(a) (b) (c) (d) 

(e) (f) (g) (h) 

Fig. 5 Representative images for hole a C1, q3 b C2, q3 c C3, q3 d C4, q1 and for slit e C1, q2 
f C2, q2 g C3, q1 h C4, q4

4 Conclusions 

The wetting area formed by the flow of sugar solution over a horizontal cylinder 
was calculated using MATLAB image processing technique. Direct proportional 
relationship is obtained between the wetting area and the diameter ratio, i.e., the 
wetting area on the horizontal cylinder increases linearly with increase in the diameter 
of the jet for both the cases, hole and slit as given in Eqs. 2 and 3. The scaling relation 
found in this present study could be used to optimize more efficient heat exchangers.
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Fig. 6 Wetting area versus 
diameter ratio plot
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Fig. 7 Wetting area versus 
Reynolds number plot C1 
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Fig. 8 Wetting area versus 
capillary number plot
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Nomenclature 

Di Jet diameter before impact (m)
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Vi Velocity of the fluid flow (m/s) 
ρ Density of the fluid (kg/m3) 
μ Viscosity of the fluid (Pa s) 
σ Surface tension (N/m) 
Dc Diameter of the cylinder (m) 
Re Reynold’s Number (–) 
δ Liquid film thickness (m) 
d Tube diameter (m) 
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Study of Separation Lines and Flow 
Patterns in 3D Boundary Layer Over 
Sphere Using Experimental 
and Numerical Analysis 

G. Vasanth Kumar and Rinku Mukherjee 

1 Introduction 

Figure 1 was taken at the water tunnel facility here at Indian Institute of Technology, 
Madras. Here one can identify flow separation near the top and bottom sections of 
cylinder. For a two-dimensional flow, flow separation is generally taken to be the 
point, where the shear stress τ goes to zero. For three-dimensional flow, instead of a 
separation point, we have a separation line. The present work is aimed at identifying 
separation line and its relation with Re for sphere using experimental and numerical 
methods.

Flow past the sphere is studied in detail for very low Reynolds number flows 
and analytical methods to calculate aerodynamic forces acting on the sphere is well 
documented in literature [1]. At high Re, flow past sphere becomes complex and 
predicting flow separation, taking into consideration the free-stream velocity, turbu-
lence, surface roughness, etc., is very challenging. Fornberg [2] carried out numerical 
calculations for flow past sphere till Re = 5000 and made observations on the wake 
patterns. In 2008, a report was published for flow past sphere from laminar regime 
Re till turbulent regime [3]. The report used Fluent commercial software to compute 
the flow properties, separation angle, drag coefficient, etc., and compared it with 
experimental results. Report stated that the commercial CFD package was able to 
correctly simulate flow past bluff bodies over range of Re. 

The concept of using vector fields and critical point in the flow field to study 
separation can be attributed to Legendre’s work in 1956 [4, 5]. Detailed review of the 
work done prior to 1980s is given by Dallmann [6]. The paper explores flow topology, 
wall shear, and the relation to three-dimensional separation. Tobak and Peake made 
striking observations on the role of experiments, particularly flow visualization, to 
study flow patterns and separation [7]. Three types of patterns in flow separation
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Fig. 1 Flow past cylinder in 
water tunnel

(based on friction lines originating or not-originating from saddle point) was given 
by Gary Chapman and Yates in 1991 [8]. Paper by Patel [9] rightly points out the 
practical difficulty of using flow topology for turbulent flow since the laminar flow 
produces clear flow structure and are relatively simpler to observe as well as interpret. 
Recent work by Jean Delery gives a very detailed explanation of critical point theory 
and types of flow topology associated with different geometries [4]. 

2 Methodology 

2.1 Experimental Analysis 

Oil flow visualization tool was used to observe skin-friction lines over surface of 
sphere and identify regions of separation. Experiment was carried out at low speed 
wind tunnel with a test section dimension of 0.5 m × 0.5 m × 1.5 m as shown in 
Fig. 2. Initial experiments were carried out with sphere made of plastic. Friction 
lines over the surface was influenced by the surface roughness, so the model was 
discarded, and new model made of steel was fabricated with a smooth finish. Sphere 
(φ = 75 mm) made of steel was mounted in the test section as shown in Fig. 3, and 
trial runs were made to ensure that the vibration in tunnel doesn’t alter flow patterns 
over the surface.

Oil mixture is composition of Titanium Dioxide, Oleic Acid, and pump oil. A fixed 
volume of the three ingredients is mixed thoroughly and sprayed as fine droplets 
over the entire surface of the sphere. Advantage of using oil-based mixture is that 
the composition doesn’t get dry or is altered when left in open atmosphere—only air 
flow flowing over the surface for a period of time leaves a pattern over the surface.
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Fig. 2 Sub-sonic wind 
tunnel 

Fig. 3 Steel sphere model

In the present work, wind tunnel is run for 10 min continuously at a set velocity for 
the skin-friction lines to form and photograph for observation. 

Experiments were carried out for five different rpms between 450 and 800 in wind 
tunnel with same composition of oil mixture. Tunnel was run for the same duration 
at given rpm, and then final patterns were photographed. Experiment was repeated 
for 600 rpm and observation from repeated runs yielded similar results. 

rpm 500 600 700 800 900 

Velocity (m/s) 13.8 16.5 19.5 22.19 24.91 

Re (×105) 0.68 0.81 0.96 1.1 1.2
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2.2 Numerical Analysis 

Numerical simulations were carried out in Ansys (ver 2021 R1) using the same model 
dimension as in case of experimental method. Flow domain was set such that the 
flow condition near infinity (domain boundary) attained free-stream velocity. 

Model and flow domain is shown in Fig. 4a and the generated mesh in Fig. 4b. 
Mesh was generated such that the AR was below 25 at all locations and the wall Y-plus 
was monitored to ensure the value remained under unity for the turbulence model. In 
the present work, SST-k-ω turbulence model was used with turbulence intensity in 
free-stream limited to 1%. Boundary condition used for the calculation is shown in 
Fig. 4c, d. Numerical simulations were carried out for same set of Reynolds number 
as in case of experiments ranging from 0.02 to 0.1 million. Grid Independence was 
performed and results are shown in Fig. 5. Based on the variation of drag coefficient, 
105 number of mesh elements were used for all the simulation with inflation layer 
over sphere surface to capture the boundary layer. Wall y-plus is plotted over the 
mid-section of sphere as shown in Fig. 6. Wall  y-plus value is kept below unity at 
locations close to the sphere as suggested in literature. 

(a) Flow Domain (b) Generated Mesh 

(c) Inlet and wall BC (d) Outlet and sphere BC 

Fig. 4 Numerical set-up—flow past sphere
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Fig. 5 Grid independence 
study 
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Fig. 6 Wall y-plus over 
sphere 

3 Results and Discussion 

3.1 Experimental Results 

Oil was allowed to settle and results were photographed after running the tunnel for 
duration of 10–12 min. 

Figure 7a, c gives the flow pattern for different velocity corresponding to tunnel 
rpm of 550 and 700. From the results, it was observed that the area near stagnation 
point is reducing with increase in Re. A similar trend was observed with increase 
in rpm till 850 corresponding to velocity of 22 m/s. A quantitative description of 
this phenomenon is obtained in numerical analysis by plotting velocity profile near 
stagnation point as shown in Fig. 11.

Figure 7b shows line of separation (at 15 m/s) appears to be aligned at an angle to 
meridian of the sphere. Increase in velocity influences the separation line as seen in 
Fig. 7d. From the figure, one can see that the separation line is slightly pushed back
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(c) (d) 

(a) (b) 

Fig. 7 a, c Skin-friction lines and b, d region of separation a, b U∞ = 15.3 m/s  c, d U∞ = 19.5 m/  
s

compared to flow at 15 m/s. Figure 8 gives the point of separation near top, middle, 
and the bottom section of sphere at 19.5 m/s. As mentioned already, radius of sphere 
is 7.5 cm with origin fixed at center of the sphere—hence, separation near top occurs 
near 4.5 cm (or 0.75 cm from origin), slightly away from the center plane of sphere. 
As we come down to the middle section, separation line is slightly ahead compared 
to separation near top. Near the bottom point of sphere, separation moves toward the 
center plane. From these results, it is observed that the location of separation points 
over surface of sphere is varying with location. It remains to be seen if the separation 
line has a linear relationship with location on the sphere.

Figure 10 gives comparison of separation location at 550 rpm as well as 700 rpm. 
At 700 rpm, flow separates at 4.5 cm, whereas the separation point is slightly ahead 
in case of flow at 550 rpm. Slope of separation line is less in case of 700 rpm flow 
since the flow separation near bottom is very close to 4.5 cm line compared to flow 
at 550 rpm as seen in Fig. 10 (700 rpm bottom).

It is also observed that the rearward movement of separation line is pronounced 
during initial change in rpm from 450 till 600 and then the movement gradually
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Fig. 8 Separation line for 
sphere at 700 rpm
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Fig. 12 Rear section of sphere at a 550 rpm and b 700 rpm 

slows down as observed during experiments with different rpm. Another interesting 
observation from line of separation is the thickening of the separation line due to 
small region of re-circulation. During the experiment, oil gradually accumulated 
near separation region and began to move to and from the line from where onset of 
separation began (Fig. 11). 

The second objective of the paper is to find flow patterns and relate the patterns 
to flow separation. Figure 12a, b was obtained from oil flow visualization results 
using Mexican hat filter in ImageJ software. One of the challenges faced during flow 
visualization was that the smooth sphere requires high viscous oil for the pattern to 
form but a high viscous oil doesn’t mimic the flow to necessary level of accuracy. The 
accumulated oil near separation region starts to flow the moment tunnel is turned off. 
Oil also moves down due to gravity even when the tunnel is running. Attempts will 
be made in the future to better visualize flow patterns using oil flow with different 
mixtures used in proportion. To study the flow patterns, numerical analysis was 
carried out in Ansys and will be discussed in detail in next section. 

3.2 Numerical Results 

In this paper, numerical simulation for Re ≈ 0.075 × 106 and ≈ 0.1 × 106 is 
reported and compared with experimental results. To verify the validity of results, 
drag coefficient was calculated from numerical simulations for a few Re. The results 
are tabulated in Table 1, where we see that the drag coefficient reduces with increase 
in Re as reported in literature [10]. 

CD = 
2FD 

ρv2S
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Table 1 Drag coefficient 
versus Re for sphere Velocity (m/s) Re CD 

5 0.025E+06 0.42 

15 0.075E+06 0.34 

20 0.1E+06 0.31 

30 1.55E+05 0.27 

where ‘S’ is the frontal surface area given by π d2/4. 
Separation line for the sphere from numerical analysis is shown in Fig. 14a. The 

result matches with the experimental observation shown in Fig. 7b. Comparison of 
numerical results at different velocity (Figs. 13a and 14a) from numerical simulation 
also agrees with experimentally observed phenomenon of separation line moving 
backward with increase in velocity.

As comparison of numerical result with experiments has given a good match, we 
take up Figs. 13 and 14 for analysis. Rear section of sphere shown Fig. 13c shows  
the saddle point singularity. The orientation of saddle point singularity changes with 
increase in velocity as seen in Fig. 14c. Focus point is seen in both case of 15 m/s as 
well as 20 m/s seen in Figs. 13d and 14d—we have two foci for 20 m/s flow close to 
surface of sphere compared to single focus for 15 m/s case. Eventually, saddle point 
strength appears to reduce as we move away from the surface of sphere as expected. 
The focus points for 15 m/s flow start to drift apart in less space than 20 m/s case as 
seen in Figs. 13f and 14f. 

To precisely find the location of the separation point over the surface of the sphere, 
velocity profile was plotted at different x-location on either side of pole of the sphere. 
From Fig. 15, there is a flow separation at x' = 0.006 m from the center as shown in 
Fig. 9 and progressively flow remains detached as we move along positive x-axis.

At x' = −0.005 m, we can see the flow is attached. This is agreeing with exper-
imental result where we see that the flow is not separating at the meridian but at 
a distance slightly away as seen in Fig. 8. It is also interesting to note that the re-
circulation zone near the separation line observed in experiment is seen in numerical 
results as the velocity sees an increase and a dip after flow crosses x' = 0.006 m. 

4 Conclusions 

The objective of present work was to study relation of separation line for spherical 
geometry and Re. Initially, oil flow visualization was carried out to identify location 
of separation along the vertical plane (meridian) and to study re-circulation region 
from the traces of oil patterns. Experiments were carried out for different Re and 
some of the results are presented in the paper. Numerical simulations were carried 
out to find the flow pattern at rear section of the sphere and obtain singularity points 
that are striking feature for a separated flow due to its nonlinear nature. Results 
obtained from numerical analysis were compared with experimental results. Finally,
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(a) Separation line along 
meridian of sphere 

(b) Wall Shear stress at 
separation region 

(c) Velocity contour at 0.001m (d) Velocity contour at 0.005m 
offset from sphere 

(e) Velocity contour at 0.007m 
offset from sphere 

offset from sphere 

(f) Velocity contour at 0.01m 
offset from sphere 

Fig. 13 Results from numerical simulation-U∞ = 15 m/s

some of the critical points for flow past sphere with free-stream velocity of U∞ = 
15 m/s and 20 m/s were briefly discussed. The critical points of separated region 
doesn’t vary with change in velocity. It remains to be seen if the results hold good 
for very low Reynolds number flows and also study the patterns near drag-crisis Re 
to get additional insights in nature of flow separation in three-dimensional flows.
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(a) Separation line along 
meridian of sphere 

(b) Wall Shear stress at 
separation region 

(c) Velocity contour at 0.001m (d) Velocity contour at 0.005m 
offset from sphere 

(e) Velocity contour at 0.007m 
offset from sphere 

offset from sphere 

(f) Velocity contour at 0.01m 
offset from sphere 

Fig. 14 Results from numerical simulation-U∞ = 20 m/s
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Fig. 15 Velocity profile 
over top surface of sphere

Nomenclature 

φ Diameter of model (m) 
rpm Revolution per minute (–) 
AR Dissipation (–) 
k Turbulent kinetic energy (m2 s−2) 
ω Turbulence dissipation rate (m2 s3) 
SST Shear stress transport (–) 
Re Reynolds number (–) 
CD Drag coefficient (–) 
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Thermal Hydraulic Analysis of Vitrified 
Waste Product Storage Vault 

H. Sreeju, Amit K. Chauhan, M. Thamaraiselvan, M. Rajendrakumar, 
G. Suneel, M. P. Pradeep, and J. K. Gayen 

1 Introduction 

The strategy adopted for managing high level waste (HLW) is immobilization 
followed by interim storage and disposal. Immobilization is carried out by vitri-
fication of HLW into glass matrix using a joule heated ceramic melter (JHCM). 
Vitrified waste product (VWP) is interimly stored under surveillance for 30 years 
so that the decay heat produced by the radioisotopes would reduce and integrity of 
VWP is ensured. 

The radioactive waste produced in fuel cycle generates heat. The highly radioac-
tive liquid waste constitutes approximately 97% of all fission products and isotopes. 
Storage of highly radioactive liquid waste is requiring continuous service. Due to 
the difficulties in storing radioactive liquid waste, vitrification of radioactive liquid 
waste is adopted. Vitrification is the process of converting radioactive liquid waste 
into an inert solidified borosilicate glass matrix. VWP is contained in stainless steel 
canisters and is kept under surveillance to reduce decay heat and ensure the integrity 
of the VWP. The decay of radioisotopes vitrified in the glass will result in a consid-
erable amount of heat generation within the glass matrix. The maximum expected 
heat load is 1.8 kW per VWP. So, the VWP needs to be cooled for a considerable 
amount of time. To avoid recrystallization of the glass matrix, the maximum glass 
temperature should be maintained below 500 °C [1]. 

The storage units are resting vertically between upper plenum and lower plenum. 
The air inlet temperature is 35°C. Maximum allowable surface bulk temperature 
of concrete for a nuclear waste storage facility is 65 °C [1]. The decay heat from 
canisters is removed by air induced by natural convection due to a 100 m stack.
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Fig. 1 Arrangement of 
VWP in thimble tubes 

The supply air corridor and exhaust plenum are provided for guiding air into the 
vault and from the vault to the stack. Air is guided through ventilation pipe around 
thimble tubes to ensure cooling of canisters. The storage of VWP is described by 
Fig. 1. Ventilation pipes are connected to the air inlet plenum. The thimble tubes are 
arranged to have uniform rectangular pitch between subsequent tubes. 

2 Literature Review and Objective 

The literature pertaining to cooling of VWP in a storage facility is limited. A detailed 
review of such facilities was not available in reported literature. Verma et al. [2] 
conducted experimental and numerical analysis for a VWP storage module. The set-
up consists of 20 number of storage units stored in an array of 5 × 4. The stack is 
of 20 m height. Electrical heaters were provided for generating heat. Experimental 
and theoretical results were found to be in good agreement. For the above setup and 
uniform heating condition, it was found out that 1D analysis is adequate. Verma 
et al. [3] performed a numerical analysis of the VWP storage vault. For the pertinent 
parameters, including stack and duct dimensions, plenum height, etc., parametric 
studies have been done. CFD code was used to obtain a detailed canister temperature 
profile. Also investigated are the effects of natural convection within the canister 
and between the thimble and canister. It was discovered that the temperature at
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the canister centreline drops by 20.5 °C due to the natural convection. Maximum 
centreline temperature is found to be 476 °C for an annulus flow velocity of 1.9 m/s. 

A numerical analysis of the nuclear fuel storage vault was performed by Vivek 
et al. [1] to improve ventilation performance by optimizing the location of intercon-
necting ducts. The air flow through the vault was examined to determine the various 
connecting duct configurations. With a rise in the aspect ratio of interconnected 
ducts, the air exchange rate and heat removal efficiency through the vault dropped. 
Although square ducts were superior at removing heat, circular vents offer a better air 
exchange rate. The smoothing of duct edges increased air velocity by reducing flow 
losses (such as frictional losses and losses due to duct bends). Attaching nozzles 
to the supply end of the ducts improves the air jet’s ability to penetrate the fuel 
enclosure. 

Chen et al. [4] conducted experimental studies investigating the performance of 
eight turbulence models in an enclosed environment. According to the survey, the 
inflow jet caused a lot of turbulence in the space. The wall reduced the air turbulence in 
the room. The heated box’s buoyancy increased air recirculation, increasing velocity 
and turbulence levels. The study discovered that while specific Reynolds Averaged 
Navier Stokes (RANS) models performed well for straight forward flows. This study 
demonstrates the sophisticated capabilities of the large eddy simulation (LES) and 
detached eddy simulation (DES) models for addressing airflow in enclosed spaces. 

The extensive literature survey carried out shows that CFD analysis of VWP 
storage vaults with heat generating medium is not conducted yet. The heat genera-
tion rate and annulus velocity are varied to obtain maximum centreline temperature 
and temperature distribution at various operating conditions. Moreover, the outlet 
blockage situation is also simulated. The study will be helpful in management of 
nuclear waste storage facility in an optimized way. 

3 Methodology 

The 3D model consists of vitrified waste product, canister walls, thimble tubes and 
ventilation pipes. The VWP is stored in a canister of height 1950 mm and diameter 
355 mm. Canister is stacked in 4 tiers. Heat removal from canister is predominantly 
due to air flowing between thimble and ventilation pipe. However, natural convection 
flow would exist due to the temperature gradient in the thimble. 

It is essential to validate the methodology adopted using a generic CFD code for 
aforementioned thermal hydraulics problem. The validation was carried out against 
the available experimental data by Chen et al. [4]. 

A room of size 2.44 m × 2.44 m × 2.44 m was chosen as the computational 
domain. A cubical heat generating body of size 1.22 m × 1.22 m × 1.22 m was 
placed at the centre of the room. A total of 700 W heat is generated. Inlet air supply 
is 0.01m3/s through a plenum of opening height of 0.03 m. The outlet is an opening 
of height 0.08 m.
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The analysis results were compared with the data obtained from experimental 
measurement and CFD study. The location (Point A) used for comparison is 1.2192 m 
from the inlet and 0.2286 m from the side wall. Graphs were plotted for (T − Tmin/ 
Tmax − Tmin) as shown in Fig. 2 and U/Umax as shown in Fig. 3 along a vertical line 
on the point A. 

The CFD result obtained from thermal hydraulics simulation agrees well with the 
experimental data and also compares closely against CFD results of Wang and Chen 
[4]. 

The 3D model of VWSF vault consists of vitrified waste product, canister walls, 
thimble tubes, ventilation pipes and concrete walls of the vault as shown in Fig. 4. Inlet 
plenum is also modelled for studying the air flow distribution at different locations 
of the storage vault.

Fig. 2 Temperature profile 

Fig. 3 Velocity profile 
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Fig. 4 Model of vault 

Full scale three-dimensional models were used for obtaining the temperature and 
velocity profiles. Analysis was carried out by solving the continuity, momentum and 
energy equation. Buoyancy is modelled using Boussinesq equation. 

Continuity equation: ∇.(ρu) = 0, (1) 

Momentum equation: ∇.(ρuu) = −∇P + ∇.(μ∇u) + F, (2) 

Energy Equation: ρCp[u.∇T ] = ∇.(K ∇T ) + 
... 
q , (3) 

Boussinesq Equation: ρ = ρ0[1 − β(T − T0)]. (4) 

Grid sensitivity test is carried out to optimize the size of 3D mesh in the computa-
tional domain. Mesh with 21.5 × 106 elements is selected based on the comparison 
of temperature along VWP centreline as shown in Fig. 5.

A generalized commercial CFD code Fluent 19.2 is used for modelling fluid 
flow and heat transfer. Turbulence model sensitivity test is also carried out to select 
the best model to predict the turbulence behaviour in the computational domain. 
Standard k–∈ model is selected for the current problem based on the comparison of 
other turbulence model carried out as shown in Figs. 6 and 7.

The outer walls of the model were assumed to be adiabatic. No-slip boundary 
condition is imposed on all walls of the domain. The inlets and outlets of the model 
were specified as velocity inlet and pressure outlet for single thimble case, while the 
inlet was specified as mass flow inlet for the case of full vault. As the steel canister is
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Fig. 5 Turbulence 
sensitivity test

Fig. 6 Variation of 
temperature along centreline 

Fig. 7 Radial temperature 
profile from centreline
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not fully filled before sealing the top using a steel lid, air pockets are present between 
glass and canister lid. This space is considered while modelling the domain. 

4 Results and Discussion 

Calorimetric experiments were carried out at VWSF hot cell for determining the 
heat generation rate of VWP. This can be used for estimating the heat load of vault. 
The VWP is found to be generating a heat load of 0.6–1 kW. A detailed analysis 
of the thimble tube under different operating parameters was carried out based on 
air velocity of the stack at different power levels. The model provides an in depth 
understanding of temperature profile of glass, canister, thimble tubes, ventilation pipe 
and vault wall. The effect of air above topmost canister is analysed. The maximum 
centreline temperature is found to be lowered by 14 °C due to the natural convection 
cooling provided by the air above the fourth canister. The velocity vector is shown 
in Fig. 8. 

The different single thimble cases analysed are case A1: heat generation rate 
per VWP 0.8 kW, case A2: heat generation rate per VWP 1 kW and case A3: heat 
generation rate per VWP 1.8 kW. The effect of radiative heat transfer is considered 
in all the three cases. Cases without considering radiative heat transfer are B1: heat

Fig. 8 Velocity vector and 
temperature profile 
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Fig. 9 Centreline 
temperature at various 
conditions 

generation rate per VWP 0.8 kW, case B2: heat generation rate per VWP 1 kW, case 
B3: heat generation rate per VWP 1.8 kW. The analysis carried out on the full vault 
model consists of case F1: flow analysis at full vault at various outlet pressures and 
case F2: full vault with heat generation rate per VWP 0.8 kW. The annulus air velocity 
is varied from 0.5 to 5 m/s for Cases A and B so as to obtain temperature profile of 
VWP, canister, thimble tube and ventilation pipe. Maximum centreline temperature 
of VWP for Cases A1, A2 and A3 at various annulus velocity is shown in Fig. 9. 

For a canister with heat output of 0.8 kW (Case A1) maximum centreline temper-
ature is found to be 203.46 °C at an annulus velocity of 0.5 m/s as depicted in Fig. 10. 
For a canister with heat output of 1 kW (Case A2), maximum centreline temperature 
is found to be 216.28 °C at an annulus velocity of 0.5 m/s as depicted in Fig. 11. For  
a canister with heat output of 1.8 kW (Case A3), maximum centreline temperature is 
found to be 326 °C at an annulus velocity of 0.5 m/s as depicted in Fig. 12. The  Cases  
A1, A2 and A3 show that the VWP, canister, thimble tube and ventilation pipe are 
observed to be sufficiently cooled even at low mass flowrates. The graphs shown in 
Figs. 10, 11 and 12 can be used to find out the temperature of VWP, canister, thimble 
tube and ventilation pipe at different operating conditions.

Effect of heat transfer due to radiation was studied. Effects of radiative heat transfer 
are neglected in the case (Case B1) to study the effect of convection and conduction 
in cooling the VWP. Similarly, analysis was conducted for same power level with 
radiative heat transfer (Case A1). The maximum centreline temperature occurs in 
the VWP located in topmost (fourth) tier when effects of radiative heat transfer is 
considered, shown in Fig. 14. The maximum centreline temperature obtained for all 
the four tier VWP as shown in Figs. 13 and 14. The third canister depicts maximum 
centreline temperature when the effects of radiative heat transfer is negligible as 
shown in Fig. 13. It is attributed to the cooling obtained due to circulation of air 
at the top canister. At high annulus velocity, forced convection is predominant and
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Fig. 10 Temperature of 
components at Q = 0.8 kW 

Fig. 11 Temperature of 
components at Q = 1 kW  

Fig. 12 Temperature of 
components at Q = 1.8 kW
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topmost canister depicts maximum centre line temperature. This effect is shown in 
Figs. 13 and 14. 

Numerical analysis was carried out for the full vault model. The storage vault 
is provided with two outlets. Flow through vault was simulated at different outlet 
pressures for normal and flow blockage condition (Case F1). The blockage of one 
of the two vault outlet can cause a drop-in flow rate by 20–22% depending on outlet 
pressure. This is shown in Fig. 15. The outlets are having same area. One of the 
outlets is located near to the concrete hatch block due to which some space is free of 
thimble tubes near to that outlet. Blockage in the outlet located near the hatch block 
is more concerning than the other outlet as this region has fewer thimbles which 
create resistance to flow (Fig. 16).

The capacity of vault is 544 canisters. The loading pattern of interest is the case 
where the vault is loaded with 504 canisters. Rest of the 40 location is not filled. VWP 
is assumed to be generating a power output of 0.8 kW (Case F2). The temperature of

Fig. 13 Centreline 
temperature Case B1 

Fig. 14 Centreline 
temperature Case A1 
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Fig. 15 Mass flow during outlet blockage 

Fig. 16 Temperature profile of vault

vault walls is found to be within acceptable limit of 65 °C. VWP stored in locations 
away from outlet is expected to have maximum temperature when the vault is filled 
with 504 canisters. Maximum centreline temperature is 252.5 °C. 

The ventilation parameters like air inlet temperature, humidity and wind speed 
are recorded regularly. The wind speed at ground level is measured and wind speed 
at stack top is calculated using Hellman method. The model is in agreement with 
experimental data obtained during partial filling of vault with canisters.
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5 Conclusions 

In this work, numerical study was carried out on (1) a single thimble model at various 
operating conditions and (2) full vault model, at expected loading condition. Based 
on the simulations carried out, the salient conclusions drawn are 

• When the annular velocity of cooling air is 0.5 m/s, the maximum centreline 
temperature for Case A1 is 203.46 °C, for Case A2 is 216.28 °C and for Case 
A3 is 326 °C. The canister wall, thimble tube and ventilation pipes are cooled 
sufficiently ensuring safe operating condition. 

• The maximum centreline temperature occurs in VWP on tier 3 or tier 4 depending 
on annulus flow velocity, heat generation rate and extend of radiative heat transfer. 

• The maximum centreline temperature is observed at the topmost location of VWP 
(fourth) tier, when effects of radiative heat transfer are considered. 

• With increase in annular velocity, forced convection effect is predominant, and 
hence, maximum centre line temperature is observed in the topmost canister. 

• The blockage in one of the two vault’s outlets can cause a drop-in flow rate by 
20–22% depending on outlet pressure. 

• In case of fully loaded vault, maximum centreline temperature is 252.5 °C, when it 
operates under normal condition of 0.8 kW heat load per VWP. Canisters located 
near the outlet witnesses lower temperature compared to those located near the 
inlet. Thus, the recommended VWP loading pattern is from inlet plenum to outlet 
plenum. 

The numerical model gives sufficient insights for optimizing different operating 
variables for safe storage of the conditioned waste product. The model will be useful 
in optimizing the designs of the future facilities. 

Acknowledgements Authors would like to acknowledge and thank Safety Research Institute (SRI), 
AERB at Kalpakkam, for providing the access to facility and resources (license) for carrying out 
CFD simulations. 

Nomenclature 

HLW High level waste (–) 
VWP Vitrified waste product (–) 
JHCM Joule heated ceramic melter (–) 
RANS Reynolds averaged Navier Stokes (–) 
LES Large eddy simulation (–) 
DES Detached eddy simulation (–) 
VWSF Vitrified waste storage facility (–) 
SST Shear stress transport model (–) 
RNG Re-normalization group (–) 
Cp Specific heat (J/Kg K)
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T Temperature (k) 
ρ Density (kg/m3) 
ρ0 Density at reference temperature (kg/m3) 
β Thermal expansion coefficient (1/K)
∈ Turbulence dissipation rate (m2/s3) 
ω Specific dissipation rate (1/s) 
μ Dynamic viscosity (kg/m s) 
k Turbulent kinetic energy (m2/s2) 
K Thermal conductivity (W/m K) 
F Body force (kg m s2) 
u Velocity (m/s) 
q Heat generation rate (W/m3) 
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Numerical Investigation of Pressure 
Drops and MHD Flow Through Sudden 
Expansion in the Presence of an Inclined 
Magnetic Field 

Sunil Dodkey and Narendra Gajbhiye 

1 Introduction 

In a thermonuclear reactor, the fusion of two isotopes of hydrogen atoms (deuterium 
and tritium) is achieved in a device called a tokomak. The fusion produces a helium 
atom along with high-energy neutrons. Strong magnetic fields are required to control 
and maintain the plasma of the fusion reaction, which is at a high temperature (108 K). 
To prevent damage to the reactor, a fusion blanket is introduced between the plasma 
and the magnetic coil to absorb the neutrons and cool the device. A liquid metal like 
lead–lithium eutectic is used as the coolant which circulates through the blanket. 
For cooling of the blanket, a powerful magnetic field must be passed through by the 
liquid metal, which is used to magnetically limit the reaction of plasma at elevated 
temperatures in a fusion reactor core. In the blanket, channels are key elements for 
distributing the flow of liquid metal from the inlet of the blanket to several channels 
with abrupt expansion and contraction. Therefore, the liquid metal flows give rise to 
the 3D MHD effect, and hence, the additional pressure drops. The electrical conduc-
tivity of the channel causes the electrical coupling to the adjacent fluid motion; 
therefore, liquid metal flow suffers a large pressure drop caused by the 3D MHD 
effect in sudden expansion and contraction, electrical coupling, and movement in the 
existence of a high magnetic field, etc.
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2 Literature Review and Objective 

The liquid metal fed to the blanket undergoes sudden expansion and, therefore, the 
rise of the 3D MHD effect. In recent years, researchers’ focus has been on minimizing 
the pressure drop due to the MHD effect. Some of the studies include 

An experimental investigation in sudden expansion with an electrically conducting 
duct wall at a high Hartmann number was done by Buhler et al. [1]. They reported 
an additional pressure drop at the expansion due to the 3D effect of flow distribution. 
Mistrangelo and Buhler [2] numerically simulated the flow of liquid metal in a 
sudden rectangular expansion at a moderate magnetic field (up to Ha = 1000) using 
a commercial CFX code. They reported similar effects and the formation of vortices 
behind the expansion. 

The effect of the different orientations of the magnetic field on the sudden expan-
sion for the lower Hartmann number (0–100) in sudden expansion was studied by 
Praveen and Eswaran [3]. The authors reported the effect of magnetic strength on 
the circulation length in terms of asymmetry growth. Feng et al. [4] numerically 
simulated the effects of different expansion lengths and expansion ratios in sudden 
expansion using the OpenFOAM platform. First, the code was validated with ALEX 
and KIT experiments. The authors reported that an increase in the expansion length 
increased the total pressure drop. 

Morley et al. [5] numerically simulated the liquid metal flow in a sudden expansion 
with multiple manifolds. They found that a magnetic field makes the liquid metal 
distribution more uniformly distributed than without a magnetic field. Rhode et al. 
[6] numerically determined the 3D MHD pressure drop correlation for the 3D sudden 
expansion and validated it with their previous study. 

Kumamaru et al. [7] conducted a numerical simulation to study the magneto-
hydrodynamic (MHD) flows through a rectangular channel with abrupt expansion 
to evaluate the pressure drop caused by the sudden expansion. A set of Hartman 
numbers, the Reynolds number, and the magnetic Reynolds number were used to 
determine the 3D MHD effect and pressure drop for expansion in both the parallel 
and perpendicular directions to the employed magnetic field. A numerical analysis 
of the 3D MHD effect was also carried out by Kumamaru et al. [8] to determine the 
pressure drop caused by the sudden shrinkage. 

The natural convection flow and heat transfer in a suddenly expanding cavity with 
a strong magnetic field have been numerically studied by Singh and Gohil [9] using  
an OpenFOAM solver. 

The aim of the present study is to numerically investigate the effect of an inclined 
magnetic field on the pressure drop and behavior of the magnetohydrodynamic flow 
of liquid metal through a sudden expansion channel. The inclination of the magnetic 
field reported in present study ranges from θ = 0° to 90°. The Hartman number 
ranges from 5 to 20 and Reynolds number up to 200.
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3 Methodology 

3.1 Geometry 

The numerical domain considered in the present study is shown in Fig. 1. Numerical 
investigations are carried for the fixed expansion ratio of ER = 3 and length ratio of 
2. The mesh is generated using the Ansys ICEM CFD tool. A multi-block meshing 
is used which is shown in Fig. 2. 

Fig. 1 Schematic of the numerical domain 

Fig. 2 Multiblock grid 
pattern
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3.2 Grid Independence Test 

The grid-independent study is carried out at different grid sizes, as shown in Table 1, 
for a fixed inclination angle of θ = 45°, Re = 100, Ha = 20. The grid independence 
results are shown in Fig. 3. It is seen from the figure that grid sizes G5 and G6 

show negligible variation in the velocity profile. Therefore, grid G5 is considered for 
further simulation. 

The present study has been carried out using a 3-D robust code Anupravaha CFD 
solver. The numerical code is created using the finite volume method. The code 
reads input in cgns format and produces an output in cgns file. This code has been 
benchmarked and validated with various published results [10].

Table 1 Grid patterns 
Grids Number of grid points 

X-direction Y-direction 

Upstream section Expanded section 

G1 71 141 71 

G2 61 121 71 

G3 51 101 71 

G4 41 81 41 

G5 31 81 41 

G6 21 81 41 

Fig. 3 Grid independent test 
at Re = 100, Ha = 20, θ = 
45° 
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3.3 Governing Equations 

The non-dimensional governing equations for magnetohydrodynamic flow are as 
follows: 

Continuity equation: 

∇.→u = 0. (1) 

Navier-Stokes equation: 

∂ →u 
∂t 

+ (→u.∇)→u = ∇  P + 
1 

Re
∇.→u + N (J × B). (2) 

Ohm’s Law: 

J = σ (−∇ ∅) + →u × B. (3) 

Poisson equation: 

∇2 
∅ = ∇(→u × B). (4) 

In the above equations, symbols →u, B, ∅, and P represent the velocity field, 
magnetic field, electrical potential, and pressure field, respectively. 

In the present study, three non-dimensional number appears Hartmann number 
(Ha), which is the ratio of Lorentz force to viscous force, Reynolds number (Re) 
which is the ratio of inertia force to viscous force and interaction parameter(N), 
which is the ratio of Lorentz force to inertia force. 

3.4 Boundary Conditions 

The following boundary conditions are specified at various sections of the computa-
tional domain: 

Inlet 

U = 2 m/s  v = 0; ∂p/∂n = 0; ∂ ∅/∂n = 0. 

Outlet 

∂ →u/∂n = 0; P = 0; ∂ ∅/∂n = 0.
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Walls 

u = 0, v  = 0; ∂p/∂n = 0; ∂ ∅/∂n = 0. 

4 Results and Discussion 

The numerical simulations were performed at various Reynold numbers (Re = 50– 
200) and Hartmann numbers (Ha = 0–20) for different inclination angles ranging 
from 0° to 90° to study the effect of orientations of inclined magnetic field on the 
pressure drop and flow behavior of liquid metal. 

4.1 Effect of Inclined Magnetic Field on MHD Flow 

The variation in the u component of velocity in the transverse direction at x = 14.25 is 
shown in Fig. 4 for Ha = 20 Re = 100. A flattened velocity profile is seen at θ = 90° 
because of the high Lorentz force, which suppresses the core velocity. On decreasing 
the angle of inclination, the value of Lorentz force decreases as the current density 
starts to align in the magnetic direction. At an inclination of θ = 0°, the magnetic 
field is in direction of current density; hence, the parabolic velocity is observed. The 
velocity contour realizing flow behavior at various angles θ = 0°–90° is shown in 
Fig. 5. 

Fig. 4 Variation of 
u velocity along Y direction 
at Re = 100, Ha = 20
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Fig. 5 Velocity contours for different inclinations 

In Fig. 6, the pressure variation in x-direction for inclined magnetic field at 
different angles from θ = 0°–90° is plotted. It is seen that with the increase incli-
nation angle, pressure drop increases. The pressure contour at different inclination 
angles is shown in Fig. 7; it shows a similar behavior as seen in Fig. 6.

4.2 Effects of Hartmann Number 

The velocity profile at different Hartmann numbers is plotted in Fig. 8. At Ha  = 0, 
velocity is parabolic in nature with highest and lowest peak values. On increasing the 
Hartmann number, the flow gets suppressed because of an increase in the magnitude 
Lorentz force (FL = σ B2u). The velocity and pressure contour at different Hartmann 
numbers are shown in Figs. 9 and 11, respectively. Pressure distribution at different 
Ha is plotted in Fig.10.
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Fig. 6 Pressure variation at 
different angles 

Fig. 7 Pressure contour at different angles

An increase in pressure drop is seen for all the Hartmann numbers. A pressure 
drop increases steeply before the expanded section, and its steepness decreases in 
the expanded section due to the formation of circulation zones.
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Fig. 8 MHD effect at 
different Hartmann numbers 

Fig. 9 Velocity contour at different Ha
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Fig. 10 Pressure 
distribution for different 
Hartmann numbers 

Fig. 11 Pressure contour at 
different Ha
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Fig. 12 MHD effect at 
different Reynolds numbers 

4.3 Effects of Reynolds Number 

The effect of Reynolds number on the MHD flow is studied for the fixed Hartmann 
number of Ha = 20 in this section. The velocity profile at different Re and its contours 
are plotted in Figs. 12 and 13, respectively. An increase in Reynolds number increases 
the inertia force, which dominates over the Lorentz force; hence, a smooth velocity 
profile is observed for Re = 200.

The pressure drop and pressure contours are also shown in Figs. 14 and 15, 
respectively. It is observed from the figure that the pressure drop decreases with an 
increase in the Reynolds number.

5 Conclusions 

A numerical study of MHD flow through a sudden expansion channel is carried out 
using an in-house 3D CFD solver. It is seen that the pressure drop increases with 
an increase in the inclination angle, and the highest-pressure drop is noticed at 90°. 
The velocity was found to decrease with an increase in the Hartmann number. It is 
also observed that pressure drop decreases with an increase in Reynolds number at 
a fixed Hartmann number.
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Fig. 13 Velocity contour at 
different Re
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Fig. 14 Pressure variation 
pattern for different 
Reynolds numbers 

Fig. 15 Pressure contour at 
different Re
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NOMENCLATURE 

Ha Hartmann number (–) 
Re Reynold number (–) 
ER Expansion ratio (–) 
ρ Density (kg/m3) 
σ Electrical conductivity (Siemens/s) 
μ Kinematic viscosity (kg/m s) 
u Velocity component in the x-direction (m/s) 
v Velocity component in the y-direction (m/s) 
J Current density 
B Magnetic field (tesla) 
P Pressure (pa) 
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Air Lubrication on a Flat Plate 
in a Steady Water Stream 

N. David and Yeunwoo Cho 

1 Introduction 

The topology of injected air underneath the surface of a barge at various combinations 
of free-stream velocity, air injection rates, vent diameter and air injection angle with 
respect to the free-stream was observed and two types of air cavities namely, lambda-
type and delta-type were found [2]. They showed that the sweep angle increases with 
the increase in the free-stream velocity at a given air injection rate and that the 
sweep angle decreases with the increase in the air injection rate at a given free-
stream velocity. The injected air through 1 mm vent on the surface of NACA 0010 
hydrofoil at various angles of inclination of the hydrofoil, free-stream velocities and 
air injection rates were observed, and various jet states such as cloudy-puff state, 
stable-buoyant jet, unstable jet, buoyant-bifurcating jet states were found [3]. They 
also showed that the jet angle, jet width, jet thickness and jet effective diameter were 
a function of Reynolds number, Froude number and air injection coefficient. The 
hull of the scaled model of a carrier was air injected through two air injection slots, 
and they observed a total resistance decrease as much as 26% when the air injection 
rate was increased at constant model velocity [4]. Surface shear stress measurements 
were performed on a flat plate and a model of a carrier in a towing tank and the 
percentage of drag reduction for various air layer thickness were found [5]. They 
also showed that the power required to drive the flat plate in a towing tank was of 
considerably small magnitude for a flat plate with a cavity underneath its surface with
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air injection turned on. Using VoF method and Eulerian Multiphase model in STAR-
CCM, it has been shown that a considerable reduction in drag upon air injection for 
various scaled air layer thicknesses underneath a flat plate [6]. 

Drag experienced by a hydrofoil at various angles of inclination and water depths 
at several free-stream velocities when subjected to air injection has been studied 
numerically using VoF method and RANS solver in OpenFOAM [7]. Linear normal 
mode stability analysis has been used to find an expression for the jet velocity for 
the air layer formed between water and a wall surface [8]. A considerable resistance 
reduction on the model ship in a towing tank facility has been found upon air injection 
at various towing speeds, when compared with the bare hull resistance [9]. Local skin-
friction measurements have been performed on a smooth flat plate with air injection 
through pores, and a significant percentage of drag reduction with the increase in 
the air injection rate was observed in a constant velocity free-stream of water [10]. 
Frictional resistance on a full scale experiment ship was measured using shear force 
sensors on the hull surface [11]. They observed that the time series of the measured 
shearing force showed a sudden drop upon switching-on of the air injector/blower. 

2 Methodology 

One million tetrahedral mesh elements were used for all the simulations; the 
maximum cell squish in the computational domain was 0.46; the maximum cell 
skewness was 0.44 and the maximum aspect ratio was 5.23. The inlet boundary 
condition was set as velocity inlet with the constant velocity along the x-direction. 
The outlet is set as pressure outlet, and symmetry boundary condition is set on one of 
the planes. In order to save the computational time, mass flow inlet boundary condi-
tion is given to the air vents underneath the flat plate, and the flat plate is given no-slip 
boundary condition. Pressure-based, transient solver is used for the simulations with 
volume of fluid (VoF) method for the air-water two-phase flow. SST kω turbulent 
model is used for the simulations using pressure-velocity coupled solution scheme. 
Second-order upwind method is used for the momentum, turbulent kinetic energy 
and turbulent dissipation rates. The time step, Δt used in the unsteady computations 
was 0.00025 s, and the first cell distance in the boundary layer region was fixed to 
be 0.15 mm so that the courant number was within non-diverging limits. The flat 
plates considered in the analysis have a length of 330 mm, width of 400 mm and a 
thickness of 8 mm. The air vents have a diameter of 15 mm, positioned in uniform 
azimuthal spacings apart from each other on a reference circle of diameter 95 mm. 
The convergence of residuals of the order of O(10−3) was obtained. Finest possible 
spatial resolution was used with eight inflation layers in the boundary layer region of 
about 30 mm normal to flat plate, for the time step that was fixed at a computationally 
practical value of 0.00025 s. The spatial resolution and the time step were such that 
the Courant number was a non-diverging, stable value over time. Any further fine 
mesh refinement for the given Δt would result in Courant number divergence, and 
any coarser mesh for the given Δt would result in lower computed drag value, this
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ensures that the computed drag values were grid independent for the given Δt. Our  
current computational approach was validated by comparing the non-dimensional 
frictional coefficient, c f /c f0 against the air injection rates, ṁ at various water stream 
velocities, V∞ against the experimental results of [12] and a good agreement was 
observed between them. 

3 Results and Discussion 

The contours of instantaneous pressure for the side view and top view (y =−0.004 m-
plane) together with the instantaneous velocity vectors are shown for V∞ = 20 m/s, 
ṁ = 0.051970140 kg/s for the circular vent geometry in Fig. 1a, b at an instance in 
time after a steady state in drag is reached. Pressure is observed to be maximum at the 
leading edge of the flat plate due to the presence of a stagnation point and minimum 
at the trailing edge of the flat plate as observed by the contours in Fig. 1a–b for the 
circular vent geometry. Pressure drops immediately downstream of the stagnation 
point on the flat plate owing to expansion. The velocity vectors around the flat plate 
indicate the magnitude of velocity by their length and colour values in Fig. 1a, b. 
The velocity vectors close to the air injection vents indicate the air injection velocity 
magnitude and direction clearly in the side view Fig. 1a for the circular vent geometry. 
The colour bar on the left corresponds to pressure magnitude, and the velocity vector 
magnitude is indicated by the colour bar on the right hand side in Fig. 1a. The colour 
bar on the left hand side corresponds to pressure and the colour bar on the right hand 
side corresponds to velocity magnitude in Fig. 1b. A similar pressure distribution is 
also observed for the four vents, six vents and eight vents geometry with the large 
pressure found at the stagnation point of the flat plate at the leading edge at various 
air flow rates and free-stream velocities.

The contours of velocity for the side view and top view (y = −0.004 m) together 
with the velocity vectors are shown for V∞ = 20 m/s, ṁ = 0.051970140 kg/s for 
the eight vents geometry in Fig. 2a, b. It is to be noted that the magnitude of velocity 
is close to minimum magnitude near the surface of the flat plate, where there is a 
presence of boundary layer and in the wake region downstream of the flat plate as 
indicated by the contour colour values of velocity for the eight vents geometry for V∞ 
= 20 m/s, ṁ = 0.051970140 kg/s, as shown in Fig. 2a, b. The colour bar on the left 
correspond to pressure magnitude and the velocity vector magnitude is indicated by 
the colour bar on the right hand side in Fig. 2a. The magnitude of velocity farther away 
from the flat plate is close to the maximum magnitude on the colour bar of velocity for 
all the eight vents geometries for V∞ = 20 m/s, ṁ = 0.051970140 kg/s, as shown  
in Fig. 2 (a,b). The colour bar on the left hand side corresponds to pressure and 
the colour bar on the right hand side corresponds to velocity magnitude in Fig. 2b. 
The velocity vectors around the flat plate indicate the magnitude of the velocity 
by their length and colour values for the eight vents geometry for V∞ = 20 m/s, 
ṁ = 0.051970140 kg/s, as shown in Fig. 2a, b. A similar velocity distribution is 
also observed for the circular vent, four vents and six vents geometry with the lower
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Fig. 1 V∞ = 20 m/s, ṁ = 0.051970140 kg/s: a the pressure contours for the side view in the 
symmetry plane for the circular vent geometry together with the velocity vectors. b The pressure 
contours together with the velocity vectors in y = −0.004 m-plane of the flat plate for the circular 
vent geometry together with the velocity vectors

magnitudes of velocity in the boundary layer regions and the wake of the flat plate 
at various air flow rates and free-stream velocities.

The contours of volume fraction of air for the side view on the symmetry plane are 
shown in Fig.  3a for the four vents geometry together with the velocity vectors for V∞ 
= 20 m/s, ṁ = 0.051970140 kg/s. The colour bar on the left hand side corresponds 
to the volume fraction of air while that on the right hand side corresponds to the 
magnitude of the velocity in Fig. 3a, b. It is to be noted that the regions of air-water 
mixture in the bubbly flow is visible in the regions near the flat plate and the regions
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Fig. 2 V = 20 m/s, ṁ = 0.051970140 kg/s: a the velocity contours for the side view in the 
symmetry plane for eight vents geometry together with the velocity vectors. b The pressure contours 
together with the velocity vectors in y =−0.004 m-plane of the flat plate for the eight vents geometry 
together with the velocity vector

where there is pure water is indicated by white values in the volume fraction of air. 
The injected air that gets advected downstream of the flat plate in the streamwise 
direction as seen by finite magnitude of volume fraction of air in the leeward side 
of the flat plate. The boundary layer around the flat plate is also evident from the 
velocity vectors near the flat plate. The air injection velocity vectors are visible near 
the air injection vents near the flat plate. The contours of volume fraction of air are 
shown in Fig.  3b for the four vents geometry, together with the velocity vectors for 
V∞ = 20 m/s, ṁ = 0.051970140 kg/s on y = −0.004 m plane together with the
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velocity vectors. The injected air is indicated by the colour value in the contour being 
close to unity, while the white regions in the contour indicate the water filled regions. 
The injected air that gets advected downstream of the flat plate as observed by the 
blue regions in y = −0.004 m plane in Fig. 3. It is to be noted that the injected air not 
only gets advected downstream along with the water stream, but also spreads in the 
lateral direction underneath the flat plate, being subject to buoyant force. A similar 
spatial distribution of volume fraction of the injected air is observed for circular vent, 
six vents and eight vents geometries at other free-stream velocities and air injection 
rates. 

Fig. 3 V∞ = 20 m/s, ṁ = 0.051970140 kg/s: a the volume fraction of air contours for the side 
view in the symmetry plane for the four vents geometry together with the velocity vectors. b The 
pressure contours with the velocity vectors in y = −0.004 m-plane of the flat plate for the four vents 
geometry together with the velocity vectors
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The non-dimensional parameters that determine the dynamics of such a two-phase 
flow of air injection through a flat plate fully immersed in a steady water stream 
are Re = ρV∞ l/μ, and m∗ = ρAdV∞/ ṁ, where V∞ is the free-stream velocity of 
water, l is the length of the flat plate, μ is the dynamic viscosity of water, g is the 
acceleration due to gravity, d is the diameter of the air injection vent, Ad is the area 
of the rectangular domain and ṁ is the mass flow rate of the injected air. 

cd = D/
(
0.5 × ρV 2 ∞(2lb)

)
, 

where D is the drag force on the flat plate, b is the width of the flat plate. The variation 
of the drag coefficient, cd against the coefficient of mass, m∗ at various Reynolds 
number, Re for four vents, six vents, eight vents and circular vent are shown in Fig. 4a– 
d, respectively. The drag coefficient is observed to decrease with the decrease in mass 
coefficient, m∗ for air injection at various Reynolds numbers, Re ∼ O(106) for the 
air injection through four vents, six vents, eight vents and circular vent configurations 
in Fig. 4a–d, respectively. It is observed that the magnitude of the drag coefficient at 
various coefficient of mass and Reynolds number for all the four vents, six vents, eight 
vents and circular vent configurations is almost of the same magnitude, suggesting 
that the geometry of the air injection vents placed on a guide diameter of 95 mm 
does not have a role in determining the magnitude of the calculated drag coefficient. 
Based on the observed data of drag coefficient, varying as a function of Reynolds 
number and coefficient of mass in Fig. 4a–d, we arrive at a power-law model for the 
drag coefficient based on general linear least squares method for the four vents, six 
vents, eight vents and the circular vent cases in the form of Eqs. 1–4. 

cd = 0.4391 × m∗−0.29 × Re0.023 − 0.2, (1) 

cd = 0.4344 × m∗−0.291 × Re0.024 − 0.197, (2) 

cd = 0.4447 × m∗−0.29 × Re0.025 − 0.203, (3) 

cd = 0.4485 × m∗−0.291 × Re0.018 − 0.2. (4)

A good linear fit is obtained between the model predictions from Eqs. 1–4 and the 
calculated values of the drag coefficient, as observed by the values of the coefficient 
of determination values, R2 being equal to unity for all these cases in Fig. 5a–d for 
the four vents, six vents, eight vents and circular vent geometries respectively. In 
Fig. 5a–d respectively for the four vents, six vents, eight vents and circular vent 
geometries, the horizontal axis is the non-dimensional function, f of the coefficient 
of mass and the Reynolds number, while the vertical axis is the coefficient of drag. 
The relation between the coefficient of drag, cd and the non-dimensional function 
of independent variables, f is showing within the for the four vents, six vents, eight
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Fig. 4 Drag coefficient variation with the change in the mass coefficient at various Reynolds 
number: a four vents b six vents c eight vents d circular vent

vents and circular vent geometries are shown within the plot region in Fig. 5a–d, 
respectively.

4 Conclusions 

Air injection through vents underneath a flat plate in a steady free-stream of water 
was studied using Volume of Fluid method in ANSYS Fluent. The effect of the vent 
geometries, namely, four vents, six vents, eight vents and circular vent on the drag 
coefficient of the flat plate was studied. It was observed that the drag coefficient 
decreased with the increase in the air injection rate at all Reynolds numbers for all 
the vent geometries considered in the studies. We also obtain a power-law relation 
for the drag coefficient in terms of the non-dimensional coefficient of mass and 
Reynolds number and find a good agreement between the model findings and the 
computational data. The drag reduction benefit is attributed to the mean of the area 
weighted average of air volume fraction observed underneath the flat plate surface.
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Fig. 5 Linear fit between the computed drag coefficient, cd and the function of mass coefficient, 
m∗ and Reynolds number, Re: a four vents b six vents c eight vents d circular vents. Reynolds 
number, Re = 1.65 × 106, Re = 3.3 × 106 and Re = 6.6 × 106 are shown by red, cyan and pink 
markers
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Effect of Wave and Current Interaction 
on Flow Hydrodynamics Around a Pier 

Gaurav Misuriya and T. I. Eldho 

Nomenclature 

f Frequency of wave [s−1] 
h Flow depth [m] 
H Wave height [m] 
Lw Length of wave [m] 
dp Seeding particle diameter [µm] 
ρp Density of seeding particles [g/cm3] 
d Diameter of pier [m] 
Re Reynolds number − 
Fr Froude number − 

1 Introduction 

The presence of wave along with the current is a prevailing condition in the coastal 
area and governs many physical processes in practical application such as local 
scour around the bridges in coastal areas. Local scour around the foundation of 
the bridge, which leads to its exposure, is one of the main causes of the failure of 
bridges. Interaction of surface waves with the current is known to modify the turbulent 
characteristics and the velocity distribution which results the change in momentum 
transfer and shear stress and particle transport characteristics of the flow. 

The accurate estimation of velocity distribution and the bottom shear stress under 
the combination of wave and current is very important for the study of sediment
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transport leading to local scour. Furthermore, study the interaction of combined 
and current around the bridge pier on a flat rigid bed gives an idea about the flow 
circulation and variation of other turbulent parameters which will be helpful in iden-
tifying the critical zones and in optimal and economical design of pier in coastal 
environment. 

Several efforts have been made by the researchers [1–4] in the last three decades 
to investigate the change in the mean flow velocity when a surface wave of partic-
ular frequency superimposed with the current. However, most of these studies have 
emphasis on examining the mean flow velocity and its deviation from the universal 
logarithmic law observed in current only condition. Van Hoften and Karaki [5] 
measured the velocity field using the laser Doppler anemometer (LDA) for the surface 
wave traveling along the direction of flow and observed an increase in the mean 
velocity near the bed up to a certain distance from the bed. Further, Klopman [2] 
experimentally studied the flow filed for the wave traveling opposite to the direc-
tion of flow and observed reduction in the mean flow velocity. Further, a significant 
effect of the direction of the superimposed wave with respect to the current on the 
Reynolds stress was observed by Umeyama [3]. Further, he also observed the varia-
tion in the wave form due to interaction of wave and current; however, the attenuation 
of surface wave was not affected by the direction of current. Mazumder and Ojha [6] 
investigated the shallow water wave following the current direction. In continuation 
with it, Umeyama [7] studied the effect of wave height on the turbulent intensity and 
Reynolds shear stress. Singh and Debnath [8] also investigated the effect of super-
imposed wave frequency on the various turbulent flow parameters such as turbulent 
intensity and the Reynolds shear stress. A modulation in the eddy length scales due 
to superimposed wave in the direction of current is highlighted by Roy et al. [9]. 

It is clear from the literature presented that the superposition of surface wave with 
current (in direction or opposite) changed the turbulent flow field which is very well 
addressed in the literature. However, the effect of coexistence of wave and current 
on the hydrodynamics around the pier is not very well explored in the literature. 
Therefore, this study experimentally investigated the effect of superposition wave in 
the direction of current on the various turbulent characteristics around a bridge pier 
mounted on a flat rigid bed. 

2 Experimental Setup 

The experiments were conducted in a 15-m-long rectangular flume. Width and height 
of the flume were 0.5 m and 0.9 m, respectively. The pier of 0.03 m diameter was 
placed at the test section located 9 m from the flume inlet. The flow in the flume 
was maintained by the centrifugal pump, which was precisely controlled by variable 
frequency device (VFD). The required flow depth in the flume was maintained by 
adjusting the tail gate height. A schematic diagram of the flume is shown in Fig. 1.

The discharge in the flume was measured with an accuracy of ±0.01 cm3/s using 
ultrasonic flow meter (UFM) attached with the inlet pipe. A plunger type wave maker
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Fig. 1 Schematic diagram 
of experimental flume

Table 1 Wave characteristics 
Parameters Values 

Time period, T (s) 2 

Frequency, f (Hz) 0.5 

Flow depth, h (cm) 16 

Height of wave, H (cm) 4 

Length of wave, Lw (cm) 92 

Wave length to water depth ratio, Lw/h 5.75 

Wave amplitude 2 

Wave steepness 0.022 

with slope of plunger −15/11 was used for the generation of waves. Initially, a steady 
current of constant flow depth of 0.16 m and velocity 0.56 m/s was allowed to run in 
the flume for a duration of 1 h. The Reynolds number (Re) and the Froude number 
(Fr) for only current condition were 89,600 and 0.45, respectively. After that, wave 
with frequency of 0.5 Hz was superimposed in the direction of current. The wave 
characteristics were calculated by averaging the water profiles calculated from 10 
different photographs. The characteristics of waves are summarized in Table 1. 

A typical wave steepness observed in nature is observed less than 0.05 [10]; 
therefore, all the experiments were performed in this range. Further, Lw/H ratio in 
the natural waves is prevalent in the range of 4–56 [11] which is also satisfied in this 
study. 

2.1 PIV Setup 

The PIV system consisted of a double pulsed Nd-Yag laser, and one camera was 
used to measure 2D flow field. The per pulse energy of the laser was 200 mJ, and 
the pulse duration was 4 ns. The camera was able to capture eight images per second 
in double frame mode. The camera was placed on a traverse system which precisely
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Table 2 Summary of various parameters of PIV setup 

Parameters Values 

Thickness of the light sheet 0.002 m 

Pixels per mm 8.2 (approx.) 

Time between pulses 2932 µs 

Interrogation area size 16 × 16 pixel 
Camera object distance 0.93 m 

Seeding particle diameter 10 µm 

Particle response time (tp) 0.000066 s 

Stokes number (S) 0.0023 

Average uncertainty due to sub-pixel analysis 1.2% 

Operational frequency 8 Hz (in double frame mode) 

control the movement. In addition, a timer was also used to synchronize the camera 
shutter timing with the laser pulse time. 

A calibration sheet having equidistant (11 mm) black marker on it was used to set 
up a calibration function to convert the pixel distance into SI units. The hollow spher-
ical borosilicate particles were used as seeding particles in the flow. The diameter 
(dp) and density (ρp) of the seeding particles were 10 µm and 1.03–1.05 g/cm3. The  
density of the particles was almost equal to the water which ensured that particles 
followed the flow. Further, the stokes number which is defined as the ratio of the 
particle response time and the largest scale eddy turnover time was also calculated as 
0.0023, significantly less than 1 also ensured the particles followed the flow closely 
[12]. A summary of various PIV parameters is presented in Table 2. 

3 Results and Discussion 

The effect of superposition of wave on various turbulent parameters is discussed in 
this section. The results are presented for the only current condition as well as for 
coexisting wave and current condition. 

3.1 Mean Velocity 

The mean streamwise velocity contours are shown in Fig. 2 for the interaction with 
wave and current condition (Fig. 2a) and for only current condition (Fig. 2b). On 
the superposition of wave, the velocity plot showed the deviation from the universal 
logarithmic profile on far upstream of pier. The mean flow velocity increased near
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Fig. 2 Contour plot for 
stream wise velocity a wave 
and current b only current 
condition 

the bed and decreased toward the surface till up to a certain depth and then increased 
again. The mean velocity decreased near the pier in current and wave condition. 

Further, on the downstream, with the superposition of wave, the magnitude of 
stream wise velocity decreased near the pier and increased near the bed and the 
water surface. 

3.2 Intermittency Factor (IF) 

Time averaged streamwise velocity can only represent the region with permanent flow 
reversal, whereas the reverse flow of less magnitude or for smaller time duration 
cannot be captured by the time averaged mean velocity profiles [13]. Therefore, 
intermittency factor (IF) defined the percentage time of occurrence of reverse flow 
denoted by negative streamwise velocity is calculated. The variation of IF around 
the pier under the wave and current condition and only current condition is shown 
in Fig. 3.

The variation of IF showed that the probability of occurrence of reverse flow is 
more on the downstream of the pier than that of upstream in both the cases. However, 
frequency of occurrence of reverse flow increased with the superposition of wave on 
both upstream as well as downstream of the pier. It was observed that the percentage 
time of occurrence of reverse flow increased by more than 100% on the superposition 
of wave with 0.5 Hz frequency. Similarly, on the upstream it increased by more than 
200%.
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Fig. 3 Contour plot for IF 
a wave and current b only 
current condition

3.3 Turbulent Kinetic Energy (TKE) 

Turbulent kinetic energy (TKE) is extracted by the eddies from the mean flow energy. 
The time average TKE over a time period gives a clear picture about overall variation 
of turbulence strength in the flow. Figure 4 shows the variation of TKE around the 
pier for only current condition and for coexisting wave and current condition. 

Similar to the flow circulation, TKE increased with 50% on the downstream of pier 
on the superposition of wave. However, effect of wave on the TKE is not significant 
on the upstream of the pier. The maximum TKE zone is limited to near bed region 
on the downstream of the pier for current only condition, whereas it spread over the 
depth for the current and wave condition. Similarly, on the upstream, the region of 
high TKE increased with superposition of wave.

Fig. 4 Contour plot for TKE 
a wave and current b only 
current condition 
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Fig. 5 Contour plot for 

− 
− 

u′w′ a wave and current 
b only current condition 

3.4 Reynolds Shear Stress (RSS) 

The Reynolds shear stress gives idea about the transfer of momentum flux. The 
velocity data was recorded using only one camera; the velocity field only on xz 

plane was recorded. Therefore, only − 
− 

u′w′ component of RSS was calculated. The 
variation of RSS around the pier on wave and only current condition is shown in 
Fig. 5. 

The maximum value of − 
− 

u′w′ was observed maximum on the downstream of 
the pier. Near the pier changes its sign from positive to negative for both the cases 
signifying that the basic characteristics of RSS near the pier does not affected by the 
wave superposition. However, further, on the downstream the positive RSS increased 
in the mid depth for only current conditions, whereas it increased near the bed for 
the wave and current conditions. 

4 Conclusions 

This study experimentally investigated the effect of superposition of wave in the 
direction of current on various turbulent characteristics. Some important conclusions 
from the study are as follows. 

• Superposition of wave increased the turbulent strength on both upstream and 
downstream of the pier. 

• The velocity distribution deviates from universal law and an increase in mean 
velocity was observed near the bed on wave superposition.
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• Flow circulation on the downstream increased by 100% on the downstream and 
200% on the upstream of the pier. 

• TKE increased by 50%, whereas no significant effect of the wave was observed 
on the RSS. 

Acknowledgements The authors would like to acknowledge the Department of Science and Tech-
nology (DST), New Delhi, India, for the grant to procure the PIV system. The authors also express 
their sincere thanks to Prof. B S Mazumder for his suggestion in the designing of wave maker. 

References 

1. Brevik I, Bjørn A (1979) Flume experiment on waves and currents. I. Rippled bed. Coast Eng 
3:149–177 

2. Klopman G (1994) Vertical structure of the flow due to waves and currents-laser-doppler flow 
measurements for waves following or opposing a current.WL report H840-30, part II, for 
Rijkswaterstaat 

3. Umeyama M (2005) Reynolds stresses and velocity distributions in a wave-current coexisting 
environment. J Waterw Port Coast Ocean Eng 131(5):203–212 

4. Singh SK, Raushan PK, Debnath K (2018) Combined effect of wave and current in rough bed 
free surface flow. Ocean Eng 160:20–32 

5. Van Hoften JDA, Karaki S (1976) Interaction of waves and a turbulent current. Proc Int Conf 
Coast Eng 1976 04–422 

6. Mazumder BS, Ojha SP (2007) Turbulence statistics of flow due to wave–current interaction. 
Flow Meas Instrum 18(3–4):129–138 

7. Umeyama M (2009) Changes in turbulent flow structure under combined wave-current motions. 
J Waterw Port Coast Ocean Eng 135(5):213–227 

8. Singh SK, Debnath K (2016) Combined effects of wave and current in free surface turbulent 
flow. Ocean Eng 127:170–189 

9. Roy S, Debnath K, Mazumder BS (2017) Distribution of eddy scales for wave current combined 
flow. Appl Ocean Res 63:170–183 

10. Banerjee T, Muste M, Katul G (2015) Flume experiments on wind induced flow in static water 
bodies in the presence of protruding vegetation. Adv Water Resour 76:11–28 

11. Goda Y (2000) Random seas and design of maritime structures (vol. 33). World Scientific 
Publishing Company 

12. Raffel M, Willert CE, Scarano F, Kähler CJ, Wereley ST, Kompenhans JJ (2018) Particle image 
velocimetry: a practical guide. Springer, New York City, USA 

13. Misuriya G, Eldho TI, Mazumder BS (2021) Higher order turbulence around different circular 
cylinders using particle image velocimetry. ASME J Fluids Eng 143(9)



Influence of Axial Wall Slip on Swirl 
Velocity in a Laminar Microtube Flow 

Dhananjay Kumar and Pranab Kumar Mondal 

Nomenclature 

L Characteristic length [m] 
R Pipe radius [m] 
r Dimensionless radius – 
θ Circumferential coordinate – 
ρ Density of fluid [kg/m3] 
μ Dynamic viscosity [kg/m/s] 
uav Average axial velocity [m/s] 
rt Dimensionless transition radius – 
Z Dimensionless axial coordinate – 
U Dimensionless axial velocity – 
W Dimensionless swirl velocity – 
Re Reynolds number – 
S Swirl number – 

1 Introduction 

The development of numerous practical devices and systems depends critically on our 
understanding of the transport phenomena of liquids in small spaces. The addition of 
the swirl [1–3] is one of the conventional ways to improve transport characteristics 
in micro-pipes. Uses for swirling flows in pipes include swirl atomizers, cyclone 
separators, and swirl combustors to separation of solid, liquid, and gas [4], in addition
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to improving transport qualities and enhancement of heat and mass transfer. It is 
worth mentioning that swirling flow in the pipe/channel is commonly introduced by 
either twisted tape arrangements or by swirl generators, which signifies the presence 
of tangential velocity along the axial flow direction. As a result, the literature has 
extensively explored and researched these movements. Twisted tapes have been used 
frequently to start swirling flows, and sometimes swirl generators have also been used 
based on applications. It is crucial to understand how a pipe’s whirling flow degrades 
along the flow direction. For instance, it’s crucial to know how much straight pipe 
is necessary to reduce a designated upstream swirl to a certain allowable amount of 
swirl since swirl can result in convincing flow measurement errors. Therefore, it is 
crucial for the design of these devices to comprehend and manage the swirl transport 
in a pipe.  

2 Literature Review and Objective 

Consequently, to study the decay of swirl in pipe, perhaps one of the first attempts 
on laminar flow was theoretically and experimentally reported by Talbot [5] in the  
cylindrical duct; the experimental swirl decay rates agreed well with the theoretical 
rates. Further, experimental studies on swirl decay were investigated by Kreith and 
Sonju [6] in the fully developed turbulent flow regime, where they established a 
correlation for the swirl decay as a function of Reynolds number and axial length 
moved by the fluid. Buoyancy-driven Swirling laminar flow was investigated by Taub 
et al. [7] using analytical methods and obtained similar kind of solutions and validated 
using numerical techniques. Kiya et al. [8] numerically solved laminar swirl flow by 
considering the entrance region employing finite difference method and depicted the 
significance of swirl effects and pressure drop. Kitoh [9] experimentally investigated 
the turbulent swirl flow in straight pipe and also determined that swirl decay along 
with the downstream as a result of wall friction and finally flow approached fully 
developed condition after the decay of swirl. 

A generalized swirl decay equation for laminar flow in the pipe was obtained by 
Ayinde [10] using the curve fitting technique. Yao and Feng [11] obtained analytical 
expression of swirl decay in laminar flow pipe with swirl being superimposed over 
parabolic axial flow, slug flow, and slug flow. The obtained analytical expression of 
the velocity of swirl profile is found to be a function of Reynolds number, pipe axial 
distance, and swirl intensity. Kaushik et al. [2] numerically solved decay of swirl in 
microtubes by considering the wall slip boundary conditions and quantified it using 
swirl number (swirl intensity) at different sections along the downstream. Pati et al. 
[12] numerically investigated, the influence of thermodynamic irreversibility on the 
transport of thermal energy in microscale swirling flows pertaining to slip conditions. 
Therefore, in recent work, we determine the analytical solution for decay of swirl 
while accounting for wall slip. A good match for the validation considering without 
slip at the wall is obtained by comparing with existing result of Yao and Feng [11]. 
Furthermore, parametric quantitative variations are shown to analyse the effect of
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variables intricated on the swirl decay. Furthermore, path travelled during swirl–slip 
versus no-slip interaction is carried out qualitatively in the present study. 

3 Mathematical Formulation 

In the present work, we consider a small cylindrical micro-pipe with radius �R′ and 
length �L ′ as mentioned in Fig. 1. For this study, cylindrical coordinate system is 
considered with �r ′ is along the tube’s radius, �Z ′ is along its axis, and ′θ ′ is along 
azimuthal (or tangential) direction as shown in Fig. 1. 

To simplify the governing equation, the flow is presumed to be steady, axis-
symmetric, and fully developed in the axial direction. The simplified governing 
equations for incompressible and laminar flow are 

Continuity equation: 

1 

r 

∂(ρrur ) 
∂r

= 0, (1) 

r -momentum equation: 

u2 θ 
r 

= 
1 

ρ 
∂p 

∂r 
, (2) 

θ -momentum equation: 

uz 
∂uθ 

∂z 
= 

μ 
ρ

[
1 

r 

∂ 
∂r

(
r 
∂uθ 

∂r

)
− 

uθ 

r 
+ 

∂2uθ 

∂ z2

]
, (3) 

z-momentum equation:

Fig. 1 Diagrammatic 
representation of flow 
domain with inlet swirl 
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1 

ρ 
∂p 

∂ z 
= 

μ 
ρ

[
1 

r 

∂ 
∂r

(
r 
∂uz 

∂r

)]
, (4) 

where ur , uθ , and uz are the velocity components along the r, θ , and z directions 
respectively. �μ′ is the fluid dynamic viscosity, � p′ is the fluid pressure, �ρ ′ is the 
density of the fluid. 

Dimensionless variables for the further analysis to obtain the component of 
tangential (swirl) velocity component considering with wall slip (ls) are defined 
as follows: 

r → 
r 

R 
, Z → 

z 

R 
, W (z, r ) → 

uθ 

uav 
, U (r ) → 

uz 

uav 
, 

Re → 
ρuav R 

μ 
, rt → 

rt 
R 

, ls → 
ls 
R 

. 

Using the above mentioned all assumption with considering slug flow with 
uniform axial velocity at the inlet in dimensionless form, the dimensionless form 
of �θ ′ momentum equation given as 

Re

[
U 

∂W 

∂ Z

]
=

[
1 

r 

∂ 
∂r

(
r 
∂W 

∂r

)
− 

W 

r2

]
(5) 

This term’s �∂2W/∂ Z2′ absence may be justified by the fact that it is less significant 
in the equation than other terms due to the smaller magnitudes of the swirl velocity 
and also the long micro-pipe axial length scale compared to radius (R � L). 

3.1 Boundary Condition with Slip at the Wall 

To find out the solution of Eq. (5), the non-dimensional form of boundary condition 
with slip (ls) at the wall with superimposing the inlet swirl velocity profile as Rankine 
vortex is given in the dimensionless format as: 

W (Z , 0) = 0, W (Z , 1) = ls
∣∣∂W/

∂r
∣∣
R=1 

W (0, r ) =
(

uθ,i,max 

uav 

r 
rt 
, r ≤ rt 

uθ,i,max 

uav 

rt (1−r ) 
r(1−rt ) , r ≥ rt 

. (6) 

Here transition radius (rt ) is fixed between a forced and free vortex used to obtain 
the inlet’s full Rankine vortex profile. 

The analytical solution of swirl velocity �W (Z , r )′ with above boundary condi-
tions considering with slug flow uniform axial velocity say U (r) = 1 is given 
as
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W (Z , r ) = 
∞∑
n=1 

Cne

(
− λ2 n Z 

Re

)
BesselJ (1, λnr ), (7) 

where �BesselJ (a, r )′ is called the generalized Bessel function of first kind and �λ′
n 

is the Eigen value. Using the boundary conditions W (Z , 1) = 0, the Eigen values 
(λn) are calculated using equation BesselJ (1, λn) = 0 and the first five of which are 
listed in Table 1 for different value of slip length. 

At this junction, the swirl number �S(Z)′ [13] is used to explain the relationship 
between the axial flux of angular momentum and the axial flux of axial momentum. 
Mathematically, it is defined as 

S(Z) = 

⎛ 

⎝ 
R∫

0 

uzuθr
2 dr 

⎞ 

⎠
/⎛ 

⎝R 

R∫
0 

u2 zrdr 

⎞ 

⎠. (8) 

The quantification of swirl intensity in this case in relation to axial flow intensity 
is called the swirl number. At the intake, it is assumed that the swirl number is one, 
meaning that the momentum fluxes are equal. 

Further, to comprehend the decay of swirl velocity, an attempt is also made to 
differentiate the intensity of swirl at any axial position with the input intensity of 
swirl using Eqs. (6–8), given by the below expression as 

S(Z ) 
S(0) 

= 

∞∑
n=1 

Cne

(
− λ2 n Z 

Re

)
1∫
0 
BesselJ (1, λnr )r2dr 

1∫
0 
W (0, r )r2dr 

. (9) 

In Sect. 4, the aforementioned results are first verified against results from the 
literature. Results obtained with the help of the present solution are also mentioned.

Table 1 First five Eigen values (λn) for the generalized Bessel function of first kind with four 
different value of slip length given as 

n λn(ls = 0.1) ls = 0.01 ls = 0.001 λn(ls = 0) 
1 3.4798 3.7936 3.8279 3.8317 

2 6.4201 6.9459 7.0086 7.0156 

3 9.3926 10.0726 10.1633 10.1735 

4 12.4054 13.1919 13.3104 13.3237 

5 15.4502 16.3082 16.4542 16.4706 
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4 Results and Discussion 

In order to compare our analytical results with those found in the literature [11] for  
a laminar swirl flow without slip boundary condition at the wall, we first benchmark 
our analytical results of the current analysis. 

As the swirl velocity profile is a function of Reynolds number �Re′, transition 
radius, slip length and axial length. It is indeed to vary the parameters to study its 
individual influence on swirl velocity profile. Therefore, throughout our study, we 
vary the Reynolds number between 100 and 103, dimensionless slip length between 0 
and 0.1 (for tube diameter ranging between 10 and 100 µm) [14] and transition radius 
between 0.5 and 0.9. In the following discussion, the obtained velocity profile and 
intensity of swirl decay are in exact match with the research work of Yao and Fang 
[11] with no-slip at transition radius, �r ′

t = 0.9 shown in Figs. 2 and 3, respectively. 
This is further supported by the perfect agreement between the eigenvalues described 
by Yao and Fang [11] with no-slip (�l ′s = 0) and displayed in Table 1. In order to 
attain the results, the eigenvalues for the different dimensionless slip lengths were 
also calculated and given in Table 1. 

First, the impact of non-dimensional slip length (ls = 0 ∼ 0.1) on swirl decay for 
Re = 10 and 100 at rt = 0.8 is shown in Figs. 4 and 5, respectively. On comparing 
the above-mentioned figures, that increasing the slip length and Reynolds number, 
decay of swirl intensity �S(Z )

/
S(0)

′
is decreasing significant along the downstream. 

The cause of this can be attributed to the fact that there is not a complete transfer of 
momentum from the immobile walls to the bulk fluid with increase in slip length and 
decrease in wall shear stress. Observing the Table 1, it clear that there is no sufficient 
increase in Eigen values when comparing ls = 0 and ls = 0.001, which is also shown 
in inset of Fig. 4 as no significant change in swirl decay.

The variation of Reynolds number (1 ~ 100) on the decay of swirl intensity at 
transition radius 0.8 is shown in Figs. 6 and 7 with dimensionless slip length 0.01 and 
0.1, respectively. Reynolds number play a significant role in decay of swirl velocity 
along the downstream. The average axial velocity is used to define Reynolds number

Fig. 2 Validation of 
tangential (swirl) velocity 
profile along the radial 
position at Re = 1000 with 
no-slip [11]



Influence of Axial Wall Slip on Swirl Velocity in a Laminar Microtube Flow 339

Fig. 3 Validation of swirl 
decay profile along the axial 
position at Re = 1, 10 with 
no-slip [11]

Fig. 4 Intensity of swirl 
decay by varying the slip 
lengths at 
Re = 10 and rt = 0.8 

Fig. 5 Intensity of swirl 
decay by varying the slip 
lengths at 
Re = 100 and rt = 0.8
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Fig. 6 Intensity of swirl 
decay for different Reynolds 
number with slip length 
(ls = 0.01) at rt = 0.8 

Fig. 7 Intensity of swirl 
decay for different Reynolds 
number with slip length 
(ls = 0.1) at rt = 0.8 

in this study; as a result, the greater axial flow velocity induces swirl momentum 
advection farther into the pipe which delay swirl decay. 

Therefore, it is evident that increasing �Re′ at a specific axial length from the 
inlet, the swirl decay rate is significantly lower. No matter what other criteria are 
considered, this trend still holds true. Increasing the Reynolds number and the non-
dimensional wall slip is found to be a useful strategy to reduce the swirl degradation. 

The variation of Reynolds number (100 ~ 102) for swirl velocity profile is shown 
in Fig. 8 for an axial location Z = 1, rt = 0.8 and slip length ls = 0.1. At this instant, 
the wall shear stress diminishes as the slip length rises, preventing a complete transfer 
of momentum from the immobile walls to bulk fluid. It can be observed from Fig. 8, 
for particular slip length that increasing the Reynolds number up to certain value 
sufficiently maintains the momentum at the wall. For Re = 50 and 100, there is 
no significant rise in swirl momentum is observed. In the aspect of understanding 
the swirl decay through swirl velocity profile, we intended to plot the swirl velocity 
profile at axial length Z = 10 for higher Reynolds number in Fig. 9.
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Fig. 8 Swirl velocity profile 
for different Reynolds 
number at Z = 1 with 
rt = 0.8 and  ls = 0.1 along 
the radial coordinate 

Fig. 9 Swirl velocity profile 
for different Reynolds 
number at Z = 10 with 
rt = 0.8 and  ls = 0.1 along 
the radial coordinate 

As the Reynolds number rises, advection is facilitated by an increase in axial 
velocity, which significantly raises the magnitude of swirl velocity and also, because 
of considering the wall slip, the swirl velocity is higher at the wall. 

Variation of dimensionless transition radius (0.5 ~ 0.9) on intensity of swirl decay 
at particular Reynolds number 100 for slip length 0.01 and 0.1 is shown in Figs. 10 
and 11, respectively. Figures show that the peak of the tangential velocity is closer 
to the axis of micro-pipe at the lower value of transition radius. Figures show with 
smaller transition radii, the wall effects on the swirl velocities is diminished, which 
validates are argument we made above. Increasing the Reynolds number and the 
non-dimensional slip length while lowering the non-dimensional transition radius is 
found to be an effective strategy for reducing swirl decay.

Additionally, to comprehend how non-dimensional transition radius affects the 
profile of swirl velocity, we plotted Fig. 12 for Reynolds number 100, slip length 
0.1 at an axial location 0.1. It is critical to infer that, for same slip length, the swirl 
velocity at the wall is more pronounced for higher transition radius.
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Fig. 10 Intensity of swirl 
decay by varying the 
transition radius at Reynolds 
number 100 and slip length 
0.01 

Fig. 11 Intensity of swirl 
decay by varying the 
transition radius at Reynolds 
number 100 and slip length 
0.1

Fig. 12 Swirl velocity 
profile by varying the 
transition radius at Z = 0.1 
with Re = 100 and ls = 0.1
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Fig. 13 Swirl velocity 
profile for different axial 
position at Re = 1000 with 
rt= 0.8and ls = 0.1 

Wall drag effect on swirl velocity profile is shown in Fig. 13 for Reynolds number 
1000 with rt= 0.8 and ls = 0.1 at different axial position. It clearly shows at down-
stream, swirl velocity is decreasing due to friction between the layers of fluid and 
wall, which can be observed as reduced in magnitude. 

Further, three-dimensional path line of two fluid particles at two different non-
dimensional slip length ls = 0.01 and 0.1 is compared with no-slip ls = 0 in Figs. 14 
and 15, respectively for Reynolds number 1000 and transition radius 0.9. As seen in 
figures, the fluid particle’s swirl momentum disappears earlier axially for the no-slip 
case than it does for the slip case. Additionally, it demonstrates that average distance 
travelled by particles in the swirling flow having slip case is larger compared to 
without slip. This results from slower swirl momentum depletion as length of slip 
increases. 

Fig. 14 Path way of two 
hypothetical fluid particles 
proceeding inside the 
microtubes with no-slip 
ls = 0 and slip ls = 0.01. 
Here considered Reynolds 
number 1000, transition 
radius 0.9, and the radial 
location is r = 0.7
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Fig. 15 Path way of two 
hypothetical fluid particles 
proceeding inside the 
microtubes with no-slip 
ls = 0 and slip ls = 0.1. 
Here considered Reynolds 
number 1000, transition 
radius 0.9, and the radial 
location is r = 0.7 

5 Conclusions 

In the present work, with wall slip boundary conditions, the governing partial differ-
ential equations are solved analytically to examine laminar decay of swirl in a straight 
pipe. The analytical solution is compared to the literature-based solution for the no-
slip wall condition. Later, we have explored the influence of various parameters 
such as Reynolds numbers, transition radius, wall slip on swirl velocity distribution, 
and swirl decay along the downstream of the microtube. According to the results, 
increasing Reynolds number causes slower swirl decay velocity and intensity. Due 
to wall drag, an inlet swirl profile with a high transition radius decay more quickly. 
The outcomes also imply that longer slip lengths result in higher velocity and a 
slower decay of the swirl compared to no-slip. The present result has major impli-
cations for microtubes investigations where it is desired to improve transportation 
characteristics. 
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Numerical Comparison 
of Turbulence-Chemistry Interactions 
Models with Radiation Effect 
for Non-premixed Flames: Sandia-E 
and DLR-B 

Naveen Kumar, Ram Kumar, and Ankit Bansal 

1 Introduction 

Combustion is an exothermic chemical reaction that occurs between a combustible 
substance and an oxidizer. Combustion is vital in industrial burners, detonation, 
internal combustion engines, and power plants [1, 2]. In commercial and industrial 
applications, three types of combustion have commonly been observed: premixed, 
non-premixed (or diffusion), and partially premixed. Petrol engines and household 
burners [3] are good examples of premixed and partially premixed combustions, 
respectively. The diesel engine, candles, and matches come under non-premixed 
combustion. 

Most combustion systems produce non-premixed flames in the presence of turbu-
lence and chemical kinetics. Moreover, the chemical and turbulent time scales 
involved are of the same order and hence comparable. Therefore, turbulence-
chemistry interactions (TCI) modeling of turbulent non-premixed flames (TNF) plays 
a significant role in designing a better and safer combustion device [4]. However, 
TCI modeling is more challenging in computational fluid dynamics (CFD) due to 
the strong coupling between turbulence and finite rate chemistry.
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2 Literature Review and Objective 

For turbulent reactive flows [4, 5], the eddy dissipation concept (EDC) [6], the 
partially stirred reactor (PaSR) model [7], the flamelet models [8], the conditional 
moment closure (CMC) model [9], and the probability density function (PDF) 
[10] methods are powerful TCI models extensively used to capture the interactions 
between turbulence and chemistry. The EDC and PaSR were developed to consider 
all the elementary chemical reactions. A detailed reaction mechanism [GRI-Mech 3.0 
(36 species and 218 reactions)] was designed for the combustion of methane-air [11] 
and showed its potential with the EDC and PaSR. The reduced chemical kinetics 
[Tabulation of Dynamic Adaptive Chemistry (TDAC) method] was preferred for 
beta-pdf due to the high computational cost and time associated with the detailed 
chemical mechanisms [12]. 

Large-eddy simulation (LES) is preferred for complex and real engineering prob-
lems as it demands more computer resources and simulation time. The Reynolds-
Averaged Navier Stokes (RANS) method has been extensively used for low-speed 
turbulent reacting flows, and it provides promising results at a relatively lower compu-
tational cost. The k-epsilon RANS model neatly captures the turbulence in flames 
and fires [5, 13]. 

Radiation is a significant physical phenomenon intricately related to combus-
tion [13–16]. Radiative properties of the medium and boundaries and maybe the 
turbulence-radiation interactions need to be considered for computing the radiation 
effects. The radiative source term is included in the energy equation to account 
for absorption and emission. Many more precise techniques have been developed 
to solve the radiative transfer equation (RTE). Nonetheless, the spherical harmonics 
(P1) and discrete ordinates (DO) methods demonstrated their great potential for radia-
tive transfer problems due to their ease of implementation and convergence [17]. For 
gray medium, the gas absorption coefficients are assumed to be constant across the 
entire spectrum and independent of the wavelength. 

CFD technologies like AnsysFluent (AF) and OpenFOAM (OF) have been widely 
employed to simulate turbulent reacting flows [5]. The geometry of a piloted and 
simple jet flame is straightforward; the turbulence and chemical reactions exhibit 
strong coupling with each other [18, 19]. Thus, it is frequently considered for the 
validation of TCI models. In the literature on TNF, it was noticed that only a few inves-
tigators had compared the TCI models using the different CFD packages. However, 
there are still research gaps, including the radiation effects on turbulence and chem-
istry. Sandia-E (Re = 33,600) and DLR-B (Re = 22,800) are highly turbulent flames 
compared to Sandia-D (Re = 22,400) and DLR-A (Re = 15,200). 

Thus, the primary aim of this paper is to simulate the two types of turbulent diffu-
sion jet flames (Sandia-E and DLR-B [18]) in OpenFOAM (OF) and AnsysFluent 
(AF), and check the precision of these two CFD software. The secondary aim is 
to compare the flow-field properties calculated using the three TCI models (EDC, 
PaSR, and beta-PDF) along with two radiation methods (P1 and DO). The influence 
of turbulence on the flame temperature and species concentrations along the axial
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and radial directions is investigated and compared with the published experimental 
data of the TNF workshop [19]. 

3 Materials and Methods 

The fluid motion around the flame is assumed to be a low-speed turbulent reac-
tive flow. The flow and chemistry of fires, flames, and burners are governed by the 
following species transport, mass, momentum, and energy conservation equations 
[3]: 

∂ 
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where p, ρ, h, α, u j , and f represent the pressure, density, enthalpy, thermal diffu-
sivity, velocity vector in the x j spatial co-ordinate, and body force. Dk and Yk repre-
sent the diffusion coefficient and mass fraction of kth species, respectively. Rk and 
Sh denote the chemical and energy source terms, respectively. The viscous stress for 
an isotropic fluid can be defined in the following form: 
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where μ and δi j  are the dynamic viscosity and Kronecker delta, respectively. The 
gas state equation is written as follows: 

p = ρ RT 
N∑

k=1 

Yk 
Mk 

(6) 

where R and Mk denote the universal gas constant and molar mass of kth species, 
respectively. The governing equations from (1) to (4) are recast using the Reynolds 
decompositions and Favre averaging.
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3.1 Turbulence Model 

Two equation standard k-ε model was employed for the closure of the turbulent eddy 
viscosity. The governing equations for generation of turbulent kinetic energy (k) and 
its dissipation (ε) are written as [20]: 
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where the generation values of k caused by mean velocity gradients and buoyancy 
are Gk and Gb. The model constants Cε1, Cε2, σk , and, σε have values of 1.44, 1.92, 
1.0, and 1.3, respectively. The turbulent eddy viscosity is given by: 

μt = ρCμ 
k2 

ε 
(9) 

where Cμ= 0.09 is a model constant. The study of flames, which makes use of a 
modified value of Cε1 = 1.60, yields superior results and strengthens the iterative 
process’ robustness [21, 22]. As a result, in the current work, the model constant of 
1.60 is used with beta-PDF to solve the turbulence equation. 

3.2 Turbulence-Chemistry Interactions (TCI) Models 

Three different TCI models have been used to simulate the jet flames and are discussed 
in the following subsections: 3.2.1, 3.2.2, and 3.2.3. 

3.2.1 Eddy Dissipation Concept (EDC) 

The EDC extends the eddy dissipation model to incorporate the detailed chemistry of 
turbulent flow. Each grid cell is split into reacting (fine structures) and non-reacting 
(surroundings) zones. It attempts to incorporate the importance of fine structures into 
turbulent reacting flows where combustion is significant. The turbulence parameters 
(k and ε) have been used to determine the scale of fine structures from macroscopic 
to Kolmogorov length scales. The mean chemical reaction rate of the kth species is 
written as [6]: 

Rk = 
ρ 
τ ∗ 

γL 
2χ 

1 − γL 
2χ

(
Y k − Yk∗) (10)
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where ρ and γL are the mean density and length fraction; τ ∗, and χ are the residence 
time and volume fraction of the fine structure, respectively. The Yk∗ and Y k represent 
the reacting and mean mass fraction of the kth species, respectively. 

3.2.2 Partially Stirred Reactor (PaSR) 

This model separates the reacting and mixing zones within each grid cell. The uniform 
composition of a reacting zone makes it possible to treat it as a reactor that has been 
perfectly stirred. The reacting zones only transfer mass within the mixing zones. The 
chemical and mixing time scales affect the reacting fluid fraction (F ). The relation 
between average reaction rate (Rk) and reacting fluid fraction (Fk) is given as [7]: 

Rk = Fk Rk (11) 

3.2.3 Presumed Probability Density Function (Beta-PDF) 

Presumed PDF is a commonly used technique for the closure of turbulence-chemistry 
interactions. This model can be easily applied to those systems that have sufficiently 
fast and irreversible reactions. The mixture fraction (ξ ) is assumed in such a manner 
that Yk(ξ = 0) is oxidizer and Yk(ξ = 1) is fuel. The average mass fraction of kth 

species is given as 

ρ Ỹk =
∫ 1 

0 
Yk(ξ )ρ(ξ )p(ξ )dξ (12) 

The mean (ξ̃ ) and variance ( ˜ξ ′′2) of the mixture fraction are the presumed param-
eters for the probability density function p(ξ ). Then, rather than solving transport 
equations for all species, only the functions of ξ̃ and ˜ξ ′′2 are computed. 

3.3 Radiation Models 

The energy is transported as electromagnetic waves in radiative heat transfer. Gases’ 
radiative properties may change as they travel across a medium. The general radiative 
transfer equation (RTE) can be written in the following form [17]: 
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where c, κ , σ , λ, s, �, and s
∧

are the speed of light, absorption coefficient, scat-
tering coefficient, wavelength, path length, solid angle, and unit vector, respectively. 
The radiation intensity (I ) is calculated using the integro-differential RTE solution, 
approximated using discrete ordinate and spherical harmonics methods as discussed 
in the subsections: 3.3.1 and 3.3.2. 

3.3.1 Spherical Harmonics Method (P1) 

This method is easy to implement in finite volume codes. In the P1 approximation, 
the radiative intensity is represented as a series of spherical harmonic functions. The 
P1 equation is expressed as [17]: 

∇2 
τ G = −(1 − ω)(3 − A1ω)(4π Ib + G) (14) 

where G, ω, Ib, A1ω, and τ stand for the incident radiation, single albedo constant, 
black body radiative intensity, a constant, and optical thickness. 

3.3.2 Discrete Ordinates (DO) Method 

The DO method uses the discrete representation of radiation intensity over a solid 
angle of 4π , which is approximated using numerical quadrature techniques. In terms 
of quadrature weightage (wi ), the radiative flux and incident radiation are calculated 
using the following relations [17]: 
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3.4 Computational Domain and Boundary Conditions 

Figures 1 and 2 and Tables 1 and 2 show the computation domains and inlet conditions 
for Sandia-E and DLR-B flames.
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Fig. 1 Computational 
domain of Sandia-E flame 
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Fig. 2 Computational 
domain of DLR-B flame 
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Table 1 Inlet conditions of Sandia-E flame 

Main jet Pilot jet Airflow 

Temperature 294 K 1880 K 291 K 

Velocity 74.4 m/s 17.1 m/s 0.9 m/s 

Species mass fractions CH4 0.1561 0 0 

O2 0.1966 0.054000 0.23 

CO2 0 0.109800 0 

H2O 0 0.094200 0 

N2 0.6473 0.734200 0.77 

CO 0 0.004070 0 

H 0 0.000025 0 

H2 0 0.000129 0 

O 0 0.000747 0 

OH 0 0.002800 0

3.4.1 Sandia-E Flame 

The Sandia-E flame is a fuel mixture of methane and air. On a volume basis, the 
main jet supplies a mixture of methane (25%) and air (75%) into the computational 
domain. The main jet (diameter = 7.2 mm) is surrounded by a pilot jet (diameter = 
18.2 mm), whereas an air-coflow surrounds the pilot. The pilot supplies around 6%
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Table 2 Inlet conditions of 
DLR-B flame Species Fuel inlet Air inlet 

Temperature 292 K 292 K 

Velocity 63.2 m/s 0.3 m/s 

Species mass fraction CH4 0.211770 0 

H2 0.039985 0 

H2O 0 0.005008 

N2 0.748245 0.763149 

O2 0 0.231843

of energy to the main jet, which helps in combustion. Using the main jet diameter 
and fuel velocity (74.4 m/s), the calculated Reynolds number for the Sandia-E flame 
is 33,600. Pre-inlet pipes were added to achieve a fully developed turbulent flow for 
both the jets. The computational domain is expanded to 69.5D and 20.83D in z- and 
x-directions. After conducting the mesh independence test, an axis-symmetric mesh 
with 5080 hexahedral cells and 90 prismatic cells has been adopted for the simulation 
in AF and OF. A zeroGradient boundary conditions are specified for pressure and 
temperature at all the boundaries except for the pressure at the outlet, which is fixed 
at 100,000 N/m2. The boundary conditions for velocity; noSlip, zeroGradient, and 
pressureInletOutletVelocity is specified at the wallTube, wall, and outlet, respectively. 

3.4.2 DLR-B Flame 

The DLR flame comprises 22.1% CH4, 33.2% H2, and 44.7% N2 by volume. The 
diluted CH4 burns in the presence of H2 and N2. Adding hydrogen and nitrogen to 
methane stabilizes the flame, reduces radiation, and enhances measurement quality. 
The fuel is surrounded by a low-velocity (0.3 m/s) airflow, and a nozzle (diameter = 
140 mm) supplies the air. Based on fuel pipe diameter (D = 8 mm) and fuel velocity 
(63.2 m/s), the Reynolds number of the DLR-B flame is 22,800. 

The computational domain is extended to 127.5D and 23.75D in the axial (z) 
and radial (x) directions. After satisfying the grid convergence criteria, an axis-
symmetric mesh with 3372 hexahedral and 94 prismatic cells was used in AF and 
OF simulations. Excluding the outlet, zeroGradient conditions were applied to other 
boundaries for the pressure. The zeroGradient and fixed boundary conditions were 
applied to the burner and wall for the temperature and velocity. At the outlet, a fixed-
Value, inletOutlet, and inletOutletVelocity conditions have been applied for pressure, 
temperature, and velocity.
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4 Results and Discussion 

Two turbulent diffusion jet flames (Sandia-E and DLR-B) of different Reynolds 
numbers have been simulated in OpenFOAM (OF) and AnsysFluent (AF). The stan-
dard k − ε model is used for turbulence closure. The EDC, PaSR, and beta-PDF 
methods were employed individually to account for TCI. The EDC and PaSR simu-
lations were carried out in OF with reactingFoam solver, while beta-PDF in AF. 
The detailed (36 species) and reduced (20 species PDF table) chemical kinetics were 
incorporated with the EDC and PaSR models, and the beta-PDF method, respectively. 

During AF simulation of the Sandia-E flame with beta-PDF, due to the nature of 
the two separate jets consisting of fuel and pilot, the mean mixture fraction for fuel is 
assumed to be unity while the secondary mixture fraction of the pilot is set to be one. 
However, for the DLR-B flame, the mean mixture fraction of the fuel is assumed to 
be one and zero for the fuel and air, respectively 

The temperature and velocity contours of flames are shown in Figs. 3 and 4, 
respectively. The peak temperatures attained by the flames are 2017 K and 1870 K 
for Sandia-E and DLR-B, respectively 

The flame temperatures and species concentrations of methane with individual 
schemes along the axial and radial directions are compared with available experi-
mental results from the TNF workshop, as shown in Figs. 5, 6 and 7. All the results 
predicted by the P1 and DO methods are in very close agreement whenever the same 
TCI model is applied. The beta-PDF models the experimental results better when 
Cε1 changed from 1.44 to 1.6.

Overall, the axial temperature distribution with all the TCI models follows a 
similar trend for both the flames, as shown in Fig. 5. However, for PaSR and EDC, 
the results of axial peak temperature in the upstream regions are the same, with a 
significant deviation in the downstream. There is a slight upward movement and a 
downstream shift in the peak temperature with PaSR. The beta-PDF and EDC give 
the best results for Sandia-E and DLR-B flames, respectively.

Fig. 3 a, b Temperature (K) 
contour of flames

DLR-B 

Sandia-E 

(b) 

(a) 
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Fig. 4 a, b Velocity (m/s) 
contour of flames

DLR-B 

Sandia-E (a) 

(b) 

Fig. 5 a Comparison of axial flame temperature. b Comparison of axial flame temperature 

Fig. 6 a Comparison of radial flame temperature. b Comparison of radial flame temperature
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Fig. 7 a Comparison of mass fraction of CH4 in the axial direction. b Comparison of mass fraction 
of CH4 in the axial direction

The radial temperature distribution of both flames shows similar behavior to all the 
TCI models, with minor differences. The peak radial temperatures are slightly higher 
in the PaSR than with other models. The radial temperature obtained with beta-PDF 
is very close to experimental results for both the flames, as shown in Fig. 6. 

The axial distribution of methane shows a pretty similar picture with EDC and 
PaSR, while a slight variation was observed with beta-PDF. Figure 7 shows that, 
once again, the beta-PDF best fits the experimental data. 

5 Conclusions 

The Sandia-E and DLR-B flames are simulated with three different TCI models to 
examine the effects of turbulence on the chemical kinetics. The radiative properties 
of gray-gas mixtures were modeled using the P1 and discrete ordinates methods. The 
results show that using the same TCI with standard turbulence and radiation models 
predicts nearly identical results within the same CFD codes. The P1 and DO models 
show their potential to simulate the diffusion jet flames with great precision. The 
modification in the constant (Cε1) of the standard turbulence model from 1.44 to 1.6 
significantly impacts the results. Overall, the beta-PDF has proven to be a suitable 
TCI model among others for both the flames. However, with DLR-B, the EDC seems 
to be the best fit only for the axial temperature. 
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Effects of Nanoparticle Shapes 
on SiO2-engine Oil Nanofluid Flow 
and Heat Transfer Over a Stretchable 
Rotating Disk 

Amit Kumar Pandey and Abhijit Das 

Nomenclature 

F Radial velocity 
G Tangential velocity 
H Axial velocity 
θ Temperature 
φ Volume fraction parameter 
S Stretching parameter 
Nu Nusselt number 
Cf Skin friction coefficient 
Pr Prandtl number 
m Shape factor. 

1 Introduction 

The flow and heat transfer caused by a rotating disk is a classical problem in fluid 
mechanics due to its practical applications in engineering and industrial fields like 
thermal power generating systems, rotating machinery, food processing, medical 
equipment, etc. In 1921, von Kármán [1] performed the first study on the steady flow 
of an incompressible, viscous fluid due to an infinite rotating disk. He introduced his 
well-known similarity transformations, in order to convert the physically modeled 
partial differential equations into simple ordinary differential equations. After von 
Kármán’s pioneer work, numerous theoretical/experimental studies have been done
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by many researchers on flows induced by rotating disk [2, 3]. In a recent work, 
the boundary-layer flow caused by a rotating disk was studied by Griffiths [4] for  
various generalized Newtonian fluid models. Fang [5] was the first to extend the 
von Kármán flow for a rotating disk which was stretchable. The flow as a result of 
stretchable rotating disk is investigated by numerous researchers due to its major 
applications in various industrial processes, including the production and drawing 
of plastic and rubber sheets, extrusion of metals and polymers, paper production 
etc. [6, 7]. The recent articles [8, 9] produced analytical solutions and discussed 
the effects of surface stretching on some rotating disk flow problems. Nanofluids, 
a novel classification of heat transfer fluids, are engineered colloids made of base 
fluid and nanoparticles (particles < 100 nm in diameter). Choi [10] coined the term 
“nanofluids” and had shown that suspending nanoparticles in conventional fluids 
increases the thermal conductivity which directly makes such fluid applicable to 
thermal management systems. Oxides like silica, alumina, titania, etc., and metals 
like copper, silver, and gold are often used as nanoparticles. And for base fluids, 
water and organic fluids such as ethanol are popularly used [11]. Nanofluids are 
found to have abnormally high thermal conductivity, viscosity, and single-phase 
convective heat transfer coefficient relative to the base fluid [12, 13]. These properties 
make nanofluids useful in a broad range of engineering applications such as cooling 
engines in transportation, as well as in the production and fabrication industries in 
order to cool down the welding equipment. It is also used to enhance the thermal 
transport of lubricants and coolants. A comprehensive review on the mechanism 
of heat transport in nanofluids can be found in [14]. Due to the aforementioned 
applications, many researchers [15, 16] have been working extensively in this area 
to inspect the flow as well as the heat transfer properties of nanofluids. Recently, 
Yin et al. [17] considered three categories of nanoparticles, viz. Cu, Al2O3, and 
CuO with water-based nanofluid to study the effects of radial stretching on the flow 
and heat transfer of nanofluids as a result of rotating disk. Many researchers have 
noted that, except for nanoparticle categorization, dimension, agglomeration, and 
concentration, thermophysical properties of the nanofluids are significantly affected 
by the nanoparticle structure [18, 19]. The effect of various shapes of nanoparticles on 
the SiO2 nanofluid flow along with the heat transfer in a liquid film over a stretching 
sheet was investigated by Sobia et al. [20]. Recently, Saranya et al. [21] studied the 
effect of various shapes on Al2O3-silicon oil nanofluid flow on a radially stretching 
rotating disk. More recently, the performance of SiC and SiO2 nano-powders in the 
engine oil base flow on a rotating disk with thermal jump constraints was investigated 
by Iqbal et al. [22]. Given its strong propensity to be evenly dispersed in nanofluids 
and nanolubricants, SiO2 has a leading position among all nanoparticles. According 
to [23], SiO2 nanoparticles are known to have low toxicity, good thermal stability, 
and can be synthesized easily. Besides, its particle size, crystallinity, porosity, and 
shape can be precisely manipulated. Hence, among all nanomaterials, SiO2 is a 
better choice due to its low cost, easy availability, and excellent thermophysical 
property. Due to aforementioned properties silicate-based nanomaterials have drawn 
more research attention. Applications for it can be found across a wide range of 
industries, including industrial engineering, thin film substrates, thermal insulators,
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catalytic pigments, and humidity sensors [22, 24]. The present work deals with the 
traditional rotating disk flow, with the exception that the disk is stretchable and 
the flow is made of silicon dioxide suspended in engine oil base fluid. To find the 
best- performing solution, the flow and heat transfer parameters are affected by the 
presence of five different shaped SiO2 nanoparticles namely, sphere, brick, cylinder, 
platelet, and blade. It is assumed that all differently shaped nanoparticles are of 
equivalent spherical diameter dp = 45 nm. The effects of stretching and volume 
fraction parameters on the velocity and temperature profiles are also analyzed. In 
addition, the effect of different shapes and stretching parameter on the Nusselt number 
and skin friction are carefully investigated. 

2 Methodology 

Consider the flow of an axially symmetric, incompressible nanofluid on a rotating 
disk, which rotates about its axis with an angular velocity, Ω and positioned at z = 0. 
The disk is expanding farther in the radial direction r with a constant rate s. Revising 
the nanofluid model put out by Tiwari and Das [12], the governing equations for 
nanofluid flow and pressure, in a rotating frame of reference, can be written as 

ur + 
u 

r 
+ wz = 0, (1) 

uur + wuz − 
(v + rΩ)2 

r
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ρn f  
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ρn f  
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μn f  

ρn f

(
wrr  + 

1 

r 
wr + wzz

)
, (4) 

uTr + wTz = αn f

(
Trr  + 

1 

r 
Tr + Tzz

)
, (5) 

with corresponding boundary conditions: 

u(0) = sr, v(0) = Ωr, w(0) = 0, T (0) = Tw, 
u → 0, v  → 0, T → T∞ as z  → ∞. (6) 

The velocity components are given by its constituent parts, (u, v, w) in the direction 
of rising (r, θ, z), respectively. The pressure term is denoted by p, T is temperature 
with Tw and T∞ standing for the conditions at the wall and the ambient environment, 
respectively.
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The thermophysical properties of SiO2 and engine oil are given in Table 1. The  
viscosity and shape factor of the nanoparticles are given in Table 2. In (7), the 
nanofluid’s density, dynamic viscosity, and thermal diffusivity are denoted by the 
letters ρnf, μnf , and αnf respectively, and nanofluid’s heat capacitance, effective 
thermal conductivity are given by (ρCp) nf , knf , respectively. Here, φ represents 
the nanoparticle volume fraction parameter, μf stands for fluid fraction viscosity, 
and ρs, ρ f denotes the solid fractions and density of the fluid, respectively [16]. 

ρn f  = ρsφ + ρ f (1 − φ), 
μn f  = μ f

(
1 + A1φ + A2φ

2
)
, 

αn f  = kn f(
ρCp

)
n f  

,

(
ρCp

)
n f  = (1 − φ)

(
ρCp

)
f + φ

(
ρCp

)
s, 

kn f  
k f 

= 
ks + (m − 1)k f − (m − 1)

(
k f − ks

)
φ 

ks + (m − 1)k f +
(
k f − ks

)
φ 

. (7) 

Using the similarity variables given by von Kármán [1], 

η = z
(
Ω/v f

)1/2 
(u, v, w) =

(
rΩF(η), rΩG(η),

(
Ω/v f

)1/2 
H (η)

)
, 

(p, T ) = (
2Ωμ f P(η), T∞ + θ (Tw − T∞)

)
, (8) 

the Systems (1)–(5) are converted to the following ordinary differential equations:

H ' + 2F = 0

Table 1 Experimental results on thermophysical properties for engine oil and SiO2 [22] 

Nanoparticle/Base fluid Density ρ (kg/m3) Specific heat Cp (J/ 
kg K) 

Thermal conductivity 
k (W/m K)  

Engine-oil 884 1910 0.144 

SiO2 2200 703 1.2 

Table 2 Experimental results on viscosity constants and shape factor for different nanoparticles 
[20] 

Nanoparticles/Parameters Sphere Brick Cylinder Platelet Blade 

A1 2.5 1.9 13.5 37.1 14.6 

A2 6.2 471.4 904.4 612.6 123.3 

m 3.0 3.72 4.82 5.72 8.26 
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Cφ F
'' − F2 + (G + 1)2 − HF ' = 0 

CφG
'' − 2F(G + 1) − HG ' = 0 

νn f  

ν f 
H '' − HH ' − 2 

ρ f 
ρn f  

P ' = 0 

Cθ 

Pr 
θ '' − H θ ' = 0 (9)

In (9), the Prandtl number Pr is given by μ f Cρ f /k f , and prime represents the 
derivative with respect to η. Physical parameters Cφ and Cθ are given as 

Cφ = 
1 + A1φ + A2φ

2(
ρs/ρ f

)
φ + 1 − φ 

Cθ = kn f  /k f(
ρCp

)
n f  

/
(
ρCp

)
f 

(10) 

The boundary conditions (6) are transformed into 

F(0) = s/Ω = S, G(0) = 0, θ  (0) = 1, 
F → 0, G → −1, θ  → 0, as z  → ∞ (11) 

The nanofluid pressure term can be simply integrated from the 3rd momentum 
equation because it is separated from the flow field, which is why it is not described 
here. 

The tangential shear stress τ θ and the radial shear stress τ r are determined by 
using the Newtonian formulas once the mean flow quantities have been solved and 
are given by 

τθ = μn f  (νz)|z=0 = Ω3/2r μ f 
ν
1/2 
f

(
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2
)
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f
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2)F '(0), 

which both results in the skin friction coefficient 

C f = 

/
τ 2 r + τ 2 θ 

ρ f (Ωr)2 
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Ωr2 

ν f

)−1/2(
1 + A1φ + A2φ

2
)(
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)
. 

Next, the Fourier’s law is used to determine the rate of heat transfer 

q = −kn f  Tz|z=0,
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and the scaled (by the factor
(
Ωr2/ν f

)−1/2 
) Nusselt number can be calculated from 

Nu = −  
kn f  
k f 

θ '(0). 

A. Validation 

A convenient BVP4C scheme is opted to solve the ordinary differential Equa-
tions (9)–(11). The BVP4C technique can be interpreted as a continuous extension 
of the implicit Runge-Kutta formula or as collocation with a C1 piece-wise cubic 
polynomial (interpolant). The fundamental approach of BVP4C is a widely used 
Simpson’s method. The suggested BVP4C technique is well-liked in the research 
community because of its key advantages, which include faster convergence with 
less error, direct acceptance of both two-point and multi-point BVPs with improved 
accuracy [25, 26]. To apply BVP4C technique, Equations (9)–(11) are reduced into 
system of equations by substituting: 

H = y1, F=y2, F
' = y3, G  = y4, G

' = y5, θ = y6, and θ
' = y7. A first order system 

of equations is given by 

y'
1 = −2y2, 
y'
2 = y3, 

y'
3 = 

y2 2 − (y4 + 1)2 + y1y3 
Cφ 

, 

y4' =  y5, 

y5' =  
2y2(y4 + 1) + y1y5 

Cφ 
, 

y6' =  y7, 

y7' =  
y1y7 Pr 

Cθ 
, (12) 

with the boundary conditions: 

y1 = 0, y2 = S, y4 = 0, y6 = 1, at z = 0, 
y2 → 0, y4 → −1, y6 → 0, as z → ∞. (13) 

Numerical results are calculated by keeping the error tolerance ∈ = 10−9 and 
Pr = 6.2. These numerical results are verified with those obtained by spectral local 
linearization (SLLM) method. The spectral method [27] is used with 30 collocation 
points. Additionally, these solutions are compared with the existing literature. Table 3 
shows that these comparisons are in absolute agreement.



Effects of Nanoparticle Shapes on SiO2-engine Oil Nanofluid Flow … 365

Table 3 Comparison of 
BVP4C with numerical 
solutions at φ = 0, S = 0 and  
Pr = 6.2 

M. Turkyilmazoglu [16] BVP4C SLLM 

F
'
(0) 0.51023262 0.510214 0.510214 

−G
'
(0) 0.61592210 0.615910 0.615910 

−H(∞) 0.88447411 0.881359 0.882296 

−θ
'
(0) 0.93387794 0.933848 0.933847 

3 Results and Discussion 

The velocity and temperature distributions of different shapes of SiO2 nanoparti-
cles are investigated and graphically presented for a selected value of Pr = 6.4. 
These results are obtained by solving the systems (12)–(13) by the BVP4C tech-
nique within 10−9 absolute and relative error tolerance. It is observed that for each 
shape of nanoparticles considered in this study, the radial velocity component attains 
its maximum near the disk and decays to zero as one drift away from the disk. This 
means that the fluid closure to the disk is thrown outward radially as a consequence 
of centrifugal forces and stretching. The component of axial velocity, H(η), is found 
negative for all η, which means that the radially outward flow is compensated via 
axial inward flow which is toward the disk. The component of tangential velocity, 
G(η), is decaying exponentially in a monotonic nature with η. These observations 
are in line with previously published results [28]. 

Figure 1 shows the effects of stretching parameter, S, on velocity components in 
the radial F(η), tangential G(η) and the negative axial H(η) directions for differently 
shaped SiO2 nanoparticles. It is noticed that an increase in the value of the stretching 
parameter leads to an increase in the radial and negative axial velocity, whereas 
it decreases the tangential velocity component. It is also noted that the platelet-
shaped nanoparticle has a greater impact on the stretching parameter, whereas spher-
ical nanoparticles have the least. The effects of volume fraction φ on the velocity 
profiles are depicted in Fig. 2. It is observed that with an increase in nanoparticle 
volume fraction parameter, there is a decrease in the radial velocity component near 
the disk until a point of crossover after which it shows an opposite behavior. This 
behavior of the radial velocity component is compensated by the component of the 
axial velocity H(η) as expected. Contrary to the effect of stretching parameter, the 
tangential velocity component G(η) increases for the increasing value of φ.

Furthermore, we noticed that the platelet shape and cylinder shape nanoparticles 
demonstrate almost similar growth on velocity components but more than bricked 
shape nanoparticle followed by blade shape nanoparticles with the least effects shown 
by the spherical nanoparticle. 

Figure 3 shows impact of the stretching parameter S on temperature profile for 
different nanoparticles. The temperature profile is plotted for a selective value of φ = 
0.050 and Prandtl number Pr = 6.4. For all the shapes considered here, the temper-
ature is found to gradually decrease from its starting value to the limiting value with 
η and is observed to decrease with increasing value of stretching parameter S. The
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Fig. 1 Velocity profiles for varying stretching parameter S

platelet shape has a greater physical impact on the temperature profile than others 
to compare the shape effect. Figure 4 shows the physical impact of the nanoparticle 
volume fraction parameter, φ. The temperature profile is plotted for a selective value 
of S = 0.1 and Pr = 6.4. It is observed that as the weight percentage of nanoparticles 
in the base fluid increases, the temperature of the nanofluid also increases for all the 
shapes. This is because thermal conductivity is an increasing function of nanoparticle



Effects of Nanoparticle Shapes on SiO2-engine Oil Nanofluid Flow … 367

2 3 4 5 6 7 8
-1

-0.5 

0 

0.5 

1 

1.5 

2

-H 

F 

G 

0 1 2 3 4 5 6 7 8
-1

-0.5 

0 

0.5 

1 

1.5 

2 

0 1  

0 1 2 3 4 5 6 7 8
-1

-0.5 

0 

0.5 

1 

1.5 

2 

0 1 2 3 4 5 6 7 8
-1

-0.5 

0 

0.5 

1 

1.5 

2 

0 1 2 3 4 5 6 7 8
-1

-0.5 

0 

0.5 

1 

1.5 

2 

(a) (b) 

(c) (d) 

(e) 

Fig. 2 Velocity profiles for varying volume fraction φ

volume fraction φ. The impact of stretching parameter S on the skin friction coeffi-
cient Cf and local Nusselt number Nu, for five different shaped SiO2 nanoparticles, 
is shown in Figs. 5 and 6, respectively. It is observed that these parameters increase 
almost linearly with the nanoparticle volume fraction. Also, they increase along with 
the value of the stretching parameter, S.
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Fig. 3 Temperature profile for varying stretching parameter S
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Fig. 4 Temperature profile for varying volume fraction φ
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Fig. 5 Variation of skin 
friction versus φ 
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Fig. 6 Variation of Nusselt 
number versus φ 
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4 Conclusions 

The effect of stretching and volume fraction parameters on the velocity as well as 
temperature profiles are investigated and represented graphically for five different 
shaped SiO2 nanoparticles. It is noteworthy that platelet-shaped nanoparticle has 
more effects on physical profiles with the sphere shaped having least. Below 
discussed are some significant results of the ongoing study. 

• The velocity profiles of SiO2 nanoparticle attain its maximum for platelet shape 
followed by cylinder shape nanoparticle and its minimum for sphere shape. 

• An increase in the value of volume fraction parameter causes an increase to the 
temperature profile, whereas it decreases with the stretching parameter for all the 
shapes.
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• Skin friction coefficient and Nusselt number increase almost linearly along with 
the nanoparticle volume fraction as well as stretching parameter. 
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Influence of Geometric Parameters 
on Power Generation 
from a Thermoelectric Module 

Dakesh Sahu, Keyur Kansara, and Shobhana Singh 

Nomenclature 

αp, αn P- And  n-type leg Seebeck coefficient [V/K] 
ρp, ρn P- And  n-type leg resistivity [Ω m] 
kp, kn P- And  n-type leg thermal conductivity[W/mK] 
R Total electrical resistance [Ω] 
K Total thermal conductance [W/mK] 
L p, Ln P- And  n-type leg length [m] 
Ap, An P- And  n-type leg cross-section area [m2] 
Qh, Qc Heat supplied, Heat rejected [W] 
Rl Load resistance [Ω] 
ρ Density [Kg/m3] 
Cp Specific heat [J/KgK] 
Q Heat source [W/m3] 
Qted Thermoelastic effects [Pa/s] 
Q j Current source [A/m2] 
q Heat flux in conduction [W/m2] 
T Absolute temperature [K] 
P Peltier coefficient [J/Couloumb] 
J Induced electric current [A/m2] 
Je External current source [A/m2] 
E Electrical field [V/m] 
V Electric potential [V] 
α Seebeck coefficient [V/K]
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σ Electrical conductivity [1/Ω m] 
I Electric current [A] 
n Number of TE element pairs 

1 Introduction 

The increasing demand for energy requirement by the human population leads to 
an imbalance in environmental energy resources. Conventional energy resources 
fulfill the needs for energy demand, but due to excessive use of traditional energy 
sources, they are degrading very fast. Using conventional energy resources leads to 
global warming and greenhouse emission of gases. Energy crises and environmental 
pollution lead researchers to investigate alternative means of energy resources to 
cope with the present situation. Thermoelectric devices are one of the best-suited 
solutions for energy crises. It is a solid-state device through which direct energy 
conversion of heat energy into electrical energy is possible. Thermoelectric devices 
work similarly to heat engine devices. It operates between two reservoirs. One of 
the reservoir acts as a heat source and the other as a heat sink. In a thermoelectric 
device, no moving parts are present, so an appliance’s life is longer, the operation 
is noiseless, and it is also lightweight. In the working of the thermoelectric device, 
there is no requirement for any working fluid, so it helps to remove the problem of 
environmentally harmful gas emissions [1]. 

The thermoelectric effect works on the principle of Seebeck effect, according to 
which a circuit is made up of two dissimilar wires; when one of the junctures is 
hot compared to another juncture, potential difference is produced from the circuit. 
The thermoelectric device has a great potential for harvesting waste heat from power 
plants and automobiles. Despite all that salient features, thermoelectric devices are 
still not used for large-scale applications because of their low-level conversion perfor-
mance. There are two methods for enhancing the performance of thermoelectric 
device conversion efficiency. The first is to create highly desirable thermoelectric 
functional materials, and the second is to develop a more suitable structure for ther-
moelectric devices [2]. The research work for thermoelectric functional materials 
is underway. Fan et al. [3] create a mathematical model to find the optimum leg 
cross-section area and leg length for thermoelectric units and study the effect of leg 
length and cross-section area of thermoelectric legs on the conversion efficiency, 
output power, and power density using different thermal boundary conditions. Jia 
and Guo [2] developed a more realistic structure for thermoelectric devices; thus, the 
form of instruments becomes a crucial strategy to increase thermoelectric conversion 
performance. Analyzed the thermoelectric model more practically and studied the 
model’s performance by using time-changing thermal environments. Rezania et al. 
[4] investigated thermoelectric unicouple to achieve maximum power, the conversion 
efficiency with the best cost performance with the optimum ratio between the n-type 
and p-type leg of unicouple over a wide range of n-type and p-type leg ratios and found
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that the ratio between cross-section area of the n-type leg to p-type leg is less than 1 
to generate maximum power output. Khalil et al. [5] performed numerical study for 
optimal thermoelectric design. The author evaluated and compared the performance 
of the thermoelectric device by choosing legs of the same volume and numerous 
designs. Effects of the cross-section area of leg and leg length on the internal resis-
tance, output power, and thermal conductance of multiple designs of thermoelectric 
unicouple were calculated and compared. Acquired results show that the rectan-
gular design of the thermoelectric leg provides the best performance compared to 
other designs. Li et al. [6] studied three dissimilar copper pad thicknesses on the 
power production of the thermoelectric device and found that variation in thickness 
of copper pad does not affect the device’s power output. Mu et al. [7] developed 
a three-dimensional finite model of the Mg2Si-based thermoelectric unicouple for 
harvesting automobile exhaust surplus heat. Thermoelectric unicouple was studied 
for varying geometric dimensions. Results were obtained for thermal stress distribu-
tion, output power, and power conversion efficiency with varying geometric sizes. He 
et al. [8] constructed an enhanced mathematical model of thermoelectric generator 
which considers the impact of change in temperature in the flow direction is presented 
in the study and discovered that maximum power output in ideal module area was 
significantly influenced exhaust gas flow rate. Gou et al. [9] developed a waste heat 
thermoelectric generator model to harvest energy for low-temperature regions and 
found that increasing electrical serial connection and thermoelectric element improve 
the system’s performance. 

The cited works of literature present several mathematical and statistical models 
created, and numerous design modifications were suggested to improve the perfor-
mance of thermoelectric devices. However, it is essential to optimize the thermo-
electric unicouple structure and for that coverage of all possible factors which affect 
the performance of the thermoelectric unicouple. In a thermoelectric device, due 
to the temperature difference on both sides of the module so the charge carriers 
on the hotter side, both in the n-type and p-type leg, vibrate with more energy net 
effect of this is the migration of charge carriers from the hot side to cold side due 
to which potential difference is generated. The flow of charge carriers faces internal 
resistance in the n-type and p-type legs. Internal resistance depends upon the device’s 
geometric dimensions, like the leg’s length and width, which affect the internal resis-
tance. Draw the current from the thermoelectric device through the electrical circuit; 
external resistance also comes into play, called load resistance, which affects the 
current flow. 

The present study develops a mathematical model to analyze the effect of leg 
length, the width of the leg, load resistance, and temperatures on the hot side of 
the thermoelectric unicouple. Leg length is in the range of 1–15 mm, and width of 
leg range is 0.4–1.2 mm reason behind those ranges is to study the thermoelectric 
unicouple for commercial purposes which available in the market and for a compact 
design of thermoelectric modules to use in remote areas, in that ranges both the goals 
is fulfilling. The range of load resistance is 0.005Ω to 0.1Ω. These load resistance 
ranges go above and below the temperature-dependent electrical resistance offered 
by thermoelectric legs. The temperature of the hot side varied from 300 to 500 K.
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Automobile exhaust gas temperature falls under that range, so during harvesting 
waste heat energy from automobiles, the performance of the thermoelectric device 
is studied. Moreover, the output power and efficiency at different parameters are 
study and provide instructions for the logical structure optimization design of the 
thermoelectric unicouple. 

2 Calculation Model and Method 

2.1 Physical Model and Assumptions 

A single unit of a thermoelectric module shown in Fig. 1 is called a thermoelectric 
unicouple or thermoelectric element. Thermoelectric elements comprised insulation 
substrates, conductor pads, and thermoelectric element legs. Thermoelectric legs in 
the device in a vertical arrangement made up of n-type and p-type thermoelectric 
functional material properties. The whole setup is placed between the insulation 
substrates, making a thermally parallel connection. The effect of leg length and 
width of leg is studied in the paper for geometrical effect. For a fundamental unit 
structure to make calculation simple, some assumptions taken are listed below [2]: 

(1) Properties of thermoelectric materials are isotropic. 
(2) Resistance due to the contact being neglected. 
(3) Losses of heat due to radiation and convection from the wall of the thermoelectric 

elements are neglected. 
(4) Steady-state heat transfer and current flow. 

Materials used for p-type and n-type legs are bismuth telluride (Bi2Te3) because 
bismuth telluride performs well in the selected temperature range and also has good

Fig. 1 Schematic diagram of thermoelectric unicouple 
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Table 1 Geometry sizes 
(reference sizes) Materials Lx (mm) Ly (mm) Lz (mm) 

n-type element 0.9 2 1.1 

p-type element 0.9 2 1.1 

Copper (Hot side) 2.4 0.1 1.2 

Copper (Cold side) 1 0.1 1.2 

Ceramic 3 0.1 1.5 

Table 2 Material properties 

Properties n-type Units 

Seebeck coefficient α(T ) (0.00153073*T2–1.08058874*T-28.338095)*10–6 (V/K) 

Electrical conductivity σ (T ) (0.01057143*T2–10.16048*T + 3113.714229)*102 (S/m) 

Thermal conductivity k(T ) 0.0000334545*T2–0.023350303*T + 5.606333 (W/m.K) 

Properties p-type Units 

Seebeck coefficient α(T ) (-0.003638095*T2–0.023350303*T-296.214286)*10–6 (V/K) 

Electrical conductivity σ (T ) (0.015601732*T2–15.708052*T + 4466.38095)*102 (S/m) 

Thermal conductivity k(T ) 0.0000361558*T2–0.026351342*T + 6.22162 (W/m.K) 

electrical conductivity, low thermal conductivity, high figure of merit, and economical 
cost, making it the best material [2]. Dimensions of unicouple are shown Table 1. 
Temperature-dependent properties of bismuth telluride follow a polynomial function, 
as given in Table 2. 

2.2 Governing Equations 

The underlying governing equations in the computational domain are described in 
this section [10]. In COMSOL Multiphysics, the ‘Heat Transfer in Solids’ interface 
is utilized to simulate the heat transfer in solids through conduction. The generalized 
equation for the temperature in the differential form and the heat flux following 
the Fourier’s law are expressed as. 

ρCpu.∇T + ∇.q = Q + Qted, (1) 

q = −k∇T . (2) 

The ‘Electric Current’ interface is used to solve the physics of the current conser-
vation equation by Ohm’s law. This interface computes potential distribution in 
conducting media, electric field, and electric current.
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∇ J = Q j , (3) 

J = σ E + Je, (4) 

E = −∇V . (5) 

The ‘Thermoelectric Effect’ interface coupled the heat transfer in solids and 
current equations for modeling Seebeck effect in the present model. 

q = P J, (6) 

P = ST , (7) 

Je = −σ S∇T . (8) 

2.3 Performance of Thermoelectric Generator 

A thermoelectric generator generates electrical power, which depends on key parame-
ters like thermal resistance, Seebeck coefficient, and electrical resistance. Equations 
for analyzing the performance of the thermoelectric device are discussed in this 
section. Hot side temperature Th where the heat absorbed is expressed as 

Q̇h = n[αTh I − 0.5 İ 2 R + K (Th − Tc)]. (9) 

where 

α = αp − αn, (10) 

R = 
ρp L p 
Ap 

+ 
ρn Ln 

An 
, (11) 

K = 
kp Ap 

L p 
+ 

kn An 

Ln 
. (12) 

The assumption used in this study is that both n-type and p-type materials are the 
same, we have that R = ρL/A and = k A/L , where ρ = ρp + ρn and k = kp + kn . 
From cold side, the rate of heat liberated is 

˙Qc = n
[
αTc I + 0.5I 2 R + K (Th − Tc)

]
. (13)
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The first law of thermodynamics for the thermoelectric module is Wn = Qh − Qc. 
Total power output from the thermoelectric device is 

Wn = n
[
α I (Th − Tc) − I 2 R

]
. (14) 

Total power output in terms of external load resistance can be defined as 

Wn = nI  2 Rl . (15) 

Equating Eqs. (14) and (15) with Wn = I Vn gives the total voltage as 

Vn = nI  Rl = n[α(Th − Tc) − I R]. (16) 

The electric current for the thermoelectric device from Eq. (16) 

I = 
α(Th − Tc) 
Rl + R 

. (17) 

From the current expression, we can conclude that it is independent of the number 
of thermocouples. For voltage across the module, inserting Eq. (17) into (16) 

Vn = 
nα(Th − Tc) 

Rl 
R + 1

(
Rl 

R

)
. (18) 

Using Eq. (17) into (15) gives the power output for the device 

Wn = 
nα2(Th − Tc)2 

R 

Rl 
R

(
1 + Rl 

R

)2 . (19) 

The figure of merit is the term by which the performance of the thermoelectric 
device is measured. ZT is a dimensionless term, and T is the absolute temperature. 

Z = 
α2 

ρk 
= 

α2σ 
k 

. (20) 

For higher conversion efficiency, the material value of ZT needs to be higher. Seebeck 
coefficient α and electrical conductivity σ must be large, and thermal conductivity k 
needs to be minimum. This type of interconnectedness among the physical properties 
makes it challenging to develop solution techniques for improving the material’s ZT. 

The ratio of the power output over heat absorbed at the hot junction gives the 
efficiency of the thermoelectric device. 

η = 
Wn 

Qh 
. (21)
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Inserting Eqs. (9) and (19) into Eq. (21) for the efficiency 

η =
(

Tc 
Th

)
Rl 
R

(
1 − Rl 

R

) − 0.5
(
1 − Tc Th

)
+ 1 

2Z T

(
1 − Rl 

R

)2(
1 + Tc Th

) , (22) 

where T = Th+Tc 
2 . 

2.4 Numerical Model 

The present numerical model is validated with the study reported by Fan et al. [3]. The 
author also used thermoelectric unicouple and develop mathematical model to find 
the optimum leg length and cross-section area of leg. For validation of this study, 
same geometry is built by using COMSOL Multiphysics software based on finite 
element method, following the similar boundary conditions, which is a constant 
surface temperature boundary conditions. Temperature on hot side is 500 K and 
at cold side, it is 400 K with same geometric dimensions but with different leg 
length. The power output is calculated and compared with results from Fan et al. [3] 
in Fig. 2. From the graph, maximum discrepancy found is 5%, which is below the 
standard discrepancy of 5%, which support the validity of present prediction. 
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Fig. 2 Validation of present model with previous study [3]
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3 Results and Discussions 

This section presents the results obtained from simulation for varied parameters 
of thermoelectric unicouple. The parameters studied are leg height, width, load 
resistance, and temperature on the hot side. 

3.1 Effect of Leg Length 

The outturn of leg height on internal resistance, power output, and efficiency is 
studied. Leg length varied from 1 to 15 mm, and the leg’s thickness was 1.1 mm. 
The effect of leg length on internal resistance is shown in Fig. 3a. It is seen that 
the internal resistance of leg material is linearly dependent on the leg length. This 
behavior can be described by when leg length increases, the volume of leg increases, 
which supports the obstruction for the flow of current means increasing the internal 
resistance. When the variation of leg length is the same and increasing the width of 
the leg, it is seen that as the width increases, the slope of the line decreases. The trend 
for increasing internal resistance after the width of 0.8 mm effect is insignificant. 
This internal resistance variation explains Fig. 3b and c, which is the variation of 
power output and efficiency of thermoelectric unicouple with varying leg lengths.

As leg length increases, internal resistance increases, so the current generation 
is reduced, and the performance power output and efficiency decrease as leg length 
increase. The figure shows that change in power and efficiency is significant when 
leg length is below 5 mm. After that, the difference in control and efficiency is 
insignificant. A combination of the width of 1.2 mm and leg length of 1 mm showed 
maximum performance of thermoelectric unicouple. Significant performance drop 
can be seen between 1 and 2 mm leg length. When the width of the leg decreases, 
performance curve is also shifted downward. 

3.2 Effect of Leg Width 

In addition to the leg length, the leg width is also an essential geometric dimension 
that affects the performance of thermoelectric unicouple. Thus, this paper studies 
the effect of leg width on the internal resistance of leg material, power output, and 
efficiency of thermoelectric unicouple. It is seen in. 

In Fig. 3d, that internal resistance showed a decreasing trend with an increase in 
the width of the leg. When leg width increases cross-section area of the leg increases, 
which leads to a decrease in internal resistance. A significant drop in internal resis-
tance happens near smaller values of leg width; for the same variation of width, when 
leg length decreases curve shifts toward a downward leg length of 15 mm, and a leg 
width of 0.4 mm shows the maximum value of internal resistance. These trends of
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Fig. 3 a Variation of 
internal resistance with 
length of TE unicouple for 
different width(mm) 
conditions, b Variation of 
power with length of TE 
unicouple for different 
width(mm) conditions, 
c Variation of efficiency with 
length of TE unicouple for 
different width(mm) 
conditions, d Variation of 
internal resistance with leg 
width of TE unicouple for 
different leg length (mm) 
conditions, e Variation of 
efficiency with leg width of 
TE unicouple for different 
leg length(mm) conditions, 
f Variation of power with leg 
width of TE unicouple for 
different leg length(mm) 
conditions, g Variation of 
power with load resistance 
for different leg width(mm) 
conditions, h Variation of 
efficiency and power with 
temperature on the hot side.
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Fig. 3 (continued)
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internal resistance can explain Fig. 3e and f, which shows the trends for power output 
and efficiency of thermoelectric unicouple. 

It is seen that power output and efficiency show an increasing trend as leg width 
increases and internal resistance of leg material decreases which means electric 
current flow increases from the unicouple, which leads to an increase in the perfor-
mance of the thermoelectric unicouple. From the graphs, it can be concluded that 
maximum deviation in power output and efficiency is for smaller leg lengths and 
larger leg width after leg length of 9 mm change with width on the performance of 
unicouple is very small. 

3.3 Effect of Load Resistance 

Load resistance is provided by the circuit through a thermoelectric unicouple from 
which current is drawn. Load resistance is a vital parameter that needs to be consid-
ered for analyzing the performance of unicouple. The variable parameter is the width, 
and the leg length is 2 mm from the Fig. 3g; as the load resistance increases, power 
output first increases, then it follows a decreasing trend. From the graph, maximum 
power output was obtained at a width 1.2 mm, leg length of 2 mm, and load resistance 
of 0.04 Ω. 

3.4 Effect of Temperature on Hot Side 

The optimum performance of a thermoelectric unicouple at hot side temperature is 
simulated to compare the performance of the unicouple at different temperatures. In 
this manner, range of parameters of thermoelectric unicouple could be generated. In 
this manner, it is practicable to depict the performance of the unicouple for different 
operating conditions. Coverage of hot side temperature from 300 to 500 K satisfies 
the material chosen in this study and applies to waste exhaust heat from automobiles. 
Cold side temperature is fixed at 300 K, leg length 2 mm, leg width 0.9 mm, and 
leg thickness 1.1 mm. As seen in Fig. 3h, with increasing the temperature on the hot 
side, the power and efficiency of the unicouple show an increasing trend. 

Charge carriers can explain this behavior as the temperature increases; charge 
carriers vibrate with more energy on the hot side of unicouple high energy charge 
carriers net effect is the migration of charge carriers from the hot side to the cold 
side increases as temperature increases this increases current flow in the unicouple 
and lead to increase in performance of thermoelectric unicouple.
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4 Conclusions 

The effects on performance of thermoelectric unicouple due to the various parameters 
like leg length, leg width, load resistance and different temperatures on the hot side 
of thermoelectric unicouple. 

• Shorter TE leg lengths gives high efficiency and power. Highest performance given 
by 1 mm length it is difficult from manufacturing point of view it is too tiny besides 
it has highest efficiency. On increasing the width of the leg in thermoelectric 
unicouple efficiency and power increases linearly. 

• On increasing the load resistance power of thermoelectric unicouple first increases 
and after achieving optimum level, it starts decreasing with increases load resis-
tance. In this model, maximum power output is achieved at leg length 2 mm, leg 
width 1.2 mm, and load resistance 0.04Ωwhere external load resistance becomes 
equal to the internal resistance. 

• On increasing the temperature on hot side, the efficiency and power shows an 
increasing trend. Increases the temperature on side of unicouple provide charge 
carriers higher energy to vibrate and net effect of that is more migration of charge 
carriers from hot side to cold side which gives higher current flow and increase 
the performance of thermoelectric unicouple. 
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tory Jodhpur under the research project (Project Number- S/DRDO/SHS/20210056). 

References 

1. Lamba R, Kaushik SC (2017) Thermodynamic analysis of thermoelectric generator including 
influence of Thomson effect and leg geometry configuration. Energy Convers Manag 144:388– 
398. https://doi.org/10.1016/j.enconman.2017.04.069 

2. Jia X, Guo Q (2020) Design study of Bismuth-Telluride-based thermoelectric generators based 
on thermoelectric and mechanical performance. Energy 190:116226. https://doi.org/10.1016/ 
j.energy.2019.116226 

3. Fan L, Zhang G, Wang R, Jiao K (2016) A comprehensive and time-efficient model for deter-
mination of thermoelectric generator length and cross-section area. Energy Convers Manag 
122:85–94. https://doi.org/10.1016/j.enconman.2016.05.064 

4. Rezania A, Rosendahl LA, Yin H (2014) Parametric optimization of thermoelectric elements 
footprint for maximum power generation. J Power Sources 255:151–156. https://doi.org/10. 
1016/j.jpowsour.2014.01.002 

5. Khalil AL, Elhassnaoui A, Yadir S, Abdellatif O, Errami Y, Sahnoun S (2021) Performance 
comparison of TEGs for diverse variable leg geometry with the same leg volume. Energy 
224:119967. https://doi.org/10.1016/j.energy.2021.119967 

6. Li S, Liu C, Hsu C, Hsieh M, Dai M, Wu S (2010) Thermo-mechanical analysis of thermoelectric 
modules, pp 18–21 

7. Mu Y, Chen G, Yu R, Li G, Zhai P, Li P (2014) Effect of geometric dimensions on thermoelectric 
and mechanical performance for Mg2Si-based thermoelectric unicouple. Mater Sci Semicond 
Process 17:21–26. https://doi.org/10.1016/j.mssp.2013.08.009

https://doi.org/10.1016/j.enconman.2017.04.069
https://doi.org/10.1016/j.energy.2019.116226
https://doi.org/10.1016/j.energy.2019.116226
https://doi.org/10.1016/j.enconman.2016.05.064
https://doi.org/10.1016/j.jpowsour.2014.01.002
https://doi.org/10.1016/j.jpowsour.2014.01.002
https://doi.org/10.1016/j.energy.2021.119967
https://doi.org/10.1016/j.mssp.2013.08.009


386 D. Sahu et al.

8. He W, Wang S, Zhang X, Li Y, Lu C (2015) Optimization design method of thermoelectric 
generator based on exhaust gas parameters for recovery of engine waste heat. Energy 91:1–9. 
https://doi.org/10.1016/j.energy.2015.08.022 

9. Gou X, Xiao H, Yang S (2010) Modeling, experimental study and optimization on low-
temperature waste heat thermoelectric generator system. Appl Energy 87(10):3131–3136. 
https://doi.org/10.1016/j.apenergy.2010.02.013 

10. Prasad A, Thiagarajan RCN (2018) Multiphysics modeling and multilevel optimization of 
thermoelectric generator for waste heat recovery. (September):560066, 201

https://doi.org/10.1016/j.energy.2015.08.022
https://doi.org/10.1016/j.apenergy.2010.02.013


Experimental Investigation of Chimney 
Plume Dispersion Characteristics 

Abhishek Pednekar and Shailesh R. Nikam 

Nomenclature 

VW Wind velocity [m/s] 
V p Plume velocity [m/s] 

1 Introduction 

In many industries, flue gas plume is exhausted to the atmosphere through tall 
chimney (stack). Once plume leaves chimney, it comes in contact with atmospheric 
air. While plume mix with the atmospheric air, it travels in specific direction. Thus, 
dilution of plume due to mixing with atmospheric air reduces the concentration 
of pollutant. Mixing of jet plume with atmospheric air and its motion is governed 
by atmospheric condition like wind velocity, wind direction, atmospheric boundary 
layer, and vertical temperature gradient at given place. To maintain air quality and 
minimize the undesirable effect of pollutant coming out with plume, concentration 
of this pollutant should be as low as possible which depends on rate of mixing of 
plume with atmospheric air. Importance of the subject motivated many researchers 
to investigate flow physics of chimney gas plume.
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2 Literature Review and Objective 

Though initial work started in this area since 1940s [1], plume development remains 
a topic of investigation till now [2]. Various researchers adopted theoretical, compu-
tational as well as experimental methodology by doing experiment in wind tunnel for 
their investigation. Sherlock and Lesher [3] reported various factors which influence 
jet plume. They have explained that if the gases emitted by chimney come in contact 
with the turbulence generated by chimney or surrounding building, the gases may be 
brought down which is called as downwash of plume. Under this situation, concen-
tration of pollutant reaching to the ground close to the plant will be very high. They 
have also explained effect of terrain (hills or valleys) on the plume. Robins [4] in his  
experimental investigation explained about wind tunnel experimental technique and 
model scaling criteria while investigating chimney plume dispersion. Advantages 
and limitations of wind tunnel for this study are discussed. 

Said et al. [5] through experimental and numerical methodology investigated 
effect of wind velocity, height of chimney, and wake region of chimney on plume 
development. Particle image velocimetry (PIV) is used for measurement in wind 
tunnel. Experiments are conducted with scaled model of chimney as 0.1 m in height 
and 10 mm internal diameter at exit. Experiments are conducted at wind velocities 
ranging from 0 to 16 m/s and plume velocity 11 m/s. It is confirmed from their 
study that flow field of a chimney plume in crosswind is influenced by plume wake, 
chimney wake, downwash effect, and plume to wind velocity ratio. Sang and Seouk 
[6] numerically investigated the plume dispersions for various altitudinal temper-
ature variations. The normal atmosphere has a temperature decrease of −0.6 °C/ 
100 m; however, the real atmosphere has various altitudinal temperature profiles 
(−1.5 to 1.0 °C/100 m) according to meteorological factors. Air can occasionally 
make very strong upward/downward wind current or flow fluctuation due to buoy-
ancy force. In this study, the results of the plume dispersion are discussed along the 
altitudinal temperature variation. The developing processes of the plume after being 
discharged from a chimney and the ground level concentrations at various positions 
are compared under various altitudinal temperature conditions. Changes in altitu-
dinal temperature difference beyond −1 °C/100 m increases ground concentration. 
Kozarev et al. [7] numerically investigated the effect of meteorological situations on 
plume development. The influence of the emission and stack parameters, the ground 
level air temperature, the temperature gradient of the atmosphere, and the surface 
wind velocity in the range from 0.0 to 1.0 m/s is investigated. 

Yang and Zang [8] investigated power plant plumes using CFD. They defined the 
plume jet-dominated region (JDR) which is characterized by a high momentum jet 
flow of flue gas and the ambient-dominated region (ADR), driven by atmospheric 
boundary layer turbulence. 

Velamati et al. [9] numerically investigated dispersion characteristics of buoyant 
plumes of the pollutant released from a multi-flue vertical stack into a variable 
temperature gradient atmosphere in a constant-velocity crosswind using inline and 
parallel stack configurations. They reported that the plume rises higher and disperses
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over a larger area with the inline configuration due to better mixing and shielding 
effect. Sivanandan et al. [10] numerically investigated effect of negative atmospheric 
temperature gradient and the plume stack orientation of two individual equal-height 
stacks on the vertical rise and dispersion of the plume. Thought most of the work 
is carried out using experimental work is carried out in India in the subject. Present 
experimental work is focused on investigation of effect of velocity ratio (plume 
velocity to wind velocity) on chimney plume development and associated downwash 
characteristics. 

3 Materials and Methods 

Cylindrical chimney model of PVC material is used in present study. Internal diam-
eter of model is 32 mm (d) with thickness 3 mm and length 200 mm. Model is placed 
at 100 mm from wind tunnel exit at the center. Exit plane of the chimney is at a height 
of 200 mm from base, which lies exactly at the center of tunnel. Measurements are 
taken using Pitot probe along the centerline of the plume from the chimney exit in y 
direction and in the wake of chimney at different x location in the y direction. Flow 
visualization is carried out for qualitative flow field study. To get plume gas flow 
through chimney (at atmospheric temperature), the model is connected from below 
with air source. Air compressor along with smoke generator and smoke mixing 
arrangement with compressed air is used. To get required wind velocity, wind tunnel 
velocity is varied, whereas plume velocity is obtained by varying compressed air 
discharge. Photograph of experimental setup and measuring arrangement is shown 
in Fig. 1. Table 1 gives various combinations of wind and plume velocity studied in 
present investigation. Figure 2 represents coordinate system followed in the present 
study. 

Fig. 1 Schematic diagram 
of experimental setup and 
measuring arrangement
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Table 1 Plume velocity and wind velocity conditions 

Vw (m/s) 0 2 4 6 10 

Vp/Vw for Vp = 4 (m/s) 0 2 1 0.6 0.4 

Vp/Vw for Vp = 6 (m/s) 0 3 1.5 1 0.6 

Fig. 2 Basic layout and 
coordinate system 

4 Results and Discussion 

4.1 Flow Visualization 

Flow visualization is carried out for qualitative analysis of flow field for different 
combination of plume and wind velocity. Results obtained are shown in Fig. 3.

At no wind condition (Vp = 4 m/s and Vw = 0 m/s), plume is developing in 
upward direction due to buoyancy effect and momentum of plume imparted at the 
exit of chimney. Plume travels in vertical direction. As it travels upward, mixing of 
atmospheric air takes place due to which plume growth takes place. Further when 
wind velocity is increased to 2 m/s, (cross flow condition) jet plume bends in the 
direction of wind flow. However, plume continues to grow. Further with increase in 
wind velocity (4 m/s), plume bends with higher angle which indicates dominance 
of cross flow at higher wind velocity. At wind velocity 6 m/s, plume bends further. 
At this wind velocity, it is observed that plume interacts with flow in the wake of 
the chimney which results into downwash characteristics of plume. At higher wind 
velocity, 10 m/s, this effect further increases. This higher wind velocity results into 
downwash which increases chances of pollutants reaching to ground over smaller 
distance from chimney. 

In Fig. 4, at (Vp = 6 m/s and Vw = 0 m/s) plume rises due to buoyancy effect and 
momentum imparted at plume exit. The plume rise takes place in vertical direction 
as seen in earlier case for Vp = 4 m/s. Further when wind velocity increases to 2 m/s, 
it is observed that the plume bends, but the bending is less as observed for the Vp = 
4m/s. Thus, the plume dominates the flow. However for wind velocity of 4 m/s, there 
is increase in angle of bend along with plume growth is seen. With increase in wind 
speed to 6 m/s, the plume interacts with the turbulent region in the wake of chimney
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Fig. 3 Chimney plume 
growth for different wind 
velocity at constant plume 
velocity of 4 m/s

and downwash is seen. Further, increase in wind velocity increases downwash, and 
wind dominates the flow in cross flow between plume and wind.

For higher plume velocity, bending of plume takes place at relatively higher wind 
velocity. 

4.2 Velocity Distribution 

Plume centerline velocity is obtained in Y direction from chimney exit using Pitot 
measurements for Vp = 6 m/s and at different wind velocity. Figure 5 shows this 
velocity distribution against Y /d for different velocity ratio. Plume velocity decreases
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Fig. 4 Chimney plume 
growth for different wind 
velocity at constant plume 
velocity of 6 m/s

with decrease in velocity ratio. These measurements are compared with the flow 
visualization results which prove that with decrease in velocity ratio there is increase 
in plume bending. The decay of centerline velocity at higher wind velocity shows 
that the plume interacts chimney wake and the cross flow dominates and results in 
downwash.

Figure 6 shows wake velocity distribution for wind velocity 2 m/s and plume 
velocity of 4 m/s. Wake region of the chimney shows that the velocity is nearly 
constant to the height of chimney (about 6.5 d), but as the distance increases (y/d) 
above the chimney height, the wake region of plume is dominant for low speed wind 
flow (2 m/s). Similar results are reported for longitudinal velocity earlier by Said et al. 
[5]. The boundary layer upstream the cylinder undergoes a three-dimensional separa-
tion. The boundary layer may separate if the pressure gradient is strong enough. The
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Fig. 5 Centerline Velocity distribution for different wind velocity at constant plume velocity of 
6 m/s

flow behind the chimney is less encountered as it comes close to the separation region. 
As distance is increased velocity in the wake of chimney remains nearly constant 
but in the plane at x/d = 2, there is region of recirculation zone which leads to zero-
velocity. With increase in x/d, further there is growth of the plume seen as there 
is mass of wind entrained which can be verified by both flow visualization and by 
experimental results. At furthest distance x/d = 10, the velocity profile is constant 
for both plume and chimney wake which represents complete mixing of plume with 
wind and flows with wind velocity.

5 Conclusions 

From present experimental study, following key findings are obtained

• Chimney plume growth is dominated by relative velocity between plume and 
wind.

• Bending angle of plume reduces with increase in plume velocity in cross flow.
• With increase in wind velocity, plume bends and shows downwash characteristics.
• A downwash characteristic is seen at velocity ratio of 0.6.
• Wake region closer to the chimney is dominated by interaction between plume 

and vortices in the base of chimney.
• Far away from chimney (x/d = 10) similarity is obtained, i.e., plume is fully mixed 

with wind.
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Fig. 6 Wake velocity distribution for wind velocity 2 m/s and plume velocity of 4 m/s
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Performance Characteristics of Journal 
Bearings with Vertical Shaft 

Mohanish Goel, S. Aravindan, K. V. Sreedharan, and U. Parthasarathy 

Nomenclature 

C Radial clearance [m] 
e Eccentricity [m] 
ε Eccentricity ratio – 
φ Attitude angle (°) 
μ Fluid viscosity [Ns/m2] 
ω Rotor rotational speed [rad/s] 
ho Steady state film thickness [m] 
W Radial load [N] 
S Sommerfeld number – 
Kxx  , Kxy, Kyx , Kyy, Film stiffness coefficients [N/m] 
Bxx  , Bxy, Byx , Byy Film damping coefficients [Ns/m] 
K ∗xx  , K ∗xy, K ∗yx  , K ∗yy Non-dimensionalized stiffness coefficients – 
B∗
xx  , B∗

xy, B∗
yx  , B∗

yy Non-dimensionalized damping coefficients – 

1 Introduction 

The journal bearing lubrication problem has been a matter of study for more than five 
decades. The dynamic behavior of journal bearing plays a vital role in estimating 
the response of a rotor due to unbalanced forces. In the literature, the stability of 
rotor during pump operation has been studied by numerically calculating the rotor
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dynamic coefficients of the bearing (stiffness and damping) for journal bearings [1– 
3]. In order to study the dynamic characteristics of rotors with vertical shafts, exact 
computation of rotordynamic parameters is essential. 

The characteristic of the bearing is governed by Reynolds’ equation. Applying 
small perturbation on the journal, the governing differential equations are derived 
for obtaining oil film pressure (static characteristics) and stiffness and damping coef-
ficients (dynamic characteristics). The equations are discretized using finite differ-
ence method (FDM). Further, using iterative method of Successive Over Relaxation 
(SOR), the discretized equations are solved over a rectangular grid of the fluid film 
domain. 

In the present work, the methodology of estimating the rotor dynamic coefficients 
of a typical hydrodynamic journal bearing supporting horizontal shaft is validated 
against literature [4]. Further, the formulation is extended to journal bearings with 
vertical shafts, and the load capacity and stiffness coefficients are computed. The 
results will be useful to estimate the journal stability in vertical shaft bearings. The 
orbit plots provided can be used to determine position of the shaft corresponding to 
any bearing load, while the stiffness plots can be used to obtain the rigidity of bearing 
corresponding to different shaft positions. 

2 Literature Review and Objective 

Several theoretical and experimental investigation studies have been conducted in 
the field of performance characteristics of journal bearing in the past. The present 
study is classified into the following sections: 

1. Solution of Reynolds’ equation 
2. Calculation procedure of performance characteristics 
3. Validation study with horizontal shaft bearing 
4. Study of journal bearings with vertical shafts. 

2.1 Solution of Reynolds’ Equation 

The governing equation for the pressure distribution in the bearing fluid film is 
Reynolds’ equation [5], which is represented in the polar coordinate system as 

∂ 
∂z

(
h3 

∂ P 
∂z

)
+ 

1 

R2 

∂ 
∂θ

(
h3 

∂ P 
∂θ

)
= 6μω 

∂h 

∂θ 
+ 12μ ̇h, (1) 

where P = P(θ,  z, t) is the oil film hydrodynamic gauge pressure, h = h(θ,  z, t) is 
the lubricant film thickness, μ is the dynamic viscosity of the fluid, and ω = 2π N /60 
is the angular speed in rad/s. The generalized schematic of typical radial journal 
bearing is shown in Fig. 1.
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Fig. 1 Radial journal bearing without and with groove 

A linear perturbation approach gives the expression for film thickness and its 
derivative w.r.t. time as 

h = ho − Δx cos θ − Δy sin θ, (2) 

ḣ = ḣo − Δẋ cos θ − Δẏ sin θ, (3) 

where Δx and Δy are small perturbations in film thickness about the equilibrium 
position, and ho is the steady state film thickness, characterized by the position of 
the rotor, given by (xo, yo). Neglecting higher order terms, the value of h3 would 
approximately be equal to 

h3 ≈ h3 o − 3h2 o(Δx cos θ + Δy sin θ ). (4) 

Applying Taylor Series expansion and neglecting higher order terms, the pressure 
profile can be expressed as 

P = Po + 
∂ P 
∂x

Δx + 
∂ P 
∂y

Δy + 
∂ P 
∂ ̇x

Δẋ + 
∂ P 
∂ ̇y

Δẏ. (5) 

From the bearing geometry, the steady state film thickness can be written as 

ho = C(1 − ∈ cos(θ − φ)), (6) 

where C is the radial clearance, ∈ = e/C is the eccentricity ratio of the bearing and 
φ is the attitude angle of the bearing. 

Substituting Expressions (2) to (5) in the governing Eq. (1), we get the following 
operator form: 

Lo(Po) + Lo
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Δy

)
+ Lo

(
∂ P 
∂ ̇x

Δẋ
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Δẏ
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+ Lx (Po) + L y(Po) = 6μω 
∂ho 
∂θ 

− 6μω 
∂(Δx cos θ ) 

∂θ
− 6μω 

∂(Δy sin θ ) 
∂θ 

+ 12μ
(
ḣo

) − 12μ(Δẋ cos θ ) − 12μ(Δẏ sin θ ), (7) 

where 
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Equation (7) contains coefficients of Δx,Δy,Δẋ, and Δẏ; hence, separation of 
variables leads to a system of five linear differential equations, as shown below 

Lo(Po) = 6μω 
∂ho 
∂θ 

, (8) 

Lo

(
∂ P 
∂x

Δx

)
= 6μωΔx sin θ + Lx (Po), (9) 
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= −12μΔẋ cosθ. (11) 

Lo

(
∂ P 
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Δẏ

)
= −12μΔẏ sin θ. (12) 

The schematic of node representation is shown in Fig. 2.
The finite difference approximations of terms given in Eq. (8) are  
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Fig. 2 Schematic of node 
representation
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2Δθ

)
. (15) 

Substituting (13), (14), and (15) in Eq.  (8), and applying successive over relaxation 
(SOR) algorithm, with over-relaxation parameter β, we get the expression for the 
pressure at any (i, j) node as 

Pi, j = β 
aPi+1, j + bPi−1, j + cPi, j+1 + dPi, j−1 − Fi, j 

a + b + c + d
+ (1 − β)Pi, j , (16) 

where 

a = 1 

R2Δθ 2

(
hi, j + hi+1, j 

2

)3 

, 

b = 1 

R2Δθ 2

(
hi, j + hi−1, j 

2

)3 

, 

c = 1 

(Δz)2

(
hi, j + hi, j+1 

2

)3 

, 

d = 1 

(Δz)2

(
hi, j + hi, j−1 

2

)3 

, 

Fi, j = 6μω

(
hi+1, j − hi−1, j 

2Δθ

)
.
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The convergence criteria is that after kth iteration, if the pressure at a general node 
i, j is Pk 

i, j , the error at the node is computed as 

ek i, j =
(
Pk 
i, j − Pk−1 

i, j

)
/Pk−1 

i, j , 

and the net error for the kth iteration is computed as 

ek = max
(||ek i, j ||). 

The iterations are performed successively, until the condition ek ≤ 10−6 is 
satisfied, and the solution is said to be converged [6]. 

Similarly, Eqs. (9) to (12) can be discretized as in the Eq. (8), with Fi, j being 
replaced by Fx |i, j , Fy|i, j , Fẋ |i, j and Fẏ|i, j , as mentioned below. 

Fx |i, j = 6μω(sin θ )i, j +
(
3h2 cos θ ∂ P 

∂θ

)
i+ 1 

2 , j 
− (

3h2 cos θ ∂ P 
∂θ

)
i− 1 

2 , j 

R2Δθ 

+
(
3h2 cos θ ∂ P 

∂ z
)
i, j+ 1 

2 
− (

3h2 cos θ ∂ P 
∂ z

)
i, j− 1 

2

Δz 
, 

Fy|i, j = −6μω(cos θ )i, j +
(
3h2 sin θ ∂ P 

∂θ

)
i+ 1 

2 , j 
− (

3h2 sin θ ∂ P 
∂θ

)
i− 1 

2 , j 

R2Δθ 

+
(
3h2 sin θ ∂ P 

∂z

)
i, j+ 1 

2 
− (

3h2 sin θ ∂ P 
∂z

)
i, j− 1 

2

Δz 
, 

Fẋ |i, j = −12μ(cos θ )i, j , 
Fẏ|i, j = −12μ(sin θ )i, j . 

2.2 Calculation Procedure of Performance Characteristics 

The loads along the x-axis and y-axis (refer Fig. 1) are  Wx and Wy , respectively, 
which can be evaluated by integrating pressure over the entire area. 

Wx = 
2π∫
0 

L∫
0 

PR  cos θdz dθ,  

Wy = 
2π∫
0 

L∫
0 

PR  sin θdz dθ.  

Hence, the resultant load is
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W =
/
W 2 x + W 2 y . (17) 

The Sommerfeld number S is defined as 

S = μ 
ω 
2π 

LD  

W

(
R 

C

)2 

. (18) 

The stiffness coefficients Kxx  , Kxy, Kyx , and Kyy can be evaluated by integrating 
pressure gradients over the entire area. 

Kxx  = 
2π ∫
0 

L ∫
0

(
∂ P 
∂x

)
R cos θdz dθ, (19) 

Kxy  = 
2π ∫
0 

L ∫
0

(
∂ P 
∂x

)
R sin θdz dθ, (20) 

Kyx = 
2π ∫
0 

L ∫
0

(
∂ P 
∂ y

)
R cos θdz dθ, (21) 

Kyy = 
2π ∫
0 

L ∫
0

(
∂ P 
∂y

)
R sin θdz dθ. (22) 

Similarly, the damping coefficients Bxx  , Byx , Bxy, and Byy can be obtained by 
integrating the pressure derivatives with respect to ẋ and ẏ. The stiffness and damping 
coefficients are non-dimensionalized as 

K ∗ = 
Kc  

W 
, B∗ = 

Bωc 

W 
. 

2.3 Validation Study with Horizontal Shaft Bearing 

To validate the calculation methodology, the performance characteristics of journal 
bearing with horizontal shaft are evaluated and compared against Lund and Thomsen 
[4]. The bearing has two axial grooves (groove angle = 20°), which are located at 
90° and 270° with respect to the load direction, as shown in Fig. 1. The length to 
diameter ratio of the bearing (L/D) is 0.5. 

The fluid film is discretized over a uniform rectangular grid, as shown in Fig. 3. The  
pressure at the grooves and bearing ends is taken same as the ambient pressure. The 
Reynolds’ boundary condition is applied throughout the fluid film domain, giving a 
zero pressure gradient at the point wherever the film pressure falls to the same level 
as the ambient pressure.
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Fig. 3 Two-groove journal bearing developed view 

2.4 Study of Journal Bearings with Vertical Shafts 

For the pumps operating with vertical shafts, the net radial load comprises multiple 
factors, viz. mechanical imbalance, eccentricity in journal, gyroscopic effect, etc. 
Therefore, the direction of net radial load with respect to the grooves can be in 
any radial direction. The journal bearing considered in this study consists of two 
diametrically opposite grooves (groove angle = 8°), with two pockets each. The 
length and diameter of the bearing is 95 mm and 364 mm respectively (L/D = 0.26). 
The bearing is assumed to be completely submerged in oil at a known pressure 
P1 = 0.14 MPa, and the shaft is rotating at 200 rpm. The lubricant used is oil with 
viscosity grade ISO VG 32. The developed view of the bearing is shown in Fig. 4. 

For a particular load magnitude, since the load direction w.r.t. grooves is variable, 
the equilibrium position of the shaft changes. The angle between load vector and the 
first groove (α) varies from 0 to 360 deg during the shaft rotation corresponding to

Fig. 4 Developed view of journal bearing with vertical shaft 
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different load values. Hence, the equilibrium position of the bearing is estimated at 
each orientation of load direction and eccentricity. From these equilibrium positions, 
the orbit plots for various load values are obtained. The corresponding stiffness of 
the bearing is also estimated at each orientation of load direction and eccentricity. 

3 Results and Discussion 

3.1 Validation Results for Horizontal Shaft Bearing 

For the radial bearing on a horizontal shaft, the load-bearing capacity of the bearing 
is estimated. Sommerfeld number is also estimated as per Eq. (18). The plot for the 
Sommerfeld number S at various eccentricity ratios is shown in Fig. 5. The estimated 
load-bearing capacity is compared well with the results available in the literature [4]. 

It can be observed that at large Sommerfeld numbers (S) (small  W , large ω, large 
viscosity μ), the bearing operates nearly at center, i.e., ε → 0.0, , while at small 
Sommerfeld numbers (large W , small  ω, low viscosity μ), the bearing operates at 
high eccentricities, i.e., ε → 1.0. 

The plots for the stiffness coefficients Kxx  , Kxy, Kyx and Kyy at various 
eccentricity ratios are shown in Fig. 6.

It can be observed that as the journal center approaches the bearing center (ε → 0), 
the bearing offers no direct stiffness (K ∗xx ) but offers only cross-coupled support (K ∗xy  
and K ∗yx ). A small disturbance on the bearing in orthogonal (y) direction would lead 
to a significant resistance along that direction (K ∗yy /= 0). However, the effect of 
the orthogonal stiffness (K ∗yy) relative to the direct stiffness (K ∗xx ) diminishes as the 
journal becomes eccentric. This is because, as noted in the plot for Sommerfeld 
number, the load-bearing capacity rises with a rise in eccentricity ratio. 

The plots for the damping coefficients at various eccentricity ratios are shown in 
Fig. 7.

Fig. 5 Variation of 
Sommerfeld number S with 
eccentricity ratio 
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Fig. 6 Variation of 
non-dimensionalized 
stiffness coefficients with 
eccentricity ratio

(a) Non-dimensionalised stiffness coefficient 

(b) Non-dimensionalised stiffness coefficient 

(c) Non-dimensionalised stiffness coefficient 

(d) Non-dimensionalised stiffness coefficient 
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Fig. 7 Variation of 
non-dimensionalized 
damping coefficients with 
eccentricity ratio

(b) Non-dimensionalised damping coefficient 

(c) Non-dimensionalised damping coefficient 

(d) Non-dimensionalised damping coefficient 

(a) Non-dimensionalised damping coefficient 
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It can be observed that the cross-coupled damping coefficients (B∗
xy  and B

∗
yx ) are  

equal at any value of eccentricity. The direct damping (B∗
xy) decreases with eccen-

tricity, reaches a minimum at mid-range eccentricity value, and then again increases. 
The orthogonal stiffness (B∗

xy), however, decreases with increase in eccentricity ratio. 
As shown in Figs. 5, 6 and 7, it is observed that a good agreement exists between 

the present analysis and Lund and Thomsen [4] over the entire eccentricity range. 

3.2 Results for Journal Bearings with Vertical Shafts 

The load capacity is estimated by varying the shaft orientation angle α and 
eccentricity. The orbit plots formed for different loads are shown in Figs. 8 and 
9. 

From the above plots, it can be observed that the orbit size increases with the 
increase in the load experienced by the shaft. Also, the shaft traces a nearly circular 
orbit at mid-range load values (between 500 and 2000 N). 

The plots for the stiffness coefficients for various eccentricity ratios and different 
orientation with respect to the first groove are shown in Fig. 10.

From the above plots, it can be observed that the stiffness coefficients increase 
with an increase in the eccentricity ratio. The direct stiffness coefficient is negative at 
low eccentricity, which is likely due to the lower load-bearing capacity of the bearing 
and lower speed of the bearing.

Fig. 8 Orbit plots for load 
ranging from 100 to 1000N
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Fig. 9 Orbit plots for load 
ranging from 1000 to 
10000N

4 Conclusions 

The present study is carried out to estimate the rotor dynamic coefficients of hydrody-
namic journal bearing in pumps having a vertical shaft. Using finite difference method 
(FDM), the governing equation is solved. The fluid film pressure, stiffness coeffi-
cients, and damping coefficients are evaluated for various bearing configurations 
using Successive Over Relaxation (SOR) method. 

Following are the findings from this study: 

• The results from Lund and Thomsen for performance characteristics of horizontal 
shaft bearing compare well with the computed results. 

• For vertical shafts, the shaft orbit becomes larger as the load increases. The shaft 
traces a nearly circular orbit at mid-range load values (between 500 and 2000 N). 

• For vertical shafts, the stiffness coefficients increase with an increase in the 
eccentricity ratio.
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Fig. 10 Orbit plots for 
stiffness coefficients 
Kxx  , Kxy  , Kyx and Kyy

(b) Non-dimensionalised stiffness coefficient 

(c) Non-dimensionalised stiffness coefficient 

(d) Non-dimensionalised stiffness coefficient 

(a) Non-dimensionalised stiffness coefficient 
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Asymmetry Analysis of the MHD Flow 
in Sudden Expansion 

Rupesh Baroniya, Manoj Arya, and N. L. Gajbhiye 

Nomenclature 

B Applied magnetic field [kg·s–2·A–1] 
L1 Length of the inlet part [m] 
L2 Length of the expanded part [m] 
d1 Height of inlet section [m] 
d2 Height of expanded section [m] 
Ha Hartmann number – 
Re Reynolds number -
j Electric current density [A·m–2] 
ρ Density [Kg.m−3] 
P Pressure [N·m–2] 
N Stuart number – 
X & Y Cartesian co-ordinates [m] 
U Velocity of fluid [m·s−1] 
v Vertical velocity component [m·s−1] 
σ Fluid electrical conductivity [s3·A2·m−3·kg−1] 
φ Electric potential [m2·kg·s−3·A−1] 
μ Dynamic viscosity [kg m−1 s−1] 
τ Non-dimensional time component [s]
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1 Introduction 

When a fluid flow passes through a suddenly expanded channel it may produce 
either symmetric or asymmetric flow, which depends upon the expansion ratio and 
the velocity of the flow. A fluid flow in a 2D symmetric channel with a suddenly 
expanded section is a basic flow configuration that can be classified by symmetry 
breaking bifurcation. It has been seen that the bifurcations of this simple class of 
flows at not-so-large values of Re can reveal the unexpected structure and the rich 
details of the fluid flow based on the Navier–Stokes equations [1]. 

This intriguing flow physics and its importance in engineering applications have 
drawn a lot of attention to magnetohydrodynamics liquid metal flows as it can provide 
a more sophisticated method to understand the flow asymmetry in the existence of 
the magnetic field. 

2 Literature Review and Objective 

Vast research has been carried out in the case of sudden expansion for a magneto-
hydrodynamics fluid flow. Mastrangelo et al. [2] carried out an MHD flow simula-
tion for sudden expansion in a rectangular channel. They considered the Hartmann 
number (Ha) up to 250 and the Reynolds number (Re) up to 25. The calculations 
were done considering conducting walls in the direction of flow. Buhler et al. [3] 
also did an experimental study for MHD flow in a rectangular channel considering 
conducting walls in the direction of the magnetic field. They studied the effect of 
Hartmann number up to 1250 and Re in the order of 10,000. The flow behavior is 
observed for different expansion ratios. Praveen et al. [4] carried out two-dimensional 
MHD simulations for sudden expansion considering the Reynolds number up to 100 
and identified the change in flow symmetry. They reported results for interaction 
parameters in the range of 1–100. Singh et al. [5] performed a two-dimensional 
natural flow analysis for sudden expansion in a cavity. They studied the effect of 
Hartmann number ranging from 0 to 500 for a cavity in which walls are exposed 
to different temperatures. Kumamaru et al. [6] simulated magnetohydrodynamics 
flow in a sudden expansion rectangular channel. The authors reported results for 
the magnetic field when it is applied in the direction of the fluid flow in one case 
and orthogonal to the direction of the fluid flow in another case. They considered 
Hartmann number of Ha = 100 and Reynolds number ranging from 500 to 1000. 
The results suggest that when a magnetic field was applied orthogonal to the direc-
tion of fluid flow, the loss coefficient is negligible. On the other hand, when the 
magnetic field was applied at an inclination to the direction of fluid flow the loss 
coefficient become considerably large. Aleksandrova and Molokov [7] performed 
a numerical study for 2D magnetohydrodynamic flow for sudden contraction and 
expansion in a duct for a high Hartmann number and a magnetic field was applied in 
the transverse direction. Branover et al. [8] experimentally calculated the total inertia
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force for insulated sudden expansion for MHD flow. Drikakis et al. [9] carried out a 
numerical analysis of laminar flow in a channel with sudden expansion. They consid-
ered various expansion ratio and Reynolds number. The result suggests that the flow 
asymmetry depends on Re and the expansion ratio. The higher asymmetry was found 
to be associated with a higher Re. In Durst et al. [10], a similar study was carried out 
for asymmetry analysis in MHD flow for sudden expansion at low Re and a higher 
aspect ratio. Xiao et al. [11] performed a three-dimensional numerical study for MHD 
flow for sudden contraction and gradual contraction. The results show a small vortex 
generation close to the leading edge in sudden contraction and smooth streamlines 
generation in the gradual contraction. Mandal et al. [12] carried out the numerical 
analysis in a suddenly expanded channel with a fence considered as a diffuser for Re 
in the range of 20–100 and the fence subtended angle was in the range of 10˚–30  ̊
for an aspect ratio of 2. The results suggest that the fence subtended angle does not 
affect the stagnation pressure drop. 

3 Materials and Methods 

3.1 Calculation Models 

The schematic diagram of the channel studied in the present study is shown in Fig. 1. 
The length and height of the inlet part are represented by L1 and d1, respectively. Here, 
length L1 is considered as two and a half times height d1. The length and height of the 
expanded part are represented by L2 and d2, respectively. The length of the expanded 
part L2 is taken as 50 times the height d1. The expansion ratio is 4, which is the ratio of 
inlet height d1 and expanded height d2. The origin of the X–Y coordinate is considered 
at a point in the centerline joining inlet and expanded part. It is assumed that flow 
is incompressible and two-dimensional. For the magnetohydrodynamics case, it is 
assumed that the fluid is electrically conductive. A magnetic field is considered in 
the direction of fluid flow. A fully developed flow is considered to enter the inlet with 
the velocity U. 

Fig. 1 Schematic diagram of 2D geometry
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3.2 Calculation Methods 

The non–dimensional governing equations for MHD flow are as follows: 

∇.→u = 0, (1) 

∂u 

∂τ 
+ (→u.∇)→u = −∇ p + 

1 

Re
∇2→u + N →j × −→B, (2)

→j = −∇ϕ + →u × −→B. (3) 

Above non-dimensional equations are obtained by scaling variables as follows: 

u = 
ux 

U 
, 

v = 
uy 

U 
, 

X = 
x 

d1 
, 

Y = 
y 

d1 
, 

τ = 
t.d1 
U 

, 

where U, ux, uy, and τ are average inlet velocity, x-component of velocity, 
y-component of velocity and non-dimensional time, respectively. 

The variables →u, →j , and →B represent non-dimensional velocity vector field, current 
density, and the magnetic field, respectively. 

In the above equation various non-dimensional numbers appear as follows: 

Re = 
ρUd1 

μ 
, Ha = Bxd1 

/
σ 
μ 

, N = 
H 2 

x 

Re 
= 

σ d1 B2 
x 

ρU 
, 

where Re is Reynolds number, Ha is Hartmann number, and N is the interaction 
parameter which is also known as Stuart number. 

3.3 Validation 

The current numerical analysis is compared with the results of Praveen et al. [4] 
at Reynolds number of Re = 70 is shown in Fig. 2. The present numerical results 
matched well with the reference results.
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Fig. 2 Comparison of the vertical velocity component at Reynolds number = 70 

Re used for the base calculation is 70. The Hartmann number (Ha) used for the 
base calculation is zero. 

4 Results and Discussion 

A magnetic field on a liquid metal magnetohydrodynamics flow is applied and studied 
for sudden expansion (ER = 4) at a fixed value of Re and different value of Ha in the 
present study. The asymmetry of flow is represented by the change occurring in the 
vertical velocity component. To observe the effect of the varying Hartmann number 
(Ha) on flow asymmetry, a magnetic field is applied in the direction of the fluid flow. 
The strength of the magnetic field on fluid flow is measured by Hartmann number 
which defines as the ratio of Lorentz force and viscous force. Figure 3 represents 
the variation in the centerline vertical velocity at Re = 60 and different value of Ha. 
It has been observed that increasing Hartmann number reduces the flow asymmetry 
because magnetic field stretches the circulation along the direction of the flow.

The effect of a fixed Hartmann number with varying Reynolds number is also 
reported. Figure 4 represents the variation in the centerline vertical velocity at Ha = 
1 and Re ranging from 40 to 80.

Figure 4 reveals that increasing the value of Re, also increases the flow asymmetry. 
The velocity streamlines at Hartmann number = 1 and various Reynolds number is 
shown in Fig. 5.
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Fig. 3 Variation on the vertical velocity component at different values of Hx for Re = 60

Fig. 4 Variation on the vertical velocity component at different Reynolds number for Hx = 1
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Fig. 5 Velocity streamlines at different Reynolds numbers and Hx = 1 

The present study clears that both Hartmann number and Reynolds number affect 
the asymmetry of the flow and varying Re and Ha can make the flow symmetrical. In 
previous studies, it has been seen that the fluid flow in the presence of the Hartmann 
number of Ha = 2 becomes completely symmetrical at the Reynolds number of Re 
= 40 [4]. 

In the current study, the effect of fluid flow asymmetry is observed at fixed Hart-
mann number Ha = 5 for various Reynolds number. Figure 6 depicts the variation 
on the vertical velocity at a fixed Hartmann number and different Reynolds number.

It can be understood from Fig. 6 that the flow becomes completely symmetrical 
at Reynolds number 55. As the magnetic field in the direction of the flow stretches 
the streamlines along its direction. A magnetic field with a high Hartmann number 
can make high turbulent flow symmetrical. 

Figure 7 shows that the velocity streamlines become completely symmetrical at 
Ha = 5 and Re = 55.
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Fig. 6 Variation on the vertical velocity component at different Reynolds number and Hx = 5

Fig. 7 Velocity streamlines at different Reynolds numbers and Hx = 5
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5 Conclusions 

A numerical study has been done on the liquid metal magnetohydrodynamics flow 
with an expansion ratio of 4. In the magnetic field, different values of the Hartmann 
are applied in the direction of the liquid metal flow and the effect on flow asymmetry 
is observed. Based on the numerical calculations performed, it is seen that the flow 
asymmetry depends on both the Reynolds number and Hartmann number. With 
increasing the Reynolds number, the flow asymmetry increases, while it reduces on 
increasing Hartmann number. By increasing the value of the Hartmann number flow 
can be made completely symmetrical. 

It is also observed that when the Hartmann number of Ha = 5 is fixed in the  
direction of the fluid flow, it becomes completely symmetric at Re = 55. 
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Non-isothermal, Incompressible Flow 
of a Viscoelastic Fluid Inside a Square 
Cavity at High Weissenberg Number 

Deepak Talan and Shyam Sunder Yadav 

Nomenclature

→u Non-dimensional Velocity vector [–] 
T Non-dimensional Temperature [–] 
p Non-dimensional Pressure [–] 
c Non-dimensional Conformation tensor 
ψ Non-dimensional Logarithm of c 
τ s Non-dimensional Solvent stresses [–] 
τ p Non-dimensional Polymer stresses [–] 
λ Relaxation time [s] 
αT (T ) Shift factor [−] 

1 Introduction 

Natural convection heat transfer by a fluid have wide range of engineering appli-
cations involving chemical refineries, metallurgical industries, electricity genera-
tion with thermal and nuclear power plants, building thermal management, solar-
thermal heat collectors, heat extraction from the battery pack of electric vehicles 
and many more. The natural convection heat transfer with viscoelastic fluids is 
encountered in polymer industries, food manufacturing and packaging industries. 
The natural convection phenomenon is also relevant to geophysical flows and the 
behaviour of molten rocks in the earth’s mantle. A review on the natural convec-
tion with viscoelastic fluids can be found in Demir and Akyıldız [1], Demir [2].

D. Talan · S. S. Yadav (B) 
Department of Mechanical Engineering, BITS Pilani, Pilani, Rajasthan 333031, India 
e-mail: ss.yadav@pilani.bits-pilani.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 6, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-5755-2_41 

421

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5755-2_41&domain=pdf
mailto:ss.yadav@pilani.bits-pilani.ac.in
https://doi.org/10.1007/978-981-99-5755-2_41


422 D. Talan and S. S. Yadav

One of the problems with the simulation of viscoelastic flows is the divergence of 
the numerical setup at Weissenberg numbers higher than a certain value which is 
around one in most of the cases. For tackling this problem, Fattal and Kupferman 
[3] proposed the log conformation approach in which the exponential variation of 
viscoelastic stresses is changed to algebraic variation by introducing the logarithm 
of the conformation tensor. The log-conformation approach was used by Habla et al. 
[4] for simulating two-phase viscoelastic flows with OpenFOAM [5] which is an 
open source flow solver. They simulated two-phase flow cases like the rod climbing 
effect, die swell effect, drop deformation in planar elongating and shearing flows etc. 
The three dimensional lid driven cavity flow of a viscoelastic fluid was investigated 
by Habla et al. [6]. A Navier–Stokes solver based on the stream function–vorticity 
and log conformation approach was developed by Comminal et al. [7] for simulating 
viscoelastic flows. Two-phase viscoelastic flows were studied by Figueiredo et al. 
[8] by using the kernel conformation transformation technique and Volume-of-Fluid 
method. For capturing the interface in two-phase viscoelastic flows, López-Herrera 
et al. [9] implemented the log-conformation approach in a Volume of-fluid method 
based two-phase flow solver. In spite of the fundamental work on the constitutive 
modelling for non-isothermal viscoelastic flows by Marrucci [10], Gupta and Metzner 
[11], Peters and Baaijens [12], very few works are dedicated to the numerical simula-
tion of non-isothermal viscoelastic flows. Zhang et al. [13] used the non-isothermal 
constitutive equations based on FENE, Hooke and FENE-P models for the non-
isothermal flow of a polymer inside a rectangular channel and a planar contraction 
geometry. 

From the above literature review, it can be noted that the log conformation 
approach has proven itself for handling viscoelastic flows at high Weissenberg 
number. Also, compared to the literature on isothermal viscoelastic flows, far lesser 
numerical works exist on the non-isothermal viscoelastic flows. In this paper, we 
study the non-isothermal flow of a viscoelastic fluid inside a square cavity where 
the left and right wall are kept at different temperatures. We study the distribu-
tion of temperature, flow velocity and the viscoelastic stresses in the domain under 
steady state conditions. This paper is organized as follows: In Sect. 2, we present 
the governing equations and the details on numerical implementation, in Sect. 3 we 
present and discuss the various results obtained by the numerical simulations, and 
finally, in Sect. 4, we conclude the current work. 

2 Methodlogy 

The non-dimensional mass, momentum, and energy conservation equations for an 
incompressible, non-isothermal flow of a viscoelastic fluid are as follows: 

∇.→u = 0,
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∂ →u 
∂t 

+ ∇.(→u→u) = −∇  p + ∇.
(
Pr Ra−0.5∇→u)

+ ∇.τp + Pr T  êy, 

and finally, 

∂T 

∂t 
+ ∇.→uT = ∇.

(
Ra−0.5∇T

)
. 

In the above equations, →u denotes the non-dimensional velocity vector, p denotes 
the non-dimensional pressure, τp are non-dimensional polymer stresses, T is the non-

dimensional temperature, Ra = gβΔT H 3 

κϑ
is the Rayleigh number, and Pr = ϑ 

κ is the 
Prandtl number. Because of the low velocities expected under natural convection, 
the dissipation of mechanical energy to thermal energy is not considered in the 
energy equation written above. The above equations are derived from the respective 
dimensional forms using the following characteristics scales: for mass [M] = ρ H 3, 
for length [L] = H , for temperature [T ] = ΔTDim., and finally, for velocity [U ] = 
k 
H 

/
gβΔT H 3 

κϑ . 
The viscoelastic behavior of the fluid is captured with the help of Oldroyd-B 

model, the non-dimensional constitutive equation for which is given by 

τp + Wi  
∇ 
τ p = 2 

(1 − β) 
Re 

D. 

In the above equation, β is the ratio of the solvent viscosity to the total viscosity, 
τp denotes the non-dimensional 

∇ 
τ p is the upper convected derivative of the polymer 

stresses, and finally, Wi  = λU 
H is the Weissenberg number, and Re = ρUH  

H is the 
Reynolds number. On solving the above equation in terms of τp, there are high 
chances of divergence of the numerical solution procedure and this phenomenon 
is termed as the ‘High Weissenberg number problem.’ Therefore, τp is calculated 
in terms of the conformation tensor c which is related to the polymeric stresses as 
τp = μp 

λR 
(c − I). The evolution equation for the conformation tensor is given by 

∂c 
∂t 

+ →v.∇c − c.∇ →v − ∇ →vT 
.c = −  

(c − I) 
λR 

. 

Under the log-conformation approach, the logarithm of the conformation tensor 
ψ = log c is actually used in the calculation procedure and the evolution equation 
for which is 

∂ψ 
∂t 

+ u.∇ψ = Ω.ψ − ψ.Ω + 2B +
(
I − eψ

)

λR 
.
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The tensors B and Ω are obtained from the decomposition of the transpose of 
velocity gradient tensor as follows: 

∇ →vT = Ω + B + Nc−1 . 

The material properties, namely the polymer viscosity μp, the solvent viscosity 
μs , and the relaxation time λ are considered functions of temperature as follows: 

μs(T ) 
μs(T0) 

= 
μp(T ) 
μp(T0) 

= 
λ(T ) 
λ(T0) 

= αT (T ). 

William et al. [14] gave the following equation for calculating the shift factor αT : 

αT (T ) = exp
(−c1(T − T0) 
c2 + T − T0

)
. 

A square cavity of unit side length is taken as the computational domain as shown 
in Fig. 1. Dirichlet boundary condition is given to the left and right walls where 
non-dimensional temperature equal to −0.5 is applied to right wall. Zero tempera-
ture gradient is forced to the top and bottom walls. No-slip boundary condition is 
enforced to all the walls for the flow velocity. τp,xx  values are enforced to zero on 
the left and right walls, while τp,yy  values are fixed to zero on the top and bottom 
walls. Rayleigh number is taken as 1000, and Prandtl number is taken as 0.71 for 
the current problem. The ratio of the solvent viscosity to the total viscosity, β, is  
taken as 0.5, and Weissenberg number is taken as 10. The initial condition for the 
temperature is the linear distribution starting from zero at the left boundary and one 
at the right boundary. This is done so that steady state condition can be achieve 
with least possible computational effort. The steady state condition is confirmed by 
observing the variation of different physical quantities over various time steps. The 
initial condition for velocity is set to zero value everywhere in the domain.

3 Results and Discussion 

In this section, we discuss the different results obtained by us based on the current 
simulations. Figure 2 shows the velocity distribution inside the cavity under steady 
state conditions. It can be noted that the velocity is almost zero at the corners, near 
the walls and at the center of the cavity. Higher values of the velocity lie at four 
locations inside the cavity which are approximately located at symmetric locations 
inside cavity.

Further information on the velocity distribution can be drawn from Figs. 3 and 4 
which respectively show the x and y components of the velocity. There is anticlock-
wise motion of the fluid inside the cavity under natural convection (temperature on 
the right wall is higher than that at the left wall). As can be seen in Fig. 3, the  x
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Fig. 1 Computational 
domain for the 
non-isothermal, 
incompressible viscoelastic 
flow of a viscoelastic fluid in 
a square cavity

Fig. 2 Distribution of 
non-dimensional velocity in 
the cavity

velocity is negative with a higher value in the upper half of the domain while it is 
positive with a higher value in the lower half of the domain. Similarly, the y velocity 
is negative with a higher value in left half of the domain while it is positive with a 
higher value in the right half of the domain as can be seen in Fig. 4. The net results 
are the four lobed distribution as shown Fig. 2.

The distribution of the non-dimensional temperature inside of the cavity is shown 
in Fig. 5. Although the left side and the right side of the domain are approximately at 
the respective wall temperatures, there is a wavy pattern of temperature around the
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Fig. 3 Distribution of 
x component of 
non-dimensional velocity in 
the cavity 

Fig. 4 Distribution of 
y component of 
non-dimensional velocity in 
the cavity

middle plane of the cavity. This is due to the slow rotation of the viscoelastic fluid 
inside the cavity under natural convection.

Figure 6 shows the distribution of τp,xx  component of the polymeric stresses inside 
the domain. The τp,xx  component is the stress on a plane perpendicular to the x-axis 
and along the x direction. It is maximum on the top and bottom walls, and almost 
negligible around the center of the cavity and on the left and the right walls.

Figure 7 shows the beautiful distribution of the shear component τp,yx  of polymeric 
stresses inside the cavity. It can be noted from the figure that shear stress component 
is negative around the top of right wall and bottom of left wall where the flow 
deaccelerates while it is positive near the bottom of the right wall and top of the 
left wall where the flow accelerates. The acceleration and deacceleration of the flow 
change the sign of the shear stress. Finally, the distribution of the normal stress 
component τp,yy  is  shown in Fig.  8. This normal stress component is maximum on
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Fig. 5 Distribution of 
non-dimensional 
temperature in the cavity

Fig. 6 Distribution of 
non-dimensional, normal 
stress component τp,xx in the 
cavity

the left and right walls and negligible around the center of the cavity and on the top 
and bottom walls. In the next section, we conclude the current work.

4 Conclusions 

The natural convection process of a viscoelastic, incompressible fluid inside a cavity 
is numerically investigated. Based on the simulation results, following conclusion 
can be drawn. Due to natural convection, the viscoelastic fluid starts to move upward 
when it comes in contact with the right, hotter wall while it moves downward at the 
left, cooler wall. A four lobed velocity profile is observed inside the cavity with a 
wavy temperature profile around the mid plane due to the convection of the fluid.
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Fig. 7 Distribution of 
non-dimensional, shear 
stress component τp,yx  in the 
cavity 

Fig. 8 Distribution of 
non-dimensional, normal 
stress component τp,yy  in the 
cavity

There is a stretching of the viscoelastic fluid observed along the x direction at the 
top and the bottom walls resulting in a higher value of the τp,xx  component of the 
polymer stresses. Similarly, there is a stretching of the fluid along the y direction at 
the left and the right walls resulting in a higher value of τp,yy  component. The shear 
component of the polymeric stresses, τp,yx  displays a beautiful pattern inside the 
cavity with negative values in the regions of fluid deacceleration and positive values 
in the regions of fluid acceleration. The current work helps one to visualize the stress 
pattern created in a viscoelastic fluid under natural convection. 
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Study of Pocket Pressure and Load 
Bearing Capacity in Pocket Type 
Hydrostatic Bearing Under Rotation 

S. Aravindan, K. V. Sreedharan, U. Partha Sarathy, and A. John Arul 

1 Introduction 

Pocket type hydrostatic bearing (HSB) supports the shaft of sodium pumps of sodium 
cooled fast breeder reactors. A typical four pocket hydrostatic bearing is shown in 
Fig. 1, and the developed view of the pocket type bearing is shown in Fig. 2. The  
bearing consists of four pockets P1, P2, P3 and P4. Each pocket will be surrounded by 
low clearance region called land, which offers significant resistance for the flow from 
leaving the pocket. The flow in the land region is governed by Reynolds equation.

In a typical journal bearing without pockets, due to rotation of the journal, pressure 
in the bearing film land will increase, which supports the load of the shaft. In a 
hydrostatic bearing, when there is rotation of the journal, the pressure developed due 
to dynamic action of the rotor will be small. 

Precise estimation of load bearing capacity of the bearing is very crucial, especially 
in sodium pumps as the bearings are supplied with sodium flow from pump itself. 
Thus, the load capacity of the bearings has to be estimated considering the pressure 
developed due to the dynamic action of the rotor, which is obtained on solving the 
Reynolds equation for the land region of bearing along with the appropriate boundary 
conditions. Upon the integration of the pressure, load bearing capacity of bearing is 
estimated. The developed pressure due to dynamic action will also affect the pocket 
pressure in the hydrostatic bearing. The effect of rotation on the pocket pressure is 
also studied. 

In this study, 2D code is developed for generating grid points in land region of 
the bearing, solving Reynolds equation, identifying correct pocket pressures and
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Fig. 1 Sectional view of pocket type hydrostatic bearing 

Fig. 2 Developed view of pocket type hydrostatic bearing

estimating load capacity. The pocket pressure and the load bearing capacity of the 
bearing under non-rotating and rotating conditions are estimated. The results obtained 
were compared with the literature results and validated. 

2 Literature Review and Objective 

Pocket type hydrostatic bearings under static condition was studied by Metman et al. 
[1], where the pocket pressure for a given bearing geometry is measured under static 
condition at various eccentricity. The bearing geometry along with the capillary 
dimensions defines the characteristic number of a bearing (β), which is defined as 
the ratio of pocket pressure to the supply pressure, when the bearing is in concentric 
condition. Metman indicated that the bearing studied has (β = 0.555). 

The load capacity of the pocket type bearings was estimated by Ghosh et al. [2]. 
The effect of variation of capillary dimensions and eccentricity on the load capacity
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of the bearing is estimated under stationary condition. The effect of rotation of the 
HSB on the load capacity and attitude angle of the bearing is studied. 

The objective of the study is to develop code towards the estimation of pocket 
pressure in hydrostatic bearing and validate the results with the literature. The effect 
of attitude angle and eccentricity on the pressure distribution of HSB under static 
condition is studied. The effect of rotation on the pocket pressure and load bearing 
capacity is also studied. 

3 Methodology 

3.1 Governing Equation and Solving Methodology 

The pressure in the fluid film of bearing is given by Reynolds equation, which in 
m − n coordinate system (as shown in Fig. 2) is given by [3] 

∂ 
∂m

(
h3 

∂ P 
∂m

)
+ 

∂ 
∂n

(
h3 

∂ P 
∂n

)
= 6μω 

∂h 

∂m 
+ 12μ ̇h (1) 

where P = P(m, n, t) is the oil film pressure, h = h(m, n, t) is the lubricant film 
thickness, μ is the dynamic viscosity of the fluid, and ω = 2π N /60 is the angular 
speed in rad/s. 

HSB is supplied with the lubricant at a specified supply pressure (PS). A flow  
restrictor such as capillary tube or orifice is provided between the supply plenum and 
the pocket of HSB (as shown in Fig. 1). Hence, the pressure reduces from supply 
pressure (PS) to pocket pressure (PRi) when the flow enters the ith pocket through 
the flow restrictor. In a pocket, the pressure in pocket (PRi) is assumed to be constant 
in the entire region of the ith pocket. The top and bottom ends of the bearing are 
open to atmosphere. Hence, the pressure is considered as 0 at the nodes along the 
top and bottom edges. 

For a given eccentric position of the rotor, all the pocket pressures (PRi) are initial-
ized to an initial value (say 0.5 × PS). Hence, the nodes in pocket are assigned with 
the initial pressure. From the finite difference approximation of Reynolds equation, 
pressure at node (i, j) is given  by  [4] 

Pi, j = 
a1 Pi+1, j + a2 Pi−1, j + a3 Pi, j+1 + a4 Pi, j−1 − Fi, j 

a1 + a2 + a3 + a4 
(2) 

where a1 = 1 
R2Δθ 2

(
hi, j+hi+1, j 

2

)3 
, a2 = 1 

R2Δθ 2

(
hi, j+hi−1, j 

2

)3 
, a3 = 1 

(Δy)2

(
hi, j+hi, j+1 

2

)3 
, 

a4 = 1 
(Δy)2

(
hi, j+hi, j−1 

2

)3 
and Fi, j = 6μω

(
hi+1, j−hi−1, j 

2Δθ

)
. 

Applying successive over-relaxation (SOR) algorithm, with over-relaxation 
parameter α, the pressure is obtained as
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Pi, j = β 
a1 Pi+1, j + a2 Pi−1, j + a3 Pi, j+1 + a4 Pi, j−1 − Fi, j 

a1 + a2 + a3 + a4 
+ (1 − α)Pi, j (3) 

The above equation is solved at all grid points until the convergence criteria for 

pressure is satisfied at all nodes in land

(|||| P
n−1 
i, j −Pn 

i, j 

Pn−1 
i, j

|||| < 10−6

)
, where n is the number 

of iteration. Though the pressure distribution obtained here is a converged solution, 
it does not represent the true pressure distribution in HSB as the pocket pressure is 
an assumed value. 

3.2 Convergence of Mass 

To verify the correctness of the pocket pressures, mass continuity is estimated 
between flow entering the pocket and flow leaving the pocket. The mass flow rate 
through the restrictor (capillary tube) entering the pocket is given by 

Qin-Ri = 
π d4 

c ρ 
128μlc 

(Ps − PRi) (4) 

The net mass flow rate entering/leaving the pocket is due to combination of 
Poiseuille flow (due to pressure in pocket) and Couette flow (rotation of rotor). 
The total mass flow rate is estimated by integrating the pressure gradient along the 
edges of the pocket along with the Couette flow at appropriate edges. The net mass 
flow rate leaving the pocket is given by 

Qout-Ri =
∮ (

ρhU 

2
− ρh3 

12 × μ
∇ P

)
· I dl (5) 

where U is the tangential velocity (U = π DN/60), I is the unit vector normal to 
the element considered, ∇ P is the pressure gradient at the edges of pocket. ρhU 

2 

represents the flow entering/leaving the pocket due to Couette flow, and ρh3 

12×μ
∇ P 

represents the flow entering/leaving the pocket due to Poiseuille flow. 
Based on the difference between Qin-Ri and Qout-Ri for ith pocket, the pocket 

pressure PRi is corrected. The general constraint applied for such correction is that 
the maximum value of PRi cannot be more than Ps and the minimum value of PRi 
cannot be less than 0. 

All the pocket pressures are corrected accordingly and solved again, until the 

flow continuity is attained in all pocket
(||| Qout-Ri−Qin-Ri 

Qin-Ri

||| < 10−4
)
. The result gives the 

pressure distribution of HSB, for given eccentricity and supply pressure. 
The components of pressure along X and Y are integrated to get load capacity 

along X and Y directions.



Study of Pocket Pressure and Load Bearing Capacity in Pocket Type … 435

Wx = 
2π∮
0 

L∮
0 

PR  cos θ dz dθ 

Wy = 
2π∮
0 

L∮
0 

PR  sin θ dz dθ (6) 

Hence, the total load is given by 

W = 
/
W 2 x + W 2 y (7) 

The methodology for obtaining load bearing capacity of hydrostatic bearing is 
shown in Fig. 3. 

Fig. 3 Flow chart on 
procedure for solving and 
obtaining load bearing 
capacity of HSB
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4 Results and Discussion 

4.1 Effect of Eccentricity on Pressure Distribution 

HSB is initially assumed to be in concentric position and the pressure distribution 
in land as well as at pocket is estimated. A typical plot of pressure ratio (P/Ps) in 
the developed view of the bearing is shown in Fig. 4. The ratio of pocket pressure to 
supply pressure when the bearing is in concentric condition is a characteristic feature 
of a bearing, which is defined as concentric pressure ratio (β = PRi-concentric/Ps). The  
concentric pressure ratio (β) can be varied by changing bearing and pocket geometry, 
clearance and capillary dimensions. 

The pressure along the circumferential direction at axial midsection (y = ALb/2) 
and along the axial direction at the cross-section (at x = 0◦) is shown in Fig. 5. The  
pressure variation along the circumferential direction is non-linear between lands and 
constant along the pocket region. The pressure variation along the axial direction is 
nearly linear at top and bottom lands.

When the shaft is moved along X-direction (shown in Fig. 1), it results in eccentric 
position of the journal (say, ∈ = 0.5). The pressure distribution in eccentric condition 
is estimated and shown in Fig. 6. As the shaft moves along + X direction (attitude 
angle φ = 0◦), the clearance at land around pocket 1 reduces and the clearance at 
land increases at other pockets. Hence, the pocket pressure increases in pocket 1 (P1) 
and decreases drastically in pocket 3 (P3) and reduces moderately in pocket pressure 
in pockets 2 and 4 as shown in Fig. 6.

The attitude angle (φ) is also significantly affecting the pressure distribution. The 
pressure distribution with (∈ = 0.5 and φ = 90°) is shown in Fig. 6. This has resulted

Fig. 4 Pressure distribution in HSB when the bearing is concentric 
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Fig. 5 Pressure distribution along the circumferential and axial direction in HSB

Fig. 6 Comparison of pressure distribution along circumference under eccentric condition
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Fig. 7 3D plot of pressure distribution in HSB under eccentric condition (∈ = 0.5 and φ = 0°) 

in phase shift in pressure distribution by 90°. Similarly, when the attitude angle is 
45°, the movement of shaft is between P1 and P2. Hence, the pockets P1 and P2 
will have same pressure and pockets P3 and P4 will have same pressure as shown in 
Fig. 6. A 3D plot of pressure distribution in HSB under eccentric condition (∈ = 0.5 
and φ = 0°) is shown in Fig. 7. 

4.2 Validation of Pocket Pressure 

Towards verifying the estimation of pocket pressure at various eccentricities, a vali-
dation study is carried out. An experimental estimation of pocket pressure at each 
pocket in a four pocket HSB for concentric and eccentric cases was carried out by 
Metman et al. [1]. The bearing and pocket dimensions are selected as given in Table 1. 

Table 1 Range of R/C and L/C ratio of wear rings to be studied 

Parameter Ratio Metman et al. Ghosh et al. 

g1—axial length to diameter ratio of bearing ALb 
D 1 1 

g2—axial length of pocket to bearing ratio ALp 
ALb 

0.5 0.5 

g3—circumferential length of all pocket to total 
circumference 

CLp×NR 
CLb 

0.67 0.5 

g4—number of pockets NR 4 4
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Fig. 8 Pressure ratio of pocket pressure to pocket pressure for a four pocket HSB 

The concentric pressure ratio chosen by the authors was β = 0.555. Hence, the 
capillary dimensions are adjusted in this study such that the above pressure ratio is 
achieved in concentric condition. 

The eccentricity of the shaft is increased in steps from 0 to 0.9, and the ratio of 
pocket pressure to supply pressure (PRi/PS) is estimated for all pockets for each 
eccentricity case. The results obtained are plotted in Fig. 8. From the plot, it can be 
observed that the pocket pressure estimated in the present code matches well with 
the literature results. As the eccentricity increases, the pressure in pocket 1 increases 
due to reduction in land clearance around pocket 1. As the eccentricity becomes 
close to 1, the land clearance around pocket 1 will become negligible, and hence, 
flow leaving/entering pocket will be negligible due to very high resistance. Hence, 
the pressure in pocket 1 will approach supply pressure (PS). On the other hand, 
the pressure in pocket 3 reduces significantly (as shown in Fig. 8) due to very high 
clearance in land area around pocket 3. Similarly in pockets 2 and 4, land clearance 
will increase resulting in lower pocket pressure at higher eccentricities. Since the 
pressure in pocket 2 and pocket 4 are equal due to symmetric nature of bearing, 
pocket 2 alone is plotted in Fig. 8. 

4.3 Effect of Rotation on Pressure Distribution 

When the rotation of the journal is considered, the pressure distribution in the bearing 
will be a combination of hydrostatic effect (due to pressurized pockets) and hydro-
dynamic effect (due to rotation of journal). The rotation of the journal will affect 
6μω ∂h 

∂θ term in Eq. (1) and hence Fi, j term in Eq. (2). 
The pressure distribution along the circumference of the bearing at the axial 

midsection is studied for two cases (∈ = 0, N = 100 and ∈ = 0.5, N = 100) and
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Fig. 9 Comparison of pressure distribution along circumference under rotation of journal 

compared with the reference case on concentric stationary journal (∈ = 0, N = 0) as 
shown in Fig. 9 When the journal is concentric, hydrodynamic action is not possible. 
Hence, it resulted in same pressure distribution as (∈ = 0, N = 0) case. When the 
journal is eccentric and rotating (∈ = 0.5, N = 100), the pressure distribution observed 
is plotted in Fig. 9. The pressure distribution in stationary and eccentric case (∈ = 
0.5, N = 0) given in Fig. 6 is replotted in Fig. 9. 

It is noted that when the journal is eccentric and under rotation, the peak pressure 
observed is 20–30° behind the attitude angle. A similar observation is noted in Fig. 9, 
where the peak pressure is observed between P4 and P1. The rotation also results in 
increase in pocket pressure P4, however results in a decrease in pocket pressure P2. 

Since the peak pressure observed is about 30° behind the attitude angle, the pres-
sure distribution in case of attitude angle (φ = 45◦) with rotation of journal is studied 
as shown in Fig. 10. It results in drastic increase in pocket pressure P1, due to hydro-
dynamic effect. Another observation is, when the speed is increased to ~ 200 rpm, 
the pocket pressure P1 increases beyond supply pressure (Ps). However, since the 
pocket pressure is assumed to lie between supply pressure and zero (as explained 
in Sect. 3.2), the constraint on the upper limit has to be relaxed when the journal is 
under rotation.
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Fig. 10 Effect of attitude angle on pocket pressure and pressure distribution along circumference 
under rotation of journal in HSB 

4.4 Effect of Rotation on Load Bearing Capacity 

The load capacity of the bearing is estimated when the journal is under rotation. The 
rotation of the bearing is given by a bearing parameter (ψ), which is given by 

ψ = 6μω 
Ps(C/R)2

(8) 

The load capacity and attitude angle of bearing under rotation is shown in Figs. 11 
and 12, respectively. For a given bearing number and eccentricity, the attitude angle 
is estimated where the ratio of Wy/Wx attains minimum. The results are comparing 
well with the results from the literature [5]. The non-dimensionalized load capacity(
W ∗ = W/

(
Ps R2

))
and attitude angle is observed to increase with increase in speed 

due to hydrodynamic effect of the bearing.
Thus, it was observed that even at the lower speeds, the pocket pressure in the 

bearings can be significantly altered by the pressure developed due to dynamic action 
of the rotor, resulting in enhanced load bearing capacity of the HSB.
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Fig. 12 Attitude angle as a function of bearing parameter

5 Conclusions 

A general 2D code is developed for solving Reynolds equations to obtain the pressure 
distribution in the hydrostatic bearing. The Reynolds equation is solved along with 
mass continuity equation in the bearing pockets. The conclusions from the study are 
the following:
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• With increase in the eccentricity of the HSB, the pocket pressure increases in one 
pocket and decreases in other three pockets. When there is no rotation, the pocket 
pressure is symmetric. 

• When there is rotation of the journal in eccentric condition, the pressure developed 
due to the dynamic action of the bearing alters the symmetric pressure distribution. 
When the attitude angle is 0°, the distortion in the symmetric pressure distribution 
is significant, whereas when the attitude angle is at 45°, the pressure distribution 
remains nearly symmetrical in four pocket hydrostatic bearing. 

• Due to the rotation of the journal, the load capacity of the bearing increases with 
increase in speed. The increase in speed also results in increase in pocket pressure 
at 20–30° behind the attitude angle, where the pressure exceeds the supply pressure 
of the bearing, resulting in flow reversal in the capillary. 

Acknowledgements The authors would like to acknowledge Director, Reactor Design and 
Technology Group for providing opportunity for pursuing the work. 

Nomenclature 

P Oil film pressure (Pa) 
h Film thickness of bearing (m) 
ω Speed (rad/s) 
μ Dynamic viscosity (Ns/m2) 
Ps Supply pressure (Pa) 
PRi Pocket pressure (Pa) 
α Over-relaxation parameter (–) 
dc Diameter of capillary (m) 
lc Length of capillary (m) 
Qin - Ri Mass flow entering the pocket (kg/(m2 s)) 
Qout - Ri Mass flow leaving the pocket (kg/(m2 s)) 
U Tangential velocity of rotor (m/s) 
W Load bearing capacity of bearing (N) 
β Concentric pressure ratio (–) 
φ Attitude angle (–) 
ALb Axial length of bearing (m) 
ALp Axial length of pocket (m) 
D Diameter of bearing (m) 
CLp Circumferential length of pocket (m) 
CL_b Circumferential length of bearing (m) 
NR Number of pockets (–) 
ψ Bearing parameter
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Discrepancy in Predicted Head Loss 
of Non-Newtonian Aqueous Suspension 
of Fly Ash with Two Different Yield 
Stress Values Obtained from Rheological 
Data 

Sambit Senapati, Vighnesh Prasad, Anil Dubey, and Alangar Sathyabhama 

1 Introduction 

Thermal power plants based in India generate huge quantities of coal ash (fly ash + 
bottom ash) to a tune of around 200 million tons per annum. The efficient disposal 
of these huge wastes still remains a concern from an environmental point of view. 
By adopting the wet disposal method, by making a slurry form of these solid wastes, 
they may be transported through pipelines at higher solids concentrations to save 
the precious water. According to a report notification on November 3, 2009, from 
the Ministry of Environment and Forests (MoEF) and climate change (CC), there 
was an urge for 100% disposal of fly ash in dry form for a gainful utilization that 
was to come to effect within 5 years, but as per the record available in a report from 
2020, 83% utilization has been effected so far [1]. In the context of slurry pipeline 
transportation, the correct estimation of head loss of ash-water suspension is quite 
important to negotiate the pumping pressure for commercial disposal of these solid 
wastes through ash slurry pipelines economically. The prediction of head loss for a 
non-Newtonian suspension may be carried out either by evaluating the head loss of 
the suspension using non-Newtonian head loss models from rheological data or by 
using scale-up methods proposed by Thomas [2]. It is indicated that pipe loop tests 
may be conducted in smaller pipe sizes (50–150 NB) for accurate prediction of head 
loss of aqueous suspension of the industrial wastes. The experimental pipe loops 
generally consist of 3 or 4 different diameters with the largest often being around 
150 mm. However, the scale-up prediction of head loss requires the availability
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of appropriate experimental pipe loop test facilities, huge quantity of samples for 
the experimental campaign, and moreover it is time-consuming. In this situation, 
the prediction of head loss from rheological data may be considered as a suitable 
proposition. 

The rheological flow characteristics of ash-water suspension at high solids concen-
tration have been investigated by many researchers [3–11]. The investigators have 
characterized the suspension behavior using non-Newtonian rheological models such 
as Bingham plastic model, power-law model and yield-pseudoplastic model. The 
yield stress parameter in a rheological measurement for high concentration suspen-
sions is quite vital, and accurate determination of this value may help for disposal 
system design and operating conditions predicting head loss of mineral slurry [12]. 
The yield stress is the minimum stress that must be applied to a sample in order 
to induce flow. This is quite important to pump start-up conditions. Mostly, two 
techniques are employed to determine the yield stress by direct measurement using 
a rotational rheometer. They are termed as stress–growth and creep-recovery. In 
the present study, the stress–growth method has been adopted to measure the yield 
stress at a very slow constant shear rate (0.01 s−1), and the resulting stress has been 
measured as a function of time. The yield stress parameter obtained from this method 
has been considered to predict the pressure drop using a non-Newtonian head loss 
model. Further, the yield stress value obtained from the linear fit of the shear stress– 
shear rate data was considered for predicting the head loss. The Bingham viscosity 
value obtained from linear plot of shear stress–shear rate data at a specified concen-
tration has been also used for head loss prediction in both cases. The discrepancy in 
predicted values of the head loss with two different yield stress values at different 
weight concentration of ash-water suspension has been analyzed and discussed. 

2 Materials and Methods 

2.1 Characterization Studies 

2.1.1 Particle Size Distribution (PSD) 

For the present analysis, the ash samples were collected from an Indian Thermal 
Power Plant. Their particle size distribution (PSD) was determined using a Laser 
Scattering Particle Size Distribution Analyzer named HORIBA LA-960. The data 
on PSD of the samples are plotted in Fig. 1. The median particle size (d50) of the  
ESP fly ash samples (mixed from all fields) was found to be 20.77 µm with d90 as 
148.2 µm and top size having 344.2 µm.
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Fig. 1 Particle size distribution of representative fly ash samples 

2.1.2 Determination of Material Density 

The particle density or mass per unit volume of any solid particles which is insoluble 
and heavier than water was determined by water displacement method using a specific 
gravity bottle or pycnometer. This density bottle is a narrow mouth glass bottle having 
a capillary stopper. A precision electronic balance having three decimal reading was 
used for accuracy with distilled water at a temperature around 25 °C. The ash samples 
of particle size with less than 75 µm was oven-dried for the determination of material 
density. First the empty weight (A) of a 50 ml capacity clean and dry density bottle 
with its capillary stopper was measured. Then, sample was poured into the bottle 
using a funnel approximately up to 1/3rd by bottle volume, and the weight of the 
bottle along with distilled water (B) was taken. After pouring distilled water into the 
bottle up to half of its volume, the bottle was swirled for a few minutes to ensure the 
removal of the entrapped air within the solid–water mixture. Then, more water was 
added up to the neck of the bottle and swirled again and again to ensure complete 
removal of air bubbles from the bottle. The bottle was then completely filled with 
water, and the suspended fine particles were allowed to settle down till the supernatant 
liquid became clear. Then, the stopper was slowly closed, and the excess water was 
allowed to escape through the capillary. The wetted portion of the bottle at the outer 
surface of the bottle was wiped properly with tissue paper and the weight (C) was  
noted down. Then, the bottle was emptied completely by throwing out the sample 
and was filled with water completely and the weight was taken (D). 

The material density (ρs) of the fly ash samples was then determined by using the 
following formula: 

ρs = B − A 
(D − A) − (C − B) 

(1)
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Table 1 Chemical analysis 
of the fly ash samples Element’s name % 

SiO2 56.01 

Al2O3 28.07 

Fe2O3 6.38 

CaO 2.19 

TiO2 2.09 

K2O 2.33 

MgO 0.92 

P2O5 0.66 

SO3 0.61 

SiO2 + Al2O3 + Fe2O3 90.46 

where A is the weight of empty bottle in grams, B is the weight of bottle + solids 
in grams, C is the weight of bottle + solids + enough water to fill the bottle in 
grams, D is the weight of empty bottle + water in grams, B − A is the weight of the 
sample in grams, and (D − A) − (C − B) is the weight of water displaced by the 
immersed solids in grams, which is equal to volume of water displaced in cc, since 
water density is 1 g/cc. The repeatability of density value was checked by taking 
three density bottles at a time, and the average of three density values was taken 
for all computations. The material density of the ash samples was determined to be 
2089.73 kg/m3. 

2.1.3 Chemical Composition 

Malvern Analytical WDXRF Zetium 4.0 kW by fusion method was used to obtain 
the chemical analysis of the ash sample, and the data on the elemental compounds 
present in the samples are given in Table 1. 

2.1.4 Maximum Static Settled Concentration (Sedimentation) Tests 

The maximum static settled concentration (CW-max) tests for the ESP fly ash samples 
were carried out to ascertain at which exact concentration the slurry starts to flow, 
thereby indicating the limiting maximum concentration beyond which the flowability 
of the ash slurry stops to occur. Initially, slurries were prepared at concentrations of 
55%, 60, 65, 70, 75 and 80 by weight for determining the CW-max values of the ESP 
ash samples. 

The slurry at a specific concentration was allowed to settle in a standard graduated 
cylinder for a long time (> 48 h) until the equilibrium condition was reached. The 
data obtained on CW-max values for the sample prepared are plotted in Fig. 2.
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Fig. 2 CW-max values of ash samples with initial slurry concentrations (Cw) 

It was indicated from Fig. 2 that the values of CW-max increased with increase in 
initial concentrations of the suspension for the fly ash sample and reached a maximum 
value of 80.6% by weight. This indicated that the mixed fly ash samples of ESP fields 
may be transported relatively at higher solids concentration of 70–75% by weight. 

2.1.5 pH of Ash-Water Suspension Samples 

Ash suspension samples were prepared in distilled water medium at a solids weight 
concentration of 70%. The pH of the suspension was measured using a ORION STAR 
A211 bench top pH meter (Thermo Fisher Scientific Water Analysis Instruments, 
USA) fitted with ROSS combination electrode specifically designed for mineral 
slurries. Prior to the measurement, the instrument was calibrated with standard buffer 
solution of values 4.01, 7.0 and 10.01 provided by the manufacturer. The calibration 
slope of the instrument was recorded which was found to be 95%, which is acceptable 
for accuracy of pH measurement. 

Then, the pH values of the sample were measured and recorded on hourly basis 
for a period of 5 h. The data on pH values with mixing time are presented in Fig. 3. It  
was observed that the instantaneous and final pH of the ash suspension sample were 
found to be 4.37 and 5.62, respectively.
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Fig. 3 pH variation of fly ash slurry sample with mixing time, Cw = 70% 

3 Rheological Studies 

The rheology for the ash suspension samples were conducted using a HAAKE Rota-
tional Rheometer (Model: Rheostress 1, Thermo Fisher Scientific) at solids concen-
tration range of 60–70% by weight. The rheometer consisting of a cylindrical sensor 
system Z with a collapsible beaker Z-43 and a rotor Z-41 was used for the rheological 
studies. Ash slurry samples were prepared in distilled water medium to obtain the 
required concentration (Cw). Each time, about 100 ml of slurry was prepared for the 
experimental studies. A high precision electronic balance was used so as to weigh 
the ash samples more accurately. In order to eliminate any possible attrition of the 
ash particles, the slurry samples were mixed slowly by a glass rod. Then, the cup 
was installed in the Rheometer and the ash suspension was poured into the cup. The 
shear rate was fixed in the range of 0–300 s−1 in the RheoWin 1 software, and grad-
ually the shear rate was slowly increased from 0 to the desired shear rate for 2 min. 
The rheological parameters such as viscosity and shear stress were measured under 
a controlled rate. The rheological experiments were carried out at room tempera-
ture of 30 °C which was maintained throughout the measurements. The variation in 
temperature was ± 0.1 °C through a constant circular bath connected to rheometer. 
The operation of the rheometer was carried out by a software HAAKE RheoWin 1. 
The rheological data for the ash slurry samples at various solids weight concentration 
were obtained in a computer screen which was recorded for analysis.



Discrepancy in Predicted Head Loss of Non-Newtonian Aqueous … 451

3.1 Measurement of Yield Stress by Stress–Growth Method 

The direct measurement of yield stress of the ash slurry samples in concentration 
range of 60–75% by weight was carried out by stress–growth method. A vane tool 
geometry was used for the measurement as it barely disturbs the samples at all upon 
insertion prior to testing and eliminates slippage as well. A very slow constant shear 
rate (0.01 s−1) was applied to the vane dipped in the aqueous suspension of the ash 
sample, and the final stress was measured as a function of time. The gradual building-
up of the stress within the suspension was observed. At a certain critical yield stress 
value, the applied stress surpasses the internal resistance within the sample and the 
suspension starts flowing. The yield stress was then evaluated as the maximum stress 
under the stress–time profile curve. 

4 Results and Discussion 

4.1 Rheological Behavior of Ash-Water Suspension 

The flow characteristics of the ash-water suspension sample indicated Bingham 
plastic behavior in the studied range of concentration (60–70% by weight). The 
shear stress (τ )–shear rate ( γ̇ ) data obtained for the fly ash samples in suspension 
concentration range of 60–70% by weight are plotted and are presented in Fig. 4. 

The flow behavior was non-Newtonian in the studied range of slurry concentra-
tions and was fitted to the well-known Bingham Plastic model:
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Fig. 4 Rheogram of ESP fly ash slurry sample at different weight concentrations 
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τ = τ0 + ηp γ̇ (2) 

where τ is the shear stress (Pa), ηp is the coefficient of rigidity or plastic viscosity 
(Pa s), γ̇ is the shear rate (s−1), and τ 0 is the yield stress (Pa). It was seen from Fig. 4 
that with increase in suspension concentration, the shear stress increases monotoni-
cally in the investigated range of shear rates. Thus, it is inferred that higher pumping 
pressure will be required to transport the ash suspension at higher solids concentra-
tion. The variation of stress measured as a function of time for the aqueous suspen-
sion of fly ash suspension in solids weight concentration of 60–75% are presented 
in Fig. 5a and b. 
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Fig. 5 a Direct measurement of yield stress by stress–growth method (Cw = 60–69%). b Direct 
measurement of yield stress by stress–growth method (Cw = 70–75%)
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Table 2 Rheological 
parameters obtained from 
rheological measurements 

Weight concentration (Cw%) τ 0 (Pa) τ 0sg (Pa) ηp (Pa s) 

60 0.097 0.076 0.031 

65 2.64 0.23 0.047 

68 3.03 0.8 0.072 

69 4.81 1.6 0.088 

70 11.87 2.28 0.092 

It was observed from Fig. 5a and b that the build-up stress within the sample 
gradually increased with time, and at a critical yield stress, the applied stress over-
comes the inherent resistance within the sample and the suspension starts flowing at 
a specified concentration. Besides, with increase in concentration of the suspension, 
the yield stress value increased and the yield stress value (τ 0sg) has been determined 
as the maximum stress in the stress–time profile curve as indicated by an arrow in 
Fig. 5a and b. Thus, it can be concluded that a certain amount of stress is required 
to break the flock structure in the ash-water suspension so as to induce flow. The 
rheological parameters such as τ 0, τ 0sg and ηp obtained for the ash suspension at 
different weight concentrations are presented in Table 2. 

4.2 Prediction of Head Loss 

The computation of frictional losses for aqueous suspension of fly ash in concentra-
tion range of 60–70% by weight in a 400 mm NB mild steel pipe was carried out by 
applying a non-Newtonian head loss model. The frictional losses of suspension in 
m of water per meter length of pipe (i) were computed by using Fanning equation 
given as 

i = 2ρm f V  2 

gDi ρw 
(3) 

where i is the head loss gradient of suspension (m of water per meter length of pipe), 
ρm is density of the ash suspension (kg/m3), ρw is the density of water (kg/m3), 
V is the flow velocity (m/s), Di is the internal diameter of the pipe (m), g is the 
acceleration due to gravity (m/s2), and f is the combined laminar–turbulent fanning 
friction factor. In order to compute the value of f , the following equation proposed 
by Darby et al. [12] was used. 

f = ( f m L + f m T )
1/m (4) 

where fL is the laminar friction factor and fT is the turbulent friction factor and m 
= 1.7 + 40,000/ReB. The head loss of ash suspension in the investigated range of 
concentration with slurry velocity range of 1.0–2.0 m/s was computed by using the
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rheological parameters as indicated in Table 2. The plot of head loss versus pipe flow 
velocity at different weight concentrations of the ash-water suspension in a 400 mm 
nominal bore pipeline considering the two different yield stress values is presented 
in Fig. 6a and b. 

It was observed from Fig. 6a and b that the head loss of ash suspension increased 
with increase in slurry concentration irrespective of the two different yield stress 
values considered for predicting the head loss. Due to very high value of yield stress 
evaluated from linear fit of shear stress–shear rate data, the head loss increased 
substantially at concentration of 70% by weight as indicated in Fig. 6a. 

The comparison of predicted head loss of aqueous suspension of fly ash at different 
pipe flow velocity with two different yield stresses are presented in Fig. 7a and b. It 
is indicated from the figure that there is a discrepancy in predicted head loss values 
when two different yield stresses have been considered during the evaluation of 
frictional losses of ash-water suspension. The difference in frictional loss values is 
quite prominent at higher solids concentration of 70% than 65% for the suspension.

Fig. 6 a Head loss of 
aqueous suspension of fly 
ash (yield stress value taken 
from linear fit of τ – γ̇ plot). 
b Head loss of aqueous 
suspension of fly ash (yield 
stress value taken from 
stress–growth method) 
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Fig. 7 a Comparison of 
predicted head loss of 
aqueous suspension of fly 
ash using two different yield 
stresses values (Cw = 65%). 
b Comparison of predicted 
head loss of aqueous 
suspension of fly ash using 
two different yield stresses 
values (Cw = 70%) 
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It was found that the percentage reduction in the predicted head loss values were in 
the range of 24–73% at higher solids concentration of 65 and 70% while computing 
the head loss of ash suspension using the yield stress value from stress–growth 
method. 

5 Conclusion 

The rheological characteristics of the aqueous suspension of ash was fitted well 
by Bingham plastic model at high solids concentration in the range of 60–70% by 
weight. The head loss predicted for the suspension was very much influenced by 
two different yield stress values obtained from rheological measurements. There is a 
considerable reduction in the predicted head loss of the ash suspension when the yield 
stress value obtained by stress–growth method was used. The low values of head loss 
predicted by using τ 0sg values from stress–growth method may be economical for 
designing ash slurry pipelines, whereas by using the τ 0 values obtained from shear 
stress–shear rate data overestimated the head loss of ash suspensions which may 
lead to overdesign of the slurry pump incurring higher capital expenditure. Thus, the
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discrepancy in the predicted head loss values may put a pipeline designer in dilemma 
to select appropriate slurry pump for efficient disposal of ash-water suspension at 
high solids concentration. 

Nomenclature 

τ Shear stress (Pa) 
ηp Coefficient of rigidity or plastic viscosity (Pa s) 
γ̇ Shear rate (s−1) 
τ 0 Yield stress (value from linear fit of τ – γ̇ data) (Pa) 
τ 0sg Yield stress (value taken from stress–growth method) (Pa) 
i Head loss gradient of slurry (m H2O/m) 
ρm Density of the ash suspension (kg/m3) 
ρw Density of water (kg/m3) 
V Flow velocity (m/s) 
Di Internal diameter of the pipe (m) 
g Acceleration due to gravity (m/s2) 
f Combined laminar–turbulent fanning friction factor (–) 
fL Laminar friction factor (–) 
fT Turbulent friction factor (–) 
ReB Bingham Reynold’s number (–) 
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Numerical Study of Plate-Fin Heat 
Exchanger for Cryogenic Application 

Margam Ramprasad and Manoj Kumar Moharana 

1 Introduction 

Plate-fin heat exchangers are one kind of compact heat exchangers which outperform 
in terms of heat transfer density compared to conventional heat exchangers. The 
compactness in design provides a large heat transfer area as its heat transfer surface 
area to total volume ratio is much higher than conventional heat exchangers. Compact 
surfaces help to gain desired heat exchanger performance (ratio of heat transfer to 
true mean temperature difference) for very low mass and volume. Plate-fin heat 
exchangers are widely used in cryogenic air separation, bigger refrigeration and 
air-conditioning systems, natural gas liquefaction, etc. 

The constructional details of an offset-strip fin heat exchanger are shown in Fig. 1. 
The heat exchanger consists of parallel parting plates or sheets, called primary 
surface, connected to each side by different geometry shapes of fins, also called 
secondary surface. The connection can be made by the dip brazing process or vacuum 
brazing process. Comparatively, thick sidebars are used to close the flow path on both 
sides of the fins along the flow direction. Fins not only act as a heat transfer medium 
but also give structural rigidity to the entire rig of the heat exchanger matrix.

The secondary surface transfers heat from the primary surface to the fluid stream. 
As fins connect two adjacent cover plates, conduction through the wall of fins 
happens in a parallel direction and the structure of the fin can generate the boundary 
layer and develops the local convective heat transfer. The herringbone type plate-fin 
heat exchangers, like offset-strip fin and wavy fin heat exchangers, give growth of 
boundary layer during the flow. 

Plate-fin heat exchangers are categorized as plain and straight fins, which involves 
plane, triangular and rectangular fins; herringbone fins which include wavy and
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Fig. 1 Constructional 
details of PFHE

obstructive type structure in the primary fluid flow direction, which improves convec-
tion heat transfer part; and serrated and perforated type which involves cuts and 
perforation in the fin wall itself. 

2 Literature Review and Objective 

Plate-fin heat exchangers are being produced since 1910 in the auto industry (copper 
fin brass tubes). In the 1940s, aerospace industries used aluminum. In the 1950s, 
aluminum is used in liquefaction applications for better mechanical characteristics 
at low temperatures. Kays and London [1] played the main role in developing compact 
heat exchangers. They developed different geometries of fins to reduce the size and 
weight of the plate-fin heat exchangers. 

An experimental analysis has been done by Wieting [2] for 22 rectangular offset-
strip fin heat exchangers for the characteristics of heat transfer and pressure drop, 
and proposed correlations for j factor and f factor. Mochizuki et al. [3] proposed 
correlations for j and f factors for interrupted fin surfaces and concluded that the 
offset-strip fin heat exchanger is more advantageous than slotted and plain straight 
fins. Manglik and Bergles [4] developed thermo-hydraulic tools for 18 offset-strip fin 
surfaces along with the correlations. Chennu et al. [5] proposed correlations for j and 
f factor of the offset-strip fin heat exchanger, which involves geometric parameters, 
and Reynolds number. Kim et al. [6] studied the blockage ratio in offset-strip fin heat 
exchangers and proposed a new correlation with a blockage ratio greater than 20%. 
Cao et al. [7] experimentally studied thermal performance of plate-fin heat exchanger 
using mixed refrigerants for a single stage cryogenic cycle. They made comparison 
of their experimental date with existing correlations. Kuchhadiya and Rathod [8] 
worked on the experimental investigation on crossflow plate-fin heat exchanger with 
offset-strip fins, they compared the result with different correlations as well. An 
experimental study has been done by Gupta et al. [9] to predict the effectiveness and 
performance of plate-fin heat exchangers at low-temperature ranges with variation
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in mass flow rate of liquid nitrogen to cool the high-pressure gas. Jiang et al. [10] 
experimentally studied pressure drop and heat transfer in different types of plate-fin 
heat exchangers (having perforated and offset-strip fins) using gaseous helium. They 
considered wide parametric variations. 

Jiang et al. [11] worked on the thermo-hydraulic characteristics of offset-strip fin 
heat exchangers for large-sized helium liquefiers or refrigerators by experiment and 
numerical simulation. It involves the parametric comparison of the Colburn factor, 
friction factor with different input parameters like inlet fluid temperature, Reynolds 
number, fin spacing, and fin thickness. Different correlations from CFD models have 
been included and compared. Jiang et al. [12] also proposed improvements in existing 
correlations for offset-strip fin heat exchangers using helium for different cryogenic 
applications based on their numerical and experimental study. They compared the 
same with the past correlations. 

Recently Gupta et al. [13] conducted systematic experimental study on cryogenic 
plate-fin heat exchangers. They believed that there are so many correlations available 
for cryogenic heat exchangers but doing experimental work need to study them 
practically. However, the advantages of the numerical method can be appreciated as 
it reduces time, cost, and material usage by compromising the accuracy of results 
within the permissible limits. 

From all the proposed and studied topics, and methods on plate-fin heat exchangers 
for cryogenic applications, it can be concluded that experimental analysis is needed 
to study the new fin types practically. However, there is a need for improvement 
in parameters like heat transfer and pressure drop, and taking care of effects like 
longitudinal heat conduction, flow maldistribution, heat leakage, and fluid property 
variation concerning temperature. The parametric analysis is more beneficial by using 
numerical methods than experimental methods as we can easily change the geomet-
rical structure, flow conditions, and temperature ranges in numerical approach by 
compromising accuracy level. Considering all effects, an improved and comparative 
numerical solution of plate-fin heat exchangers for cryogenic applications has been 
proposed. 

3 Methodology 

3.1 Geometry 

The fin geometry considered herein can be described by the following parameters: 
fin height (h), fin space (s), fin wall thickness (t), fin length (l), and parting plate 
thickness (b). An offset-strip fin heat exchanger as described in Yang et al. [14] has 
been considered for this study. The non-dimensional geometry parameters are as 
follows: 

α = s/h; γ = t/s; δ = t/ l (1)
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Fig. 2 Offset-strip fin heat exchanger 

The adopted values of geometry parameters according to the non-dimensional 
parameters are α = 0.3149; γ = 0.1; β = 0.025, h = 6.35 mm; s = 2 mm; t = 
0.2 mm; l = 8 mm. The hydraulic diameter Dh is defined as (Fig. 2): 

Dh = 4l(h − t)(s − t) 
2(l(h − t) + l(s − t) + t (h − t)) + t (s − 2t) 

(2) 

Considering the existence of periodicity in the geometry, the computational 
domain is considered as shown in Fig. 3. Different fin materials such as copper, 
Al 1100, Al 3003F, brass, and stainless steel 304 is used in the numerical simulation. 
Nitrogen (gaseous as will in liquid form) is used as the working fluid. The thermos-
physical properties of nitrogen as given in Leachman et al. [15] is considered in the 
numerical simulation, which is shown in Table 1 and Fig. 4. 

3.2 Mathematical Model 

Numerical simulation has been carried out using ANSYS Fluent® with the following 
assumptions: (i) fluid flow and heat transfer in steady-state, (ii) there is no phase trans-
formation, (iii) interfacial thermal resistance between fluid and solid is negligible, 
(iv) heat loss by thermal radiation and natural convection are negligible, and (v) flow 
maldistribution is negligible.

Governing equations: 
The governing differential equations considered in the numerical simulation are 

the following: 
Continuity equation
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Fig. 3 Computational domain 

Table 1 Properties of working fluid 

Property Liquid nitrogen (LN1) Liquid nitrogen (LN2) Gaseous nitrogen (GN) 

T ref (T in ~ Tw) 65.5 K 
(65–66 K) 

77.5 K 
(77–78 K) 

77.5 K 
(77–78 K) 

Pref (MPa) 0.3 0.3 0.05 

ρ (kg/m3) 858.03 805.93 2.2196 

Cp (J/kg K) 2002.6 2040 1077.15 

kf (W/m K) 0.16879 0.14478 0.0071205 

μ (Pa s) 0.00027598 0.00016031 5.4132E−06 

Pr 3.2749 2.2586 0.8189 

Fig. 4 Thermal conductivity 
of fin material varying with 
operating temperature
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Fig. 5 Schematic representation of boundary conditions used in the computational domain 

∂ui 
∂ xi 

= 0 (3)  

Momentum equation 

∂ 
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)
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∂xi 
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Energy equation 

∂ 
∂xi 

(ρui T ) = 
∂ 

∂xi

(
μ 
Pr 

∂φ 
∂xi

)
(5) 

Boundary conditions: Constant temperature boundary condition is considered 
over the parting plate. Velocity inlet and outflow conditions are considered at the 
inlet and outlet, respectively. The periodic boundary condition is considered on both 
sides of the solid and fluid surfaces. The temperature difference between cover plate 
and fluid is not more than 1 K (Fig. 5). 

3.3 Data Reduction 

The study’s outcomes are observed in terms of outlet temperature, total heat transfer 
rate, average velocity at the outlet, and pressure drop. To analyze heat transfer and 
pressure drop behavior, j and f factors have been considered. The following math-
ematical relations are used for data reduction. The logarithmic mean temperature
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difference between the cover plate and the fluid domain is

	TLMTD =
(
Tbase − Tbulk,in

) − (
Tbase − Tbulk,out

)
ln

(
Tbase−Tbulk,in 
Tbase−Tbulk,out

) (6) 

The overall heat transfer coefficient is given by: 

U = Q 

A	TLMTD 
(7) 

The fin efficiency is expressed as: 

η f = 
tanh(mh/2) 

mh/2 
(8) 

where m = √
2hc/kst . The surface fin efficiency ηo for the fin channel is 

ηo = 1 − 
Asec 

A

(
1 − η f

)
(9) 

Average heat transfer coefficient hc is 

hc = 
1 

η

[
1 

U 
− 

b 

ks 

A 

2Aw,cp

]−1 

(10) 

The Nusselt number, Reynolds number, and Prandtl number are given by 

Nu = 
hc Dh 

k f 
(11) 

Re = 
GDh 

μ 
(12) 

Pr = 
μCp 

k f 
(13) 

The f factor and j factor are given by 

f = 	PDh 

2ρLv2 
avg 

(14) 

j = Nu 

Re Pr1/3
(15)
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Fig. 6 Grid-independent test 

3.4 Meshing 

Standard grid independence test procedure is adopted for finalizing the optimum 
grid size for every geometry under consideration in this study. A grid-independent 
test has been conducted by considering face size as 0.18 mm for different y+ values 
concerning the j and f factor. The grid-independent test was carried out for aluminum 
99% with liquid nitrogen as working fluid, and the values of f and j factors with 
varying y+ are presented in Fig. 6. The percentage error for j and f factors at y+ = 
1.5 are 2.0437 and 1.0494, respectively while at y+ = 1.0 are 0.0693 and 1.0494, 
respectively. Based on this, y+ = 1.5 has been considered. 

3.5 Setup and Model Validation 

For the pressure velocity coupling, the SIMPLE method has been adopted. In controls, 
relaxation factors have been changed by trial-and-error method to converge the solu-
tion. For momentum and energy, second-order upwind method was chosen. The 
convergence criteria considered for continuity and momentum equations is less than 
10–6 and for energy equation it is less than 10–8. The present model has been validated 
with five correlations of j and f factor as shown in Figs. 6 and 7. Upon validation, the 
maximum and minimum percentage of errors are 11.82% and 0.01%, respectively.
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Fig. 7 Model validation for a j factor b f factor 

4 Results and Discussion 

Three-dimensional numerical conjugate heat transfer analysis of plate-fin heat 
exchanger is carried out consisting of offset-strip fin channels. The fin material 
conductivity is varied by considering five different solid materials: SS304, Al1100, 
Al3003F, Brass, and copper. The flow Re is varied in the range of 50–1000. The vari-
ation of f and the j factor along with average Nusselt number and overall efficiency 
with varying solid material conductivity, flow Re for nitrogen as the working fluid at 
three states is numerically simulated using commercially available Ansys Fluent®.
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4.1 Model Validation 

The value of j and f factor for varying Re in the range of Re = 500–1000 is numer-
ically evaluated and compared with existing correlations as shown in Fig. 7a and b, 
respectively. As can be seen in Fig. 7a and b that the present numerical prediction 
for both j and f are in good agreement with existing correlation. 

4.2 Effect of Fin Material Conductivity 

It is observed that Nusselt number is increasing with increasing fin material conduc-
tivity as can be seen in Fig. 8a. However, the rate of increase in Nu with fin material 
conductivity is decreasing with increasing fin conductivity. The increase in Nu with 
fin material conductivity is higher for liquid nitrogen (LN1) and lower for gaseous 
nitrogen (GN). The change in Nusselt number with respect to fin thermal conduc-
tivity for gaseous nitrogen is comparatively low than liquid nitrogen (LN1, LN2). At 
lower fin material conductivity, gaseous nitrogen (GN) yields higher Nu compared 
to liquid nitrogen (LN1 and LN2). However, at higher fin material conductivity, the 
LN1 yield highest Nu followed by LN2 and GN, i.e., NuLN1 > NuLN2 < NuGN.

Overall efficiency of gaseous nitrogen is found to be higher compared to liquid 
nitrogen (LN1, LN2). Secondly, the overall efficiency is found to be increasing with 
fin material conductivity for both gaseous and liquid nitrogen (GN, LN1, and LN2). 
However, the curve getting flattened with increasing fin material conductivity (Fig. 9).

4.3 Effect of Prandtl Number Under Varying Flow Re 

The effect of Prandtl number on Nusselt number, overall efficiency and j factor for 
varying flow Re is presented in Figs. 10, 11, and 12 respectively, by considering 
LN1, LN2, and GN as the working fluid corresponding to Prandtl number value of 
3.274, 2.259, and 0.819, respectively. It is found that Nusselt number is increasing 
while overall efficiency and j factor is decreasing with increasing flow Re. However, 
the rate of decrease in overall efficiency with flow Re for GN is very small, which 
can be observed in Fig. 13.

Next, it is observed that Nusselt number at any flow Re is increasing as Prandtl 
number is decreasing. Secondly, the rate of increase in Nu with Re is higher for LN1 
and lower for GN. Again, overall efficiency of gaseous nitrogen is higher compared to 
liquid nitrogen (LN1, LN2). j factor increases as Pr increases, and j factor decreases 
with increase in Re.
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Fig. 8 Variation of a Nusselt number b overall efficiency with thermal conductivity of solid

4.4 Effect of Flow Re on j and f Factor for Different Fin 
Material 

It has been observed that f factor is not affected by the fin material, but may be 
affected by the temperature-dependent properties of fin material. j factor is increasing 
as thermal conductivity of fin material increasing.
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Fig. 9 Variation of 
a j factor b f factor with 
thermal conductivity of solid

Fig. 10 Variation of Nusselt 
number with flow Re for 
different Pr

5 Conclusions 

In this work, an offset-strip plate-fin heat exchanger has been adopted with five 
different fin materials and three different states of Nitrogen as the working fluid. 
The simulations are done for Re = 50 to 1000 with varying temperature ranges of 
primary fin cover plate.
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Fig. 11 Variation of overall 
efficiency with flow Re for 
different Pr 

Fig. 12 Variation of j factor 
with Re for different Pr

1. From the study of considering temperature-dependent fluid properties with three 
different temperature ranges (i.e., 1, 2, and 3 K), it has been concluded that there 
is no significant variation in overall efficiency, and j factor. However, there is 
small decrease in Nu and f factor as temperature difference increasing. 

2. For Pr < 1, considered output parameters like Nu, overall efficiency, f factor, 
and j factor are almost constant as thermal conductivity of fin material changes 
except at the thermal conductivity ranges below 50 W/m K. 

3. As thermal conductivity increases the Nu, overall efficiency, and j factor are 
increasing rapidly for Pr > 1, but the increment is comparatively very small for 
Pr < 1. 

4. At a particular Re, as Pr increases Nu increases, but as thermal conductivity of fin 
material decreases below certain values with respect to Pr, the same phenomenon 
will be inverted. For remaining parameters there is no such behavior. 

5. Overall efficiency with Pr < 1 is almost independent of Re, whereas with Pr > 1 
it decreases as Re increases. 

6. The f factor is independent of the thermal conductivity of fin material and the 
Prandtl number of working fluids.
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Fig. 13 Variation of 
a f factor b j factor with flow 
Re

7. For j factor, it increases as thermal conductivity increases and Prandtl number 
decreases. 

8. From the results and observations, it can be concluded that the offset-strip fin heat 
exchanger is having high overall efficiency, low pumping power requirement, the 
high-temperature difference from outlet to inlet, and high heat transfer per unit 
mass flow, at low Re, and having high heat transfer rate, and high pumping power 
requirement, at high Re. 

Nomenclature 

A Total heat transfer area (m2) 
Aw , cp Cover plate area (m2) 
Asec Secondary surface fin area (m2) 
Cp Specific heat at constant pressure (J/kg K) 
G Mass flux (kg/m2 K) 
hc Mean heat transfer coefficient (W/m2 K)
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K Turbulent kinetic energy (m2/s2) 
kf Thermal conductivity of fluid (W/m K) 
ks Thermal conductivity of solid (W/m K) 
T bulk Bulk temperature of fluid (K) 
T base Base temperature (K) 
ε Dissipation rate of k (m2/s3) 
φ General-dependent variable (–) 
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Instantaneous RUL Prediction 
of a Two-Stage Force Feedback 
Electro-hydraulic Servo Valve (EHSV) 

Pratik Punj and Md Adil 

1 Introduction 

Electro-hydraulic servo valve (EHSV) is one of the most powerful control devices as 
an outcome of the coupling between electronics and hydraulic power system. They 
are used to control almost all the hydraulic parameters such as the pressure, pressure 
difference, angular speeds, etc., with very high precision and speedy responses which 
makes them highly useful in aviation control system and other sophisticated system 
which requires high precision and reliability. The most hydraulic fluid used in EHSV 
can be classified into jet fuel (fuel oil), hydraulic oil and phosphate ester hydraulic 
oil. 

The life span and reliability of EHSV is very vulnerable to the external factors 
like contamination of hydraulic fluid which leads to the erosion and abrasive wear 
of the components [1]. Particle erosion wear is ubiquitous while EHSV is operating 
and is the leading cause of failures [2]. From technical research in this field, it was 
found that due to the presence of impurities in the circulating hydraulic fluid, the 
sharp edges of the valve components are washed out, resulting in increased internal 
leakage flow, input current hysteresis and null leakage, as well as a decrease in 
input current threshold, pressure gain and gain linearity [3]. Much research has been 
done qualitatively by analysing the erosive wear (and manufactured geometric error) 
for the degraded performance of sliding spool [4–6]. Xin Fang established a set of 
physics-of-failure models for particle erosion wear of EHSV [7], which can help 
to design an EHSV with high reliability and long life. Ashok K. Singhal created 
the mathematical basis of the full cavitation model, which showed the effect of 
cavitation on the service life of hydraulic machines [8]. Yuanbo Chu proposes a

P. Punj (B) 
Department of Mining Machinery Engineering, IIT (ISM) Dhanbad, Dhanbad, India 
e-mail: pratik26punj@gmail.com 

M. Adil 
Department of Mechanical Engineering, Jadavpur University, Kolkata, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 6, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-5755-2_45 

475

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5755-2_45&domain=pdf
mailto:pratik26punj@gmail.com
https://doi.org/10.1007/978-981-99-5755-2_45


476 P. Punj and M. Adil

dynamic erosion wear characteristics analysis and service life prediction method in 
which the structural feature and working principle of the nozzle flapper pressure 
valve are analysed using the brake cavity as the load blind cavity [9]. Wallace MS 
demonstrated the ability of computational fluid dynamics techniques to study and 
predict the rate of solid particle erosion in industrially relevant geometries using an 
Eulerian–Lagrange model of flow in combination with empirically developed mass 
removal equations to study erosion in valve components in aqueous slurry flows [10]. 
Paolo Tamburrano et al. 2019 in his paper discussed the operating principle and the 
analytical models to study EHSV and reported the performance levels using CFD 
analysis along with the use of smart materials, which aim to improve performance 
and reduce cost were also analysed in detail [12]. 

This paper is focused on determining the remaining useful life (RUL) of the EHSV 
due to erosion wear by studying the nature of the volume flow rate collected through 
return oil port and then using a machine learning algorithm to determine the RUL 
of any new similar EHSV at any instant. The volume of return oil is a contribution 
from three sources: discharge through flapper nozzle assembly, discharge through 
radial clearance between spool and valve casing and due to the fillet at spool lands 
and casing ports. 

2 Methodology 

The mathematical model helps to analyse the effect of erosion wear on the compo-
nents geometrical structure and how this change effects the overall performance of the 
valve, so that the degradation of performance can be linked to its life cycle. Figure 1 
shows the schematic diagram of a two-stage force feedback EHSV. It consists of two 
parts namely a pre-amplifier stage that consists of moving-iron torque motor and 
double nozzle-flapper valve, and a slide valve power amplifier stage.

The armature is supported by spring and is evenly spaced between the upper and 
lower permanent magnets. The flapper is evenly spaced between the two nozzles. 
The main spool of the EHSV, which is in the neutral position, has no output. 

When Δi is supplied as the electrical input control current to the armature coil, 
the armature assembly deflects out of position and the flapper moves out of its centre 
position, blocking flow from one of the nozzles, and due to flow accumulation in the 
corresponding nozzle, there is a generation of a pressure differential across the spool 
ends will cause the spool to move from its zero or zero position, opening the EHSV 
and outputting the appropriate pressure and flow [11]. Reversing the direction of flow 
correspondingly reverses the direction of flow pressure since valve output magnitude 
and armature deflection angle are proportional to electric current. In Fig. 1, the  i1, i2 
are the input control currents; P1, P2 are the respective pressures at the spool ends; 
Ps is the supply oil pressure; PA, PB are the respective load pressures at ports A and 
B; Po is the pressure of the return oil port. 

As discussed above, the main contributor in the volume collected at the return oil 
port are as follows:
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Fig. 1 Schematic diagram of a two-stage electro-hydraulic servo valve [11]

• Leakage flow through nozzle jets 
• Leakage flow due to the clearance between spool and sleeve 
• Leakage flow due to increase in fillet radius at spool lands and valve ports. 

The mathematical models of each of these are discussed below. 

2.1 Flow Through Nozzle Jet 

From Fig. 2, it is clear that the maximum leakage flow through nozzle exists at the 
zero position also called as the null position of the flapper. The flow loss and power 
loss decrease with the change of flapper position.

In Fig. 2, Qa, Qb are flow through restrictor a and b, respectively; Qs be the 
supply flow into the valve; Q1, Q2 be the respective flow through the nozzles 1 and 
2, respectively; A is the axial area of the spool land, and U is the velocity with which 
spool moves. Then 

Qs = Qa + Qb (1) 

Qa = Q1 + AU (2)
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Fig. 2 Flapper nozzle amplifier used to move spool [11]

Qb = Q2 − AU (3) 

Since restrictor a and b are orifices, then the flow through them (Qa, Qb) are as 
follows: 

Qa = Cdo · Ao 

/
2(Ps − Pa) 

ρ 
, Qa = Cdo · Ao 

/
2(Ps − Pb) 

ρ 
(4) 

and flow through nozzles 1 and 2 (Q1, Q2) are as follows: 

Q1 = Cdn · An1 

/
2Pa 
ρ 

, Q2 = Cdn · An2 

/
2Pb 
ρ 

(5) 

as shown in Fig. 3, 

Ao = 
π 
4 
d2 
o (6) 

An1 = πdn(xo − x) (7) 

An2 = πdn(xo + x) (8) 

xo = nozzle flapper clearance at null position, 
do = diameter of restrictor orifice, 
dn = diameter of nozzle.

While in operation the movement of spool is very small and slow so, we can 
neglect its effect, i.e. taking AU = 0, then Qa = Q1 = Q2 = Qb. This leads to 

Pa = 1 

1 + z(1 − x)2 
and Pb = 1 

1 + z(1 + x)2
(9)
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Fig. 3 Flapper nozzle 
schematic

where Pa = Pa Ps 
; Pb = Pb Ps 

; x = x 
xo 
; z = 16

(
Cqn 

Cqo

)2(
dn 
do

)2(
xo 
do

)2 
. 

So, the pressure differential is

ΔP = Pa − Pb = 4zx[
1 + z(1 − x)2

][
1 + z(1 + x)2

]
and the total flow loss through the two nozzles are as follows: 

Ql = (1 − x) √
1 + z(1 − x)2 

+ (1 + x) √
1 + z(1 + x)2 

(10) 

At null position, i.e. x = 0, ΔP = 0, then Pa = Pb = 1 
(1+z) and the null pressure 

gain = dΔP 
dx = 4z 

(1+z)2 
. 

The maximum null gain is obtained at z = 1 which suggest that at null pressures 
Pa = Pb = Ps 

2 and Ql =
√
2 = 1.414. The total leakage flow due to the flapper– 

nozzle assembly is 

Qln = Ql · kn (11) 

where 

kn = Cdn · πdnxo 
/
2Ps 
ρ 

. (12)
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From the earlier research works, it is reasonable to select the nozzle flow coef-
ficient (Cdn) to be 0.62 and the orifice flow coefficient (Cdo) to be of value 0.79. 
The orifice diameter generally varies between 0.15 and 0.4 mm, nozzle diameter 
varies between 0.45 and 0.7 mm, and the flapper clearance varies very little around 
0.03 mm. 

2.2 Flow Through Radial Clearance of Spool Valves 

Due to the sliding of spool, the erosion wear occurs and the radial clearance between 
spool and sleeve increases with time resulting in the increase of leakage flow through 
the return port. Considering the valve set are ideal and there only a radial clearance 
exist as shown in Fig. 4 and when the load flow is zero, the maximum leakage flow 
can be expressed by a mean flow, which is laminar when the flow is through the 
sharp-edged orifices. 

So, the leakage flow through the radial clearance can be expressed as 

Qc = 
π Wc2 

32μ 
· ΔP (13) 

where W = nw = total port area gradient, w is the single port area gradient, μ is the 
dynamic viscosity of the hydraulic fluid, ΔP is pressure between the spool, c is the 
radial clearance. 

At null position flow through each orifice is Qs 

2 and pressure drop is 
Ps 
2 . Then 

Qc = 
π Wc2 

32μ 
· Ps (14)

Fig. 4 Spool with radial 
clearance only 
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2.3 Leakage Flow Due to Spool Valve Fillet 

Due to the manufacturing limitations, even a new spool valve has a rounded corner 
or fillet at its edges and cannot go below 0.5 µm of fillet radius. Due to the flow 
recirculation, cavitation and erosion wear due to contaminated fluid, these sharp 
edges wear out and the fillet radius increases with time. Considering only rounded 
corners of equal radius and zero radial clearance as shown in Fig. 5, the orifice length(
l f

)

l f =
/

(2r )2 + (2r )2 − (2r ) (15) 

And the leakage flow through them is as follows: 

Q f = 
π Wl2 f 
32μ 

· Ps (16) 

The leakage flow through the combination of both clearances as well as valve 
fillets is the following: 

Q f c  = 
π Wl2 

32μ 
· Ps (17) 

where l =
√

(2r + c)2 + (2r )2 − (2r) as  shown in Fig.  6. So, the total flow rate 
through the return oil port is given by: Qr = Qln + Q f c. 

3 Using ML Model for Instantaneous RUL Prediction 

Using the above relations, a data sheet is created that contains the values that varies 
with time. Then, this data sheet if fed to a ML algorithm which is then used to calculate 
the instantaneous RUL. The predictors are return oil flow rate, supply pressure, fluid 
density and viscosity while the response is the time. This predicted time is used to 
calculate the RUL by subtracting it from the time of failure at that supply pressure, 
density and viscosity. The algorithm of the ML model is explained in Fig. 7.

From the data sheet created the predictor and response is selected and is split 
into training and testing dataset. Training data is fed to KNN Regressor with 1 
neighbour and then training and testing RMSE is calculated. If the RMSETest < 
RMSETraining, then the model can be used for making prediction on new sample and if 
RMSETest > RMSETraining then the number of neighbours is increased until RMSETest 

< RMSETraining. Now, this final ML model is used to calculate the instantaneous RUL 
with the new sample in the same sequence as that of predictor.
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Fig. 7 KNN regression 
model for prediction RUL 

Fig. 6 Spool with both 
radial clearance and worn 
orifice
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Fig. 5 Spool with worn orifice only

4 Simulation and Results 

To proceed with the simulation and finding the variation and dependency of fillet 
radius, radial clearance as well as the failure time of the valve, the parameters are 
obtained with reference to the research article [7]. The data are as follows: 

Parameter Marks Value 

Discharge coefficient of nozzle Cdn 0.62 

Supply pressure Ps 100–210 bar 

Hydraulic fluid density ρ 850 kg/m3 

Dynamic viscosity of hydraulic fluid μ 0.01257 kg/m s 

Slot orifice length w 2.641 mm 

Total slots length W 10.564 mm 

Nozzle inner diameter dn 0.5 mm 

Radial clearance of spool and sleeve c 2.2 mm 

Clearance between nozzle and flapper xo 0.03125 mm 

Threshold value of internal leakage flow Q'
r 2.5 lpm 

Initial fillet radius is increased by the reverse flow and the presence of cavitation 
which results in the contamination of hydraulic fluid and there is rapid increase
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of the fillet radius due to the fluid contamination. So, a quadratic relation between 
fillet radius and time is assumed according to the data from research article [7]. The 
relationship is as follows: 

r (t) = 1.75 × 10−6 t2 + 0.001t + 0.604 

With the increase in fillet radius and fluid contamination, the radial clearance also 
increases. For this assuming a linear relationship with the increase in fillet radius: 

c = 0.477r + 1.9136 

Due to the fluid contamination, the nozzle diameter also increases (although very 
small). Considering the linear relationship of increase in nozzle diameter with time 
as: 

dn = 3.513 × 10−5 t + 0.5 

Putting the above three equations, the final return oil flow rate for different supply 
pressures is as shown in Fig. 7. The plot shows the quadratic relationship with time 
for the return oil flow collected form return oil port, although the nature is not 
accurate as that of the actual data collected from the return oil port which shows the 
linear dependency of return oil flow with time. The comparison is shown in Fig. 8 
at 210 bar supply pressure. Although a lot of variation is present in middle portion 
at the threshold value of 2.5 lpm (as per the design), the MM (Mathematical model) 
reached the threshold before the actual with RMSE of 0.41. 

Using the above data, a database (shown in Fig. 10) is created with time, return 
oil flow rate, supply pressure, density of fluid, dynamic viscosity of fluid, and with 
the use of machine learning tool KNN regression, with return oil flow rate, supply

Fig. 8 Comparison of return 
oil flow at different supply 
pressures as per 
mathematical model 
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pressure, fluid density, dynamic viscosity, as predictors and time as response, the 
instantaneous RUL can be calculated taking in account the time required to reach the 
threshold return oil flow volume (3.0 lpm) for the particular supply pressure. The R2 

score of the KNN regression with 2 neighbours is 0.999448297. 

5 Conclusions 

Using the nonlinear variation of wear with time, a mathematical model is created 
above to estimate the contribution of different sources in the return oil flow rate 
collected from the port in EHSV. Although the plot from Fig. 9 shows that the flow 
rate calculated by MM varies quadratically with time, the actual flow rate is showing a 
linear relationship but still both showed the same failure time. A database is created 
using the data from MM at different supply pressures, and a ML model is used 
to predict the instantaneous RUL by using the required data from the new EHSV 
(Fig. 10). 

Fig. 9 Comparison between actual and predicted with mathematical model 

Fig. 10 Datasheet for ML modelling
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Fig. 11 Instantaneous prediction of RUL using ML model in python

A robust model can be created by collecting experimental return oil flow data at 
different supply pressure, density of working fluid, dynamic viscosity of fluid and 
then creating the database using the ML prediction on those data and then with the 
help of another ML model predicting the instantaneous RUL (Fig. 11). 

Nomenclature 

QS Supply flow into valve (lpm) 
Qa, Qb Flow through restrictor (lpm) 
A Axial area of spool (mm2) 
Ao Area of orifice (mm2) 
An Area of nozzle (mm2) 
U Spool velocity (mm/s) 
w Single port area gradient (mm) 
do Diameter of restrictor orifice (m) 
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Inter-Code Comparison Exercise 
for Predicting Transient Helium 
Distribution in a Scale Down 
Containment Facility, CSF 

B. Gera, Nandan Saha, Aditya Karanam, P. K. Sharma, I. Thangamani, 
Shubham Mishra, P. Goyal, A. Dutta, V. Verma, and J. Chattopadhyay 

1 Introduction 

In case of severe accident in water-cooled nuclear power reactors, hydrogen may get 
released into the nuclear containment due to metal–water reaction. This hydrogen 
may form combustible mixture and pockets in some local zones. Hydrogen is 
combustible above 4% v/v in dry air. Steam which create inert atmosphere is also 
present in the containment but due to operation of sprays or containment coolers, the 
steam may get condensed and in certain zone, flammable mixture may be formed. 
Passive autocatalytic recombiners are being deployed in the containment of Indian 
reactors to manage the released hydrogen. In order to find the suitable locations and 
required numbers of recombiners, the detailed three-dimensional (3D) local distri-
bution of hydrogen must be known. This requires the use of CFD codes. However, 
the CFD code should be validated before doing such exercises. 

Hence, there is a need to have experimental data on hydrogen distribution 
behaviour in multi-compartment geometry. It is practically impossible to conduct 
experiments at actual rector containment scale. Various containment facilities, 
ranging from small to medium scale, have been commissioned worldwide to conduct 
containment safety-related experiments. Some of the important facilities are PANDA 
[1], MISTRA [2] and THAI [3], etc. One multiple compartment scaled contain-
ment facility (Containment Studies facility (CSF)) has been commissioned at BARC, 
Trombay to conduct containment thermal hydraulic and safety-related experiments.
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In this facility, helium (in place of hydrogen due to safety reason) distribution exper-
iments have been conducted. Before conducting the experiments, blind CFD simu-
lation exercise has been carried out. Results of this blind exercise are presented in 
this paper. 

Various 3D transient CFD simulations of hydrogen distribution for containment 
scale geometry with or without validation are available in the literature [4–7]. Efforts 
are being made all over the world for developing and use of sophisticated contain-
ment codes with 3D capabilities for simulation of hydrogen behaviour, i.e. hydrogen 
distribution, recombination and combustion [8, 9]. 

In the present work, four different CFD codes have been utilised for performing 
simulation for helium distribution in the CSF geometry. The details of the CSF, 
experiments and details of various parameters used by different participants, their 
predictions and differences in results are explained in the present paper. 

2 Problem Description and Modelling 

Containment Studies Facility (CSF) [10] is approximately 1:250 volumetrically 
scaled down model of a standard 220 MWe Indian Pressurized Heavy Water Reactor 
(PHWR) containment system. CSF consists of three levels above ground representing 
V1 region and a basement. The basement, which is a single compartment represents 
the V2 volume of Indian PHWR. This V2 volume are connected to the ground floor 
of V1 volume through several vent pipes. In this present study, only V1 volume 
is considered due to non-participation of V2 volume in the hydrogen distribution 
during accident condition. Schematic view of the V1 volume considered for the 
analysis is shown in Fig. 1. Since hydrogen is released in fuelling machine vault, the 
CSF volume above the floor of injection room is considered for helium distribution 
experiments. The entire V1 volume consists of ten compartments as shown in Fig. 2. 
These compartments in total represent the scaled down V1 volume of Indian PHWR.

CSF is a multi-compartment containment structure having internal diameter of 
5.7 m and height of 7.15 m as shown in Fig. 2. It has two compartments (R1 and R2) 
with a height of 2.5 m in half cylindrical shape at the ground floor representing fuelling 
machine vaults with another annular compartment R10 surrounding them. There are 
two compartments at first floor, directly above R1 and R2 and these quarter cylin-
drical rooms R3 and R4 represents steam generator vaults and pump rooms. Above 
second floor, the entire dome shape area is representing containment dome (R7). 
The height of each floor with other relevant dimensions is shown in Fig. 2. Different 
compartments of CSF are interconnected through several openings as shown in Fig. 1. 
Openings between R1 and R2 are closed in all the simulations as the fuelling machine 
vaults are isolated in actual case so that helium can only escape through top hori-
zontal opening between R1 and R3. All the vent pipe openings (connecting V1 to 
V2) are closed. R1 and R2 are connected to R3 and R4, respectively with individual 
openings. The R3 and R4 compartments are connected to the dome and also to the 
compartment R5 and R6 (situated between R3 and R4 with dome at the top) via three
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Fig. 1 3D geometry of CSF

openings each. The annulus behind R3 and R4 are termed as R8 and R9, respectively. 
The total internal volume of the V1 region of CSF is approximately 150 m3 

In this present study, two cases of helium distribution in CSF are simulated with 
different CFD codes and their predictions are compared among them. The details 
of helium injection for the simulated cases are presented in Table 1. The helium is 
injected in the R1 compartment with regular injection position (elevation 1170 mm) 
as depicted in Fig. 1. The injector size is 0.2 m × 0.2 m. In both the cases, the 
total helium injected is equivalent to the homogeneous concentration of 8% v/v of 
the entire V1 volume. Simulations have been carried out for a sufficiently long time 
after injection to study the mixing in diffusion phase also. The results of helium 
concentrations are compared at different locations. Only selected important location 
data have been presented and compared here. The coordinates of the monitoring 
points are provided in Table 2.

For inter-code comparison exercise, fast and slow injection cases have been simu-
lated and compared with different codes results. CFD codes used are, i.e. FLUIDYN, 
CFD-ACE+, FDS (Fire Dynamics Simulator) and OPEN-FOAM by various partici-
pants. In all the cases, complete 3D simulations are carried out in the computational 
domain as shown in Fig. 1. All the participants have used different meshing, time step, 
numerical models and solution methods as per their understanding of the problem. 
The details are provided in Tables 3 and 4, respectively.
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Fig. 2 a Elevation of CSF. 
b Sectional view of CSF

Table 1 Case details 

Case Injection area (m2) Injection rate (SLPM) Injection duration (min) 

Fast 0.2 × 0.2 600 20 

Slow 0.2 × 0.2 100 120

Helium distribution in a multi-compartment geometry like CSF involves solution 
of transient mass, momentum and species transport equation in 3D computational 
domain. It also requires appropriate turbulence model to correctly predict the turbu-
lent diffusion and modelling. As buoyancy plays an important role in diffusion and 
mixing, capability of individual CFD solver to handle buoyancy driven flow becomes 
very important in predicting the correct result. In this work, simulations are carried
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Table 2 Monitor location 

Sl. No. Location R (m) θ Z (m) 

1 R1 0.856 173.3 1.95 

2 R2 1.2 315 1.45 

3 Dome 0 0 6.9 

4 Annulus ground floor 2.46 90 0.950 

5 Annulus 1st floor 2.47 337.6 3.4 

6 Hor. opening b/w R1 and R3 1.1 135 2.7 

7 Vert. opening b/w R4 and R6 0.955 6 3.95

Table 3 Summary of mesh and time step 

Codes Mesh size Mesh type Time step (s) 

FLUIDYN 7.4 lacs Unstructured 0.25 

CFD_ACE+_1 5 lacs Unstructured 0.5, 0.01 adaptive 

FDS 2.21 lacs Structured 0.5, 0.05 adaptive 

OPEN-FOAM 5.62 lacs Structured with predominantly 
hexahedron 

Adaptive, courant number < 5 

CFD-ACE+_2 8.5 lacs Unstructured 0.02 

Table 4 Summary of numerical models and solution methods 

Codes Discretisation Turbulence Schmidt No. 

FLUIDYN 2nd order upwind, Euler 1st order implicit Standard k–ε 0.7 

CFD_ACE+_1 1st order upwind, Euler 1st order implicit 0.7 

FDS TVD with explicit LES 0.5 

OPEN-FOAM 1st order upwind, Euler 1st order implicit Standard k–ε 0.85 

CFD-ACE+_2 0.9

out for two helium injection cases as mentioned in Table 1 and results were compared. 
In all the simulations, it is considered that the air inside the CSF before injection 
is in quiescent conditions. Hence, all the velocity component and turbulence level 
are initialised with zero value. Initial pressure and initial temperature are set to 
101,325 Pa and 303 K, respectively. Density is calculated from ideal gas law, and 
mass Diffusivity is considered constant. Appropriate mixing laws has been used for 
calculating mixture properties available in the respective software.
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3 Results and Discussion 

In this section, the results of simulation have been presented and compared. Detail 
understanding is required to model the buoyancy-driven/dominated flow in confined 
domain such as in present case; the density field is varying significantly across the 
domain. Moreover, the turbulence modelling plays an important role in capturing the 
buoyant jet/plume behaviour at the injection location and also across the openings. 
The refinement of mesh at appropriate location like near the injection and near the 
openings (especially vertical openings) is also crucial. In the subsequent section, 
these aspects will be considered while discussing and comparing the simulation 
results of different CFD tools. 

In case of fast injection, higher level of stratification and higher localised concen-
tration is expected as the large amount of helium is being injected in a very short time. 
On the other hand, slow injection will result in less localised helium concentration 
peaks as there is sufficient time for mixing due to larger injection time. This two 
extreme cases are considered here so that an overall view can be presented to the 
readers. In Fig. 3, the helium concentration at the injection room ceiling has been 
presented for fast injection case. It can be seen that the results of OPEN-FOAM 
slightly under predict the peak concentration, FDS under predict in comparison with 
other three results. This is may be due to the fact that FDS uses very less mesh 
and more refinement is required in the injection room. Also the turbulent Schmidt 
number value in FDS case is 0.5 which may result in more turbulent mixing of helium 
than the other code results. Figure 4 shows the variation of helium concentration at 
the monitor location for slow injection in injection room. As expected, higher peak 
concentration is seen in a very short time span, for fast injection in comparison with 
the slow injection. Here, also the OPEN-FOAM and FDS results under predict the 
peak concentration. It may be due to the fact that in both these codes, mesh refine-
ment is not carried out near the injection location. The post-injection diffusion phase 
is captured by all the software almost in similar way except the FLUIDYN code for 
slow injection. FLUIDYN under predicts the diffusion in slow injection.

Helium concentration at dome centre location (250 mm below the top most point) 
has been shown in Figs. 5 and 6, respectively, for fast and slow injection. In both the 
cases, the peak concentration in the dome reaches almost to the same value for all the 
software. In all the cases, peak concentration is reached at the end of injection phase. 
In diffusion phase, the helium concentration in the dome area remains almost constant 
for FDS and OPEN-FOAM predictions. However for others, it decreases slowly 
over time. Hence, OPEN-FOAM and FDS predict stable stratification while other 
software does not. In this case, the modelling of species mass diffusion coefficient 
in gas mixture plays the important role and difference in concentration gradient in 
diffusion phase may be attributed to this.

In Fig. 7, the helium concentration for fast injection has been shown at ground 
floor annulus location (R10). It can be seen that for CFD-ACE_2 and OPEN-FOAM, 
the concentration continue to rise rapidly even after end of injection while in case 
of FDS and CFD-ACE_1, the peak concentration reaches at the end of injection.
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Fig. 3 Variation of Helium 
Conc. in injection room (R1) 
for fast injection case 

Fig. 4 Variation of Helium 
Conc. in injection room (R1) 
for slow injection case

FLUIDYN predicts a totally different profile. It can be concluded here that due 
to the mesh refinement near the annulus opening, the convective flux across the 
first and ground floor is better predicted by CFD-ACE_2 and OPEN-FOAM. In 
case of FLUIDYN, further localised mesh refinement near the annulus opening is 
required. The same trend is observed in Fig. 8 where the helium concentration at 
ground floor annulus has been presented for slow injection. On the other hand, all 
the software predicted similar helium concentration transients at the first floor annulus 
(R8) as shown in Fig. 9. However, again the FDS result shows very less concentration 
gradient in the diffusion phase compared to the other simulation results. Comparison 
of helium concentration data for ground floor annulus and first floor annulus leads
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Fig. 5 Helium Conc. in 
dome for fast injection 

Fig. 6 Helium Conc. in 
dome for slow injection

to an important observation that mesh refinement near the openings is very crucial 
for capturing correct convective flux across the openings.

In Fig. 10, the helium concentration at R2 location has been presented. Helium 
could reach R2 compartment only when it passes through multiple openings, as 
opening between R1 and R2 is kept closed in all the simulation. CFD-ACE+_2 and 
OPEN-FOAM which uses higher mesh refinement near the opening predict a different 
transient than the simulation with others (CFD-ACE+_1, FDS, FLUIDYN). Here also 
the helium concentration remains almost same in diffusion phase for FDS simulation 
and further study in diffusion modelling is required in case of FDS simulations.

To further establish, the importance of capturing accurate convective flux across 
the openings in multi-compartment buoyancy-driven flow, helium concentration in



Inter-Code Comparison Exercise for Predicting Transient Helium … 497

Fig. 7 Helium Conc. in 
ground floor annulus (R10) 
for fast injection 

Fig. 8 Helium Conc. in 
ground floor annulus (R10) 
for slow injection

the vertical and horizontal opening have been shown in Fig. 11. It can be clearly seen 
that in the horizontal opening (opening at injection room ceiling), there is a large 
fluctuations in helium concentration which manifest the classic buoyant ceiling jet 
behaviour. However, in vertical wall opening at R4 wall leading to R6 room, no such 
fluctuations have been found. In the vertical openings, the buoyant flow behaves like 
a plume instead of buoyant jet as significant amount of momentum is lost while the 
flow exists through the vertical opening.

In Figs. 12, 13 and 14, contours of helium concentration have been shown for 
fast injection at 600 s (half way in injection), 1200 s (end of injection) and at 8400 s 
(long time after injection). It can be seen that the hydrogen concentration varies 
greatly at any point of time in different compartment of this multi-compartment
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Fig. 9 Helium Conc. in first 
floor annulus (R8) for fast 
injection

Fig. 10 Helium Conc. in R2 
for fast injection

geometry. In post-injection diffusion phase, the helium concentration at different 
location tends to the homogeneous concentration value of 8% v/v correspondence to 
the total helium injected. However, it takes a significantly long time to homogenise 
the helium concentration in the diffusion phase due to multi-compartment nature of 
this geometry.

It can be concluded here that this kind of lighter gas distribution studies in large 
multi-compartment scaled down geometry are very much important to gain expe-
rience before performing actual reactor calculations. Several important character-
istics of lighter gas distribution in multi-compartment geometry are presented and 
discussed here. Characteristics difference between the simulation results of different 
software are highlighted and probable cause are also discussed. Based on present
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Fig. 11 Helium Conc. in 
openings for fast injection

Fig. 12 Contour of Helium 
Conc. on injection plane at 
600 s (Fluidyn fast injection) 

Fig. 13 Contour of Helium 
Conc. on injection plane at 
1200 s (Fluidyn fast 
injection)



500 B. Gera et al.

Fig. 14 Contour of Helium 
Conc. on injection plane at 
8400 s (Fluidyn fast 
injection)

finding, simulations can be carried out again in future to reduce the scatter in predicted 
results by different software/participants. 

4 Conclusions 

CFD inter-code comparison exercise has been carried out under blind bench-
marking exercise. CFD simulations have been carried out with four different codes 
(FLUIDYN, CFD-ACE+, FDS and OPEN-FOAM) and compared for CSF experi-
mental test conditions. Code exercise was carried out for fast and slow injection of 
helium (simulant of hydrogen) in CSF. 

It was found that 

(i) Maximum helium concentration is predicted in injection room by all codes for 
fast and slow injection. 

(ii) Fast injection creates more inhomogeneity rapidly compares to the slow one. 
(iii) Localised mesh refinement near the buoyant jet and openings, convergence 

criteria, suitable time step are very crucial to achieve an intended mass balance. 
(iv) The flow across the ceiling openings depicts classical oscillating ceiling jet 

behaviour. 
(v) Standard k–ε turbulence model, its buoyant variant and LES were found 

adequate to capture the helium distribution in injection room. However, scatter 
among the prediction was observed in annulus and dome regions, which will 
be addresses in future studies.
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Retrieving Energy from an Inline Hydro 
Turbine of Irrigation-Dependent 
Hydropower Plant Under Part Flow 
Conditions 

Maya Kurulekar, Krishnaswamy Kumar, and Shardul Joshi 

1 Introduction 

enlargethispage36ptIndia is an irrigation-dependent country, around 70% of the 
population depends on farming. So more water is required and used for the purpose 
of agriculture. NITI Aayog 2018 has mentioned that India uses 85 per cent of water 
for agriculture. Considering yield from a particular crop and allied benefits, the 
production of water-consuming crops has increased creating the water crisis. The 
unpredictable nature of monsoons, increased urbanization, diminishing groundwater 
resources and demand of consumers for water supply necessitate sensible use of water 
resources exclusively for dry regions. Expected growth of Indian population is from 
410 million in 2014 to 814 million in 2050, and along with agriculture, demand of 
power generation is also increasing exponentially. Also there is a still scope to connect 
many consumers to national grid. The different states of India are facing water crisis. 
In summer season, most of the areas experiencing water shortage for daily require-
ment even. In such cases, mandatory releases from impoundment like water supply, 
irrigation, etc. and power generation need to address simultaneously. Hydropower 
plant is not only a renewable and green resource but also has higher ramp rate and
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advantage of satisfying varying demand unlike to other non-renewable power gener-
ating resources. So, there is a need to target existing hydropower plant for renovation, 
modernization and uprating than suggesting new hydropower plant which is chal-
lenging to execute. Existing hydropower plant has various limitations of mandatory 
discharge requirements towards water supply, irrigation, flora and fauna, capacity 
restrictions on storing water and power generating units, operational restrictions of 
turbine under low discharge, type of turbines, etc.; due to which power generation may 
be taken as secondary objective. So it is now important to target all possible locations 
to generate electricity in addition to existing plant capacity. Agricultural-dependent 
hydropower plant restricts the power generation in both cases of high and low irriga-
tion releases due to capacity of hydro turbine and minimum discharge requirements, 
respectively. So finding the innovative way of generating power after discharging 
for irrigation requirements was identified as area of interest. This paper presents 
the study of retrieving energy from an inline hydro turbine of irrigation-dependent 
hydropower plant under part flow conditions. 

2 Literature Review and Objective 

Sanchez et al. [1] observed that pump as a turbine can be thought for pressurized 
and open channel flow. It showed that payback period is less than 2 years with 5– 
500 kW energy generation. Water wheels were suggested for water treatment plant. 
Volume of water consumed by irrigation calls for the modernization of irrigation 
sustainable infrastructure. Author has commented that in case of installing energy 
recovery system, flow distribution should be known. 

Energy converters will help to reduce energy footprints. Energy recovery through 
irrigation network was suggested by author which helps to reduce the cost of other 
systems and carbon foot print of crops. Such solution may help to increase the 
competitiveness in energy production through existing HPP or unsaid solutions may 
be proposed by innovators. Marillo et al. [2] have suggested energy-saving measures 
in pipe network for irrigation. Power generation has been suggested in water hammer 
as well by tapping excessive head. Additional power can satisfy need in failure of 
power units or non-availability of grid power. Rechargeable battery can be addition-
ally made. Potential site for power units for irrigation network and diversion structure 
has been suggested by Sari et al. [3]. Modernization practices is an important factor 
in recovery of energy potential. Quaranta et al. [4] have been suggested the practices 
based on discharge, head, efficiency and time period. These practices were examined 
to relate them in additional power generation and installed power. These practices 
are reliable, secure and green, mentioned the scope for outages. 

In flooded events, capacity restriction on power unit has been observed. Thus, 
excess water handled by drains, jumps and safety structures was suggested as source 
for hydropower generation. Hydropower potential of spilled water over weir was 
used by Predin et al. [5] to achieve 40% benefits with steffturbine. Muhammad 
et al. (2020) have mentioned that there is an urgent need of alternate source of
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power generation for developing countries considering insufficient power generation 
and ineffective distribution. Energy dissipating points can be converted to energy 
harvesting spots. Diversion structure can be provided with reaction turbines. In this 
work, hydrokinetic machines were suggested. The review paper is presented by 
Kishore [6] showing study of small hydropower plant. Suggestions of immovable 
guide vanes in turbine were given, and also scope for harnessing energy in low 
head falls of irrigation systems is mentioned. Thakur [7] have studied the effect of 
providing different types of opening in the gate such as circular, rectangular and 
elliptical. When the water is subjected to hydrostatic and hydrodynamic forces, how 
maximum stress and maximum deformation takes place in each shape of opening. 
Circular opening is found with minimum stress and deformation relative to other 
shapes. This paper has emphasized on design of circular opening in the irrigation 
gate to accommodate further modification for power generation. 

3 Problem Statement 

The untapped energy recovery potential of existing hydropower plant is necessary 
to address to satisfy the need of increasing population. The water in the impound-
ment used for irrigation is a function of changes in water availability and thus shows 
variation in availability of head as well [8]. Hence, in case of agricultural-dependent 
hydropower plant, it is very important to select the proper type of turbine for power 
generation even at the low discharge of irrigation. Existing hydropower plant has 
various limitations: (1) mandatory discharge requirements towards water supply, irri-
gation, flora and fauna, (2) capacity restrictions on storing water and power generating 
units, (3) operational restrictions of turbine under low discharge, (4) type of turbines, 
(5) suction height, (6) efficiency, (7) cavitation, etc. Characteristic curves are being 
used for selection of hydro turbine. Behaviour of hydro turbine as efficiency versus 
discharge is used to decide the hydro unit for any application, site condition, head 
and discharge. Figure 1 shows that Francis, Full Kaplan and Pelton wheel perform 
better than crossflow and fixed propeller. Whereas in case of reaction turbine, Kaplan 
is performing better than that of Francis. Improvement in the working of turbine at 
both high and low discharge conditions has been the area of research since long. 
Hence, this work addresses the energy recovery solution under part flow in irrigation 
channel of existing agricultural-dependent hydropower plant.

Typical case of Dhom irrigation-dependent hydro power station of capacity 2 × 
1 MW at Vyahali dam at Wai of Satara in Maharashtra is considered. 

3.1 Characteristics of Dhom Hydropower Plant 

Dhom hydro power station of capacity 2 × 1 MW has been erected at Vyahali dam at 
Wai of Satara in Maharashtra. Right bank of river Krishna has the reservoir along with
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Fig. 1 Behaviour of different turbine under low discharge [13]

two distinct passages; (1) for irrigation discharge (ID) and (2) for energy generation. 
Left bank canal of Dhom splits from right bank canal on downstream side as shown 
in Fig. 1. 

The important landscapes of power plants are, 

Installed capacity 2 × 1 MW  

Annual design energy generation 10.56 MU 

Average rainfall 1500–6250 mm 

Average inflow of water 423.91 MM3 

Gross dam storage 382 MM3 

Live storage 331 MM3 

Minimum ID level 733.08 m 

Design head 18 m 

Design discharge 14 m3/s 

Diameter of penstock 2.5 m



Retrieving Energy from an Inline Hydro Turbine … 507

3.2 Performance of Hydropower Station 

For agricultural-dependent power plant, the power generation is a function of irri-
gation release. The power generation depends on precipitation of the area as well. 
The Dhom Dam receives an average rainfall of 970 mm. In case of maximum rain-
fall of 1725 mm and minimum rainfall of 580 mm, the reservoir has released water 
towards irrigation without power generation, which was 108.73 MM3 and 24.78 
MM3, respectively. So, if the untapped irrigation release (loss) is converted into an 
opportunity of power generation, the capacity factor for the power plant would defi-
nitely increase. Table 1 shows the irrigation release in (Million cubic meter) MM3 

and corresponding water loss in (Million units) MU [10]. Layout of Dhom canal 
system is showing the release of water for irrigation purpose after power generation 
in Fig. 2. 

Average irrigation release = 77.40 ∗ 106 

12 ∗ 30 ∗ 24 ∗ 3600 
= 2.47 m3 /s (1)  

Power generated = 
1000 ∗ 9.81 ∗ 14 ∗ 2.47 

106
= 0.339 MW (2) 

The irrigation water released from one gate is 2.47 m3/s, and power generated 
from this water will be 340 kW. Dam has two such irrigation gates, and this implies 
that total additional power of 680 kW will be generated apart from existing 2 MW.

Table 1 Status of irrigation discharge and water loss 

Year Irrigation discharge 
MCM (Million 
Cubic Meter) 

Water loss in 
MU (Million 
Units) 

Year Irrigation discharge 
MCM (Million 
Cubic Meter) 

Water loss in 
MU (Million 
Units) 

91–92 98.543 3.425 2005–06 30.324 0.968 

92–93 54.346 1.864 2006–07 57.345 2.156 

93–94 58.241 2.432 2007–08 27.85 0.96 

94–95 37.421 1.296 2008–09 154.24 4.671 

95–96 92.357 3.361 2009–10 29.8367 0.887 

96–97 61.437 2.683 2010–11 52.2128 1.165 

97–98 165.291 5.373 2011–12 90.8709 3.246 

98–99 88.541 3.186 2012–13 58.5124 1.783 

99–2000 27.651 0.87 2013–14 161.318 6.973 

2000–01 59.563 2.453 2014–15 58.7621 2.286 

2001–02 86.461 3.215 2015–16 58.898 0.96 

2002–03 163.435 5.427 2016–17 165.391 4.237 

2003–04 56.347 2.543 2017–18 46.237 2.538 

2004–05 48.475 1.641 Avg 77.40 MCM/year
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Fig. 2 Layout of Dhom canal system

For this additional power generation, modernization of existing irrigation channel 
is proposed in the form of new irrigation gate along with sliding gate conveying water 
to the inline axial turbine. The methodology of the proposed modification is explained 
in next section. 

4 Methodology 

Flow regulating structures help in managing the flow. The conditions of unsteady 
flow, varying discharge due to climatic changes demand concrete solution. Therefore, 
the modified form of irrigation gate along with existing gate opens the door for flow
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regulation and additional power generation through pressurized hydraulic system 
having inline turbine. Also at part flow conditions, the proposed arrangement of 
hydraulic system would work well. 

4.1 Modernization—Irrigation Gate with Sliding Mechanism 

The modification in the water regulating structure depends on releases for the irri-
gation in case of agricultural-dependent hydropower plant. The stochastic nature 
of releases creates two conditions; high rainfall, low irrigation releases could not 
generate power due to functional restriction of reaction turbine and low rainfall, high 
irrigation releases could not generate power due to capacity restrictions. Therefore, 
to accommodate the discharge during both high and low release, modification is 
proposed after the existing irrigation gate. Figure 3 shows the modification concept 
for effective energy recovery, and Fig. 4 shows sliding gate with an opening [10]. 

P2/ρg + V 2 2 /2g + h2 = P3/ρg + V 2 3 /2g + h4 (3) 

P2/ρg = P3/ρg − (h2 − h4) −
(
(V 2 2 − V 2 3 )/2g

)
(4) 

P3/ρg = Pa/ρg + h3 (5) 

P2/ρg = Pa/ρg − (h2 − h3 − h4) −
(
(V 2 2 − V 2 3 )/2g

)
(6) 

h2 − h3 − h4 = Hs (7) 

Fig. 3 Modified energy recovery arrangement [10]



510 M. Kurulekar et al.

Fig. 4 Modified sliding gate 
[10] 

Hs = static suction head 

P2/ρg = Pa/ρg −
(
Hs + (V 2 2 − V 2 3 )/2g

)
(8) 

((V 2 2 − V 2 3 )/2g) = dynamic suction head (9) 

Frictional loss in the draft tube is hf. 

P2/ρg = Pa/ρg −
(
Hs + (V 2 2 − V 2 3 )/2g + h f

)
(10) 

The pressure head (P2/ρg) < (Pa/ρg), So P2 < Pa where P2 is pressure at runner 
outlet, Pa is pressure at tail race and P3 is pressure at draft tube end. 

Figure 5 shows the draft tube after the inline turbine. The pressure head section 2-
2 is less than the atmospheric pressure. So the net head on the turbine with the draft 
tube increases. The draft tube helps in converting the kinetic energy V 2 2 /2g rejected 
at the outlet of the turbine into useful pressure energy. Therefore, total increase in net 
head improving the marginal efficiency of the reaction type hydraulic turbine shows 
the huge saving of water utilized by the hydraulic turbine. In practical conditions, 
the turbine operated under variable load and the flow causes the change in the tail 
water level. For this, the gate was suggested after the energy generation from hydro 
turbine to accommodate even the low discharge. The same hydraulic system can 
be used after energy recovery from inline turbine in proposed modification [9, 11]. 
Performance analysis of any turbine for selection or prediction of its behaviour can 
be studied based on computational fluid dynamics [12].



Retrieving Energy from an Inline Hydro Turbine … 511

Fig. 5 Draft tube after inline turbine [11]. h2 = height of runner from datum level. Hs = suction 
height. V2, V3 = velocity of fluid at inlet and outlet section of draft tube. h4 = height of outlet of 
the draft tube from datum level. h3 = height of outlet section of draft tube from tail race. Applying 
the Bernoulli’s theorem between (2) inlet and (3) outlet of the draft tube 

5 Results and Discussion 

The proposed solution for addressing energy recovery and improving pressure condi-
tions at draft tube head would impact the overall hydraulic system. The stochastic 
nature of irrigation-de pendent hydropower plant of high rainfall and low irrigation 
releases restrict the power generation due to operational limitations, and low rainfall 
and high irrigation releases restrict the power generation due to capacity limita-
tions. Only providing first part of hydraulic system having sliding gate and penstock 
with inline turbine able to generate the power at high releases. From even the small 
amount of water, energy recovery is possible by putting gate next to the draft tube 
improving the pressure conditions [11]. For any irrigation-dependent power plant, 
canal falls, etc., this approach would stand useful in long term because 1. erecting 
new hydropower plant is difficult and 2. also environmental concerns demand green 
solution for satisfying electricity requirements of increasing population along with 
agricultural need. The net head improvement and related benefit of energy gener-
ation have been observed at Kanher Dam of Maharashtra [9]. Experimenting gate 
immediately after draft tube shows improvement in net head, and corresponding 
additional energy generation has been observed as 11.491MU per year for 2021– 
22 against designed power generation of 8MU per year for the Kanher hydropower 
plant. Table 2 shows the benefits from the modification suggested at Kanher Dam. 
This indicates that additional 2.5MU of power has been generated. Thus, the similar
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Table 2 Units generated after implementation of gate [9] 

S. No. Unit load (MegaWatt) Discharge cusecs (cubic feet per second) Generation (MUs) 

Generation for the financial year 2018–19 

1 2 262 1.79 

2 1.67 237 0.21 

3 2.125 270 0.1 

4 1.6 257 0.11 

5 1.2 249 0.11 

Total generation for the year 2.32 MUs 

Generation for the financial year 2019–20 

1 1 185 0.234 

2 1.1 215 0.288 

3 0.85 270 0.0354 

4 1.1 170 0.0116 

5 2.1 270 0.1272 

6 1.4 225 0.0678 

7 0.8 185 0.2886 

8 0.7 201 0.0474 

Total generation for the year 1.10 MUs 

Generation for the financial year 2020–21 

1 0.9 190 0.015 

2 0.9 200 0.081 

3 1.1 215 0.45 

Total generation till to date 0.546 MUs 

solution can be accommodated at Dhom Dam after modified recovery arrangement, 
and this gate will serve under part flow conditions even to add in energy recovery. 

6 Conclusions 

1. Dhom, a typical irrigation-dependent dam having two irrigation gates, releases 
the discharge around 2.47 m3/s has potential to generate additional power under 
stochastic nature of water availability. 

2. This release would additionally generate around 0.339 MW of power from 
irrigation channel if proposed solution is incorporated. 

3. This additional power would serve the purpose of local power and auxiliary 
system of hydropower plant. 

4. The gate after the draft tube of inline turbine would help to use the inline reaction 
turbine even at the part flow conditions.
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5. The irrigation requirement is based on conventional approach of farming, rainfall 
received by the area, condition of soil, modern irrigation practices followed and 
cropping pattern adopted by the farmer. The demand and supply required for 
irrigation-dependent hydropower plant is helpful to estimate the additional power 
generation. 

6. Experimenting gate immediately after draft tube shows improvement in net head. 
Additional energy generation has been observed as 11.491 MU per year for 
2021–22 against designed power generation of 8 MU per year for the Kanher 
hydropower plant. This indicates that additional 2.5 MU (30%) of power has 
been generated. 

7. The solution of additional gate next to the draft tube will be definitely useful 
at the Dhom Dam under part flow conditions to generate energy in addition to 
0.339MW. This suggested modification is the scope for future work. 
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Predicting the Flight Behaviour 
of a Guided Projectile Through a Six 
Degrees of Freedom Trajectory Model 

Sourabh Khambra, Chandan Kumar, Dipankar Chatterjee, 
and Bittagopal Mondal 

1 Introduction 

Mechanically guided projectiles are muzzle loaded weapons used in the battle field 
in order to aid the combat unit as direct and indirect fire support. Ballistic is the 
field of mechanics that deals with the launching, flight behaviour and the impact 
of guided projectile at the target. Exterior ballistic deals with the motion of the 
projectile in air, i.e. the flight behaviour. Precisely, the modern exterior ballistic 
may be viewed as the dynamics of the rigid body moving under the influence of 
gravitation and other forces acting on it. Exterior ballistic encompasses the period 
when the projectile leaves the muzzle until it impacts on the target. Several methods 
have so far been proposed to track the trajectory and flight behaviour of the projectile: 
Out of those, the 6-DOF model initially suggested by Fowler et al. [1] found to be 
very precise. Later, many researchers updated this model by making it more rigorous 
[2, 3]. In 6-DOF model, each degrees of freedom (pitch, yaw, rolling) is tied to a 
coordinate necessary to completely define the position of the body. Once a projectile 
leaves the muzzle, many forces act on it such as aerodynamic drag, lift, Magnus force 
and moment, pitch damping force and moment, spin damping moment and rolling 
moment. 6-DOF model takes into account all of these forces to precisely describe 
the trajectory of the projectile. Gkritzapis and Panagiotopoulos [4, 5] developed a 
6-DOF model for spin stabilized projectiles to follow flight trajectories. This model 
has a limitation of having multiple coordinate systems whilst performing simulation 
at larger angle of attack which makes the computation complex. Du [6] performed a 
standard comparative study for a 6-DOF model and point-mass model, and his work 
was an approach to study the variation in trajectories of spinning projectiles. Gorecki 
[7] did some major work in studying 6-DOF for ballistics as he developed a generic

S. Khambra · C. Kumar · D. Chatterjee (B) · B. Mondal 
Academy of Scientific and Innovative Research, Ghaziabad 201002, India 
e-mail: d_chatterjee@cmeri.res.in 

CSIR—Central Mechanical Engineering Research Institute, Durgapur 713209, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 6, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-5755-2_49 

515

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5755-2_49&domain=pdf
mailto:d_chatterjee@cmeri.res.in
https://doi.org/10.1007/978-981-99-5755-2_49


516 S. Khambra et al.

Table 1 Technical 
description of 120-mm mortar 
[8] 

120-mm mortar projectile consists of 

• HE, M934 

• Illuminating M930 

• Smoke, M929 rounds 

6-DOF model for missile. Major contribution of his work was towards simplifying 
the dynamics equations used to develop the model. However, the developed 6-DOF 
models are not capable enough to accurately predict the trajectory of guided projectile 
system due to its complicated geometry. The present work develops a full-scale 6-
DOF model for the projectile flight dynamics analysis in order to predict accurate 
trajectory of 120-mm mortar (technical specifications depicted in Table 1). HE, M934 
round is a fin-stabilized, naturally fragmented round which is intended to launch from 
muzzle-loaded mortar. 120-mm mortar also consists of illuminating M930 cartridge 
which is used for illuminating a desired point of area. Smoke, M929 rounds present in 
mortar cartridge which contains white phosphorous (WP) impregnated felt payload 
to provide obscuration screening on impact. Mortars are used to provide indirect fire 
support to the ground artillery. It is semifixed ammunition which uses adjustable 
increment charges to adjust desired range. 

2 Mathematical Flight Models 

A 6-DOF model considers projectile to be a rigid body which has three rotations and 
three translations. Developed code solves pitching and yaw motion of the projectile 
in terms of the direction cosines of the projectile axis. This gives an advantage when 
angle of attack is large as it does not require additional coordinate system and it is 
valid for all angles of attack. We have adopted right-handed rectangular coordinate 
system where the origin is located at the end of the bore, i.e. muzzle of the gun. The 
coordinate axis notation is named to 1, 2, 3, whereas (x, y, z) notations are used to 
denote other entities in the 6-DOF equations. Our defined coordinate system 1–3 
plane lies tangent to the earth surface. The mathematical formulation is based on 
Newton’s law of motion, which is rate of change of momentum must be equal to the 
sum of all the forces and moments applied externally. 6-DOF model includes the 
equation of motion that is suitable for rockets and as well as conventional projectiles 
[6] (Fig. 1). 

m 
d →V 
dt 

=
∑ →F + m →g + m →Ʌ+Rocket Thrust Force (1) 

d →H 
dt 

=
∑ →M + Rocket Thrust Moments (2)
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A denotes the total vector of the projectile angular velocity about any perpendicular 
axis, the second component of angular velocity is B, and the total vector of the 
projectile angular momentum is 

−→
H . 

A =
(

→x × 
d→x 
dt

)
, 

B = Iy
(

→x × 
d→x 
dt

)
, 

−→
H = Ix p→x + Iy

(
→x × 

d→x 
dt

)
(3) 

Equation (4) describes all the significant aerodynamics forces and moments acting 
on a rigid symmetric projectile in vector differential form. In addition, the forces and 
moments due to effect of earth rotation (Coriolis forces), wind, gravity, spin torque, 
rocket thrust and jet damping are also taken into consideration for developing 6-DOF 
model. 

d
−→
V 

dt 
= −  

ρvSCD 

2m
→v + 

ρ SCLα 

2m

[
v2 →x − (→v · →x)→v]

− 
ρSdCNpα 

2m

(
Iy 
Ix

)(→h · →x
)
(→x × →v) 

+ 
ρvSd

(
CNq + CNα

)

2m

(→h × →x
)

+ →g 

+ →Ʌ+ 
gT 

m
→x +

(
Iy 
mr1 

− 
ṁre 
m

)(→h × →x
)

(4)

The vector differential equation of motion describing the spin, pitch and yaw 
motion about its centre of mass is given in the equation below: 

d
−→
h 

dt 
= 

ρvSd2Clp 

2Ix

(→h · →x
)
→x + 

ρv2Sd2Clδ 

2Iy
→x 

+ 
ρvSdCMα 

2Iy 
(→v × →x) + 

ρSd2CMpα 

2Ix

(→h · →x
)[→v − (→v · →x)→x]

+ 
ρvSd2

(
CMq + CMα

)

2Iy

[→h −
(→h · →x

)
→x
]

+ 
gTs 
Iy

→x −
(
İy − ṁrert 

Iy

)[→h −
(→h · →x

)
→x
]

(5) 

Above equations also take account of jet dumping and rocket thrust. For non-rocket 
projectiles, the last two terms of the equation will be neglected. 

Components of Coriolis effect,
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Fig. 1 Coordinate system

→Ʌ = 

⎡ 

⎣
Ʌ1 = 2Ω(−V2 cos L sin AZ  − V3 sin L)

Ʌ2 = 2Ω(V1 cos L sin AZ  − V3 cos L sin AZ)

Ʌ3 = 2Ω(V1 sin L − V2 cos L cos AZ  ) 

⎤ 

⎦ (6) 

Initial Condition of the 6-DOF Trajectory 

In order to solve the 6-DOF equations correctly, proper specification of the initial 
condition is important. 

−→
V0 = 

⎡ 

⎣ 
V10 

V20 

V30 

⎤ 

⎦ = V0 

⎡ 

⎣ 
cos φ0 cos θ0 
sin φ0 cos θ0 

sin θ0 

⎤ 

⎦ (7) 

−→v0 = 

⎡ 

⎣ 
v10 
v20 
v30 

⎤ 

⎦ = 

⎡ 

⎣ 
V10 − W10 

V20 − W20 

V30 − W30 

⎤ 

⎦ (8) 

Unit vectors of all three initial components are listed below,

→x0 = 

⎡ 

⎣ 
x10 
x20 
x30 

⎤ 

⎦ = 

⎡ 

⎣ 
cos(φ0 + α0) cos(θ0 + β0) 
sin(φ0 + α0) cos(θ0 + β0) 

sin(θ0 + β0) 

⎤ 

⎦ (9)
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→y0 = 

⎡ 

⎣ 
y10 
y20 
y30 

⎤ 

⎦ = −  
1 √
Q 

⎡ 

⎢⎢⎢⎢⎢⎢⎣ 

− cos2 (θ0 + β0) sin(φ0 + α0) 
cos(φ0 + α0) 
cos2 (θ0 + β0) cos2 (φ0 + α0) 
+ sin2 (θ0 + β0) 
− sin(θ0 + β0) cos(θ0 + β0) 
sin(φ0 + α0) 

⎤ 

⎥⎥⎥⎥⎥⎥⎦ 
(10)

→z0 = 

⎡ 

⎣ 
z10 
z20 
z30 

⎤ 

⎦ = −  
1 √
Q 

⎡ 

⎣ 
− sin(θ0 + β0) 

o 
cos(θ0 + β0) cos(φ0 + α0) 

⎤ 

⎦ (11) 

Q = sin2 (θ0 + β0) + cos2 (θ0 + β0) cos2 (φ0 + α0) (12) 

The vector d→x0 
dt is given by: 

d→x0/dt = →ω × →x0 = ( →ω0 · →z0)→y0 − ( →ω0 · →y0)→z0 (13) 

where the components of the column vector →ω0 are
( →ω1, →ω2, →ω3

)
and ωz0 = →ω0 ·

→z0 and ωy0 = →ω0 · →y0, then d→x0/dt is given by: 

d→x0 
dt 

= [
ωz0 →y0 − ωy0→z0

] = 

⎡ 

⎣ 
ẋ10 
ẋ20 
ẋ30 

⎤ 

⎦ = 

⎡ 

⎣ 
ωz0 y10 − ωy0 z10 
ωz0 y20 − ωy0 z20 
ωz0 y30 − ωy0 z30 

⎤ 

⎦ (14) 

The initial velocity, i.e. velocity at muzzle of h-vector, is denoted by →h0 and is 
described in equation below:

→h0 = 

⎡ 

⎣ 
h10 
h20 
h30 

⎤ 

⎦ = 

⎡ 

⎢⎣ 

Ix p0 
Iy 

x10 + x20 ẋ30 − x30 ẋ20 
Ix p0 
Iy 

x20 + x10 ẋ30 − x30 ẋ10 
Ix p0 
Iy 

x30 + x10 ẋ20 − x20 ẋ10 

⎤ 

⎥⎦ (15) 

where p0 = 2π V0 
nd , n and d are the axial spin rate and rifling twist rate at the gun 

muzzle, respectively. 
d→x 
dt can also be written as: 

d→x 
dt 

=
(→h × →x

)
= 

⎡ 

⎣ 
ẋ1 
ẋ2 
ẋ3 

⎤ 

⎦ = 

⎡ 

⎣ 
h2x3 − h3x2 
h3x1 − h1x3 
h1x2 − h2x1 

⎤ 

⎦ (16)
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Point-Mass Model 

A numerical code for the point-mass model is also developed in order to understand 
and compare the impact of the forces considered in the 6-DOF model. In the point-
mass model, the projectile mass is assumed to be concentrated at a point which 
reduces the complexity of the problem. Uniform air drag is considered over the 
surface area of the projectile. Coriolis’s acceleration is neglected in the model. The 
equation of motion in consideration of the air resistance is solved to get the desired 
trajectory of the projectile. The total drag coefficient (FD) acting on the projectile is 
given as, 

FD = ρSCd /2m (17) 

Acceleration components are given by: 

ax = −
(
FD 

m

)
vvx , ay = −g −

(
FD 

m

)
vvy (18) 

vx and vy are the velocity components, given as 

vx = vxi  + axΔt 

vy = vyi + ayΔt 
(19) 

xf and yf represent the position of the projectile. 

x f = xi + vxΔt + 
1 

2 
ax (Δt)2 

y f = yi + vyΔt + 
1 

2 
ay(Δt)2 

(20) 

3 Computational Simulation 

The computer code for the point-mass model and the 6-DOF flight dynamic model 
are developed by using Fortran 90 programming language. Developed 6-DOF code 
consists of several coupled differential equations (1–16) which are solved simulta-
neously. The experimental aerodynamic coefficients used in this model are given in 
Tables 3a, 3b, 3c. However, Eqs. (17)–(20) are used to solve the point-mass model. 
Technical data and physical characteristics of 120-mm mortar are listed in Table 2.
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Table 2 Physical data of 
120-mm mortar [8] Reference diameter 119.56 mm 

Projectile total length 704.9 mm 

Projectile weight 13.585 kg 

Axial moment of inertia 0.02355 kg m3 

Transverse moment of inertia 0.23187 kg m3 

Centre of gravity 42.29 cm from the base 

Table 3a Trajectory 
parameters of the projectile 
with variable coefficients [8] 

Mach No. CD
∂2

Mach No. CD
∂2 

0 0.119 0 2.32 

0.7 0.119 0.4 2.44 

0.85 0.120 0.6 2.66 

0.87 0.122 0.7 2.87 

0.90 0.126 0.75 3.01 

0.93 0.148 0.85 3.55 

0.95 0.182 0.90 4.03 

– – 0.95 5.20 

Table 3b Trajectory parameters of the projectile with variable coefficients [8] 

Mach No. CLα0 Mach No. CLα2 Mach No. CMα0 Mach No. CMα2 

0 1.75 0 14.8 0 − 0.2 0 − 15.1 
0.6 1.95 0.5 14.8 0.4 − 1.02 0.45 − 15.1 
0.8 2.02 0.6 4.5 0.6 − 1.62 0.6 − 12.7 
0.9 2.06 0.63 1.4 0.8 − 2.41 0.7 − 8.5 
0.95 2.08 0.7 0.4 0.9 − 2.72 0.75 − 4.5 
– – 0.8 8.8 0.92 − 2.75 0.8 1.5 

– – 0.9 28.3 0.95 − 2.71 0.85 13.9 

– – 0.95 40 – – 0.90 30.2 

– – – – – – 0.95 59.9 

Table 3c Trajectory 
parameters of the projectile 
with variable coefficients [8] 

Mach No. (CMq + CMα )2 Mach No. (CMq + CMα )2 

0 − 22.0 0 + 48 
0.8 − 21.1 0.5 − 46 
0.85 − 21.9 0.6 − 86 
0.9 − 24.2 0.7 − 144 
0.92 − 26.8 0.8 − 259 
0.95 − 31.5 0.85 − 357 
– – 0.9 − 468 
– – 0.95 − 745
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4 Results and Discussion 

The present study aims to investigate the flight trajectories of a guided projectile 
system (120-mm mortar) using a 6-DOF model. Five different velocities in the range 
of VM = 102–318 m/s are considered for this study. The minimum and maximum 
velocities are corresponding to increment charge zero and increment charge 4 [8]. 
Three other intermediate velocities are taken into account in order to get copious data 
for a detailed understanding of the trajectories. The flight data and trajectories at three 
different initial pitch angles (which are also known as quadrant elevation angles, QE 
= 45°, 55° and 65°) for the above-mentioned velocity range are evaluated. 

For the verification of simulation results, the range and altitude of 120-mm mortar 
at velocities 102 m/s and 318 m/s for the quadrant elevation angle are evaluated and 
compared with the results of McCoy’s atmospheric flight model (as shown in Fig. 2). 
It is observed that the present code shows strong agreement with McCoy’s flight 
dynamics model [8]. The range achieved for VM = 102 m/s at QE = 45° has a differ-
ence of 11.8 m between the developed code and McCoy’s data, whilst the altitude 
from the developed code is observed 9.81 m higher than McCoy’s data. For VM 

= 318 m/s, the trend of the trajectory is similar and the difference between range 
and altitude with McCoy’s data is 16.61 m and 7.48 m, respectively. Figures 3, 4, 
5, 6 and 7 show the range and altitude achieved during the flight of the projectile 
at different muzzle velocities and various quadrant elevation angles. It is evident 
from the figures that the range and height achieved during the flight are the functions 
of muzzle velocity and QE angle. If muzzle velocity is constant, altitude increases 
with increasing QE, whereas the range decreases. At the constant QE, the range and 
the altitude increase with increasing muzzle velocity. Table 4 shows the range chart 
of 6-DOF model and also compares with the McCoy’s Data [8]. At low muzzle 
velocity, the difference between present results and the McCoy’s data is small, 
whereas difference is increasing with velocity (maximum difference within 5%). 
The 6-DOF model considers the various forces acting on the projectile during flight; 
therefore, these results can help in achieving the target accurately and also designing 
a guided projectile system to perform specific missions.

To understand the impact of all the aerodynamic forces acting on the projectile, 
a point-mass model is also developed and compared with the 6-DOF model. In 
the point-mass model, uniform air drag with Cd = 0.25 [6] is considered and the 
flight trajectories are obtained at muzzle velocities of 102 and 318 m/s. Figure 8 
demonstrates the flight trajectory of the projectile using the point-mass model where 
only gravity and air resistance are considered as the external forces. Table 5 compares 
the range chart for the projectile, evaluated using the point-mass model and the 6-
DOF model. The maximum height and the maximum range are obtained at muzzle 
velocities 102 m/s and 318 m/s at various QE.

A significant difference can be seen in the results of the point-mass model and the 
6-DOF model. The maximum range achieved during flight is higher in the point-mass 
model, whereas the maximum altitude obtained in 6-DOF is higher for respective 
muzzle velocity and QE. The difference in results is due to the influence of lift and
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Fig. 2 Altitude and range of the projectile at VM = 102 m/s and 318 m/s at QE = 45° 

Fig. 3 Altitude and range of projectile for VM = 102 m/s at various QE



524 S. Khambra et al.

Fig. 4 Altitude and range of projectile for VM = 165 m/s at various QE 

Fig. 5 Altitude and range of projectile for VM = 192 m/s at various QE
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Fig. 6 Altitude and range of projectile for VM = 250 m/s at various QE 

Fig. 7 Altitude and range of projectile for VM = 318 m/s at various QE
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Table 4 Range chart of 6-DOF 

Developed 6-DOF code McCoy’s data [8] 

VM (m/s) QE (deg) R (m) H (m) R (m) H (m) 

102 45 998.21 269.812 1010 260 

55 904.83 358.75 – – 

65 698.30 435.43 770 420 

165 45 2451.81 660.85 – – 

55 2237.65 883.35 – – 

65 1720.69 1077.87 – – 

192 45 3209.10 870.52 – – 

55 2939.03 1163.40 – – 

65 2267.60 1421.52 – – 

250 45 5007.36 1395.21 – – 

55 4615.87 1857.74 – – 

65 3593.53 2270.18 – – 

318 45 7298.39 2107.48 7315 2100 

55 6743.78 2791.50 – – 

65 5310.76 3406.28 5570 3380

Fig. 8 Altitude and range for VM = 102 m/s and 318 m/s at various QE using point-mass model
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Table 5 Range chart from the point-mass model 

VM (m/s) QE (°) Point-mass model 6-DOF model 

R (m) H (m) R (m) H (m) 

102 45 1016 259 998.21 269.812 

55 952.36 346.78 904.83 358.75 

65 776.31 423.94 698.30 435.43 

318 45 7371 212.6.7 7298.39 2107.48 

55 6804.3 2804.7 6743.78 2791.50 

65 5534 3398.8 5310.76 3406.28

normal forces along with overturning moments and other physical factors which 
influence the trajectory of a projectile in a real course of action. Lift and normal 
forces deviate the projectile from its desired path, and due to this, the 6-DOF model 
tends to achieve a higher altitude and lesser range with respect to the point-mass 
model. 

Therefore, the developed 6-DOF model is proven to be a robust and accurate 
model for predicting flight trajectories as compared to the point-mass model. This 
model also has a potential to predict the range and altitude of other guided projectiles 
by changing the physical parameters. 

5 Conclusions 

The developed six degrees of freedom (6-DOF) flight dynamics model predicts the 
trajectories accurately. Several aerodynamic considerations are taken into account 
like Mach number, total angle of attack, variable and constant aerodynamic coeffi-
cients, etc. The flight trajectory is evaluated for the range of velocity 102–318 m/s at 
the range of quadrant elevation angle 45–65°. Initially, the results are compared, and 
it is found that the computational results are in good agreement with the available 
technical data of flight dynamics model. The developed 6-DOF model will help to 
predict the flight trajectories of the guided projectile system with precise accuracy. 
The results associated with 120-mm mortar are encouraging to predict the range and 
altitude of the projectile, and this model can be applied for other guided projectiles 
for future study. 
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Nomenclature

→Ʌ Coriolis acceleration due to earth rotation (rad/s) 
Cd Coefficient of drag∑ →F Vector sum of all aerodynamic forces (N)
→g Acceleration due to gravity (m/s)
→H Total vector angular momentum of the projectile (kg m2/s) 
İy Rate of change of the rocket projectile’s transverse moment of inertia (kg 

m3) 
m Mass of projectile (kg) 
ṁ Rate of change of the rocket projectile’s mass (kg/s)∑ →M Vector sum of all aerodynamic moments (Nm) 
rt Distance from projectile centre of mass to the throat of the rocket nozzle 

(positive if throat is aft of the centre of mass) (m) 
S Impact area of the projectile (m2) 
t Time (s) 
T Rocket thrust force (N) 
Ts Rolling moment due to rocket spin torque (Nm)
→V Velocity vector with respect to the ground fixed coordinate axes (m/s)−→
V0 Muzzle velocity vector (m/s) 

V0

/
V 2 10 + V 2 20 + V 2 30 (M/s) 

−→v0 Initial velocity vector with respect to air
[
v0 = →V0 − →W0

]
(m/s) 

VM Muzzle velocity (m/s) 
φ0 Vertical angle of departure, positive upward (°) 
θ0 Horizontal angle of departure relative to the 1–2 plane, positive to the right 

when looking downrange (°) 
α0 Initial pitch angle at the gun muzzle (°) 
β0 Initial yaw angle at the gun muzzle (°) 
ρ Density of air (kg/m3) 
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IoT-Based Smart Vaporizer 

Samyak Jain, Minal Gaydhane, Rutuj Saraf, Omkar Koli, Gayatri Mhaske, 
and Manisha Mhetre 

1 Introduction 

Whilst not particularly novel, a smart vaporizer is similar to a standard vape that 
is already on the market. The key distinction is that we have given it some unique 
characteristics, such as the ability to detect the water level in the container using 
water level sensors [1]. Additionally, we have the ability to regulate the water’s 
temperature so that we may regulate the temperature of the steam [2]. Therefore, it 
will be convenient for all types of users, including young and old. A vaporizer warms 
water and releases steam into the atmosphere. It uses internal heating technology to 
boil the water before dispersing it as steam and warm mist into the air. It is made 
to lessen pain, including skin dryness and nasal or throat dryness. Additionally, this 
gadget might improve breathing difficulties and reduce nasal congestion. In essence, 
a vaporizer is a boiler that does not produce pressure. Liquid LPG enters the vaporizer 
and leaves as gas. Vaporizers are a crucial part of many LPG and propane systems 
and can be used for a wide range of purposes. Vaporizers do not create more pressure; 
instead, they guard against pressure loss and icing caused by refrigeration. Humans 
and animals alike can contract illnesses from coronaviruses. 

First, collect all the required components. After collecting the components, code is 
written in Arduino IDE and connections are performed and implemented as per code 
written in Arduino IDE. In this, we have used Water Level Depth Detection Sensor 
Module (EC-3190) and Wire Temperature Sensor (DS18B200) [3]. After compiling 
the code, code is dumped into Arduino UNO R3 board. Then, the required system 
is ready. 

The main motto to use these sensors here is that by using water level sensor, it 
will help in detecting where the tank of vaporizer is full or not. On the other hand, 
the temperature sensor will detect the temperature of the water.
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So, in this model, we are using Arduino; temperature level sensor, water level 
sensor, and relay are connected to Arduino. As a result, temperature level of water 
can be controlled automatically: Heater system can be operated by the relay, and 
if the water level gets low, then we get an indication according to that and we can 
pour the required water to the container. So, it will continue its working up to our 
necessity. 

2 Literature Review 

Yunus Tjandi proposed a system where they are able to control rice cookers, electronic 
TVs, lights, fans, and much more using relay logic and Arduino [4]. From this, we are 
able to understand how we can use relay board and logic with Arduino and adapt to 
our system. Anil Bezawada proposed another system to have water level indication 
and control using Arduino, relay boards, and ultrasonic sensors [3]. Sabar Sabar 
also proposed another system to detect the water level in a given container using the 
water level sensor and Arduino [1]. Rifqi Firmansyah proposed a system to measure 
temperature using PI controller. They have used wire temperature sensor DS18B20, 
and Nodemcu (ESP8266) [2]. 

3 Materials and Methods 

3.1 Block Diagram 

See Fig. 1. 

Fig. 1 Block diagram
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Fig. 2 Process flow 

3.2 Process Flow 

See Fig. 2. 
This is the whole process flow of our system. First, the water level will be checked. 

And if the water level is the equal to the set point that we have set, then it will go 
to the further process, otherwise it will ask the user to fill more water. Once that is 
done, then it will check the water temperature with the help of the wire temperature 
sensor (its water proof). According to the temperature, it will again compare with 
the set point. In our case, we have set that set point to 50 °C. If the water temperature 
is below the set point, then it will trigger the relay to turn on the heater system [4]. 
And if the temperature is above the set point, then it will indicate the user to take a 
break (Fig. 3).

The heater system is made by using two copper strips kept together with a small 
gap in between. When current is passed to the system, the copper strips get heated 
which in turn heat the surrounding water as well. The current given to the copper 
strips is controlled by the relay. So, only when the relay receives a signal from the 
Arduino board, then only it will turn on the supply for the current to the copper strips. 

3.3 Components 

Arduino UNO R3—ATMEGA 328 PIN IC. It has 14 digital input/output pins. It has 
6 analogue input pins. The operating voltage of IC is 5 V [4] (Fig. 4).

Relay—It works on the principle of an electromagnetic attraction. The supply 
voltage of the relay module is 3.75–6 V. They have three high voltage terminals and 
VCC and ground that connect to the device you want to control which are as follows 
(Fig. 5):

COM common terminal 
NC normally closed



534 S. Jain et al.

Fig. 3 Heater system

Fig. 4 Arduino UNO R3

NO normally opened 
VCC power 
GND ground.

Water Level Depth Detection Sensor Module (EC-3190): 
The working voltage of this sensor is 3–5 dc volt. This sensor is an analogue-type 

sensor. The detection area of this sensor is 40 mm * 60 mm [1] (Fig. 6).
Wire Temperature Sensor (DS18B200): 
The supply voltage of this sensor is 3–5.5 V. The temperature range is − 55 to 

125 °C. Detection area of this sensor is 40 mm * 60 mm (Fig. 7).
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Fig. 5 Relay

Fig. 6 Water level sensor

Fig. 7 Wire temperature 
sensor (DS18B200)
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Fig. 8 Simulating circuit in proteus 

4 Results and Discussion 

4.1 Simulation of Circuit 

In this circuit, Arduino UNO IC is used. It has 14 digital input/output pins [3]. It has 
6 analogue input pins. Pin no 2 of Arduino IC is connected to red LED, pin no 3 
of Arduino IC is connected to green LED, and pin no 4 of Arduino IC is connected 
to blue LED. Then, there is a temperature sensor which is connected to pin no 5 of 
Arduino IC. In this temperature sensor, GND pin is connected to the ground, the VCC 
pin is connected to power, and pin no 2 is connected to Arduino. The temperature 
sensor is used for measuring the temperature of the water. Pin no 6 of Arduino IC 
is connected to relay module: There is a relay circuit with heater system, and relay 
circuit is used to on and off the heater [3]. Then, on the left side, there is a water 
level sensor, pin no 3 is connected to the ground, pin no 2 is connected to VCC, and 
the first pin is connected to A0 which is the analogue pin of Arduino IC. A water 
level sensor is used to check the level of water in that container. If water is filled in 
the container, the green LED will be on and the red LED is for indicating the user to 
take a breaks (Fig. 8). 

4.2 Prototyping the Circuit 

See Figs. 9 and 10.
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Arduino UNO R3 

Relay 
LED 

Fig. 9 Circuit build on breadboard 

Wire 
Temp 

Sensor 

Water 
Level 

Sensor 

Fig. 10 Container with water level sensor and wire temperature sensor 

4.3 Features of Our System 

1. Works as an advanced version of vaporizer found in homes. 
2. Can be connected with Google Home. 
3. Can be used with various home assistants as well (Google Assistant). 
4. Control the temperature of the water.
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5. Red and blue LED for the timing of steam. 
6. Helps relieve nasal congestion. 

5 Conclusions 

IOT-based smart vaporizer device is functioning properly. This project has been 
prepared for helping people to provide quick relief from common cold, cough, and 
throat irritation. This paper was planning to execute detection of water level in the 
container using water level sensors. By adding an Arduino and Raspberry pi circuit, 
temperature detection is also been possible and because of the LEDs, safety from 
the heater is also increased. The entire framework works consequently. So, it does 
not require any master individual to function it. We tried to plan this model in such 
a way that its components will be effortlessly connected together and give a clear 
vaporized steam. 

It is not at all exceptionally costly. The smart vaporizer can used as the advanced 
version of vaporizer appears in home. Also, the vaporizer will help people relieve 
nasal congestion and enjoy healthy glowing skin. 
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Effect of Size Ratio on Permeability 
and Local Packing Fraction of the Binary 
Packed Bed 

Pratyush Kumar, Sandip K. Saha, and Atul Sharma 

1 Introduction 

The breeding blanket (BB) concept is an important module for the demonstration 
power reactor (DEMO). The breeding blanket concepts such as water-cooled ceramic 
breeder (WWCB) of Japan [1], helium-cooled ceramic breeder (HCCB) of China [2], 
helium-cooled pebble bed (HCPB) of EU [3], helium-cooled solid breeder (HCSB) 
of India [4], and helium-cooled ceramic reflector (HCCR) of Korea [5] use Beryllium 
(Be) pebbles as multipliers and Li2TiO3 or Li4SiO4 pebbles as a breeder. Generally, 
these breeder blankets acting as binary packed beds have particle size ratio (SR) in 
the range of 1–10. In packed beds, the permeation of fluid is an essential factor in 
understanding the overall flow behaviour of the system. Moreover, it is also required 
to determine the equivalent hydraulic permeability to use the Eulerian porous media 
approach [6]. Various models are stated in the literature to approximate the equivalent 
permeability of the packed bed filled with mono-sized particles [7–9]. However, the 
studies on the packed bed filled with binary particles are relatively low [7, 8, 10–13]. 

It is reported that the volumetric packing fraction of the bed depends on the 
size and the blending ratio of the two particles of the binary packed bed [7, 13]. 
In a binary packed bed, one type of void is filled by small particles and another 
kind of void by large particles, which increases the packing density compared to 
a packed bed with mono-sized particles. This effect also increases the hydraulic 
permeability of the packed bed. It was also found that permeability of the packed 
bed is strongly dependent on the characteristics of the particle (e.g. particle size 
and shape, porosity, and packing arrangement) [14, 15]. Many studies reported the 
correlations of fluid permeability of binary packed beds [10, 11]. Thies-Weesie et al. 
[10] presented a scaled relation of Kozeny–Carmen’s equation for binary packed 
bed, whose values differ from the experimental results. Abe et al. [13] presented two

P. Kumar (B) · S. K. Saha · A. Sharma 
Department of Mechanical and Industrial Engineering, IIT Bombay, Mumbai 400076, India 
e-mail: pratbharat@iitb.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 6, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-5755-2_51 

539

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5755-2_51&domain=pdf
mailto:pratbharat@iitb.ac.in
https://doi.org/10.1007/978-981-99-5755-2_51


540 P. Kumar et al.

models to determine the liquid permeability of a binary packed bed. Their models 
were based on the particle characteristics, i.e. surface factor, porosity, size ratio, 
and packing density. Furthermore, Lee et al. [7] studied the effect of particle size 
distribution. They presented different models based on average diameter, total force, 
and tortuosity effect to determine the permeability of the packed bed with 1 < SR < 
2.5. 

In this paper, we have presented a CFD–DEM methodology to simulate the flow 
through binary packed bed. The present study focuses on determining the perme-
ability of binary packed beds for different SR in the range of 1–10. In this work, the 
effect of size ratio (1 ≤ SR ≤ 10) on the local packing fraction and the permeability of 
the packed bed is studied. We adopted open-source software LIGGGHTS for DEM 
and OpenFOAM for CFD simulations. The work also focuses on the packing arrange-
ment of binary packed beds at VFL ~ 40%. Further, we have evaluated the perme-
ability analytically using the different models from the literature, and the analytical 
results are compared with DEM–CFD results to study the effects of different size 
ratios. 

2 Permeability Models 

The average packing fraction of a binary packed bed is greater than the mono-sized 
packed bed at maximum packing fraction. The reason is that small particles occupy 
the void amongst the large particles. It is found that the permeability of the packed bed 
is affected by the packing fraction. Many authors have given different correlations 
for the permeability of binary packed beds. In the present work, we focus on the 
models given in [7, 13, 16]. These models are as follows. 

2.1 Deterministic Model [16] 

K (∅) = D2 
p2∅3 

180(1 − ∅)3 
, (1) 

where ∅ is the average porosity and 

Dp2 = 
∞∫

0 

D3 
ph

(
Dp

)
dDp/ 

∞∫

0 

D2 
ph

(
Dp

)
dDp (2) 

with h
(
Dp

)
is the density function of the diameters

(
Dp

)
for distribution of the 

different sizes of the particles.
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M Model [13]: In this model, it is assumed that both particles of the packed bed are 
mixed very well. The permeability can be written as, 

K = ∅3 
av 

180(1 − ∅av)
2

(
Xv 

∈c1 dl 
+ 

1 − Xv 

∈c2 ds

)−2 

, (3) 

where ∅av is the average porosity of the packed bed, dl and ds are the size of large and 
small particles, respectively, ∈c1 and ∈c2 are the surface factors of the large particles 
and small particles, respectively, and Xv is the volume fraction of large particles. 

Equation (2), for binary particles Dp2 can be written as [7], 

Dp2 =
(
Xv 

dl 
+ 

1 − Xv 

ds

)−1 

(4) 

Therefore, it is observed from Eqs. (1) and (3) that the M model of Abe et al. [13] 
and the deterministic model of Bejan [16] give the same result for the binary packed 
bed filled with the spherical particles. 

S Model [13]: This model assumes that small particles fill the interstices between 
large particles due to segregation. As a result, the binary packed bed consists of two 
parts: One is the mixture of the two particles, and the second part is the packed bed 
with large particles. Using the S model, the permeability can be written as, 

K = 1 

180(1 − φav) 

⎛ 

⎜⎜⎜⎝ 

1 − φavt{
1 − Xv(1 − γ )φ3 

avt

}
(

Xvγ 
∈c1 dl 

+ 
1 − Xv 

∈c1 ds

)2 

+ 
1 − φ1 

φ3 
1 

Xv(1 − γ )  
∈2 
c1 d

2 
l 

⎞ 

⎟⎟⎟⎠, (5) 

where γ can be defined as, 

γ = 

⎧⎪⎪⎨ 

⎪⎪⎩ 

Xvt(1 − φavt)(1 − φ1) 
Xc(1 − φav ){(1 − φ1) − Xvt(1 − φavt)}− 

Xvt(1 − ϕavt) 
(1 − φ1) − Xvt(1 − φavt) 

⎫⎪⎪⎬ 

⎪⎪⎭ 
, (6) 

where Xvt is the volume fraction of large particles, Xvt is the Xv , which gives the 
minimum porosity of packed bed, ∅avt is the average porosity of the packed bed at 
Xvt , and ∅1 and ∅2 are the porosity of packed bed with large particles and small 
particles alone, respectively. The term ∅1 and ∅2 are calculated using the formula 
recommended by Fenech [17] and Achenbach [18], 

∅bed = 0.78(
D/

dp

)2 + 0.375 (7)
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Summation of Force [7]: In this model, the expression of permeability is derived 
by summing the average forces on the particles. The expression can be written as, 

K = 1 

18εK (ε)

[
(dsdl)

2 ε 
d2 
s εl + d2 

l εs

]
, (8) 

where ε, εs, εl are the average packing density of packed bed, the packing density 
of small particles, and the packing density of large particles, respectively. The term 
K (ε) is defined as, 

K (ε) = 10ε 
(1 − ε)3

(9) 

Tortuosity Model [7, 19]: Mota et al. [20] derived an expression for permeability 
by considering the tortuosity factor. The expression of which can be written as, 

K = 1 

18εK (ε)

(
3(1 − ε)0.8 

2ε

)[
dsdlε 

dlεs + dsεl

]2 

(10) 

2.2 Discrete Element Method (DEM) 

In the present work, the discrete element method (DEM), first introduced by Cundall 
[21] is used to model the binary packed bed under gravity. For each particle, the 
particle–particle interactions and the particle with cylinder wall interactions are 
modelled using force–displacement relations. The nature of their interactions is 
collisions and sliding. The contact force between the particles is calculated using 
the Hertz–Mindlin theory [21, 22]. The resulting contact forces determine the loca-
tion of each particle due to the particle motion governed by Newton’s second law 
of motion. The simulation runs until the steady-state condition is achieved or up to 
a specified number of iterations. Here, steady state implies that each particle has 
virtually zero velocity, i.e. when the velocity of the particles is below 10–3. 

2.3 DEM–CFD Methodology 

Figure 1 shows the modelling approach used in the present work. The pebble bed 
is created using the LIGGGHTS software, which is based on the discrete element 
method (DEM) [22]. The script is written to fill the packed bed with pebbles falling 
under gravity. The simulation input parameters are taken from [23], and the dimen-
sions used in this study are given in Table 1. A filling simulation is run for sufficient
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time to ensure the complete filling of the packed bed. Once the pebbles are settled, 
the corresponding values (velocity, angular velocity, and position of the pebbles) are 
exported using ParaView software. Further, a python macro is written in an open-
source-based 3D computer-aided design (CAD) modeller, i.e. FreeCAD to create 
the geometry using the positions and the size of the particles from the exported file. 
Finally, the meshing is generated with hexahedral cut-cell-based tool, i.e. snappy-
HexMesh of OpenFOAM. It should be noted here that in order to avoid the meshing 
problems near the contact points, the pebble diameters are reduced to 0.98 of the 
original diameters [24]. Due to this treatment, the average porosity of packed bed 
will increase. Therefore, the updated porosity values are considered to calculate the 
permeability analytically using different models (Eqs. 1–10). Further, to avoid the 
effect of boundary conditions of inlet and outlet, an extrusion method is adopted from 
Eppinger et al. [25]. Similar to [25], in the present study, there is an inlet extrusion 
of 3d and outlet extrusion of 10d, where d = dl (dl = diameter of the large particle). 

Figure 2 shows the schematic representation of the packed bed reactor and CFD 
simulation set-up. Finite volume-based open-source software, i.e. OpenFOAM, is

Fig. 1 Illustration of 
modelling approach 

Table 1 DEM simulation parameters 

Property Pebbles [23] Wall [23] 

Materials Li2TiO3 IN-RAFMS steel 

Diameter of small particles (mm) 2 – 

Diameter of large particles (mm) 2, 6, 10, 14 – 

Outer diameter (mm) – 50 



544 P. Kumar et al.

used. The flow is assumed to be incompressible and isothermal. The physical prop-
erties of air are considered at 20 °C. The particle Reynolds numbers for different SR 
are calculated as, 

Rep = 
ρv0 Dp2 

μ 
, (11) 

where Dp2 is  given by Eq.  (4) for binary packed bed, ρ is the density, v0 is the 
inlet velocity, and μ is the dynamic viscosity. All the simulations are done in the 
steady laminar flow regime (Rep < 40). The standard solver, i.e. simpleFoam of 
OpenFOAM, which is based on SIMPLE algorithm, is used for CFD simulations. 

∇.(�v) = 0 (12)  

∇.
(
v�v) = −  ∇  P + ∇.(τ ), (13) 

where �v is the velocity vector, P is the kinematic pressure, and τ is the stress tensor. 

Fig. 2 Schematic view of 
CFD set-up used in  
simulations
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After the DEM–CFD simulation, Darcy’s permeability is calculated using the 
overall pressure drop and superficial/inlet velocity. 

3 Results and Discussions 

Figure 3 shows the results of DEM simulations for different size ratios. In the present 
study, the packing is done at VFL (volume fraction of large particle) ~ 40%. The 
corresponding values of the number of pebbles for SR1 are 12,162 with a diameter of 
2 mm; SR3 has 4852 pebbles with a diameter of 2 mm and 319 pebbles of diameter 
6 mm; SR5 has 5899 pebbles of diameter 2 mm and 69 pebbles of diameter 10 mm; 
and SR7 has 6553 pebbles of diameter 2 mm and 25 pebbles of diameter 14 mm. 

Validation of DEM Model: Figure 4 shows the average packing fraction of the fixed 
bed for different size ratios at VFL of ~ 40%. There are no experimental results 
available for the packing fraction for VFL ~ 40% in the literature as per the best of

Fig. 3 Packing of binary packed bed for different size ratios (SRs) 
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Fig. 4 Average packing fraction of binary packed bed for different size ratios compared with the 
literature results (Meng et al. [27], Feng et al. [26], and Gan et al. [28]) 

the authors’ knowledge. Therefore, the result of the present work is validated by the 
work of Feng et al. [26], Meng et al. [27], and Gann et al. [28] on binary packed 
beds. There is a relative error of a maximum of 5.67% for SR1 with the result of 
Feng et al. [26] for  VFL  = 41%. It is observed from the figure that at lower SR, our 
methodology underpredicts the average packing fraction. The reason could be that 
segregation effects dominate the wall effect at higher SR. 

Local Packing Distribution: Figure 5 compares the local packing fraction of a 
mono-sized packed bed, i.e. SR = 1 with dl = ds = 2 mm with de Klerk correlation 
[29]. It is found that the variation of local packing fraction of present DEM simulation 
for mono-sized packed bed (SR1) agrees with de Klerk correlation with a relative 
error of a maximum of 11.02%. There is no correlation available for binary packed 
beds. However, Fig. 6 shows the radial porosity distribution of binary packed bed for 
the different size ratios. It is observed that in case of binary packed bed, the variation 
in local packing fraction is mainly due to large size particle and partially due to small 
size particles. Furthermore, with increase in the size ratio of the packed bed, the local 
packing fraction increases.

Permeability: Figure 7 shows the variation of permeability with respect to different 
particle size ratios (SRs) using different models. The calculated results are compared 
with the result of the present methodology of DEM–CFD. The numerical result 
compares the different models stated in the literature for predicting the permeability 
very well for the size ratio in the range of 1–10. The tortuosity model approximates 
the permeability very well for all size ratios. Further, the M model, deterministic
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Fig. 5 Validation of DEM model with De Klerk [29] correlations for mono-sized packed bed 

Fig. 6 Effect of size ratio on overall packing fraction at VFL ~ 40%

model, and force model also approximate the permeability with a maximum rela-
tive deviation of 29.37%. As pointed out earlier that the deterministic model and m 
model give the same result for binary packed beds. The S model overestimates the 
permeability at a higher size ratio. This is because the S model relies on the fact that
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Fig. 7 Comparison amongst different models of permeability and the effect of size ratio on 
permeability 

small particles segregate in the large particles’ interstices. The extent of the segrega-
tion effect is great at VFL, close to 60% [13]; however, our study mainly focuses on 
VFL ~ 40%. Further, it is observed that permeability decreased with increasing the 
size ratio due to the decrease in porosity (i.e. pore volume).This behaviour shows 
that with increase in the size ratio, packing density increases which increases the 
permeability of the packed bed. 

4 Conclusion 

In this paper, the effect of the size ratio on the permeability and the local packing frac-
tion of the binary packed bed is studied numerically using the DEM–CFD approach. 
The DEM simulation is performed using open-source software, i.e. LIGGGHTS. 
After the DEM simulations, the open-source 3D computer-aided design (CAD) 
modeller, i.e. FreeCAD, is used to create the solid geometry. Further, the meshing 
is generated using the snappyHexMesh utility of OpenFOAM. The OpenFOAM 
standard solver ‘simpleFoam’ is simulated for the CFD study. 

The result of packing distribution shows that the variation of local packing fraction 
for binary packed bed at VFL ~ 40% is mainly due to large size particles and partially 
due to small size particles. Further, it is observed that the overall packing of the packed 
bed increases with an increasing size ratio. Different models for permeability are 
compared with the result of the present DEM–CFD result. It is observed that the
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permeability of the binary packed bed decreased with increasing the size ratio due to 
a decrease in porosity. Studying the effect of size ratios on the velocity and pressure 
distribution is still an outstanding topic for future work. 

Nomenclature 

dl Particle diameter of large particle [mm] 
dp Particle diameter [mm] 
ds Particle diameter of small particle [mm] 
h(Dp) Density function of the diameters

(
Dp

)
[–] 

K(∅) Dimensionless drag coefficient [–] 
K Permeability [m2] 
P Pressure [Pa] 
Rep Particle Reynolds number [–] 
ν0 Superficial/inlet velocity [m/s]
⇀
v Velocity vector [m/s] 
X Cartesian axis direction [–] 
Xv Volume fraction of large particles [–] 
Xvt XV which gives maximum packing fraction [–] 
Y Cartesian axis direction [–] 
Z Cartesian axis direction [–] 
zr Wall distance (r

/
R) [–]  

φ Porosity 
φ1 Porosity of packed bed at large particle alone 
φav Average porosity of the packed bed 
φavt Porosity at Xvt 

∈c1 Surface factor of large particle 
∈c2 Surface factor of large particle 
ε Average packing density 
εs Packing density of small particles 
εl Packing density of large particles 
ρ Density 
μ Dynamic viscosity 
τ Shear stress 
DEM Discrete element method 
CFD Computational fluid dynamics 
SR Size ratio
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Numerical Study of Cryogenic Transfer 
Line Under Conjugate Conditions 

Kamala Kannan Vijesh and Manoj Kumar Moharana 

1 Introduction 

The cryogenic end uses require specialized storage and transport systems due to 
their low boiling point and latent heat of vaporization because of low-temperature 
characteristics of fluid (below the temperature of 123 K is known as cryogenic fluid). 
To prevent evaporation losses and to promote maximal fluid collection during the 
transfer of the cryogens, it is crucial to adopt insulated cryogenic transfer lines. The 
cryogenic transfer system is used at a workplace, whether it be a research facility, 
a contemporary location, or as an instrumentation gadget. It is more common in 
industries like those in the food, car, gadget, drug, etc. In 1980, the first vacuum-
insulated transfer line (4-tube design for LHe/GHe) was delivered to CERN. From 
1980 to 2011, several transfer line systems for industrial applications and research 
facilities were designed, produced, and delivered on a global scale. 

The thermodynamic conditions of the atoms in cryogenic liquids determine their 
significance; thus, transferring them should not result in significant changes to those 
parameters. It suggests that the temperature increase or the fluid-related vapour 
quality and pressure changes should be minimally significant. The most important 
considerations include the geometrical constraints (total distance, potential routings, 
and available space), for the required mass flow rate and its time characteristic, the 
minimum and maximum temperature, the minimum and maximum pressure, the ther-
modynamic properties of the chosen cryogenic fluid, and the mechanical properties 
of the preferred pipe materials.
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Cryogenic transfer lines are designed to be constructed from a certain number 
of modules to facilitate their construction, shipment, and installation. As opposed 
to rigid transfer lines that assist in the presentation of the stream peculiarities of 
cryogenic fluids, recent work on flexible transfer lines is simple to handle and dealt 
with variations in the statures between the capacity and destination storage tank. 

2 Literature Review and Objective 

To design such pipelines, it is essential to understand the usual flow patterns, pressure 
drops, and heat transfer characteristics during cryogenic flow. For the transport of 
liquid helium, the strength analysis [1] of the transfer line is majorly considered, 
where the terrestrial gravity condition is not ignored [2]. Due to the effects of axial 
wall conduction in a conjugate heat transfer, the average Nusselt number (Nu) is 
increased for such a value of ksf [3], for the case of circular microtubes. The transient 
process of pipe cooling by the internal flow of cryogenic fluid is usually carried 
out to extend the quenching database with liquid oxygen to predict the cryogenic 
line chill down process [4, 5], for the observations in the mixing and flow processes 
of cryogenic liquids that are encountered in liquid propellant rocket engines. The 
pressure, temperature, and density of the flowing cryogen have certain impacts on 
walls of the process line. The higher the pressure and density, the thicker the pipe 
walls and the stronger the supports. The material to the pipeline is very important. The 
usage of a horizontal copper transfer line shows better results, with reduction of 50% 
in critical heat flux [6], and thermal mass function reduction by a factor of 100, when 
copper transfer lines are used instead of stainless steel. Sometimes it is also observed 
that the inclination of chilling line [7] on temperature profile gives the results that 
suggested the existence of an optimum upward line inclination minimizing the chill 
down time. The lengths and states of modules of the transfer line rely mostly on 
cryogenic line routings, transportation strategies, and fixed help areas. 

The most frequently used are straight and elbow modules. The Zed module is used 
where the cryogenic line routing has a significantly small step, whilst the Tee module 
is dedicated to distributing the cryogenic fluids. Hu et al. [8] used the Pyrex glass tube 
as the test section as straight module with the vacuum insulation, and with foams like 
polyurethane foam insulation [9], is used for chill down process. In the solid–fluid 
interface, the parameters are governed carefully in the heated microtubes as there is 
some constant heat flux at the tube’s outer layer due to ambient temperature conditions 
[10], where the same phenomena occur in the force convective heat transfer [11] of  
the microchannel. 

When a horizontal tube is vacuum-insulated using a vacuum pump, the heat 
transfer on the bottom wall is essential whilst the upper wall is cooled by forced 
convection [12] with the superheated vapour of fluid. The effect of gravitational 
acceleration plays a key role on the relation between the flow and thermal behaviour, 
where it was observed that as the heat transfer increases under microgravity condi-
tions [13]. The performance evaluation criteria [14] analyse the effect of the Reynolds
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number and thermo-hydraulic function, which are involved in the surface relative 
roughness research [15] including variations in Nusselt number in the low Reynolds 
number region and close to the transition region. 

A literature review indicates that there are only a few investigations on the thermal 
performance of cryogenic transfer lines using foam-insulating materials. In this 
context, a three-dimensional numerical study is conducted utilizing the commer-
cial ANSYS Fluent® software. The inlet temperature of the transfer line was set at 
77 K, with the intent of achieving the acceptable cryogenic temperature at the outlet 
using a few kinds of foam insulation. The objectives of this study are to assess the 
effectiveness of thermal stability, and to comprehend and emphasise the impact of 
the inner wall to working fluid conductivity ratio (ksf), fluid, and wall temperatures 
at various axial points of the model to monitor the chill down process with flow Re 
on the axial wall conduction in transfer line when it is subjected to constant heat flux 
boundary condition along length. The next section provides a thorough explanation 
of the numerical procedure. 

3 Materials and Methods 

In this work, an insulated pipe has been used to complete a three-dimensional numer-
ical simulation. This investigation considers a pipe with an insulating layer thickness 
of 0.6 m around a circular tube. 

Depending on the case, the input fluid’s Reynolds number and velocity are varied, 
where single-phase laminar flow is considered with fluid as incompressible. It is also 
assumed as the heat loss by natural convection and radiation is negligible. The liquid 
nitrogen, working fluid, enters through the inlet section of the fluid domain, which 
has a hydraulic diameter of 0.01 m and a length of 2 m along the z-axis which is 
shown in Fig. 1. 

Fig. 1 Details of simulated domain. a Cross-sectional view, b transverse section (Y–Z) plane
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3.1 Model Simulation 

This simulation is carried out in ANSYS Fluent® commercial v18.1 software. The 
geometry comprises of two domains: a fluid domain for the liquid nitrogen and solid 
domains for the pipe and insulation in 3D. For the best results in both fluid and solid 
surfaces, Boolean surfaces are carefully chosen. The diameter for the liquid nitrogen 
domain was set to 0.1 m, and for the pipe domain, the inner diameter was set to 0.1 m, 
and the outer diameter was set to 0.15 m. Similarly, the inner and outer diameters of 
the insulating domain were adjusted to 0.15 m and 1.2 m, respectively. 

The cylindrical domain was meshed using an o-grid structured mesh for the model. 
It is easy to exclude severely skewed cells from circular cylinders by using the sort of 
meshing technique that is frequently used in the CFD of the cylindrical domain. The 
different mesh domains utilized to analyse simulation data for a grid independence 
study are shown in Fig. 2. 

This method involves inflating the divisions along the radial length of a circular 
cylinder. The bias type approach is used with a bias factor of 2.5 in inflation for each 
domain, with 100 divisions along the length and at the circumferential boundaries of 
the domain where 30, 45, and 60 divisions were set. It exhibits a very low parameter 
value error of 0.3%, a model with a higher number of elements, fine meshing with 
4,787,501 nodes, and 4,680,000 elements is chosen for the simulation.

Fig. 2 Axial variation of non-dimensional wall temperature at Re = 500 for stainless steel 316L 
pipe with PUF insulation 
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3.2 Numerical Validation of the Model 

The model for the axial change in the non-dimensional heat flux in the single-phase 
laminar flow in the microchannel from Moharana et al. [3] is numerically validated, 
as shown in Fig. 3a, where it exhibits a very low error of 2.46% in the simulated 
domain.

Similar to this, the conjugate analysis in partially heated microtubes from Tiwari 
and Moharana [10], where the shape of the domain is same which is cylindrical, is 
followed to validate the results as shown in Fig. 3b. The axial variation in Nusselt 
number using the three-dimensional model from Lee and Garimella [11], where the 
laminar convective heat transfer phenomena occur, is shown in Fig. 3b. It illustrates 
a small error in the axial variation of the local Nusselt number results from both 
references of 5.12% and 3.22%, respectively. 

3.3 Set-Up and Solution 

The simulation of the model of domain was set up for steady-state model for laminar 
flow in the flow channel, used the standard continuity and momentum conservation 
equation. Liquid nitrogen is used as the working fluid in the material section, and air 
is used for the ambient conditions. 

The thermo-physical characteristics of pipes and insulations [16] were acquired 
for the solids and implemented to the simulation. As the fluid flows into the channel 
with an inlet temperature of 77 K, the thickness ratio between the overall thickness 
and the thickness of the fluid which is t = 11.5 was adjusted. Additionally, a constant 
heat flux of 5 W/m2 was applied to the outer wall surface of the insulation. The outlet 
was configured to the pressure outlet. The pressure in the solution was treated as 
“body force weighted”, and the momentum and energy are maintained at “first order 
upwind”. For the convergence criterion, continuity was set at 10–6, whilst energy 
was set at 10–9 for residuals. The computation is executed for 500 iterations after the 
inlet initialization. The inbuilt CFD post is used for data processing post-simulation 
on Ansys Fluent® platform. 

4 Results and Discussion 

The pipe material conductivity and insulation material are varied. The values of 
wall temperature and wall flux at the wall–fluid interface and bulk fluid temperature 
are analysed to determine their impact on the overall performance of cryogenic 
transfer lines. The comparison of simulation results for different pipe materials and 
insulations are presented using non-dimensional parameters as defined below.
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(a) 

(b) 

Fig. 3 a Numerical validation of the model with microchannel. b Numerical validation of the 
model with microtubes
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The characteristic length, average, and local Nusselt number across the pipe length 
are given by: 

z∗ = z 

Re × Pr × Dh 
(1) 

Nu = 
1 

L 

L∮

0 

Nuzdz, Nuz = 
hz × Dh 

k f 
. (2) 

The thickness ratio of the flow channel is given by: 

t = 
to 
tf 

= 
tf + tins 

tf 
= 1 + 

tins 
tf 

(3) 

The dimensionless heat flux at the solid–fluid interface and local heat transfer 
coefficient is given by:

ϕ = q ''
int 

q ''(1 + t) 
(4) 

hz = q ''
int 

(Tw − Tf) 
(5) 

The inner wall of pipe (solid–fluid interface) temperature and bulk fluid temper-
ature are given by:

Θw = 
Twz − T f i  

T f o  − T f i  
(6)

Θ f = 
T f z  − T f i  

T f o  − T f i  
(7) 

The solid-to-fluid conductivity ratio ksf is altered by considering different pipe 
materials such as steel, aluminium, and copper. The thickness ratio between the 
overall thickness and the fluid thickness, t = 11.5, is fixed. As a result, the parametric 
changes employed in the study are ksf = 88.75 − 2722.72, with the fluid velocity 
also varied to modulate the flow Re. When the fluid is moving through the pipe, the 
phenomenon of temperature changes was seen using an area-weighted average in the 
inner walls. The same observation was made using a mass-weighted average for the 
bulk fluid’s temperature (Figs. 4, 5 and 6).

For stainless steel 316L, the value of Nuavg ~ 5.01 is shown  for Re  = 200–500 
with polyurethane foam with some discrete values in the middle of the simulation 
results, and at Re = 1000, as it approaches the higher Reynolds number, the value 
of Nuavg ~ 5.52 is shown (Fig. 7).
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Fig. 4 Axial variation in the wall and the fluid temperature with polyurethane foam at Re = 
200–1000

The same is observed as the Nusselt number demonstrates the same downward 
trend in the simulation results of the model with extruded polystyrene foam, and the 
value is Nuavg ~ 5.23, which is only slightly more than the value of the polyurethane 
foam insulation used. Additionally, the Nuavg value at Re = 1000 is 5.85. This 
insulating material also has a major impact on the regulation of maintaining the 
fluid’s temperature throughout the channel. 

The constant heat flux that is applied to the insulating outer wall has a significant 
impact on the simulation model. In order to maintain the fluid’s temperature along 
the channel whilst applying insulation, a small presence of heat flux is created at 
the pipe’s outer wall interfaces. Thermal performance deteriorates as a result of 
the difference between the heat flux applied to the outer surface and the heat flux 
experienced at the solid–fluid interface. The results were shown for the observation 
where it maintains ϕ ~ 1 value throughout the channel length (Figs. 8 and 9).

When the Reynolds number in extruded polystyrene foam is changed from 300 
to 1000, as shown in the temperature distribution plots, the temperature at outlet 
changes between 78 and 84 K (Fig. 10).

The same thing happens when polyurethane foam is used, illustrating that it signifi-
cantly impacts the transfer line when it comes to sustaining the cryogenic temperature 
of bulk fluid at the outlet.
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Fig. 5 a, b Axial variation in the wall and the fluid temperature with and extruded polystyrene 
foam at Re = 200–1000

5 Conclusions 

The model is set up under constant heat flux at the insulation’s outer wall and 
boundary conditions when various cases of Reynolds number were given at the 
fluid’s inlet, with various types of pipes and insulations, and the model is validated 
using references. According to the research, the ideal cryogenic flow requires either 
a pipe with sufficient foam insulation (especially cold insulation materials) or a pipe 
that is totally vacuum-insulated, depending on the characteristics of the specific cryo-
genic fluid. The model was seen to have attained the thermal stability of maintaining 
the desired temperature at the transfer line outlet when pipe materials like stainless 
steel 316L or Copper (C10100) with extruded polystyrene foam were utilized. These 
approaches gave some substantial and improved results. Given the high-demand 
modified cryogenic transfer lines in the refrigeration industry, the results of the 
numerical simulation of model with new materials will help improve the designs 
used in industrial applications and can be used for the experimental purpose. In 
order to identify the necessary adjustments to the transfer line and include innova-
tive thinking into this project, a study into the interactions between fluid temperature 
and wall temperature was accomplished.
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Fig. 6 Axial variation in the Nusselt number with polyurethane foam at Re = 200–1000

Fig. 7 a, b axial variation in the Nusselt number with extruded polystyrene foam at Re = 200–1000
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Fig. 8 a, b Axial variation in the heat flux with extruded polystyrene foam at Re = 200–1000 

Fig. 9 Temperature distribution in stainless steel 316L with polyurethane foam insulation
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Fig. 10 Temperature distribution in stainless steel 316L with extruded polystyrene foam insulation
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Nomenclature 

Dh Hydraulic diameter of the pipe [m] 
hz Local heat transfer coefficient [W/m2K] 
ks Thermal conductivity of the pipe [W/mK] 
kf Thermal conductivity of the working fluid [W/mK] 
ksf Ratio of thermal conductivity of the pipe and thermal conductivity of the 

working fluid [W/mK] 
L Length of the pipe [m] 
Nuz Local Nusselt number [–] 
Nuavg Average Nusselt number over the pipe length [–] 
Pr Prandtl number [–] 
q'' Heat flux applied at the outer wall surface of the insulation [W/m2] 
q ''
int Heat flux at the interface of the pipe [W/m2] 
Re Reynolds number [–] 
T Temperature [K] 
To Ambient temperature [K] 
tf Thickness of the fluid [m]
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tins Thickness of the insulation [m] 
t Ratio of total thickness to the thickness of the fluid (to/tf ) [–]  
v Average fluid velocity at inlet of the pipe [m/s] 
z Axial length along the length of the pipe [mm] 
z* Non-dimensional axial distance along the pipe length [–] 
ρ Density [kg/m3] 
μ Dynamic viscosity [Ns/m2]
ϕ Non-dimensional heat flux [–]
Θ Non-dimensional temperature [–] 
f Fluid [–] 
i Inlet conditions, inner [–] 
int Interface [–] 
o Outlet conditions, outer [–] 
s Solid [–] 
w Inner wall surface [–] 
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Initial Flow Behavior in Laminar Line 
Source Twin Plumes of Equal Strength 

Ujjwal Chetan, Prabir Kumar Kar, Toshan Lal Sahu, Saurabh Dhopeshwar, 
and Rajaram Lakkaraju 

1 Introduction 

Thermal plumes are nothing but convection patterns popping up as a result of local-
ized heating in a fluid system, such as deep-sea hydrothermal vents, incense smoke, 
and chimney smoke. Its initial morphology consists of three basic components: mush-
room cap, stem, and boundary layer. It has been observed by [17, 20, 22, 23, 30] that 
mostly laminar plumes are the initial main constituent structures, which subsequently 
gives rise to large-scale circulations in moderate to high Rayleigh number (∼ 109), 
where Rayleigh number is a dimensionless number associated with buoyancy-driven 
flows to characterize the flow regime as laminar, transition, or turbulent. As an 
instance, [27] showed, based on the experimental study on Rayleigh Benard Convec-
tion (RBC), how (i) the interactions among plumes via large-scale vortices and (ii) 
the interaction of plume with large-scale vortices, generated by plume itself, results 
in large-scale horizontal motion and steady-state circulations. Therefore, studying 
the interactions of the laminar thermal plumes is quite relevant. 

For the plumes manifesting at the atmospheric level, some notable works have 
been done by [3, 4, 12, 24–26]. Apart from that, there are few works on laminar 
plumes that can be closely observed on a heated plate, ice formation, room heater, 
etc. In this regard, extending the analytical work of [1, 13] explained the constant 
head rise velocity of the plume cap using Rankine fairing, i.e., a combination of a 
uniform flow, a source, and a sink, in the potential flow. They also explained that 
the expansion of the plume head is because of thermal diffusion. The shape of the
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cap is unaffected at the far field by the shape of the heater. They came up with 
some empirical correlations for boundary layer thickness at the point source heater, 
cap-tip rise velocity, and the average temperature at the heat source for different 
Rayleigh numbers. Kaminski and Jaupart [9] explained that plume rise velocity 
has insignificant dependence on Prandtl number (σ ), though it increases with σ . 
After initial instability up to approximately five times the heater diameter, the plume 
attains a constant terminal rise velocity, again supporting what was reported by [13]. 
Furthermore, [21] experimentally reported that for Richardson number (Ri , which 
is the ratio of buoyancy and inertia force) greater than unity, a stable vortex ring with 
retained mushroom shape is observed as the plume develops. But, for Ri < 1, plume  
heads are unconfined due to the flow feeding the vortex ring failing to close. 

Regarding the plume interactions, some literature is also noteworthy. The bending 
effect of a pair of point and line source plumes of different strengths is experimentally 
studied by [19]. The plume stems bend toward each other, as a result of the constricted 
flow of entrained fluid, between them. Based on the different strengths of the sources 
and their separations, they correlated the bend angle of the plume stem. Later, [6] 
developed the mathematical model for the entrainment mechanism for two unequal 
strength laminar plumes placed side by side. Moses et al. [14] explained the merging 
phenomenon of twin plume caps when placed side by side, using a potential flow 
model consisting of a uniform flow, a source, and a sink per plume. The criterion 
for merging the two laminar point source plumes was developed by [13] in terms  
of source separations. A theoretical model for explaining the merging height, flow 
rate after merging, and virtual origin of the merged turbulent plume was developed 
by [11]. Although it overestimated the merging height, it explained well the other 
plume interaction features. An experiment to explain the heat distribution in a closed 
chamber due to the merging of two laminar plumes was conducted by [7], and they 
found that with the increase in source separation, the mean Nusselt number of the 
top wall increases. Durve et al. [2] propounded that mixing is more prominent and 
efficient for three jets as compared to two jets for the same governing parameters. 
Based on the inclination of the enclosure, aspect ratio (1, 5, 10), source separations, 
and Rayleigh number (103 − 106), twin point source plume interaction was studied, 
and they found that the maximum heat transfer takes place at an inclination of 60◦ 

while at 180◦, the effect of Ra is insignificant. Moreover, the Nusselt number (Nu ) 
gets reduced by 15% by decreasing the source separations. When two thermal plumes 
interact in a ventilated chamber, thermal stratification takes place in the chamber’s 
environment over time. In this line, for a pair of turbulent plumes, [5] reported the 
height of the thermal stratification decreases with an increase in source separation, 
and beyond a threshold value, it is unaffected by the source separations. As most 
large-scale circulations are initiated by laminar plume interactions only, [29] studied 
the interaction of three buoyant plumes placed equidistant, at the same height, in 
light of large-scale circulations. They found that based on local instabilities near 
the heater, there are three types of plume interactions (left slanting, right slanting, 
and axisymmetric) that result in totally different large-scale flow patterns in all three 
cases. For 108 ≤ Ra ≤ 1010, the touching height of two turbulent plumes was found
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to be increasing non-linearly, with an increase in source separations as reported by 
[28]. 

As most of the works are related to turbulent plume interactions or within a closed 
or ventilated chamber, in this article, we have studied the initial flow structures of the 
laminar plume interactions, with constant heat flux being supplied at line sources, in 
an ambient open environment. The Rayleigh number, thus defined in terms of heat 
flux, is termed as the Rayleigh flux number [13]. Keeping the effective Rayleigh flux 
number (Raf = 1× 106), we have varied the source separations and studied its effect 
on flow structures and heat transfer in the near field. Here, effective Raf is calculated 
considering the twin plume sources as one effective source, whose surface area and 
power supply are the summed-up surface area and power supply of the individual 
heaters, respectively. 

2 Mathematical Modeling 

In the present work, we are trying to understand the initial flow features when the two 
equal strength laminar plumes interact in a quiescent environment. For this, we have 
carried out direct numerical two-dimensional simulations, for effective Raf = 1×106 

and σ = 7, for different test cases, based on source separations (i) 2D, (ii) 3D, (iii) 
4D, (iv) 5D, (v)  6D, and (vi) equivalent single plume, where D is the diameter of 
cylindrical heat source. A constant power P (W) is supplied at each heat source in 
the domain. Based on the observations, the merged height of two infant plumes, at 
the largest separation (6D), is ∼ 60D, suggesting to consider the domain size larger 
than that so that the behavior of the merged plume can be studied properly. Also, the 
two infant plumes, after merging, eject side masses, which travel in lateral directions. 
Therefore, to accommodate all these flow features, we have chosen the domain size 
as 200D × 205D, with the two cylindrical heat sources of diameter D, placed side 
by side, at equal height, symmetrically in the domain, at an offset of 5D from the 
bottom boundary, so that the boundary effect can be minimized (Fig. 1). Since our 
interest is only limited to the initial flow features in the near field, we can expect the 
plume to behave as laminar in the Raf range up to = 1 × 109 [27].

The main governing equations are continuity (1), momentum (2), and energy 
Eq. (3), with Boussinesq approximations for modeling the density of the fluid, as the 
temperature variations are insignificant for laminar flows. 

∇ ·  u = 0, (1) 

(∂t + u · ∇)u = −  
1 

ρ 
∇ p + ν∇2 u + gα(T − Tm), (2) 

(∂t + u · ∇)T = κ∇2 T (3)
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Fig. 1 Schematic diagram of twin plume system: a domain dimensions expressed in terms of 
heater’s diameter (D) with a sample temperature contour for Raf = 1 × 106, σ = 7 and  t/τ = 39.67, 
b mesh distribution (nx × ny ≡ 1200 × 1230), c enlarged view of the mesh refinements, near the 
heat sources

Here, u = (u, v) is the velocity vector field, p is the dynamic pressure field (hydro-
static component subtracted), T is the temperature field, κ is the thermal diffusivity 
of fluid, ρ,  ν,  α  being the density, kinematic viscosity, and thermal expansion coef-
ficient of the fluid under consideration, respectively. Tm is the mean temperature of 
the domain. For non-dimensionalisation of the governing Eqs. (1, 2, 3), R, R2/κ and 
P/RκρCp are length, time (τ ) and temperature (χ ) scales in order, which gives rise 
to following set of non-dimensionalised equations: 

∇ ·  u = 0, (4) 

(∂t + u · ∇)u = −∇  p + σ∇2 u + Raf(T − Tm) ̂y, (5) 

(∂t + u · ∇)T = ∇2 T (6) 

Thus, we get some relevant non-dimensional parameters like Prandtl number 
(σ = ν/κ), which is the ratio of momentum diffusivity to thermal diffusivity, and 
Rayleigh flux number (Raf = gα PR2/κ3ρCp) which is Rayleigh number defined 
in terms of heat flux, injected at the source of the heater. 

Outer boundaries are open, i.e., for outflow (velocity vector pointing outward of 
the domain), ∇ p = 0, ∇T = 0, and ∇u⊥ = 0, while for inflow (velocity vector 
pointing inward of the domain), we considered p = 0, T = 0 and ∇u⊥ = 0. 
At the heater surface, the no-slip boundary condition for velocity, the zero-gradient 
boundary condition for pressure, and the fixed gradient temperature condition (∇T = 
P/2π RlκρCp) are applied as we are considering constant heat flux at the source. 
Here, l and R are unit length and heater’s radius, respectively. 

The governing Eqs. 4, 5, and 6 are solved using OpenFOAM finite volume 
solver [8] whose numerical code has been validated by [10, 15, 16, 18], extensively.
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Spatial discretizations are done using Gauss linear scheme, while temporal terms are 
discretized using the Euler scheme. Equations 4 and 5 are solved using the PISO 
algorithm (pressure implicit with splitting of operator), which involves one predictor 
step and two corrector steps. This algorithm is well suited for pressure–velocity 
coupled equations. A uniform structured mesh with mesh size 1200 in horizontal 
direction (nx ) and 1230 in vertical direction (ny) has been used for all source sepa-
rations. These refined meshes are carefully chosen after thoroughly conducting grid 
independence tests to ensure the physics is independent of the grid size. Moreover, 
local refinements are performed in the vicinity of the heater so that the thermal and 
viscous boundary layers can be captured properly (Fig. 1). 

3 Results and Discussion 

As the constant heat flux is injected at the heater, the boundary layer develops in 
the vicinity of the heater. Sooner, due to Rayleigh–Taylor instability at the boundary 
layer, a lump of hot fluid rises up against the quiescent cold fluid environment. As 
a result of the continuous injection of rising hot fluid, having an upward velocity, 
against the stationary ambient fluid, the hotter fluid starts accumulating at the plume 
front and then onwards, rolls up sideways due to the shear action of the surrounding 
fluid. This results in a mushroom cap like plume head, which subsequently grows in 
size and moves upward because of buoyancy (see Fig. 2a). In the case of twin plumes 
of equal strength, placed at different source separations (d), the two infant plumes 
at first grow by themselves and then, due to constriction in the entrained fluid in 
between, bend toward each other and start merging [14, 19]. Sooner, the two infant 
plume heads pinch off sideways in the form of mass ejections, and the central stem 
rises up with the merged plume head in the downstream direction. It can be seen 
from Fig. 2b–f that in the case of two sources, the amount of ejected mass increases 
with an increase in source separations. Also, for the same instant of time, the rise 
height decreases with an increase in d. With more mass ejected subsequently, the 
mushroom cap size also decreases for larger d.

From Fig. 2, it can be seen that provided the equal time to plume growth, the hori-
zontal spread of the hotter buoyant fluid is more in case of larger source separations. 
A vertical line of length 190D at an offset of 6D from the origin (the midpoint joining 
the line of the centers of the two cylindrical heaters) is drawn to quantify the same. 
Then, the total heat crossing it from time (t/τ )i = t∗ 

i = 0 to  (t/τ )o = t∗o = 34.0 has 
been calculated using the relation: 

Q = 
t∗o∮

t∗i 

qxdt
∗, (7)
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Fig. 2 Snapshot of the plume development in the twin plume system for Raf = 1 × 106 at t/τ = 
34.59 for a equivalent single plume and at source separations, b 2D, c 3D, d 4D, e 5D, f 6D. Here, 
the equivalent single plume is a plume system with same effective Raf, but there is only one heater 
of radius R. Temperature fields are normalized by the steady-state average temperature of the heat 
source, for single plume system, corresponding to Raf = 1 × 106

where, 

qx = 
1 

L 

L∮

0 

u(T − T0)dl (8) 

Here, u is the x-component of velocity, T0 is the initial temperature field at t/τ = 0, 
and qx is the heat flux in x-direction, averaged over the vertical line from l = 0 to 
l = L , where L = 190D. As per Fig. 3, the total heat transfer increases with an 
increase in source separations in a quadratic fashion, which supports the observations 
of Fig. 2. This behavior can be explained as follows. With the increase in the source 
separations, the plume takes a longer time to merge as it has to travel more distance 
in the horizontal direction to reach each other. This longer merging time generates 
a bigger accumulation of hot fluids at the merge point, which are ejected sideways. 
As most of the hot fluid is ejected sideways, the final mushroom cap also reduces in 
size for larger source separations. So, this ejected mass sideways mostly contributes 
to increased heat transfer in the horizontal direction as far as initial flow dynamics 
are concerned.

As the plume merges and rises, it involves entrainment of the ambient fluid 
into the mainstream, and recirculation currents develop too. Moreover, the merging 
phenomenon must involve some mixing of the streams coming from the two plumes. 
All these flow dynamics may disturb the stability of the vertical plume rising. To 
understand this, root mean square of y-component of velocity fluctuations has been 
calculated for the whole domain, for time range t/τ = 0 to t/τ = 41.66, as shown  
in Fig. 4. It can be observed from the contour that most of the fluctuations in vertical 
velocity are concentrated along the vertical axis of the flow passing through the 
origin. As the separation increases, the v'

rms spreads horizontally more, resulting in 
less concentration along the centerline. To understand it further, we plotted the v'

rms
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Fig. 3 Total heat crossing a vertical line of height 190D at an offset of 6D offset of the origin (the 
midpoint of the line connecting the two heat sources) from t/τ = 0 to  t/τ = 34.04 in the horizontal 
direction. The line is carefully chosen to neglect the boundary effect (10D offset from the top and 
5D offset from the bottom). Here, Qref = Rχ

along the centerline for different d (refer Fig. 5a). It can be observed that up to 
y/R ∼ 180 (which is a height sufficient to ensure completion of merging of the two 
plumes for all the 6 cases), the lowest separation had the highest v'

rms, while just after 
it, the case is the opposite. After sideways mass ejection, a lesser amount of hot fluid 
will be retained along the centerline, so they will rise with lesser velocity giving 
rise to lesser v'

rms. But the peak value of v
'
rms is observed largest, for the equivalent 

single Plume, and this
(
v'
rms

)
max has been plotted against source separations d (refer 

Fig. 5b). It decreases with an increase in source separations following a fitting curve 
given by:

(
v'
rms

)
max R 

κ
= a

(
d 

R

)2 

+ b
(
d 

R

)
+ c (9)

where a = −0.06, b = −0.07, and c = 28.70. The higher value of v'
max can cause 

instability in the central laminar stem. It can be concluded that with the increase in 
source separations, the merged plume will rise in a more stable way as compared to 
smaller separations. This also assures a larger height of rise in the far field before 
deflecting sideways or starting the swaying motion.
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Fig. 4 v
'
rms/Uref plotted for the whole domain for a d = 2D and b d = 6D. Here, Uref = κ/R, v'

rms 
is the root mean square of the fluctuation in the vertical component of the fluid velocity, given by 

v
'
rms =

/
1 

(to−t i ) 

to∫
t i 

(v − v)2dt , where  ti is the initial time and to is the final time, v is the temporal 

mean vertical velocity at a cell 

Fig. 5 a vrms plot along the centerline for different source separations and b maximum vrms with 
different source separations. Here, Uref = κ/R, and the dashed yellow line is just for guiding the 
eye

4 Conclusion 

Twin line source laminar plumes, placed side by side in an open, quiescent ambient, 
have been studied for a range of source separations and a fixed effective Rayleigh 
flux number (1 × 106) in light of near-field flow characteristics. It has been observed 
that each of the infant plumes rises with the development of mushroom-like plume 
heads, which attract each other due to congested entrained fluid in between, leading 
to merging. This merging phenomenon is accompanied by side mass ejections and an 
emergence of a single merged plume out of the two infants. The side mass ejections
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are found to be increasing with source separations, and also, the cap size of the 
merged plume decreases as most of the masses are drained off sideways, with larger 
separations of the sources. These mass ejections contribute to an enhanced lateral 
heat transfer with larger source separations, and the trend is quadratic in nature. We 
further noticed that the fluctuations in downstream velocities are distributed away 
from the centerline with larger source separations. This is because of the draining 
away of the hotter fluid from the center line in the form of side mass ejections after 
merging. Moreover, the maximum v'

rms has been found to decrease with an increase 
in source separations, suggesting a more stable plume rise with lesser chances of 
swaying off or deflections sideways in the near field. 
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Nomenclature 

d Source separation [m] 
g Gravitational acceleration [m/s2] 
p Dynamic pressure [kg/ms2] 
P Power supplied at source [W] 
qx Mean heat flux in x-direction [W/m2] 
Q Total heat transfer [J] 
Qref Reference total heat transfer [J] 
R Radius of the cylindrical heater [m] 
Raf Rayleigh flux number 
t Time [s] 
T Temperature field [K] 
Tm Mean temperature [K] 
u X-Component of velocity field [m/s] 
v Y-Component of velocity field [m/s] 
u Velocity field vector [m/s] 
U ref Reference velocity [m/s] 
v'
rms Root mean square of vertical velocity fluctuation [m/s] 

σ Prandtl number [–] 
ν Kinematic viscosity [m2/s] 
α Thermal expansion coefficient [1/K] 
κ Thermal diffusivity [m2/s] 
ρ Fluid density [kg/m3] 
τ Reference time [s] 
χ Reference temperature [K]
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Influence of Liquid Discharge Rate 
on the Genesis of Bathtub Vortices 
with Air-Entrained Structures During 
Draining of a Water Pool Through 
Multiple Outlets 

Rahul Kumar Mondal and Parmod Kumar 

1 Introduction 

There are several applications for free surface vortices in both natural and indus-
trial environments. At the inception, the free surface appeared as a shallow dip on 
the gas–liquid interface, and its further propagation led to the formation of a spiral-
shaped hollow air core within the liquid. These types of situations usually occur 
when liquids flow from a larger container to a very small pipe outlet. Frequently 
encountered free surface vortices occur when emptying bathtubs [1–4] or sinks [5], 
in hydropower stations, during pumping, in turbine intakes, and when air is trapped 
in hydraulic jumps [6]. It is the presence of velocity within the free surface vortex 
that distinguishes it from other vortices [5]. The presence of swirling flow associated 
with free surface vortices causes a decrease in the efficiency of hydraulic machines. 
At fully developed conditions, free surface vortices pull air–liquid combinations and 
different floating materials in the intakes which are harmful to the rotating part of the 
hydraulic machinery. Since the free surface vortex observed to reveal its presence in a 
diverse place in nature and human applications, it is important to understand its phys-
ical behavior. A lot of experimental and computational analysis is done in the past 
by scientists, physicists, and engineers to understand the behavior of air-entrained 
vortex and still getting new insights of the phenomenon through sophisticated tech-
niques, so that it can be used to harness our interests. Rankine et al. [7] provided 
a theoretical description of the circular flow associated with free surface vortices. 
In the Rankine vortex model, the core of the vortex is considered identical to the 
solid-body rotation, and the region away from the core is formulated as vorticity
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free, where velocity is inversely proportional to the distance in the radial direction. 
This model includes a simple mathematical relation of tangential velocity for both 
the regions to demonstrate the associated fluid flow dynamics. The Rankine vortex 
model is significant for a non-viscous fluid. Burgers [8], Rott [9], and Sullivan [10] 
also introduced a mathematical model for free surface vortex. In their formulation, 
the profile of tangential velocity is more realistic as the presence of eddy viscosity is 
considered. Ahmed et al. [1] have studied the generation of a plughole vortex and its 
consequences in a drainpipe during drainage of water from a stationary rectangular 
tank by using experimental and numerical analysis. Their numerical investigations 
used the volume of fluids multiphase model, which was earlier developed by Hirt and 
Nichols [11]. The analysis used three different methods for estimating the critical 
height, namely, measurement of critical height using drain flow rate, estimation of 
critical height from flow visualization, and calculation of critical height from Lubin 
and Springer [LS] correlation [12]. Studies reveal the generation of plughole vortex 
as soon as the free surface reaches the critical height. In the initial stage, the plughole 
vortex looks like a shallow dip, and further in time, it grows to an inverted cone shape. 
As the vortex tip reaches the inlet of the out pipe, the droplet-shaped air bubble is 
detached from the tip of the vortex. These bubbles are driven by the flowing water in 
the outlet pipe, which is further converted into a donut-shaped bubble ring. The flow 
becomes bubbly in the outlet pipe which is further converted into slug flow and finally 
becomes an annular flow. Experimental and numerical studies were performed by 
Rathaur and Ghosh [13–15] to determine the influence of liquid properties and outlet 
pipe location on square tank drainage behavior. There are four types of liquids used 
in this process: 60% glycerine, water, 20% glycerine, and kerosene. Three different 
positions are used to connect the drainpipe with an inner diameter of 9 mm. Bubbles, 
slugs, churns, extended slugs, and annular flows are observed within the drain port. 
There is a proposed empirical correlation indicating that discharge time varies with 
the kinematic viscosity of the liquid due to the eccentricity of the connection. In the 
reservoir, the liquid height changes quadratically as time passes. 

The previous experimental studies were only limited to observing the genesis of 
the plughole vortex and subsequent air entrainment when liquid is draining out from 
a single outlet. 

In the present study, we investigated the genesis of vortex formation when liquid 
is discharged through multiple outlets from a rectangular tank. The spacing between 
two outlets and ratio of their liquid discharge rates are considered the controlling 
parameters in the present experiments. Symmetric and asymmetric vortex profiles are 
obtained for equal and unequal discharge rates between the two outlets. The critical 
water level at which vortex formation starts is obtained using visualization of the free 
surface. The paper is organized as follows: Sect. 2 introduces the experimental setup 
and the procedure used in the present experiments. Section 3 discusses the results 
obtained from the present experiments. Lastly, Sect. 4 concludes the key findings of 
the experimental investigations.
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2 Experimental Setup and Procedure 

Experimental studies have been conducted to understand different fluidic structures 
under varying conditions when water is draining due to pure gravity under stationary 
and steady-state conditions. A schematic diagram of the experimental setup for 
multiple outlets drainage is shown in Fig. 1. The stationary tank measures 0.68 m 
× 0.53 m × 0.40 m in size and is made from an acrylic sheet with a thickness of 
0.01 m. This tank is located at a height of 1.14 m off the ground and is mounted 
on a metallic structure. The bottom of the tank has two holes for accommodating 
transparent drainpipes of 44 mm diameter. This study defines pitch (P) as the central 
distance between outlet pipes. Experiments were conducted at P = 1.35d, and P = 
5d where d is the internal diameter of the drainpipe. The length of the drainpipes 
is considered 400 mm. The inlet of the drainpipes has been raised 100 mm above 
the bottom of the tank so that the plughole vortex can be clearly seen into both 
drainpipes. Every drainpipe outlet is equipped with two shutoff valves. Water is held 
in a tank by the first valve while the second valve is used to control the drainage 
rate. The six equi-spaced angular positions are used to obtain the variable flow rates. 
A pair of collectors is placed just below the drainpipe outlets to receive the water 
during the draining process. The drain times of individual drainpipes were measured 
using two stopwatches for all experiments. During experiments, the initial water 
height has always been 113 mm above the inlet of the drainpipe. All experiments 
are designed to avoid the initial denting of free surfaces by choosing the right level 
of water. Each experiment begins with a 30-min waiting period to achieve stagnant 
conditions throughout the water pool. A high-speed camera measures the transition 
from the free surface to a plughole vortex within a tank, as well as the transition from 
a droplet-shaped bubble to an annular air core fluidic structure, at a rate of 50–125 
frames per second. There are two DC light sources of 50 W placed just behind the 
tank, and a translucent sheet is used as a diffuser. To measure the initial level of water 
within the tank, two metallic scales have been pasted on the front wall of the tank. 
All experiments are conducted with water as the working fluid. Each experiment was 
repeated five times for confirmation of the repeatability of the results. Under atmo-
sphere pressure and temperature, all experiments are performed. Water properties are 
taken as density (ρ) of 998.4 kg/m3; dynamic viscosity (μ) of 1.0266 × 10–3 Pa s. 
The surface tension between air and water is considered 0.072 N/m, and the density 
of air is 1.2 kg/m3.
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Fig. 1 Schematic diagram of the experimental setup 

3 Results and Discussion 

3.1 Effect of Pitch 

Above both the outlets, the free surface appears perfectly flat at the beginning of 
draining process. A multiple point outlet with P = 5d generates two surface dips 
above the outlet pipes (t = 0 s in Fig. 2b), whereas a multiple point outlet with P 
= 1.35d has a single surface dip in the center of outlets (t = 0 s in Fig. 2a). The 
surface dips have grown continuously and eventually reached the outlet pipe. In 
multiple point outlets with P = 5d, two separate surface dips, each expanding into 
their corresponding outlet pipe, but in multiple outlets with P = 1.35d, originate from 
a single center surface dip and extend into both outlet pipes (Fig. 2a). In addition, 
pendent-drop-shaped bubbles are pinched off from the tip of the cone-shaped free 
surface when surface dip entered the outlet pipe (Figs. 2 and 3). One important 
observation is noted that the tip of the inverted cone surface dip entered toward the 
inner wall of the drainpipe at P = 1.35d, and under this condition, shapes of the 
entered tip are asymmetric, while surface tip entered in the center of the drainpipe at 
P = 5d and is completely symmetric. Figure 3 shows the temporal evolution of the 
plughole vortex and air-entrained structures from droplet-shaped bubbles to annular 
air core in water drainage for P = 1.35d. Initially, small-sized bubbles are pinched 
off from the surface tip when the water level is high. After passing some time with 
the draining process, the size of the bubbles is increased.

Decreasing water level decreases hydrostatic pressure which allows for expansion 
in bubble sizes. The generation of larger size bubbles is responsible for eventually 
causing slug flow in the drainpipe. At the end of slug flow, bubbles are merged with 
each other and form an annular flow. The draining process is completed with the 
annular flow, and the drain rate of water is minimum in this condition because the
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Fig. 2 Investigation of pitch effect on the initial generation of the surface dip formation in plughole 
vortex using multiple outlets for 44-mm drainpipe at a P = 1.35d and b P = 5d

maximum pipe volume is covered with air. To locate the critical spacing between 
the outlets at which transition from single and vortex to two non-intracting vortices, 
more experiments need to be performed for a wide range of pitches. 

We have also performed several experiments to examine the influence of different 
discharge rates between the two outlets. These differences in discharge rates are 
maintained by varying the opening position of the valves. The experimental findings 
are presented in terms of ratio of discharge rate between right and the left outlets, 
and it is termed the liquid discharge ratio in the present study. The effect the liquid 
discharge ratio on the genesis of the surface dip in the tank and air-entrained structures 
within the drainpipe is shown in Fig. 4 at P = 1.35d. We have achieved six different 
flow volumetric ratios by keeping one valve completely open while the second valve 
is fixed at 6 different opening positions during the draining process. From Fig. 4, it  
is seen that the inverted cone-shaped free surface is simultaneously entered into the 
drainpipe and droplet-shaped bubbles are also simultaneously pinched off from the 
tip at QR/QL = 1. Due to the symmetry generation of fluidic structures, they look 
like a mirror image of each other. Due to variation of flow rates in the drainpipe, 
vortex formation and occurrence of air entrainment phenomenon occurred early in 
the left drainpipe and delayed in the right drainpipe. At QR/QL = 0.81, bubbly flow
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0 sec 10.36 10.75 10.96 

11 11.03 11.14 11.47 

12.20 13.98 21 33.66 

Fig. 3 Temporal evolution of surface dip to annular core within 44-mm drainpipe at P = 1.35d and 
QR/QL = 1

is observed in the right pipe, whereas the initial stage of annular flow is observed in 
left drainpipe. The tip of the surface dip has just reached the inlet of right drainpipe 
where at that moment annular air core has partially developed within the left drainpipe 
by passing bubbly and slug flow at QR/QL = 0.53. The left drainpipe experienced 
vortex formation and air entrainment phenomenon early while the right drainpipe 
experienced it late. 

QR/QL = 1  QR/QL = 0.81  QR/QL = 0.53  QR/QL = 0.25  QR/QL = 0.055 QR/QL= 0  
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Fig. 4 Comparison of asymmetry fluidic structures at variable liquid discharge ratio within 44-mm 
drainpipe at P = 1.35d
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Fig. 5 Obtained possible symmetry fluidic structures at P = 5d for the different average liquid 
discharge rates 

3.2 Effect of Liquid Discharge Ratio 

An interesting result is observed in the right drainpipe from QR/QL = 0.25 to 0. At 
QR/QL = 0.25, a developed annular air core is observed in the left drainpipe after 
passing bubbly, slug, and partially developed annular air core phenomena. At that 
moment, a blunt surface dip enters into the right drainpipe at a lower water depth. 
Neither droplet-shaped bubbles pinched off from tip of blunt surface dip nor bubbly, 
and slug flows are observed within drainpipe. Blunt surface dip directly entered 
into the drainpipe in the form of annular air core with some perturbations at its 
tip. Similar results of QR/QL = 0.25 are also seen for the left drainpipe when we 
maintained QR/QL = 0.055. A negligible amount of water has passed between the 
outer surface of the cylindrical air core and the inner wall of the drainpipe. In QR/QL 

= 0 conditions, a fully developed annular air core is observed in the left drainpipe 
after passing bubbly, slug, and partially developed annular air core phenomena. This 
vortex appeared almost identical to that of vortex formation in single outlet system. 

Figure 5 shows the experimental photographs to depict interfacial profiles at P = 
5d and different liquid discharge rates. It is to highlight that the entrained structures 
are almost the mirror images of each other in the two outlets and appears as observed 
in case of single outlet systems. This shows that at this spacing between the outlets, 
the two vortices are non-interacting. 

The height of the free surface above the inlet of the drainpipe is measured using 
image analysis and plotted as function of time in Fig. 6. The height of the free 
surface has varied in a linearly with time indicating the constant liquid discharge 
rate, and after reaching the critical height, it varied non-linearly. This is the point 
where a dimple appeared in the free surface and further elongated with time. Transient 
Bernoulli’s equation is also used to derive the variation of free surface height with 
time, and the final expressions are given in Eqs. (1) and (2) for single and two outlets, 
respectively. 

Hf =
(√

Hi − 
t APCd 

At 

/
g 
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)2 
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Fig. 6 Comparison of 
experimental and theoretical 
water depth variation for two 
equal drainpipes diameters 
of 44 mm at a QR/QL = 0 
and b QR/QL = 1 

Critical height 

(a) 

Critical height 

(b) 

When these equations are plotted in Fig. 6 for two cases of single and two outlets, 
these show a close agreement with present experiments up to the critical height. 
The deviation between experimental and theoretical data is observed when the water 
height reached the critical height, indicated by a horizontal dotted line. With time, 
a surface dip develops, which eventually enters the drainpipe inlet after reaching 
critical height. Air entrainment was initiated by the entry of surface dip in the 
forms of bubbles, slugs, and annular flows. By entraining air into the tank, the water 
drains more slowly and takes longer to empty. During this time, the theoretical drain 
has remained the same. Plughole vortex and associated air entrainment phenomena 
during emptying water tanks are not included in the theoretical calculation of water 
depth variation with time.
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4 Conclusions 

This study investigates the effect of liquid discharge ratios on the genesis of bathtub 
vortices in multiple outlet drainage systems. This study revealed the following key 
findings: 

1. There is good agreement between the experimental and theoretical drain flow 
rates for QR/QL = 0 and QR/QL = 1. 

2. For multiple outlets at P = 5d, two separate surface dips occur and expand into 
respective outlets. 

3. It is quite evident that for P = 1.35d, a single surface breaks into two surface 
dips very close to outlets and enters the respective outlet pipes after splitting into 
two. 

4. Asymmetric free surface profiles and corresponding entrained air structures are 
observed when QR/QL /= 1. 

5. The transition from drop-shaped bubbles to annular air core takes place in drain-
pipe through bubbly and slug flows at high liquid discharge rates, and direct 
annular flow pattern is observed at low liquid discharge rates. 

6. The critical height of the free surface can be decreased by decreasing the liquid 
discharge rate; however, it increases the total drainage time. Therefore, multi-
point outlets can serve the purpose of mitigating vortex formation and improving 
the drainage time. 

Acknowledgements This research is funded by an institute SEED grant project from IIT Mandi 
(IITM/SG/PKU/67). 

Nomenclature 

QR Average drain rate of the right pipe [m3/s] 
QL Average drain rate of the left pipe [m3/s] 
Hc Critical height [m] 
r Radius of drainpipe [m] 
g Acceleration due to gravity [m/s2] 
H i Initial water height [m] 
H f Final water height [m] 
Cd Coefficient of discharge [–] 
At Area of rectangular tank [m2] 
Ap Cross-sectional area of pipe [m2]
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Design and Numerical Analysis of a High 
Head Inducer for a Rocket Pump 

T. V. Sanand, Nitin Rathee, K. Harikumar, P. Unnikrishnan Nair, N. Jayan, 
and G. Nageswaran 

1 Introduction 

The need of high thrust levels for future space transportation systems results in high 
combustion chamber pressures in liquid rocket engines. Rocket propellant fed turbop-
umps have inducers in order to avoid cavitation, improve the suction performance 
and reduce the propellant tank pressure and weight. The main task of the inducer 
is to provide a modest increase in pressure upstream of the main pump, typically a 
radial impeller, which in turns prevents cavitation and allows sufficiently reasonable 
operating conditions in the main pump. The optimum design, therefore, is a compro-
mise that provides adequate suction performance while maintaining good overall 
efficiency under all operating conditions. 

A broad outline of the various types of pumps and the typical expected perfor-
mance vs specific speed is shown in Fig. 1. Inducers are axial flow pumps with high 
value of specific speeds (Ns > 2500 U.S. units). They are classified according to 
head rise capability and also according to the shape of the meridional flow path. 
According to [1], inducers in general fall into two categories, low head type with 
head coefficient, ψ < 0.15 and high head type, with ψ > 0.15. The high head designs 
are usually more efficient also.

A basic comparison of a low head and high head inducers is given in Fig. 2. 
High head inducers are typically distinguished by smoothly profiled hub contour 
and a high hub to tip diameter at the outlet to achieve a higher head coefficient. 
Earlier low head inducers were essentially axial flow impellers with constant-pitch 
helical blading and nearly uniform mean radius, mostly relying on the change in 
relative velocity for raising the fluid pressure. Instead, today’s high head inducers 
are mixed-flow machines with tapered hubs, nearly cylindrical casings and variable-
pitch blades, where a significant portion of the pressure rise is generated due to
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Fig. 1 Eff. versus specific speed for various pumps [1]

the higher peripheral velocity at the inducer exit. Compared to centrifugal pump 
impellers, inducers have fewer blades (usually 3 or 4) with smaller angles of attack 
to improve suction performance. The resulting configuration leads to relatively low 
values of the hydraulic efficiency due to the higher viscous and turbulent losses in 
the blade passages. 

The inducer design is usually optimized with respect to system considerations. 
Suction specific speed S'

s and suction specific diameter D'
s are the characteristic 

parameters that describe the inducer suction performance in terms of shaft rotative 
speed N, flowrate  Q, inducer inlet tip diameter Dtip, and critical or required net 
positive suction head NPSH. Details of selection of various parameters are given in 
the respective sections.

Low head             High head 

Fig. 2 Low and high head inducer configuration [1] 
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2 Literature Review 

A very good overview on the various design aspects of inducers for liquid rocket 
engines are given in [1–3]. The state-of-the-art design practices and typical design 
and geometric parameters for selected rocket engine pump designs are given there. 
A detailed overview on the design considerations for modern industrial rocket 
turbopump inducers is given in [4]. Acosta [5], Bakir [6], and Cervone [7] made 
some efforts to understand the influence of the leading-edge sweep on the perfor-
mance in cavitating regimes, whereas Lulu and Li [8] published results on the impact 
of the number of blades on the cavitation behaviour of inducers. The effect of tip 
clearance on inducer performance has been investigated by Hong and Kim [9]. A 
detailed study of flow phenomena inside rocket pump inducers has been conducted 
by Lakshminarayana [10], however operating medium for the inducer was air for 
the experimental studies. A good numerical investigation with an aim to analyse the 
influence of the incidence angle on the performance of the inducer was done in [10]. 
Among various high head inducer designs from the literature, the Space Shuttle Main 
Engine (SSME) Low-Pressure Oxidizer Turbopump (LPOTP) inducer is reported to 
have a head coefficient of 0.366 and inlet tip flow coefficient of 0.076 in [11]. The 
current paper also focuses on a typical high head inducer design similar to SSME 
LPOTP. 

3 Preliminary Design and Selection of Major Parameters 

The inducer inlet tip diameter shall be derived from mathematical consideration of 
optimum flow conditions for maximum suction performance. According to [1], a 
major design parameter which considerably influences the inducer geometry is the 
inlet tip flow coefficient, ϕ. Lower values of ϕ results in larger tip diameters and 
hence lower NPSH requirements (and vice versa.) due to lower values of meridional 
velocity at inducer inlet. However, too low a value can lead to larger re-circulation 
losses at inlet there by adversely affecting suction performance. An optimum value of 
ϕ can be determined by using Brum field criteria [1], which relates optimum value of 
flow coefficient ϕopt to the blade tip cavitation number K. The choice if K is mainly 
driven by experience gained by previous designs. A smaller value of K results in 
lower value of NPSH and vice versa. 

ϕopt =
/

K 

2(1 + K ) 

According to [1] from a given value of ϕ or K, the optimum tip diameter can be 
determined from Fig. 3. The dotted line in the middle shows the optimum choice based 
on Brumfield criteria. For the present case, a value of 0.076 is chosen considering the 
SSME LPOP design. Accordingly, value of blade tip cavitation number works out
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Current design 

Fig. 3 Specific diameter versus suction specific speed [1] 

to be 0.012. The corrected suction specific diameter and suction specific speed are 
estimated as 0.0248 and 46,653, respectively, which are in the recommended range 
for a typical rocket engine pump 20,000–50,000 as per [3]. 

The total head rise, flow rate, and operating speed are selected to have the specific 
speed within the usual recommendation for high head inducers as shown in Fig. 1. 
The limitation imposed by the in house test facility is also considered for the selection 
of these parameters. For high head inducers, the specific speeds are generally on the 
lower side as compared to low head inducers. A value of 2544 (U.S. units) is selected 
for the specific speed, which is expected to give a good overall efficiency as well. 

The hub-to-tip ratio at the inlet is generally selected within 0.2–0.4, which is a 
compromise between suction performance and mechanical design considerations. A 
mean value of 0.3 is chosen for the current design. The hub-to-tip ratio at the outlet is 
selected to meet the hear rise requirements for a targeted head coefficient ψ > 0.35, 
at the same time limiting the blade angle at the inducer exit within acceptable limits. 
The mean line design is done in an iterative manner and the final results of the same 
are tabulated in Table 1. Based on the methodology given in [1], an estimate of the 
cavitation coefficient is made for the inducer design. An assessment on the expected 
efficiency was also made based on empirical correlations.

Based on the mean line design calculations, a model for the high head inducer was 
generated. A 3D view of the same is shown in Fig. 4. Other design parameters like 
wrap angle, tip clearance, number of blades, etc., were finalized based on sensitivity 
studies through 3D CFD analysis, details of the same are given in the subsequent 
sections.
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Table 1 Major design 
parameters for high head 
inducer 

Parameter Value Unit 

Specific speed 2544 US units 

Inducer inlet tip flow coefficient 0.076 – 

Inducer head coefficient 0.398 – 

Mean blade angle at inducer inlet 10.2 ° 

Mean blade angle at inducer exit 50.7 ° 

Hub-to-tip ratio at inlet 0.3 – 

Hub-to-tip ratio at outlet 0.75 – 

Efficiency 70% % 

Cavitation coefficient, σ 0.017

Fig. 4 3D model view of the 
high head inducer 

4 Numerical Analysis and Sensitivity Studies 

A series of CFD simulations were done to evaluate the performance of the initial 
design of the high head inducer based on guidelines of [1]. Commercial CFD solver 
ANSYS CFX was used for numerical studies. The computational method solves the 
Reynolds-averaged Navier–Stokes (RANS) equations with the two-equation k–ω 
shear-stress transport (SST) turbulence model by Menter, with the default parameters 
provided by the ANSYS CFX formulation. Water was used as medium and steady 
state simulations were run until overall residuals were < 1 × 10–5. 

ANSYS Turbogrid was used for structured grid generation. To reduce the compu-
tational demand, a single blade passage only was modelled. The computation domain 
for a typical case is shown in Fig. 5.

A baseline mesh is constructed following best practices for turbomachinery 
computational fluid dynamics, and the results of the calculations are compared against 
those obtained with a coarse mesh and two levels of mesh refinement. The details of 
the mesh generated are given in Table 2.
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Fig. 5 Computation domain

Table 2 Details of the 
computational grid Grid No. of nodes No. of elements 

Mesh#1 (coarse) 1,061,736 979,912 

Mesh#2 (medium) 1,703,748 1,594,347 

Mesh#3 (fine) 2,487,150 2,349,424 

The meshes include the tip clearance, with 12–14 nodes between the blade and the 
casing. The inlet of the computational domain is extended upstream of the inducer 
leading edge, and the outlet downstream of the blade trailing edge to avoid any effect 
of boundary conditions in the solution. The total pressure is specified at the inlet, 
whereas the mass flow is defined at the outlet. No-slip walls are used for the blades, 
the hub, and the shroud. No appreciable difference in the pressure rise, efficiency, 
and velocity profiles could be observed of the baseline, first, and second refinements. 
A comparison of the pressure rise along the meridional direction is shown in Fig. 6 
for the three grids.

The difference between pressure profile for Mesh#2 and 3 was < 0.05% only. 
Based on the results, Mesh#2 (Medium) grid was used for further studies as a 
compromised between accuracy and computational efforts. 

In order to further fine tune, the mean line design A series of CFD analysis were 
carried out. Table 3 gives the parameters varied for CFD analysis and the respective 
range studied. The effect of each of the above parameters is discussed below.

The effect of blade wrap angle on the head rise and efficiency of the inducer is 
shown in Fig. 7. It is seen that the overall efficiency increases with increasing value 
of wrap angle, however there is no appreciable rise expected beyond 360°. The hear 
rise is almost constant for the cases studied. The value of 360° is recommended based 
on the analysis.

The effect of blade tip clearance on the head rise and efficiency of the inducer 
is shown in Fig. 8. It is seen that the overall efficiency and head rise decreases
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Inducer 
inlet 

Inducer 
outlet 

Fig. 6 Comparison of pressure rise for Mesh#1, 2, and 3

Table 3 Parameters for sensitivity studies 

Parameter Usual recommendation [1] Cases analysed 

Blade wrap angle, ° To achieve solidity (C/S) in the range 2–2.5 360 
325 
290 
270 

Tip clearance (% of Dtip) 0.2–0.3% 0.22 
0.27 
0.325 

Number of blades 2–4 3 main blades  
3 main  + 3 splitter 
4 main blades

Fig. 7 Effect of blade wrap 
angle
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Fig. 8 Effect of blade tip 
clearance 

with increasing value of tip clearance. This is due to the higher leakage of fluid 
through the tip clearance. Considering this, it is recommended to go for min. value 
of the clearance (0.22%) which is within the recommended range of 0.2–0.3% of tip 
diameter as per [1]. 

The effect of number of blades on the head rise and efficiency of the inducer is 
shown in Fig. 9. The case with 3 main and splitter blades is designated as 3.5. It 
is seen that the overall efficiency is almost same for 3 bladed case and 3 + 3 case, 
however there is a marginal improvement (+ 4.2%) in the head rise for 3 main and 3 
splitter bade case. As the number of blade increases, better guidance is available to 
the flow as it flows through inducer and a better performance is expected. However, 
too many blades can adversely affect the performance due to excessive blockage and 
can increase the NPSH requirement as well. Considering this, it is recommended 
to go for 3 main + 3 splitter blade configuration which is within the recommended 
range of 2–4 as per [1]. 

Based on the above, the model with finalized design parameters for the inducer 
was analysed for determination of head rise and efficiency characteristics for a range 
of flow rates from 70 to 130% of the design flow rate. A plot of the same is shown in

Fig. 9 Effect of number of 
blades 
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Fig. 10. Values obtained for all the 3 grids are plotted for comparison. The achieved 
head coefficient from CFD is meeting the design requirement; in fact, it is higher 
by 22%. However, this type of inducer will require a flow straightener at the exit for 
reducing swirl losses in the downstream pipe line and some extra margin is preferable 
to take care of the losses in the same. Moreover, the surface roughness effects are 
not modelled here, some losses are expected as a result of that too when the actual 
hardware is tested. The achieved efficiency is also meeting the mean line design 
estimated based on empirical correlations. The achieved efficiency is ~ 10% higher 
based on CFD studies. A plot of the steam lines at mid span (50%) is shown in which 
there are no major re-circulation zones in the flow passage from inlet to outlet. A plot 
of the pressure distribution at mid span is also shown there for comparison (Fig. 11). 

The required NPSH was also estimated using the Rayleigh–Plesset cavitation 
model in CFX. A series of steady state isothermal simulations were carried out with 
different values of inlet pressures and constant flow rate through the pump. A plot of 
the head coefficient ψ versus cavitation coefficient σ is  shown in Fig.  12. Typically 
for inducer designs, the cavitation coefficient corresponding to 10% drop in head rise

CFD Efficiency 

CFD Head rise 

Design  
head rise 

Design 
efficiency 

Fig. 10 Head rise and eff characteristics of finalized configuration 

Fig. 11 Streamline and pressure plots at mid span for design flow 
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Fig. 12 Head coefficient ψ 
versus cavitation coefficient 
σ 

0.017 

Nominal head rise 

10% drop in head rise 

is determined as critical cavitation number. The achieved value from CFD for 10% 
hear rise drop is in the range 0.014–0.021 (average value 0.0175) and very close to 
the estimated value of 0.017 as per [1]. 

For cavitation coefficients below the critical value, the head rise abruptly drop 
as the pump undergoes a vapour blockage at inducer inlet. A plot of the zones with 
vapour volume fraction= 0.5, for different values of cavitation coefficients are shown 
in Fig. 13 to show the extend of build-up of vapour volume at inducer inlet. Below 
the value of 0.014 for cavitation coefficient, almost the entire inlet area is blocked 
by vapour and it is expected that a drastic drop in head rise will happen for values of 
cavitation coefficient below that.

5 Conclusions 

Mean line design of a high head coefficient inducer (ψ > 0.35) has been carried out 
based on the recommended criteria as per published literature. The mean line design 
was further analysed through steady state 3D CFD simulations using ANSYS CFX 
and geometrical parameters were finalized to maximize the performance in terms of 
head rise and efficiency. The performance characteristics of the finalized geometry 
in terms of head rise and efficiency were generated through CFD analysis for a wide 
range of flow coefficients. The suction performance of the inducer was also analysed 
through CFD using Rayleigh–Plesset model available in ANSYS CFX. Results of 
the numerical analysis show that the design meets the requirements in terms of head 
rise, efficiency, and suction performance. Based on the confidence from the numerical 
analysis, hardware can be realized and tested to validate the same, which is planned 
in the next phase.
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Fig. 13 Zones of vapour 
volume fraction = 0.5

σ = 0.623 σ = 0.05 

σ = 0.021 σ = 0.014 

σ = 0.012 σ = 0.008 

Nomenclature 

ψ Head coefficient = gH/U2 
tip 

H Total head rise, m 

Q Volume flow rate, m3/s 

U tip Tip speed at inlet = π Dtip N /60, m/s 

Dtip Tip diameter at inducer inlet, m 

N Operating speed, rpm 

ϕ Inlet tip flow coefficient = Cm/U tip 

Cm Meridional velocity at inducer inlet, m/s 

K Blade tip cavitation number 

NPSH Net Positive Suction Head, m 

Ns* Specific speed, NQ1/2/H3/4

(continued)
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(continued)

S'∗
s Suction specific speed = NQ1/2/NPSH3/4 

D'∗
s Suction specific diameter = Dtip NPSH1/4/Q1/2 

σ Cavitation coefficient = (Pin − Pv)/(0.5ρ U2 
tip) 

Pin Inlet pressure, MPa 

Pv Vapour pressure, MPa 

* In U.S. units 
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The Effect of Reynolds Number on Mass 
Suction and Outlet Temperature in IRS 
Device 

Maheswar Rout, Jnana Ranjan Senapati, and Suman Ghosh 

1 Introduction 

The infrared suppression sys, known as IRS devices, are regularly used in defense 
helicopters and naval warships. It is used to lower the temperature of the turbine 
exhaust gases of naval warships and helicopters. If we eject the turbine exhaust 
without reducing the temperature of the flue gases in this machinery, it might be a 
source for radar to detect the ship or helicopters. Therefore, it is essential to bring 
down the temperature of the turbine exhaust before allowing it into the atmosphere. 
The IRS device reduces the temperature of the turbine exhaust gases of naval warships 
and helicopters. So IRS devices have broad applications. This encourages several 
researchers to work in this area and develop correct computational schemes to predict 
these devices’ fluid flow and heat transfer within an affordable computational cost. 

2 Literature Review and Objective 

In the last three decades, much research being carried out on IRS devices [1–4]. 
Birk and Vandam [5] conducted a 1/4th parametric survey of the Infrared Signature 
Suffield (IRSS) ball Defense Research Establishment (DRES) system and compared 
result to a full-scale naval model. Thompson et al. [6] discuss the prime causes of 
infrared signature in ships and also various techniques to eliminate the signature. 
Im and Song [7] experimentally investigated air entrainment and mixing and found 
that using a short circular ejector makes a compact design and improves the overall 
performance. Barik et al. [8] performed the experimental analysis of a laboratory 
scale IRS device using cylindrical funnels of different dimensions one after the other,
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founding that maximum air entrainment is achieved in zero overlapping funnels. 
Mukharjee et al. [9] carried out numerical simulations in a full-scale IRS device 
using conical funnels with three different types of walls: adiabatic, conducting, and 
both conducting and radiating, and found that the mass entrainment is more in the 
case of conducting and radiating wall. Chandrakar et al. [10] discuss the fluid flow 
and heat transfer characteristic of a real-scale IRS device using cylindrical funnels 
and concludes that the mass suction increase. At the same time, the outlet plume 
temperature decreases with an increase in inlet velocity and plume temperature. As 
mentioned above, researchers have proposed various models to form an IRS device 
to maximize mass suction rate and reduce turbine exhaust temperature. 

3 Materials and Methods 

3.1 Physical Description of the Model 

The present numerical computation considers a conical full-scale IRS device with a 
computational domain. The computational domain is shown in Fig. 1. The conical 
IRS device consists of two conical funnels first funnel has an initial diameter of 
2.0 m and an outlet diameter of 1.6 m. The second funnel was considered to have 
an initial diameter of 1.8 m and an outlet diameter of 2.0 m. The length of each 
funnel was taken as 2.5 m. An axial gap of 0.2 m was considered for easy mass 
suction. Also, a radial gap of 0.1 m was considered between the first funnel’s outlet 
diameter and the second funnel’s inlet diameter to increase the mass suction rate. 
The funnel walls are considered adiabatic walls. The nozzle diameter of 0.8 m is 
considered. The IRS system length to nozzle diameter length is taken as 6.5. Hot air 
enters the nozzle with an initial velocity of Unz and temperature T nz. The fresh air is 
sucked into the IRS device, and also the temperature of the hot flue gases decreases. 
The dimension was taken from various worldwide used ships and frigates [11–13]. 
A cylindrical computational domain of equal diameter and height is considered for 
the computation. The ratio of computational domain diameter to nozzle diameter is 
taken as 25.

3.2 Turbulent Transport Equation 

The Reynold time-averaged mass, momentum, and energy in the inertial reference 
frame can be expressed in terms. 

Continuity equation: 

∂ui 
∂ xi 

= 0 (1)
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Fig. 1 Computational domain with boundary condition

Momentum equation: 
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3.3 Boundary Condition 

The pressure outlet boundary condition is implemented on the computational 
domain’s top, bottom, and outlet boundary temperature at the inlet of the nozzle 
ranging from 400 to 700 K. 

At the solid walls 

vx = vy = vz = 0 (6)  

At the top, bottom and outlet boundary 

P = P∞, T = T∞ (7) 

At the nozzle exit 

vx = unz, vy = vz = 0, Tx = Tnz (8) 

3.4 Numerical Solution Procedure 

Integrating the mass, momentum, energy balance equations, turbulent kinetic energy, 
and their dissipation through the control volume in a finite volume technique yields 
a set of algebraic equations. The jet impingement heat transfer is estimated using 
an SST K-ω model. Utilizing a central difference technique, the diffusion term in 
the momentum and energy equations is discretized. The second-ordered scheme 
represents the convective term in momentum and turbulence equations. The pressure 
correction equation for pressure velocity coupling was solved using the SIMPLE 
algorithm. 

3.5 Validation of Numerical Scheme 

The numerical scheme is validated with verified experimental data from Barik et al. 
[8] published in the literature. Experimental results validate the current numerical 
scheme. A series of the cylindrical funnel of the laboratory scale is taken one above the 
other to form the IRS device. The corresponding dimensions, such as funnel diameter, 
funnel height, funnel overlap, and nozzle overlap, are taken per the experimental 
setup. This specific problem is considered with the present boundary condition for 
validation. The variations are shown in Fig. 2.
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Fig. 2 Comparison between the present CFD study and experimental results of Barik et al. [8] 

3.6 Grid and Domain Sensitivity Test 

Figure 3 shows the grid sensitivity test for the current numerical computation for 
nozzle overlap length of − 25% and funnel overlap of − 25%. Initially, a small 
number of grids are taken, and the mass entrainment ratio concerning this particular 
number of grids is calculated. As the number of grids gradually increases, the mass 
entrainment ratio gradually decreases. We got that the mass entrainment does not 
change very much with an increasing number of grids over 81,881. So a domain of 
81,881 grids is considered.

4 Results and Discussion 

4.1 Comparison of Mass Entrainment Ratio and Outlet 
Temperature Ratio with Renz at Various Inlet Nozzle 
Temperatures 

Figure 4 illustrates how the mass entrainment ratio varies with the Reynolds number 
for various nozzle input temperatures. The graphic shows that the mass entrainment 
ratio rises as the Reynolds number rises. This happens due to viscous drag because 
as the velocity increases, the viscous drag increases. At a relatively low inlet temper-
ature, nominal changes in the mass entrainment ratio occur. It can be seen from
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Fig. 3 Variation of mass entrainment ratio with the number of grids

the figure. It can be observed from Fig. 5 that a higher inlet nozzle temperature 
for a certain Reynolds number has more mass entrainment ratio than a lower one. 
As shown in Fig. 5, for temperature 600K, the mass entrainment ratio increases by 
1.13% when the Reynolds number rises from 6.65 × 105 to 9.08 × 105 . 

Fig. 4 Comparison of mass suction ratio with Renz
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Fig. 5 Comparison of outlet temperature ratio with Renz 

The ratio of exit air temperature from the funnel to the atmospheric air temperature 
was calculated at different inlet Reynolds numbers, and the comparison is shown 
Fig. 5. The temperature ratio decreases as the Reynolds number increases because 
the mass suction also increases. The temperature ratio at different inlet temperatures 
is plotted. It can be observed that the variation is more at a higher inlet temperature. 

5 Conclusions 

From the numerical simulation, it is observed that with the rise in Reynolds number, 
the mass suction ratio increases, and the outlet temperature of air decreases. When 
high-velocity and high-temperature air from the nozzle exhaust are passed through 
the IRS device, a low-pressure zone is set up inside the system. That means the 
pressure inside the device becomes lower than the atmospheric pressure. Therefore, 
surrounding fresh air from the surrounding entrains the device through inter-funnel 
gaps or through the bottom part of the lower funnel. This fresh air mixes with the 
hot air and moves upward, resulting in a lower temperature at the device outlet. 

Acknowledgements We sincerely acknowledge the financial support from the Science and Engi-
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India.
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Nomenclature 

IRS Infrared Suppression System 
NOL Nozzle overlap [m] 
FOL Funnel overlap [m] 
Msuc Mass entrainment into IRS device [kg/s] 
Min Mass inlet into IRS device [kg/s] 
ρ Density of air [kg/m3] 
ω Specific dissipation rate [s−1] 
ε Rate of dissipation of turbulent dissipation rate [m2s−3] 
μ Dynamic viscosity [Pa-s] 
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Discrete Element Modeling of Discharge 
of Granular Matter from a Silo 
at Different Eccentric Opening 

Abhinesh Kumar and Prasanta Kumar Das 

1 Introduction 

Granular matters widely exist in nature and are also used in food processing, mining, 
pharma industries, etc. Natural flows like debris flow, landslides, etc., are very 
hazardous, and to prevent these kinds of hazards, researchers are trying to study 
the flow behavior and physics behind them. Many researchers have proposed theo-
ries to explain flow physics, but no well-accepted theory can still explain all flow 
behaviors involved. Safely storing granular materials are also a very challenging task, 
as the complex physics of granular matter is still not well explored. 

Silo is an essential part of industries for storing granular matter. Predicting 
the actual discharge is very important in many industrial processes. The complex 
flow characteristics lead to difficulty in predicting the discharge rate. During a silo 
discharge, the motion of the grains is complex. It may lead to stress on the silo walls. 
Due to these stresses, the silo may fail or break. The flow patterns which emerge 
due to the flow depend upon many factors like particle–particle friction coefficient, 
particle shape, particle size, and silo geometry [1, 2]. Mainly two regions are observed 
during granular discharge from the silo: the dynamic and stationary regions. Flow 
patterns like mass flow, funnel flow, and mixed flow exist during the discharge based 
on the motion of the particles and particle properties [3, 4].
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2 Literature Review and Objective 

The flow of granular media inside the silo has been investigated by various researchers 
across the world. Anshu Anand et al. have numerically investigated the discharge 
rate of granular matter through a hopper [5]. The experimental analysis of flow 
through different eccentric openings of the silo has been investigated by Maity et al. 
[3]. Various experimental and numerical instigations have been done by varying the 
particle shape, particle size, effect of material properties, and different eccentricity 
by researchers in the past [6–8] to study the discharge dynamics and flow pattern. 
Our objective is to investigate the discharge dynamics and flow pattern when there 
are two eccentric openings at the bottom of the silo using discrete element modeling 
with the help of LIGGGHTS-PUBLIC-3.8.0, which has not yet been done, to our 
knowledge. 

3 Materials and Methods 

The numerical investigation has been done using the discrete element method (DEM). 
The displacement and dynamic forces that a particle experiences when interacting 
with other particles are calculated using DEM. Generally, the soft particle approach 
is the most widely used in the dense granular flow. In the soft particle approach, 
the two particles contacting each other can penetrate with an infinitesimally small 
distance [9]. There are various soft particle contact models, one of which is Hertz-
Mindlin no-slip contact. This model is the spring-dashpot model, as the elastic force 
is represented by spring, and the penetration is modeled by dashpot. The slip at 
the contact point is neglected for our numerical investigation. Figure 1 shows the 
schematic of the spring-dashpot model [10]. We have used the no-slip Hertz-Midlin 
contact model for our simulation. 

The following formula gives the forces between the two particles i and j in the 
normal and tangential direction [11]:

Fig. 1 Schematic of the 
spring-dashpot contact 
model 
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Fn = Knδn + γnΔUn (1) 

Ft = min 

⎧ 
⎨ 

⎩

|
|
|
|
|
|
Kt 

T∫

Tc,0

ΔUtdT + γtΔUt

|
|
|
|
|
|
, μFn 

⎫ 
⎬ 

⎭ (2) 

where ΔUn and ΔUt are the normal and tangential relative velocity of the particles, 
Kn is normal and Kt is the tangential spring coefficient, γn is normal and γt is the 
tangential dashpot coefficients, and δn is the infinitesimally small normal penetration. 

The simulation domain used for our numerical simulation is shown in Fig. 2a, b 
rectangular silo of dimension 200 × 400 × 10 mm3 (L × H × Y ) has been used. 
We varied the bottom opening position from the center of the silo and studied the 
flow dynamics; we also used the same domain for the two openings with different 
eccentricities. 

Table 1 gives the values of the variables used for our numerical simulation. The 
modulus of elasticity is taken lower than the actual modulus of elasticity of the 
particle to reduce the simulation cost and time without affecting the end result [12].

Fig. 2 Geometry of the silo used for the simulation 
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Table 1 Parameters for the 
simulation for our numerical 
investigation 

Variables Value 

Modulus of elasticity, Y (MPa) 5.5 

Poisson coefficient, ν 0.25 

Restitution coefficient, e 0.45 

Friction coefficient, μ 0.3 

DEM time step, Δt (s) 3e-5 

Density of particles, ρ (kg/m3) 2500 

Radius of particles, r (m) 0.0006 and 0.0012 

4 Results and Discussion 

4.1 Flow Pattern of the Discharge 

The flow behavior of the granular bed in the silo with one concentric opening has 
been studied using discrete element modeling. Figure 3 shows the flow pattern of 
the granular bed at different times. We have used granular matter of diameter d = 
2.4 mm for this flow pattern behavior study. We have also done the numerical study 
for the granular matter of diameter d = 1.2 mm, but here we have only shown the 
flow pattern for the eccentricity, E = 0.0, because of a similar flow pattern and better 
visualization. Initially, the bed near the orifice is only eroded, but as time progresses, 
the erosion propagates toward the upper layers and reaches up to the free surface. We 
did numerical simulation for the eccentric openings E = 0.5 and E = 0.93. We found 
that the granular bed flow patterns at different times are similar, but we observed 
quicker discharge than the eccentric opening. The reason is discussed in Sect. 4.2.

4.2 Temporal Velocity Variation and Flow Analysis for One 
Eccentric Opening 

Further, we did a series of numerical simulations for three different eccentric openings 
at the bottom of the silo for the granular matter of particle size, d = 0.0012 mm, 
which is half of the previous simulation of Sect. 4.1. Our first aim was to validate our 
numerical results with the theoretically obtained velocity plot. For that, we used our 
numerical results to validate the theoretical results of Ritwik et al. [13] at  z = 10 mm 
height from the base of the silo. We found that the numerical outcomes demonstrate 
good agreement with the theory proposed by Ritwik et al. Figure 4 shows the same 
plot for concentric opening, and Fig. 5 shows the plot for eccentric opening E = 
0.93.

We can see from Figs. 4 and 5 that our numerical results demonstrate good concor-
dance with the theoretical findings. In Fig. 7, the numerical non-dimensional velocity
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Fig. 3 Flow pattern of the granular bed for concentric discharge with particle diameter d = 2.4 mm
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Fig. 4 Plot of comparison of 
theoretical and numerical 
non-dimensional velocity 
with the non-dimensional 
silo width at z = 10 mm for 
concentric opening 

Fig. 5 Plot of comparison of 
theoretical and numerical 
non-dimensional velocity 
with the non-dimensional 
silo width at z = 10 mm for 
E = 0.93

near the wall is lower than the theoretical one due to the no-slip boundary condition 
taken by us during the numerical simulation. Also, we have considered lowering the 
modulus of elasticity to the actual so that we can reduce the simulation time and cost 
without sacrificing much with the final results. 

4.2.1 Temporal Velocity Profile 

We further post-processed the results of the numerical simulation and plotted the 
velocity contour snapshots at different time steps throughout the discharge of granular 
matter for E = 0.0 (Fig. 6), E = 0.5 (Fig. 7), and E = 0.93 (Fig. 8). We can see that 
in the case of E = 0.0, the moving zone can broaden up on either side of the orifice 
without any obstruction, but in the case of E = 0.93, the moving zone can widen up 
in the one side only because the wall restricts the other side. Similar is the case with 
E = 0.5 (Fig. 7), where one side widens more, and the other side is less. Due to this, 
the discharge dynamics are different, and the discharge rate is also different for these 
three openings.



Discrete Element Modeling of Discharge of Granular Matter from a Silo … 615

Fig. 6 Plot of velocity 
contour during discharge 
process at a different time for 
eccentric opening E = 0.0

Figure 9 shows the vertical velocity plot along the silo width at different heights of 
the silo from the bottom surface for the concentric opening at the concentric opening 
(E = 0.0). Figures 10 and 11 are the vertical velocity plot for the eccentricity E = 
0.5 and 0.93, respectively. From the plot, we can see that the velocity is maximum 
at the centerline of the opening.
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Fig. 7 Plot of velocity 
contour during discharge 
process at a different time for 
eccentric opening E = 0.50

4.3 Temporal Velocity Variation and Flow Analysis for Two 
Eccentric Opening 

We further extended our numerical investigation for two eccentric openings. The 
velocity contour at different time steps for two eccentric openings (at E = 0.5 and 
0.93) is shown Figs 12 and 13. Unlike one opening, the two eccentric openings 
possess more discharge and less widening space for the moving zone. At t = 0.09 s,
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Fig. 8 Plot of velocity 
contour during discharge 
process at a different time for 
eccentric opening E = 0.93

we can see that the free surface of the granular bed was undisturbed up to this time 
step in both Figs. 12 and 13, and only some regions are getting eroded near the 
openings. But, at t = 0.30 s, the bed at E = 0.5 is not yet disturbed, whereas, at E = 
0.93, the free surface of the bed is disturbed. From the different time step contours 
of both figures, we can clearly conclude that the discharge rate is higher at E = 0.93.



618 A. Kumar and P. K. Das

Fig. 9 Plot of z-direction velocity with respect to silo width at a different height from the bottom 
of the silo for E = 0.0 

Fig. 10 Plot of z-direction velocity with respect to silo width at a different height from the bottom 
of the silo for E = 0.5

Figures 14 and 15 are the plot of vertical velocity over the width of the silo at a 
different height from the bottom of the silo. Compared with the single opening, two 
eccentric openings have a more expanded moving zone in the upward direction from 
the bottom of the silo. We can also see that the velocity magnitude plot is symmetric 
about the center of the silo geometry.
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Fig. 11 Plot of z-direction velocity with respect to silo width at a different height from the bottom 
of the silo for E = 0.93

5 Conclusions 

We numerically analyzed the dynamics of discharge flow in a silo having eccentric 
openings at the bottom by discrete element modeling. We aimed to validate the results 
of an eccentric and concentric opening numerically, and then we further extended our 
numerical investigation for two symmetric eccentric openings. Firstly, we compared 
the proposed theoretical result by Ritwik et al. [3] of the concentric and eccentric 
opening with the obtained numerical results, showing a good match. Then we extend 
our numerical investigation for two eccentric openings at the eccentricity, E = 0.5 
and 0.93, and we found that the flow patterns of the two eccentric openings are 
similar to the one flat-bottomed opening. As expected, the discharge rate is higher 
in the case of two eccentric openings because of more erosion and a wider velocity 
zone than the one eccentric opening. Two differentiable regimes are observed from 
velocity contour plots. The first one is the stationary regime, and the second one is 
the moving region. Maximum velocity is along the centerline of the opening, and 
lowest velocity is near the walls left and right wall of the silo. The flow characteristics 
change as the eccentricity changes, and the discharge rate is also affected by this.
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Fig. 12 Velocity contour 
plot for E = 0.5 at different 
time
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Fig. 13 Velocity contour 
plot for E = 0.93 at different 
time
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Fig. 14 Plot of z-direction velocity with respect to silo width at a different height from the bottom 
of the silo for E = 0.5 

Fig. 15 Plot of z-direction velocity with respect to silo width at a different height from the bottom 
of the silo for E = 0.93
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Numerical Study of the Plane, Slotted 
and Holed Disc Magnetorheological 
Brakes: A Computational Fluid 
Dynamics Approach 

Manish K. Thakur, Chiranjit Sarkar, Shubham Chouksey, 
and Rathod Srinivas 

Nomenclature 

T Transmittable torque (N m) 
h MR gap (m) 
ï Viscosity (Pa s) 
B Magnetic flux density (T) 
ρ Density (kg/m3) 
ω Rotor rotational speed (rad/s) 

1 Introduction 

The conventional brakes’ performance reduces with time due to wearing out of the 
brake pads and hence deteriorates the braking performance. The brake dust (iron, 
carbon, and other metallic particles) becomes air born from the grinding of the brake 
pad and rotor [1]. Conventional hydraulic brakes use pneumatic pumps and pipes to 
transfer air pressure to the brake actuators. But when the “x by wire” was introduced 
in the tech field, the use of electromechanical brakes (EMB) system appeared in 
the industry [2, 3]. So the conventional brakes are replaced by the EMB system. 
One example of EMB is the drum brake system [4]. In this research work, an EMB 
based on MR fluids is presented. MR fluid is well known colloidal suspension which 
consists of magnetic particles, base fluid, and some additives [5].
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In the MR brake, shear friction is generated due to the controlled characteristics 
of MR fluid which is situated between the stator and the rotor [6]. MR fluids are 
prepared by adding micron-sized of approx. 1–10 μm diameter carbonyl-iron (CI) 
particles to an appropriate carrier fluid, e.g., silicone oil or mineral oil [7]. In the 
absence of a magnetic field, their rheological behavior is almost the same as that 
of carrier fluid. When they are subjected to the magnetic field, the particles of iron 
acquire a dipole moment supported by the applied magnetic field to form a linear 
chain-like formation parallel to the field. This leads to the changes in liquid to semi-
solid and hence its yield strength, which is directly proportional to the magnitude of 
the magnetic field applied. 

2 Literature Review and Objective 

Shio and Kantipudi [8] studied experimentally and numerically an MR brake with 
high-density torque characteristics with dual disc construction. Nguyen et al. [9] 
presented a novel MR brake with electromagnetic coils placed on side housings 
directly using a thin wall. The MR fluid is kept in between the parallel disc of the 
MR brake which is enclosed by an electromagnet. The performance of the MR brake 
depends on retaining MR fluid inside the gap between the two parallel brake discs. 
Jianwei et al. [10] did their experiments on a leak-proof MR device to improve its 
performance. Kuzhir et al. [11] studied theoretically and experimentally the MR fluid 
flow through various porous media. While Recebli and Kurt [12] have investigated 
steady two-phase fluid flows under the effects of magnetic and electrical fields in 
circular pipes. 

The main idea in this research work to represent the MR fluid braking torque 
obtained by Sarkar and Hirani [13] by the simulation tool. In the MR brake, the 
MR fluid flows which contains iron micro-particles in a carrier liquid is studied 
numerically by using a COMSOL Multiphysics module based on magnetic induction, 
CFD, and multi-phase flow equation solver method. The combined numerical study 
of magnetic field distribution, the CFD and multi-phase simulation have been used 
further to obtain the maximum braking torque for MR brake consists of three different 
types of braking discs. The results obtained from simulation provide the velocity of 
MR fluid flow and particle migration with time and then the maximum braking torque 
for each type of MR brake disc.
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3 Materials and Methods 

3.1 MR Brake with Different Rotor Design 

The MR brake designing process includes several steps such as the material selec-
tion, magnetic circuit design, and sealing. The MR brake consists of an enclosed 
electromagnet and multiple rotating disks immersed in an MR fluid. MR fluid solid-
ifies when current is applied to the electromagnetic coil. This controlled yield stress 
produces on the disks which are rotating with some omega value, generates the 
torque. In MR brake, the MR fluid particles entrapped between the disc and the 
housing plates act as a friction material. Generally, the material of the disc and the 
housing plates is made of mild steel (MS), while seals and bearings are made of 
rubber and stainless steel (SS), respectively. The suggested MR brake is of a single 
disc type with a rotating rotor plate and stationary armature housing plates which 
covers the central electromagnet. MR fluid is kept in the annular space along the 
periphery as well as at both sides of the MS rotor which is mounted on the SS shaft. 
The wiper seals around the shaft are used to seal the MR fluid and allow sliding in 
the direction of attractive force by the stator when the magnetic field is applied in 
the side electromagnet. A detailed illustration of the MR brake is shown in Fig. 1a 
and the prototype of the MR brake is in Fig. 1b.

In the compression mechanism, a side electromagnet is used. During the compres-
sion, the carrier fluid passes through the compression to the expansion zone via small 
holes in the case of holed disc or slots in the case of a slotted disc. Due to this the iron 
particle percentage increases in the compression zone and reduces the iron percentage 
in the expansion zone. This MR brake has an inner radius of the disc r1 = 10 mm, 
an outer radius of the disc r2 = 45 mm, and an initial MR fluid gap h = 1 mm in  
consideration of the 1:5 scale of a Volvo disc brake. The proposed design of the 
modified MR brake with changes in rotor design is a plane disc, slotted disc, and 
holed disc as shown in Fig. 2. The schematic consists of three equal size slots with 
an inner and outer radius of 17 mm and 23 mm, respectively, with an angle of 75 °C 
making with the center.

During compression, the carrier fluid passes through the compression to the expan-
sion zone via small holes in the case of the holed disc. Due to the compression mech-
anism in holed disc MR brake, the iron weight percentage 50 or MRF50 fluid can 
be used effectively in driving condition. The proposed holed disc with schematic is 
shown in Fig.  2c. The schematic shows the total number of holes of 2, 3, and 4 mm 
which are 11, 20, and 30. 

3.2 Mathematical Modeling of MR Brake 

The viscosity of MR fluid rapidly increases by applying a magnetic field. While in 
the absence of a magnetic field, it is a freely flowing fluid. Equation (1) represents
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Fig. 1 a Isometric view, b section view of MR brake, c schematic and d detailed illustrative of MR 
brake

the MR fluid characteristic expressed by Bingham rheological model [13]. 

τ = τyd (B) + η0 γ̇ (1) 

where τ yd is the field-dependent shear stress, where B is the magnetic field intensity, γ̇ 
is the shear rate, and η0 is the base fluid viscosity. On further simplification of Eq. (1), 
we obtain Eq. (2), where ηd is the dynamic viscosity which is field-dependent. 

ηd = τyd (B) 
γ̇ 

+ η0 (2) 

The rheological characteristic of MR fluid is drawn at various magnetic fields and 
found that the shear stress increases with increasing magnetic flux density which 
is predicted in Eqs. (1) and (2). The Bingham shear stress model is used for MR 
fluid kept in an MR brake with an inner and outer radius of 10 mm and 45 mm
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Fig. 2 Isometric view of 
a plane disc rotor with 
b detailed illustrative of 
plane disc rotor, isometric 
view of c holed disc rotor 
with d detailed illustrative of 
holed disc rotor, isometric 
view of e slotted disc rotor 
with f detailed illustrative of 
the slotted disc rotor

respectively and MR fluid gap of h = 1 mm. For MR brake, the maximum resistance 
of the transmittable torque is thus a function of (B) and γ̇ . γ̇ is a function of angular 
velocity, distance from the rotational axis (r), and the MR fluid gap (h). 

Tt = πr3 ηd γ̇ (3) 

γ̇ = r ω 
h 

(4) 

On combining Eqs. (3) and (4) 

Tt = πr3
(

η0 + τyd (B)h 

r ω

)(rω 
h

)
(5)
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Fig. 3 Graph of magnetic flux density versus shear stress of the MR fluid 

Equation (5) is used to find the braking torque using CFD. The graph, shown in 
Fig. 3, presents magnetic flux density versus shear stress at a constant shear rate of 
100 1/s. The polynomial model that best fits the variation of magnetic field and yield 
shear stress is expressed in Eq. (6). 

τyd = 102676B5 − 327698B4 + 330047B3 − 62023B2 + 19164B + 145.33 (6) 

3.3 Numerical Simulation Study 

To simulate the magnetic field distribution, a magnetic field (mf) interface in the AC/ 
DC module of COMSOL Multiphysics software has been used. It has been used for 
finding the yield stress dependency to solve the torque equation Eq. (3). Magnetic field 
interface is used to find the induced current distribution and the magnetic field in and 
around the coil, magnets, and conductors. This module solves Maxwell’s equations 
which are formulated using the scalar electric potential and magnetic vector potential 
as the dependent variable. To calculate the field intensity (H) across the shear surfaces, 
the line and area integrations available in the postprocessor of the AC/DC module 
are utilized. The geometry of MR Brake is drawn in SolidWorks software and then 
imported into COMSOL Multiphysics.

To implement the Amperes’ Law, the component of the MR Brake is selected 
as separate domains. The material properties of each domain are listed in Tables 1 
and 2. All domains are selected to solve Amperes’ Law. An initial value of zero
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Table 1 Material description for various components used in MR brake simulation 

S. No Component Material 

1 Shaft, roller bearing, fasteners, rotor, armature housing Low carbon steel (1002) 

2 Wiper seal NR (polyisoprene) 

3 Central core Aluminum 

4 Current carrying coil Copper

Table 2 MR fluid properties 
S. No Material property Values 

1 Relative permeability 10 

2 Electrical conductivity (S/m) 10 

3 Relative permittivity 200,000 

magnetic vector potential has been used in the simulation. A homogenized multi-
turn conductor model for the circular coil in the MR brake is implemented with 300 
turns as shown in Fig. 4. The wire has a conductivity of 0.6 μS/m, and a cross-section 
area of 4.1 × 10 − 7 m2. Mesh size is selected using the COMSOL’s automatic mesh 
generator with the “Extra fine” element option. 

CFD analysis is used to find the magnitude of the MR fluid velocity field and 
the streamlined velocity of the MR fluid in MR brakes. The Laminar Flow interface 
of COMSOL Multiphysics has been used to solve the velocity and pressure flow 
field for a single phase MR fluid of density 3860 kg/m3 and dynamic viscosity as 
0.150 Pa s. The applied material to each domain is shown in Fig. 5. The variation of

Fig. 4 a Applied boundary conditions with domains given and b coil geometry and current direction 
applied in COMSOL Multiphysics 
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dynamic viscosity is given by Eq. (2), where η0 has a numerical value of 0.15 Pa s 
and the yield shear stress is given by Eq. (6). 

The rotating wall boundary condition is used for the rotating shaft (yellow lines 
in Fig. 5c and no-slip, i.e., static boundary conditions to the outer wall represented 
in blue lines). At r = 0 or about the z-axis (represented by red color in Fig. 5b), the 
geometry is symmetric. A pressure point constraint of 0 Pa is given to the vertex 
of the fixed wall (represented as a red dot in Fig. 5c). An axisymmetric boundary 
condition is applied along the shaft rotating axis. To solve MR fluid flow at low and 
moderate Reynolds number of liquid containing a dispersed phase, a mixture model 
laminar flow interface of COMSOL has been used. The iron particle of MR fluid 
(i.e., the dispersed phase) volume fraction variation with time in MR Brake has been 
computed. The dispersed phase is assumed to always travel with a terminal velocity. 
This module interface solves one set of Navier–Stokes equations for the momentum 
of the mixture. The slip model describes the velocity of the dispersed phase and 
pressure distribution is calculated from the average continuity equation. The flow of 
complex fluid-like grease is predicted by Eq. (7), which relates the velocity and the 
radial distance (r) [14]. 

u(r ) = USe
α(r−ri )

[
r0 
r − r r0 
r0 
ri 
− ri r0

]
(7)

where Us is the shaft rotating speed, ri and r0 are the inner radius and outer radius 
of the MR Brake, and α is the fitting parameter (constant) which is evaluated exper-
imentally. The axisymmetric boundary condition is applied along the axis of the 
rotating shaft. The rotating walls were selected as the inlet walls as shown in Fig. 6. 
In the MR Fluid domain, the volumetric force is applied and is given by Eq. (8) [14]. 

Fvol = 4a
3U 2 

S

(
ρd − ρcp

)
3r w

(
r2 d0 − r2 di

) (8) 

where Us is the rotational speed of the shaft, rdi and rd0 are the inner and the outer 
radius of the MR Fluid domain and w is the width of the domain.

4 Results and Discussion 

To find the solution of the magnetic field distribution, a parametric sweep of current 
comprising 0, 0.5, 1, and 1.5 A has been done. The result on various planes and MR 
fluid plane is plotted. A plane passing through the center of the rotor is used which is 
referred to as MR fluid plane. The surface magnetic flux density (T ) in the XZ plane 
for the plane disc (b) holed disc (c) slotted disc with both (central and side) active 
coils is shown in Fig. 7. Figure 7a represents the surface magnetic flux density when 
both coils have current flowing through them. The parameter of current is given
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Fig. 5 a Geometry of MR fluid domain, b material specification of the MR fluid geometry, c applied 
boundary conditions of MR fluid domain and d 3D geometry of MR fluid

Fig. 6 a Applied boundary conditions of MR fluid domain, b MR fluid meshed geometry
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Fig. 7 a Surface magnetic flux density (T ) in the XZ plane for the plane disc, b holed disc, c slotted 
disc with both (central and side) active coils and d cut line drawn on the MR fluid domain 

as 1.5 A. The cut plane is made up of an XZ plane. The values illustrated are as 
follows from a maximum of 6.72(T ) to a minimum of −2.68(T ). The negative sign 
indicates the induced electromagnetic force that opposes the change of magnetic flux 
associated with a surface. If the field points out of the surface (in the same direction 
as the normal), then the flux is positive. The red color portion in the geometry of MR 
brake indicates the higher magnetic field. Figure 7b shows the magnetic flux density 
on a center plane at input current 1.5 A and Fig. 7d shows the cutline drawn at MR 
fluid domain. 

A plane along the diameter of the MR fluid domain is shown in Fig. 8a, on which 
the pressure and velocity profiles are drawn. To get the variation of transmittable 
torque along the radial direction, a cut line in MR fluid close to the rotating wall 
is drawn as shown in Fig. 8b. The velocity profile of the MR fluid domain with the 
rotor rotating at an angular speed of 300 rev/min is shown in Fig. 8c.

The iron particle movement due to compressive force on the MR fluid, the flow 
of dispersed phase, i.e., the iron particles through the slotted disc is presented in 
the MR fluid domain as presented in Fig. 9. A time-dependent study at 0, 1, 10, 60, 
3600, and 7200 s is performed for the present model. It shows the variation of the 
MR fluid particle concentration in the MR fluid domain at 300 rpm at times 0, 0.02, 
0.06, and 0.1 s. The MR fluid iron particles move from the inner rotation wall to the 
outer stationary wall due to the centrifugal force and then from compressive zone to 
expansion zone.
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Fig. 8 a Cut plane drawn along the diameter of MR fluid domain, b cut line (MR Fluid) drawn 
near the rotating wall to get the brake torque and c velocity magnitude profile of MR fluid domain

The comparative results of simulation torque in Fig. 10 for the three different MR 
brake discs show that the slotted disc has a higher value of torque (4.5 Nm) than 
the others. It also shows the linear trend with the input current (A). The minimum 
value of torque is obtained around the groove area. It is due to lesser magnetic field 
occurring around the groove surface. The torque shows an increasing trend with the 
increased disc radius.

5 Conclusions 

In this research work, a numerical tool is developed for the MR brake with a different 
type of brake disc. It can simulate the magnetic field distribution, MR fluid flow 
velocities, and MR particle migration. Three different surfaces of the texture-based 
rotor disc of the MR brake have been analyzed through the magnetic field distribution, 
CFD, and multi-phase flow approach in COMSOL Multiphysics software. It involves 
mixture flow analysis to predict the MR particle or dispersed phase flow in the domain
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Fig. 9 Volume fraction of MR fluid particles for MR Brake rotating at 300 rpm with time a 0 s,  
b 0.02 s, c 0.06 s, d 0.1 s

Fig. 10 Variation of MR brake torque on cut line (MR fluid) in a plane disc, b holed disc and 
c slotted disc MR brake
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of MR fluid. The presented work can be successfully used for numerical simulation 
of MR fluids kept inside the MR brake with different types of the brake discs. The 
present method is limited to the simulation of steady, laminar flows of MR fluid. The 
effectiveness of surface modification is identified due to the higher value of torque. 
The individual simulation for a plane, slotted, and holed disc MR brake is performed, 
and the torque performance data with brake radius is plotted. The variation of torque 
for slotted, plane, and holed disc MR brakes is presented. The slotted disc-based MR 
brake has a higher value of torque than other MR brake discs. Hence, we can note 
that a slotted disc MR brake is recommended. 
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Estimation of Friction and Inlet Loss 
Coefficient in Stationary Annulus 

S. Aravindan and A. John Arul 

1 Introduction 

Pumps are designed with very small clearance between the rotating impeller and 
stationary casing, to maximize the volumetric efficiency. The pumps are provided 
with wear rings which offer the small clearance. The differential pressure across the 
wear ring drives the flow through it in the axial direction and the rotation of the wear 
ring of the impeller will drive the flow in the circumferential direction as shown in 
Fig. 1.

The total pressure loss in the annulus is a combination of inlet/entry loss and fric-
tion loss. The friction loss coefficient was estimated by Yamada [1] for annulus with 
mean radius to radial clearance (R/C) ratio of 9.2–74. The wear rings in centrifugal 
pumps have R/C ratio of 250–750 [2], which is one order higher than the annulus 
which was studied earlier. Hence, the applicability of correlations given by Yamada 
for wear rings has to be verified and inlet loss coefficients have to be estimated. 
Estimation of inlet and friction loss coefficient in the annulus is of paramount impor-
tance towards assessment of total pressure drop in the annulus as well as rotordynamic 
coefficients such as stiffness and damping. 

In this study, CFD analysis is carried out towards estimation of friction and inlet 
loss coefficients for the annulus, whose R/C ratio is 250–700.
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Fig. 1 Flow path in an impeller and leakage flow through wear rings

2 Literature Review and Objective 

Yamada [3] has studied the resistance of water flow through co-axial cylinders, 
with inner cylinder under stationary and rotating condition. The flow resistance is 
measured for six sizes, R/C ranging from 9.2 to 74, for various combination of axial 
and rotation flows. The inner radius ranges from 28.8 to 31.7 mm in this experiment. 
Yamada has also derived an empirical formula for friction loss coefficient (or) friction 
factor (λ) based on velocity distribution on the flow between the plates, with one 
moving plate and 1/7th power law of turbulent flow. 

The Suction Wear Ring (SWR) and Discharge Wear Ring (DWR) clearance in the 
pumps is governed by the API standard and the recommended R/C ratio of shown in 
Fig. 2. It can be observed that, the R/C ratio for API recommended wear ring design 
can be up to 800, which is ~ 1 order less than the R/C ratio for which extensive 
studies are available in the literature.

Fig. 2 Range of radial 
clearance to diameter ratio 
for sodium pumps

-100 

100 

300 

500 

700 

900 

1100 

1300 

1500 

0 250 500 750 

R
ad

iu
s t

o 
R

ad
ia

l c
le

ar
an

ce
 (R

/C
) 

R
at

io
 r

ec
om

m
en

de
d 

fo
r 

w
ea

r 
ri

ng
s 

Radius (mm) 

R/C - API-610 R/C ratio 
for water 



Estimation of Friction and Inlet Loss Coefficient in Stationary Annulus 641

2.1 Importance of Friction Loss and Inlet Loss Coefficients 

The friction factor for annulus is estimated by Yamada in 1962 [3]. The friction 
factor and entry loss coefficient in the annulus are used to estimate rotor dynamic 
coefficients of wear rings. The pressure loss in the wear rings is given by

ΔP = (1 + ζ + σ ) × ρV 
2 

2 
(1) 

where (1+ζ )ρV 2 
2 defines the inlet pressure drop and σρV 2 

2 defines the friction pressure 
drop and σ = λL 

2C where λ is the friction factor or friction loss coefficient, L is the 
length of the wear ring and C is the radial clearance of the seal. 

An expression is derived to estimated the rotordynamic coefficients of the seal by 
Childs [4] and it is given by 

K = 2σ 2 E(1 − m0) 
1 + ζ + 2σ 

(2) 

C = 2σ 2 B
(
1 
6 + E)

2(1 + ζ + 2σ ) 
(3) 

where K and C are non-dimensional stiffness and damping coefficients, E and B are 
also dimensionless coefficients, which are functions of ζ and λ. Hence, reasonably 
accurate estimation of inlet and friction loss coefficients are crucial for reasonably 
accurate estimation of stiffness and damping coefficients. 

2.2 Correlations on Friction Loss and Inlet Loss Coefficients 

The friction loss coefficient (λ) for annulus is estimated by Yamada [3] and it is given 
for laminar and turbulent flow as 

λlaminar = f2 =
(

96 

Rea

)
(4) 

λturbulent = f2 = 0.307(Re−0.24 
a

)
(

1 +
(
7 

8

)2( Rec 
2Rea

)2
)0.38 

(5) 

where Rea = V(2C)/ν and Rω = U (2C)/ν. 
However, there is no clear correlation is available in literature for entry loss coef-

ficients. Some of the literature suggests that ζ = 0.1 [5] or  ζ = 0to0.25 [6], without 
providing any range of Rea and Rec at which it is applicable. In an example problem 
given by Childs [4], ζ = −0.5 is taken for water seals.
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Hence, in this study, the annulus is modelled in ANSYS FLUENT® towards esti-
mation of friction and inlet loss coefficient. The validation of friction loss coefficient 
correlations by Yamada for annulus with large R/C ratio (250–700) is verified and 
the inlet loss coefficients are estimated. 

3 Region of Study and Methodology 

The wear ring in typical pumps will consists of two regions, namely annulus entrance 
region and the annulus region as shown in Fig. 1. The flow will enter from the entrance 
region to the annulus region, where the fluid undergoes inlet pressure loss. When 
the fluid is travelling in very narrow clearance in annulus, it will also experience 
significant friction loss compared to the entrance region. 

In FLUENT, an axisymmetric model is developed to study the entry loss and 
friction loss in annulus. In FLUENT, the axisymmetric model with axis of rotation 
as X-axis is shown in Fig. 3. R1m and R2m represent the mean radius of annulus 
entrance region and annulus region. L1, C1 be the length and radial clearance of 
annulus entrance region and L2, C2 be the length and radial clearance of the annulus 
region. 

Fig. 3 Annulus entrance and annulus region with dimensions for modelling and parametric study 
in ANSYS FLUENT
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3.1 Procedure for Estimation of Inlet and Friction Loss 
Coefficients 

The procedure followed for obtaining friction loss coefficient and inlet loss coefficient 
is given below. 

STEP 1: The annulus is modelled in ANSYS design modeller and it is meshed. 
STEP 2: In the ANSYS FLUENT, apply the inlet velocity of the entry annulus 
(V 1), fluid properties (μ, ρ) and pressure at the outlet (Pout). 
STEP 3: Solve the model using k–ω SST turbulence model, with convergence 
criteria for residuals of continuity, momentum, k and ω as 10–6. The converged 
pressure and velocity fields are obtained. 
STEP 4: In the post processing, define lines (a1, a2, a3, …, x1, x2, x3,…) at regular 
intervals on both entry and wear ring annulus as shown in Fig. 4. Compute the 
average pressure at these lines. 
STEP 5: Compute the pressure drop per unit length (ΔPfric/L) at each section. 
The pressure drop per unit length will converge at the end of annulus, indicating 
a developed flow. 

STEP 6: The friction drop in annulus is given by ΔPfric = λ
(

L 
Dh

)(
ρV 2 

2

)
, where 

Dh = 2C . From the estimated pressure drop per unit length (ΔPfric/L), the  
friction factor (λ) is calculated for the entry region and wear ring annulus λ =
(

ΔPfric 
L

)(
4C 
ρV 2

)
. The friction pressure loss is estimated in each segment using above 

correlations. 
STEP 7: The total pressure loss in the model (ΔPtotal) is estimated from FLUENT 
and the inlet loss due to sudden entry of flow to the wear ring annulus is estimated 
as ΔPentry = ΔPtotal − ΔPfric. 

STEP 8: The inlet pressure loss is given by ΔPinlet = (1 + ζ )
(

ρV 2 

2

)
, from which 

the inlet loss coefficient (ζ ) is estimated. 

A flow chart of the above sequence followed for estimation of friction loss and 
inlet pressure loss is shown in Fig. 5.

Fig. 4 Sections along the flow domain 
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Fig. 5 Flow chart to calculate the friction loss and inlet loss coefficients 

4 Results and Discussion 

The friction losses and inlet losses were studied for a range of R/C ratios based on 
dimensions mentioned in Yamada [3] and API recommended wear ring clearance 
are given in Table 1. 

4.1 Validation with Literature 

The annulus with minimum R/C ratio studied by Yamada is modelled with R/C ratio 
of 9.2 and L/C of 60. The friction coefficient (λ) is estimated for a stationary annulus 
and the results obtained are compared with the correlations.

Table 1 Range of R/C and L/C ratio of wear rings to be studied 

References R (mm) C (mm) R/C L (mm) L/C 

Yamada 30.494 3.315 9.2 190 57 

31.936 0.431 74 190 441 

API recommended dimensions 100 0.354 282 100 282 

250 0.524 477 100 191 

500 0.781 640 100 128 
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Fig. 6 Friction loss 
coefficient in stationary 
annulus and comparison with 
expressions given in 
literature 
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The results for friction loss coefficient (λ) obtained from FLUENT are plotted in 
Fig. 6, and the results are found to match well with the analytical expressions from 
Yamada [3]. 

4.2 Mesh Convergence 

A mesh convergence check is carried out for estimation of friction loss coefficient 
and inlet loss coefficient. The element edge length defined during meshing is halved 
from initial value, to obtain a refined mesh. For R/C ratio of 9.2, for given initial 
element length, number of elements was 35,000. When the element edge length was 
reduced by half during meshing, number of elements increased to 136,000. Similarly, 
the process is repeated again, to get mesh size of 540,000. The results from all the 
three mesh are shown in Fig.  7. It was found that, the results have converged well. 
Similarly, the inlet loss coefficient is estimated for three mesh sizes and it is shown in 
Fig. 8. The results for inlet loss coefficient in turbulent zone (Rea > 2000) expressed 
excellent convergence considering the lowest mesh size. However, in the laminar 
domain, deviation is observed in lowest mesh size (NOE = 35,000) compared to 
other two meshes (NOE = 136,000 and 540,000), indicating the significance of 
mesh convergence study.

4.3 Friction and Inlet Loss Coefficient for Annulus 
with Higher R/C Ratios 

The friction loss coefficient is estimated for annulus with larger R/C ratios, under 
stationary condition are estimated and it is plotted in Fig. 9. It can be observed that 
the friction loss coefficient does not vary significantly for a range of R/C ratio from 9 
to 640. The reason for the non-variation of friction coefficient is that, the friction loss 
depends on the Reynolds number only, which is affected only by the gap between 
the annulus and flow velocity. The Reynolds number does not depend on radius of
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Fig. 7 Friction loss 
coefficient in stationary 
annulus (R/C = 9.2) for 
various mesh size 
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Fig. 8 Inlet loss coefficient 
in stationary annulus (R/C = 
9.2) for various mesh size
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the annulus and hence, the friction coefficient does not depend on R/C ratio of the 
annulus.

The inlet loss coefficient is estimated and it is shown in Fig. 10. The inlet loss 
coefficient in turbulent zone is 0.4. However, in the laminar domain, the inlet loss 
coefficient varies as a function of Reynolds number as well as R/C ratio. In the 
laminar regime, the inlet loss coefficient is higher, because of larger vena contracta 
formation due to lower velocity.

The static pressure distribution in the inner and outer wall of the annulus is plotted 
for annulus with R/C ratio of 9.2 for Re = ~ 200 and ~ 300 and shown in Fig. 11. 
From the figure, it can be observed that though the inlet loss coefficient is turbulent, 
regime is less than the laminar regime, and the actual pressure loss at the inlet is high 
in turbulent regime.

From the results, it was observed that the friction loss coefficient results for annulus 
with larger R/C ratios matches well for the results published by Yamada. However, 
the inlet loss coefficient for wear rings in turbulent regime is ~ 0.4, whereas in laminar 
domain, it is estimated to be ~ 0.6 to ~ 1.2.
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Fig. 9 Friction loss 
coefficient in stationary 
annulus with various R/C 
ratio
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Fig. 10 Inlet loss coefficient 
in stationary annulus with 
various R/C ratio
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5 Conclusions 

The flow in the annulus is modelled and solved using computational fluid dynamics 
towards estimation of friction and inlet loss coefficient. The correlations are available 
in literature, where annulus with R/C ratio of 74 is estimated using experiment. Since 
the annulus in pumps can have high R/C ratio up to 750, the annulus with higher R/ 
C ratio is studied. The conclusions are:

• The correlation from Yamada for friction loss coefficient matches well with the 
friction loss coefficient estimated for larger R/C annulus. Hence, the applicability 
of correlations to larger R/C annulus is verified from this study.

• The inlet loss coefficient is estimated and it was found to decrease with increase 
in Reynolds number in laminar regime.

• The inlet loss coefficient was found to remain fairly constant (~ 0.4) in the turbulent 
regime for the annulus with R/C ratio from 9 to 750.
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Fig. 11 Distribution of static pressure in annulus with R/C ratio of 9.5, for a Re = ~ 200 and b Re 
= ~ 3000
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Nomenclature 

R Mean radius of the annulus (m) 
C Radial clearance of the annulus (m) 
ζ Inlet loss coefficient (–) 
λ Friction loss coefficient (–) 
V Velocity of flow in the annulus (m/s) 
K Non-dimensional stiffness (–) 
C Non-dimensional damping (–) 
Rea Axial Reynolds number (–) 
Rec Circumferential Reynolds number (–) 
ν Kinematic viscosity of liquid (m2/s)
ΔPfric Friction pressure drop (Pa)
ΔPtotal Total pressure drop (Pa)
ΔPentry Entrance pressure drop 

References 

1. Yamada Y (1962) Resistance of flow through an annulus with an inner rotating cylinder. Bull 
JSME 5(18):302–310 

2. API 610 (2010) Centrifugal pumps for petroleum, petrochemical and natural gas industries, 11th 
edn 

3. Yamada Y (1962) Resistance of a flow through an annulus with an inner rotating cylinder. Bull 
JSME 5(18):302–310 

4. Childs DW (1983) Dynamic analysis of turbulent annular seals based on Hirs’ lubrication 
equation. J Lubr Technol 105(3):429–436 

5. Dyrobes (2022) Liquid annular seals calculation (online). https://dyrobes.com/help1800/Rotor/ 
html/dyro64v5.htm#:~:text=Typical%20value%20for%20the%20inlet%20loss%20factor% 
20is%200.1 

6. San Andrés L (2010) Notes on annular pressure seals (online). https://rotorlab.tamu.edu/me626/ 
Notes_pdf/Notes12a%20Damper%20Seals.pdf

https://dyrobes.com/help1800/Rotor/html/dyro64v5.htm#:~:text=Typical%20value%20for%20the%20inlet%20loss%20factor%20is%200.1
https://dyrobes.com/help1800/Rotor/html/dyro64v5.htm#:~:text=Typical%20value%20for%20the%20inlet%20loss%20factor%20is%200.1
https://dyrobes.com/help1800/Rotor/html/dyro64v5.htm#:~:text=Typical%20value%20for%20the%20inlet%20loss%20factor%20is%200.1
https://rotorlab.tamu.edu/me626/Notes_pdf/Notes12a%20Damper%20Seals.pdf
https://rotorlab.tamu.edu/me626/Notes_pdf/Notes12a%20Damper%20Seals.pdf


Investigation of Experimental Data 
of Linkage Involving Adhesive Joint 

Prashant Maheshwary, Pramod Belkhode, Sarika Modak, Ayaz Afsar, 
and Shubhangi Gondane 

1 Introduction 

Literature indicates that various properties of properly chemically treated bamboo 
can be significantly enhanced, so that such material can replace steel and/or plastic 
as a new material for machine parts. The properties that can be enhanced are (i) yield 
strength in tension/compression/shear [1, 2], (ii) abrasion and wear resistance [3, 4], 
(iii) impact resistance [5], (iv) moisture absorption resistance [6], (v) heat resistance 
[7, 8], (vi) dielectric strength improvement [9], etc. In this case, it is necessary to 
test the properly chemically treated bamboo as a new material for machine parts. It 
is also necessary to confirm the suitability of the developed adhesives for joining the 
machine parts made from bamboo. 

This second aspect is the focus of the present investigation, in which a six-link 
planar linkage with one degree of freedom [10] is experimentally investigated to 
study the response of properly chemically developed adhesive joint [11] for  two  
parts of one coupler of this linkage. The material of the links, except for the frame, is 
a bamboo. However, the developed adhesive is suitable for timber bamboo [12, 13], 
which is available in Vidarbha region of India.
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The mechanism is made up of bamboo lap joint with the application of synthe-
sized adhesive. The lap joint of the bamboo is a crank, connecting rod and closed 
link. The synthesized adhesive is used to make lap joints. The significance of this 
mechanism is bamboo strips which are used instead of an iron bar for the linkage of 
this mechanism. For a small mechanical set-up, the bamboo can be used as an alterna-
tive material that is involved in the specific operation. Formulation of mathematical 
models in the form of relationship amongst responses and causes involved and the 
nature of the relationship have been focused. Various mechanisms and small set-
ups are replaced with the bamboo set-ups. The analysis was carried out on bamboo 
strips. An experimental data-based modelling approach is proposed to study bamboo 
adhesive. 

Analysis of six-bar mechanism is performed by varying the speed of the mecha-
nism, in the range of 12–16 rpm, with the loading condition in the rage of 5–9.5 kg, 
varying the cross section area of the link, overlapping length of the joint on which 
adhesive is applied. The compound chain brings about rotary to oscillatory motion. 
The output link is sustaining the load torque organized by the dead weight W, pulley 
P and a rope R around pulley. The energy source is 80 W fractional HP motor oper-
ating at 12-V supply. The load torque tried is in the range of 400–640 Nm. The 
experimental observation recorded as per the independent variable decided as per 
the theory of experimentation suggested by H. Schenck Jr. An experimental data-
based model is formulated based on the experimental observation. The indices of the 
model are the indicators of the independent pi terms which indicate the interaction 
of individual pi terms and dependent pi terms, i.e. the ratio of shear stress to tensile 
yield stress. 

2 Experimental Set-Up 

Mechanisms are means of power transmission as well as motion transformers. A 
bamboo six-bar link mechanism consists mainly of six planar links connected with six 
revolute joints. The input is usually given as rotary motion of a link and output can be 
obtained from the motion of another link or a coupler point. The bamboo species such 
as timber bamboo are used for the preparation of the link. The synthesized adhesives 
are used for the preparation of the links. The lap joints of bamboo are prepared with 
the application of synthesized adhesives. The bamboo strips are prepared and dry 
it at room temperature for seven days. For testing the mechanical properties of this 
link, the tensile test and compressive test are carried on the lap joints of bamboo on 
the UTM machine. Experimental set-up is fabricated using the bamboo links and 
joint with synthesized adhesive. 

The schematic line diagram of the experimental set-up is shown in Fig. 1, Figure 
show the six-link planar chain mechanism O1ABO2CO3 with link lengths O1A = 
5.0 cm; AB = 10.0 cm, O2B = 12.0 cm, BC = 36.0 cm, O3C = 15.0 cm and O1O2O3 

= 55.0 cm. The links O1A, AB, O2B, O3C are rectangular cross sections of 3.0 cm 
× 2.0 cm. The link BC 36.0 cm long is in two identical pieces with adhesive joint
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having dimensions 11.0 cm along BC with the height of 3.0 cm and thickness of 
adhesive is 0.2 cm located at in the middle of link BC as shown in Fig. 2. 

The output shaft of the experimental set-up is fastened with the pulley of diameter 
= 15.0 cm wound with the rope with a dead weight W to generate resisting torque. 
Experimentation is performed with the varying dead weights of 5.0, 5.5, 6.0, 6.5, 7.0, 
7.5, 8.0 kg at a time to the develop torque. The linkage consists of single degree of 
freedom (SDOF) system [10] with driving crank O1A. The driving energy is provided 
with DC motor source of 12 V and 75 W. The preparation of adhesive is detailed 
as below: Liquification of bamboos is the first step which involved the mixture of 
glycerol and sulfuric acid. The mixture of 25% liquified bamboos and 75% phenol 
formaldehyde with the addition of 5% wheat flour is heated at 180° in oil bath for 
adhesive preparation. The prepared adhesive consists modulus of elasticity which

Fig. 1 Schematic diagram of an experimental set-up 

Fig. 2 Sample link with 
adhesive layer 
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Table 1 System 
specifications at failure Sr. No. W, kg No. of rotations Position of O3C, β (°) 

1 5.0 18.0 137.0 

2 5.5 15.0 137.0 

3 6.0 13.0 138.0 

4 6.5 15.0 137.0 

5 7.0 14.0 137.0 

6 7.5 15.5 136.0 

7 8.0 16.0 135.0 

Fig. 3 Photograph of the 
experimental set-up 

is 96 MPa. Modulus of elasticity of bamboo is 20 GPa. Table 1 gives the recorded 
observations when the connecting link of the fracture of coupler BC as shown in 
Table 1. The photograph of experimental set-up is shown in Fig. 3. 

Experimentation is performed by varying the dead weight from 5 to 8 kg and the 
mechanism is operated for each weight till the propagation of crack in the link 5 with 
adhesive joint fractured. Number of rotations performed by the driving crank O1A 
and approximate angular position of coupler BC at the instant of fracture is recorded 
in observation Table 1. The weights tried are 5.0, 5.5, 6.0, 6.5, 7.0, 7.5 and 8.0 kg 
for one weight only one coupler BC is tried. 

Experimentation is performed on six-link planar chain mechanism consists of 
lap joints of bamboo coupler link BC prepared with the application of synthesized 
adhesives with the varying load from 5 to 8 kg on the pulley. The number of rotations 
of the input and the number of oscillations is recorded in Table 1. Table 1 gives that 
as load increases number of rotations with almost small variation in the position of 
O3C. This indicates the load bearing capacity of the couple link with the lap joint.
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3 Formulation of Dimensional Equations 

The mechanism is made up of bamboo lap joint with the application of synthesized 
adhesive. The lap joint of the bamboo is a crank, connecting rod and closed link. 
The synthesized adhesive is used to make lap joints. The significance of this mech-
anism is bamboo strips which are used instead of an iron bar for the linkage of this 
mechanism. For a small mechanical set-up, the bamboo can be used as an alterna-
tive material that is involved in the specific operation. Formulation of mathematical 
models in the form of relationship amongst responses and causes involved and the 
nature of the relationship have been focused. Various mechanisms and small set-
ups are replaced with the bamboo set-ups. The analysis was carried out on bamboo 
strips. An experimental data-based modelling approach is proposed to study bamboo 
adhesive. 

a. The variables affecting the effectiveness of the phenomenon under consideration 
of bamboo lap joint 

These independent variables have been reduced into group of π terms. Equa-
tion (1) ahead shows the relationship of Dimensionless π terms of the phenomenon. 

A: Dimensional equation for fracture of adhesive joint. 
π D = Dependent π term; 
π D = S/Sys; 
Sys = Yield strength in shear of low carbon steel, MPa. 
The dependent or the response variables are 

Ratio of shear stress to the yieldstress = f [(π1)(π2)(π3)(π4)] (1) 

b. Dependent and independent variables for the experimental set-up involved with 
double four-bar model are presented in Table 2.

4 Formulation of Model 

Experimental set-up is fabricated with the bamboo lap joint with adhesive applied for 
link BC involves in six-link planar chain operated by varying the dead weight over 
the pulley. The experimentation is executed for each dead weight till the failure of 
the bamboo link. Similarly, experimentation is executed by varying dead weight and 
observations were recorded given in Tables 3, 4, 5 and 6. Based on the information 
of Tables 3, 4, 5 and 6, four different types of models can be formed. These could be 
(i) exponential form of independent π terms (ii) combining all independent π terms 
into one independentπ term form (iii) Response Surface Modelling (RSM) and (iv) 
Artificial Neural Network Simulation [14]. Model is selected for the analysis by 
identifying independent and dependent variables. The indices of the model indicate 
the most influences variables that changes the dependent term. The term π 1 is related 
the ratio of link lengths which is constant term, π 1 = 193,000,000.0, π 2 is related the
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Table 2 Independent and dependent variables 

Description Variables Symbol Dimension 

Fixed link 1 Independent L1 [M0 L1 T0] 

Crank Independent L2 [M0 L1 T0] 

Connecting link 1 Independent L3 [M0 L1 T0] 

Fixed link 2 Independent L4 [M0 L1 T0] 

Connecting link 2 Independent L5 [M0 L1 T0] 

Fixed link 3 Independent L6 [M0 L1 T0] 

Diameter of pulley Independent D' [M0 L1 T0] 

Thickness or strip Independent T [M0 L1 T0] 

Lap joint length Independent l [M0 L1 T0] 

Modulus of elasticity of adhesive Independent Eadh [M1 L1 T0] 

Modulus of elasticity of bamboo Independent Eb [M1 L1 T0]

Table 3 Experimental observations W = 8 kg, π 3 = 51.94 
SN β (°) π 4 F65 kg S = F65/(11.0 * 3.0) π D 
1 114 1.988 5.000 0.1515 0.00167 

2 127 2.215 5.210 0.1579 0.00175 

3 134 2.337 15.000 0.4545 0.008 

4 137 2.389 40.000 1.2121 0.0135 

5 142 2.477 20.000 0.6061 0.007 

6 147 2.573 24.000 0.7273 0.008 

7 152 2.651 20.000 0.6061 0.007

ratio of elasticity of adhesives to the elasticity of bamboo which is constant term π 2 
= 0.004895, π 3 is related the ratio of dead weight applied to the weight of adhesive 
which is constant term π 3 = 51.94 and the remaining pie terms are varied to get the 
dependent pie term as shown in Tables 3, 4, 5 and 6 obtained by varying the β (°) 
and F65 is noted when the link is instantly break. 

5 Discussion of Results 

Figure 2 shows highly complex patterns of variation of π D with respect to various 
combinations of π 1, π 2, π 3, π 4. The reason becomes evident from Fig. 3. Figure 3 
is corresponding to observations as presented in Table 3 and Fig. 3 is corresponding 
to observations as presented in Table 6. Tables 3 and 6 correspond, respectively, to 
weight W = 8.0 kg and W = 5.0 kg in pan for creating load torque. The corresponding 
ranges of variation of independent quantities are highly overlapping and hence are
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Table 4 Experimental observations W = 7.5 kg, π 3 = 48.70 
SN β (°) π 4 F65 kg S = F65/(11.0 * 3.0) π D 
1 114 1.988 4.6875 0.1420 0.00158 

2 127 2.215 4.884 0.1480 0.00264 

3 134 2.337 14.090 0.4270 0.00474 

4 137 2.389 37.580 1.1388 0.01264 

5 142 2.477 18.790 0.5694 0.00632 

6 147 2.573 22.548 0.6833 0.00759 

7 152 2.651 18.790 0.5694 0.00632 

Table 5 Experimental observations W = 7 kg, π 3 = 45.45 
SN β (°) π 4 F65 kg S = F65/(11.0*3.0) π D 
1 114 1.988 4.374 0.1325 0.00147 

2 127 2.215 4.530 0.1373 0.00152 

3 134 2.337 13.148 0.3984 0.00442 

4 137 2.389 35.060 1.0624 0.01184 

5 142 2.477 17.535 0.5314 0.00591 

6 147 2.573 21.041 0.6376 0.00708 

7 152 2.651 17.535 0.5314 0.0059 

Table 6 Experimental observations W = 6 kg, π 3 = 38.95 
No. β (°) π 4 F65 kg S = F65/(11.0 * 3.0) π D 
1 114 1.988 3.710 0.1124 0.00124 

2 127 2.215 3.900 0.1182 0.00131 

3 134 2.337 11.330 0.3433 0.00381 

4 137 2.389 30.127 0.9129 0.01011 

5 142 2.477 14.980 0.4539 0.00504 

6 147 2.573 18.070 0.5476 0.00608 

7 152 2.651 15.010 0.4548 0.00504

their graphic plots. Figure2 are appearing to be extremely difficult to reason out 
the system behaviour. This thought led to have separate graphic presentation of the 
system for weights 5.0 and 8.0 kg only (as depicted in Fig. 3). The nature of this 
variation justifies high complexity of variations presented in Fig. 2. 

In Fig. 3 over the variation of (π 1 × π 2 × π 4)/π 3 in the range 3.8 × 104 to 
5.2 × 104, the variation of response π D is also quite complex. The reason for this 
complexity is in fact on account of nonlinear kinematics of 6 link chain. This is so 
because for both the plots π 1, π 2 are constant, and even for Fig. 3, π 3 is constant at 
all points. Only variation is in π 4, i.e. π term related to kinematic angular position of
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output link O3C, i.e. angle β. Same is true for graphic variation presented in Fig. 3. 
Thus, the variation in π D in Fig. 3 is mainly due to nonlinear rigid body kinematics 
of output link, of 6 link compound linkage obtained by a double rocker O2BCO3 in 
series with crank rocker O1ABO2. Observation Table 1 gives condition of a system 
at the time of failure of adhesive joint. It is seen that failure has occurred when 
approximately β = 137.0°, i.e. when coupler BC is at 25–27° with horizontal. It is 
at this instant coupler BC is subjected to maximum force for specified load torque. 
This is of course not considering inertial force analysis as rotational speed of O1A 
is very low. 

6 Conclusion 

Special adhesive developed and used for a coupler of a six-link kinematic chain is 
having sustainability of around 20 cycles of force variation when coupler maximum 
force is 40.0 kgf. All links are made from timber bamboo except the frame execu-
tion of experimentation is as per design of experimentation, methods of test data 
checking and rejection, formulation of models reliability of models and optimiza-
tion of models. All these steps are included and executed as per the approach of 
“Theories of Engineering Experimentation” by H. Shenck Jr. 

Nomenclature 

M Motor 
P Pulley 
W Weight 
R Rope 
TR Time ratio 
L Length of link, cm 
D Depth of cross section of links, cm 
T Thickness of adhesive, cm 
l Length of adhesive layer, cm 
EADH Modulus of elasticity of adhesive material MPa 
Eb Modulus of elasticity of material of bamboo from which links are 

manufactured, MPa 
TL Load torque on output shaft, Nm 
W Weight for creating load torque, N 
D' Diameter of pulley around which rope is placed with which weight W is 

attached to create load torque, m 
M Mass of adhesive, kg 
β Angular position in degrees of output link O3C with frame O1O2O3 

measured positive counter clockwise
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S Shear stress induced in the joint, MPa 
Sys Yield strength in shear of low carbon steel, MPa. 1 to 6: subscripts for link 

members 
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Exploration of Boundary Layer 
Transition Through Various Roughness 
Patterns 

Monalisa Mallick , Jahnvi Choudhary , Abinash Mohanta , 
and Awadhesh Kumar 

1 Introduction 

To assess the aerodynamic performance of structures, small-scale models are usually 
tested in a wind tunnel under the prevailing conditions. In the natural atmospheric 
condition, most of the structures lie within boundary layer thickness. Generally, test 
section length in a wind tunnel is scanty for the development of high scale turbulence 
intensity and boundary layer thickness. The distance across a boundary layer from 
the wall to the point where the flow velocity has basically achieved the free stream 
velocity (uo) is known as the boundary layer thickness (δ). This distance is measured 
normal to the wall. It is normally defined as the point where: boundary layer thickness 
is the distance from a solid surface to the point where velocity changes to 0.99 uo in 
the normal direction. The thickness of the atmospheric boundary layer depends on a 
variety of variables including the temperature, wind speed, and roughness condition. 

We are aware that boundary layer thickness cannot generate turbulence and 
a boundary layer with sufficient height. Generally, smooth type laminar flow is 
designed for application in wind tunnels, in which there is less than 4% turbulence. 
Many researchers employ a variety of passive tools, including vortex generators, 
spires, and roughness blocks, to increase the boundary layer and turbulence. The 
attempt has made to enhance boundary layer thickness by making different arrange-
ments in the upstream sides, viz. increasing surface roughness, placement of grids 
of different configuration, spires of varying shapes and sizes, blocks of different

M. Mallick · A. Kumar 
Department of Civil Engineering, National Institute of Technology Rourkela, Odisha 769008, 
India 
e-mail: akumar@nitrkl.ac.in 

J. Choudhary · A. Mohanta (B) 
School of Mechanical Engineering, Vellore Institute of Technology, Vellore, Tamil Nadu 632014, 
India 
e-mail: abinash.mohanta@vit.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 6, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-5755-2_61 

661

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5755-2_61&domain=pdf
http://orcid.org/0000-0002-6025-266X
http://orcid.org/0000-0002-5977-0830
http://orcid.org/0000-0001-9335-6214
http://orcid.org/0000-0003-3385-1875
mailto:akumar@nitrkl.ac.in
mailto:abinash.mohanta@vit.ac.in
https://doi.org/10.1007/978-981-99-5755-2_61


662 M. Mallick et al.

shapes, sizes, and configuration or the combination of these. Such arrangements 
increase turbulence that results in enhancing the boundary layer thickness that can 
be close to being natured conditions over the land surfaces. 

In 1960s, Counihan used an elliptical shape generator in a wind tunnel to boost 
the turbulence and depth of the boundary layer [1]. Subsequent research led to the 
development of additional passive devices, some of which used jets on the wind 
tunnel floor and also simulate a boundary layer in a wind tunnel that has the same 
turbulence characteristics as an atmospheric boundary layer and use the power law 
equation, i.e., u/(U) = (z/δ)α for the simulation. In the above equation, u stands for 
average velocity, δ is the depth of the boundary layer, z is the height above the surface, 
and α is the roughness of the terrain, which is defined as 0.1 for open terrain to 0.35 
for urban areas (above 10 m in height). There is also different ranges of α can be 
achieved in a wind tunnel according to terrain by using various passive devices. 

2 Literature Review and Objective 

Counihan [1] designed first-time triangular spires and studied the effect on boundary 
layer thickness in wind tunnel and found significant momentum loss in inner region 
than that in outer region. It produced large eddies and hence large turbulence gener-
ated at the surface. The experimental observation of the body surface and the shear 
flow-simulated atmospheric boundary layer with a height ten times the body dimen-
sion were provided by Castro and Robins [2]. Cook [3] simulated adiabatic atmo-
spheric boundary layer by different roughness pattern in wind tunnel. For the velocity 
profile, Diffie and Hellman [4] presented a power law that depends on both the 
terrain’s characteristics and height above the ground. Farell and Iyengar [5] used  
spires and barrier wall to simulate the atmospheric boundary layer and produced the 
boundary layer with the features of being close to urban terrain condition in wind 
tunnel. Guimaraes and Portugal [6] used cylindrical and rectangular rods as spires 
and the combinations of the two to increase the boundary layer thickness in a wind 
tunnel. Ten easy techniques were proposed by Hunt and Fernholz [7] for simulating 
a stable, neutral, and unstable atmospheric boundary layer in various types of wind 
tunnels. Irwin [8] developed a formula for designing triangular spires for an atmo-
spheric boundary layer model and established a link between the altitude of triangular 
spires and the thickness of the boundary layer. In a wind tunnel, the turbulent struc-
ture that drives turbulence generation rate was studied by Kline et al. [9], leading to 
the development of boundary layer. 

Jimenez-Portaz et al. [10] provided outcomes of the analysis of the turbulence 
generation, the Reynolds stresses, vorticity, vertical velocity skewness and the spec-
trum features, as well as the quadrant decomposition and demonstrating the results 
with respect to a closed-circuit wind tunnel that the mean flow is more uniform 
and the turbulence intensity is generally higher in the current open-circuit wind 
tunnel. Krishna et al. [11] described to determine forces and pressures on compo-
nents of building or a structure as required for design purposes in IS 875 (part 3). The
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researchers divided the terrain into four part and stated as: (Category-I) primarily 
comprises open terrain; obstacles should not be higher than 1.5 m, for instance seaside 
area or a field devoid of trees; (Category-II) barriers should be higher than 1.5 m but 
not more than 10 m, as in rural areas. (Category-III) obstruction that is greater than 
10 m in height but not in a densely packed area like a suburban area. (Category-IV) 
densely paced area with more impediments that are higher than 10 m, such as an 
Indian urban region. Mueller et al. [12] studied three simulations were conducted 
using periodic boundary conditions. Poreh and Cermak [13] observed that if test 
section is larger than (>15 m) in wind tunnel, it can develop sufficient boundary 
layer thickness at section around 0.5 m to 1 m and at a velocity of 10 m/s. They used 
many configurations of triangular spires and barriers to increasing the Boundary 
Layer. The three main objectives of the effect of roughness on hypersonic boundary 
layer transition were studied by Schneider [14]. Spera and Richards [15] provided 
for computing power law exponents from data on surface roughness and wind speed 
and evaluated by comparison with wind profile data collected at several places. For 
the first time, Stevenson [16] proposed a parabolic law for velocity profile that was 
valid for heights greater than 10 m above the ground. Zasso et al. [17] described the 
outcomes of wind tunnel tests performed on a cone-like shaped roof. They observed 
that the surface roughness affects the mean pressure distribution. Kozmar [18] studied 
the boundary layers by varying the thickness such as ten times thicker than the typical 
dimension of the individual cubes. He observed the turbulence strength varied across 
the two trials and the normalized flow shear at the cube height was constant. This 
discovery made it possible to study the pressure characteristics on a wall-mounted 
cube exclusively in terms of the impact of the entering turbulence, independent of the 
flow shear, variables that had previously been shown to be significant. Qiu et al. [19] 
studied the effects of surface roughness and Reynolds number on the properties of 
aerodynamic pressures and forces on a semicircular roof and obtained simultaneous 
pressure measurements on smooth and rough roofs under smooth flow condition. 
Studies of comparison to ABL simulations produced with the regular (non-truncated) 
Counihan vortex generators, simulation length scales in wind tunnel research focused 
on wind stresses on structures may be higher when the truncated Counihan vortex 
generators are used which were shown by Kozmar and Laschka [20]. Broatch et al. 
[21] proposed a methodology to automatically generate distortion screens to repro-
duce a desired target velocity distribution, based on analytical relations between the 
porosity in a media and the total pressure loss induced by this porosity. A numer-
ical routine is used to design a robust and easily manufactured hexahedral grid that 
matches the required porosity distribution. The results of the study by Catarelli et al. 
[22] showed that using the suggested framework in conjunction with a mechanized 
roughness element grid can greatly lessen the amount of trial-and-error needed to 
commission a BLWT while enhancing the quality of flow characterization. Saini 
and Shafei [23] created a simulation framework that couples computational fluid 
dynamics and rigid body dynamics to capture the flight paths of plate-type debris 
objects in atmospheric boundary layer winds. 

The present research work is aimed at the assessment of boundary layer thickness 
under varying roughness patterns, viz. square block, diamond pattern, spire, spire
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with square block, and spire with diamond pattern block. Due to momentum loss 
depth of boundary layer increased in wind tunnel, boundary layer depth is raised 
by around 80% compared to an empty boundary layer wind tunnel by using floor 
roughness. 

3 Materials and Methods 

Experiments are carried out in an open-circuit sub-sonic wind tunnel in the fluid 
mechanics laboratory of the Department of Civil Engineering, National Institute of 
Technology Rourkela, India. The wind speed varied from 6 to 25 m/s. The wind 
tunnel includes a plywood bottom surface, an 8-m test section, and cross-sectional 
measurements of 0.6 m in width and 0.6 m in height. Models are placed in the test 
section such that it would lie within boundary layer zone. An open-circuit wind 
tunnel diagram of experimental set up is shown in Fig. 1. 

Arrangements of roughness elements such as the square and diamond blocks, 
triangular spires and their combinations are shown in Fig. 2a–e. The blocks of size 
2.5 cm cube were placed at 5 cm c/c spacing in both the rectangular and the diamond 
arrangements. The blocks are mounted on a sheet of plywood that is 4 mm thick, 4 feet 
long, and the same width as the test part. The blocks are arranged in a diamond pattern 
with a 45° angle to the flow direction. The spires of 7 cm base of equilateral triangular 
section and height of 45 cm are fixed at a clear spacing of 5 cm. For the combined 
roughness pattern, the square and the diamond arrangement separately are placed at 
a distance of 0.5 m from the original placement of the spires. The floor roughness and 
spires aspects were set up to mimic an open landscape exposure situation. A pitot-
static rake and several Turbulent Flow Instrumentation Cobra Probes were used to 
track the wind speed profile and turbulence characteristics with respect to height 
above the ground. To analyze the effects of roughness pattern on the boundary layer 
thickness, each arrangement is placed in the test section. Five sections are marked in

Fig. 1 Photograph of wind tunnel and model in the open-circuit wind tunnel 
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Fig. 2 Photocopy of roughness patterns a Square pattern, b Diamond pattern, c Spires, d Spires 
with square arrangement, e Spires with diamond arrangement 

each case at distances of 20 cm, 40 cm, 60 cm, 80 cm and 100 cm from the end of 
the roughness patterns to obtain velocity profile and the boundary layer thickness. 

At each section, the velocity is measured at a successive distance from the wind 
tunnel surface with the help of telescopic probe of the velocity meter connected 
to the trolley’s arm and velocity meter. The same procedure is repeated with the 
different roughness pattern and configurations. The experimental data on the velocity 
of different cases are collected and analyzed. Details of the experiment are given in 
Table 1.

4 Results and Discussion 

Experimental data of velocity collected at different sections for various roughness 
patterns are plotted separately and the typical plots are shown Figs. 3, 4, 5 and 6. 
The patterns used for calculating boundary layer thickness are given in Table 2. The  
velocity profile at the section 20 cm, and 40 cm distance from the roughness plate 
under different roughness pattern as square and diamond block for 11.19 m/s wind 
velocity are calculated and compared with a smooth surface which is shown in Figs. 3a 
and b, respectively. The velocity profile at the section 20 cm and 40 cm distance from 
the roughness plate under different roughness pattern as spires, spires square, and
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Table 1 Scope of the experiment 

Sl. No Item description Present experimental roughness 

(1) (2) (3) 

1 Roughness type Square, diamond, triangular spires 

2 Dimension of square and diamond block (cm) 2.5 × 2.5 × 2.5 
3 Spacing between blocks (cm) 5 

4 Dimension of triangular spires (cm) (height, 
base width) 

45 × 7 

5 Clear spacing between spires (cm) 5 

6 Velocity (m/s) 7.67, 9.32 and 11.19 

7 Section from the end point of roughness 
plate (cm) 

20, 40, 60, 80 and 100 

8 Temperature (°c) 27

spires diamond block for 11.19 m/s wind velocity is calculated and compared with 
a smooth surface which is shown in Figs. 4a and b, respectively. Figures 5a, b, and c 
show the velocity profiles under different roughness pattern recorded for the section 
of 20 cm from the distance of the roughness plate at different velocity, i.e., 11.19 m/ 
s, 9.31 m/s, and 7.67 m/s. 

Analysis is also being carried out to show the boundary layer growth under 
different roughness pattern as shown in Fig. 6 for various velocity conditions. 
Figures 3, 4, 5 and 6 show the effect of different roughness arrangement on velocity 
profiles against the mainstream velocity. This change can be attributed to increases 
in turbulence depending on the arrangement. 

Figures 3, 4, 5 and 6, it is clear that diamond arrangements provide higher 
boundary layer depth than square arrangements do, and with increasing longitudinal 
distance from the end distance roughness plate, boundary layer depth rises.

Fig. 3 Velocity profile from the distance of the roughness plate under different roughness pattern 
(smooth, square, and diamond block) for constant wind velocity = 11.19 m/s at the section a x = 
20 cm, and b x = 40 cm
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Fig. 4 velocity profile under different roughness pattern for constant velocity = 11.19 m/s on the 
section from the distance of the roughness plate at a x = 20 cm, and b x = 40 cm 

Fig. 5 Velocity profiles under different roughness pattern recorded for the section of x = 20 cm 
from the distance of the roughness plate at different velocity a 11.19 m/s, b 9.31 m/s, and 
c 7.67 m/s
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Fig. 6 Variation of boundary layer thickness at constant velocity a 11.19 m/s; 
b 9.32 m/s; c 7.67 m/s 

Table 2 Roughness thickness for all configurations 

Configurations in wind tunnel Line intercept (c) Slope of line (m) Roughness length(
z0 = e 

−c 
m

)
in mm 

(1) (2) (3) (4) 

Square pattern of blocks −0.5502 1.8572 1.345 

Diamond pattern of blocks −0.982 1.7638 1.745 

Spires with square pattern of 
blocks 

−1.447 1.677 2.37 

Spires with diamond pattern 
of blocks 

−1.343 1.2357 2.965
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In comparison to other combinations of spire and blocks, the spire with a diamond 
pattern of the block enhances the maximum boundary layer thickness. Further, it has 
been seen that spires with blocks function efficiently at generating higher boundary 
layers than do simple blocks. For blocks and spire arrangements, boundary layer 
thickness increases due to momentum deficit and wake formations in wind tunnel. 

4.1 Development of Correlation for Boundary Layer 
Thickness 

For the development of correlation, roughness length is estimated in each case of 
roughness arrangement using log-law of velocity profile as: 

U (z) = 
u∗ 

k 
[ln(z) − ln(z0)] (1) 

where U (z) represents velocity, u∗ is the friction velocity, k the Karman’s constant, 
z the height from the surface, z0 the roughness length in mm. z0 is estimated with 
the help of a graph ln(z)vsU (z) and best fitting into a straight line and the equation 
of the straight line. 

z0 = e 
−c 
m (2) 

where c is the line intercept, m the slope of line, and z0 the roughness length (mm) 
Figure 7 shows a typical ln(z)vsU (z) plot for the square arrangement of blocks 

as roughness pattern and the estimation of the roughness length.
Roughness lengths are obtained by seeing the best fitted line for four cases of 

roughness pattern as described in Fig. 7. The best fit equation and correlation coef-
ficient are shown in Fig. 7 and the values of roughness length (z0) are  given in  
Table 2 

Boundary layer thickness can be expressed in terms of roughness length, velocity 
and distance from roughness plate as 

δ = B
[
(z0)

a (V )b (X)c
]d 

(3) 

where δ is the boundary layer thickness, B the constant, z0 the roughness length, and 
a, b, and c are the exponents whose values are obtained using the experimental plots 
between boundary layer thickness and the roughness length as shown in Fig. 8. The  
values of the exponents a, b, and c are obtained from experimental plots as shown in 
Fig. 8 are 0.569, −0.348, and 0.065, respectively. To get the combined effect of all 
the variables, a correlation plot between the boundary layer thickness and the system 
parameter was plotted (Fig. 8d).

Now the relation of boundary layer thickness and the system parameter can be 
estimated as
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Fig. 7 Variation of roughness length for various pattern of blocks considering a square; b diamond; 
c spires with square; d spires with diamond

δ = B
[
(z0)

0.5689 (V )−0.348 (X)0.0648
]d 

(4) 

From Fig. 8d, the values of B and d are obtained as 236.94 and 0.9073, respectively. 
Then, Eq. (4) can be written as: 

δ = 236.94
(
Z0 

0.569 V −0.348 X0.065
)0.9073 

(5) 

Thus, a following final correlation is obtained. 

δ = 236.94
(
Z0 

0.52 V 0.32 X0.059
)

(6) 

Comparison between the predicted values of the boundary layer thickness using 
developed correlation, Eq. (6) with the corresponding experimental ones is presented 
in Fig. 9.

A fair agreement can be seen between the predicted values of the boundary layer 
thickness and the corresponding experimental results. 

5 Conclusions 

From the present experimental results, the following conclusions can be drawn:
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Fig. 8 Variation of boundary layer thickness with a roughness length for square pattern of blocks 
at velocity = 11.19 m/s and distance 20 cm; b free stream velocity for square pattern of blocks 
at constant roughness length 1.36 and distance 20 cm; c distance from roughness plate for square 
pattern of blocks at constant roughness length 1.36 and velocity 11.19 m/s; d system parameters

Fig. 9 Comparison of 
boundary layer thickness 
between the experimental 
and predicted using proposed 
equation
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• Boundary layer thickness has been found to vary significantly with the roughness 
pattern, velocity, and position along the direction of flow. 

• The formation of the boundary layer is more substantial than the plane surface 
of the wind tunnel due to the square, diamond, spires, and spires with square or 
diamond patterns. 

• Roughness thickness is calculated for all arrangements of the square and diamond 
pattern of blocks. The sequence of the observed rise in roughness thick-
ness has been found to be square blocks, diamond-shaped blocks, spires with 
square-shaped blocks, and spires with diamond-shaped blocks. 

• The boundary layer thickness of the wind tunnel could be effectively formed by 
combining spires and different block designs. When compared to using spires 
alone or different block designs in the wind tunnel, this strategy is more effective 
in creating a thicker boundary layer. 
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