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Flux Enhancement Due 
to the Modification of the Large Scales 
in an Axially Homogeneous Turbulent 
Convection 

Adhitya Krishnan and Murali R. Cholemari 

Abstract An experimental study reporting the enhancement of turbulent flux of a 
scalar due to the modification of the large scales of a turbulent convective flow is 
reported. The control flow considered is an axially homogeneous, zero mean shear 
turbulent convection. The effect of stationary surfaces (cylindrical rod inserts) intro-
duced into the flow is reported here. The characteristics of turbulence are significantly 
affected by the introduction of these surface(s) which includes the increase in the 
buoyant flux. The placement and the number of inserts in relation to the quantum 
of flux enhancement is studied. Directions of study and the context of the study in 
relation to turbulence control are discussed. 

Keywords Turbulent convection · Kinematic wall blocking · Flux enhancement 

1 Introduction 

The control of turbulence by active or passive means has been a topic of continued 
and considerable interest. In particular, the modification of drag of a turbulent flow is 
of considerable theoretical and practical relevance. A large body of work elucidates 
the mechanisms of drag reduction by additives, in which theories have been devel-
oped explaining the mechanisms. The novel passive turbulence control mechanism 
discussed in this paper involves a phenomenon theoretically discussed by Hunt and 
Graham [1]. The thought experiment devised by Hunt and Graham involves the intro-
duction of rigid surfaces, without relative mean motion (oriented in the stream-wise 
direction) into a pre-existing homogeneous isotropic turbulent flow field generating 
an analogue, wherein the mean velocity boundary layer is eliminated and the inter-
action between turbulence and the surface becomes the primary phenomenon of 
concern. The experimental validation of the above case by Thomas and Hancock 
suggests the presence of an outer kinematic region with zero shear that scales with
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the external turbulence flow parameters. This region is characterized by the attenua-
tion of the wall-normal component of velocity fluctuation v' and the amplification of 
the stream-wise component of the velocity fluctuation u', i.e. there occurs an inviscid 
blocking of v' in a region considerably distant from the wall. 

This attenuation of wall-normal momentum transport due to kinematic wall 
blocking can bring about drag reduction. These drag reduction effects become 
predominant and visible upon the elimination of the shear boundary layer, which 
increases production (due to increase in ∂i

⟨
U j

⟩
). The contribution of such ‘Shear 

Free Surfaces’ in wall-bounded turbulent flows towards global turbulence control 
has been studied experimentally by Kathuria and Shukla [2], Raja Vamsi [3], Sahoo 
[4], Snigdha Lal [5] and Cholemari and Srinivasan [6]. 

The attenuation of wall-normal velocity due to kinematic wall blocking is also 
expected to weaken other wall-normal/ lateral turbulent transport processes similar 
to wall-normal momentum transport. To test this hypothesis, a control flow involving 
buoyancy driven turbulent convection as described by Cholemari and Arakeri [7] is  
chosen. The flow is driven by an unstable density gradient, using brine and water 
across the ends of a long vertical pipe (l/D= 10). The Schmidt number Sc= ν/α is 670 
and the Rayleigh number Ra = g(Δρ/ρ0L)d4/να achieved (based on density gradient 
and aspect ratio of pipe) is of the order of 109 (initial Ra at the start of the flow). 
Under these conditions, the convection is turbulent and the time averaged velocity 
at any point is zero. The pipe is long enough that there is an axially homogeneous 
region with a linear density gradient of about 6–7 diameters long in the mid-length 
of the pipe. In the absence of mean flow and therefore mean shear, turbulence is 
sustained only by buoyancy. The flow can thus be considered a turbulent natural 
convection driven by an unstable density gradient. The flow in the central zone of the 
pipe cross section, mainly affected by buoyancy consists of vertically moving fluid 
masses colliding and interacting, while the flow near the wall appears similar to that 
in wall-bounded shear-free turbulence. The flow is anisotropic, with the anisotropy 
increasing to large values near the wall. A mixing length model (as reported by 
Cholemari [8]) incorporating the diameter of the pipe as the length scale predicts well 
the scaling for velocity fluctuations and the flux. This flow, without any modification 
of the turbulence, is referred to as the base configuration in this study. 

The attenuation of wall-normal/ lateral velocity components
(
u', v') due to the 

presence of shear-free surface(s), weakens the turbulent diffusivity in the lateral 
directions and in turn reduces turbulent energy and mixing. This reduction in turbulent 
energy results in attenuation of lateral turbulent transport and mixing processes. 
Coherent structures in the flow are thus able to maintain their coherence over longer 
time and length scales which in turn helps in enhanced transport in the axial direction. 

Thus, in this study, the attenuation of wall-normal/ lateral scalar (salt concen-
tration) transport due to the presence of the shear-free surface(s) manifests itself as 
an enhancement in the salt flux across the pipe. This enhancement is driven by an 
increase in the turbulent transport of salt concentration in the axial direction. In the 
base configuration flow discussed above, it is noted that the flow is free of mean 
shear and hence any surface in the bulk of the flow could possibly be used to test the 
hypothesis. In this study, smooth cylindrical glass rods of various diameters axially
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aligned along the length of the pipe and placed in different configurations are used 
as shear-free surfaces. 

2 Methodology 

An unstable linear density gradient created using brine and water across the ends 
of a vertical pipe (50 cm in length and 50 mm in diameter) is used to generate 
the turbulence. The pipe connects two tanks, with the top tank containing brine 
and the bottom tank, water. The fluids in the respective tanks are mixed thoroughly 
using small aquarium pumps (as shown in Fig. 1) to remove stratification and thus 
provide uniform boundary condition at the ends of the pipe. This mixing to remove 
stratification is achieved by pumping the heavier fluid that stratifies at the bottom 
of the tanks to the top of the respective tanks using the pump and diffuser set-up. 
The diffuser is used to minimize the influence of pumping on the primary flow. The 
hypothesis of flux enhancement upon introduction of shear-free surfaces in such 
flows is validated through the placement of rigid rod inserts (of desired diameter) 
concentric to the pipe or in preferred configuration at the periphery (at the location of 
peak turbulence production) of the pipe. The experimental procedure is as follows. 
The pipe is placed in configuration with respect to the bottom and top tanks (as 
shown in Fig.  1) and is aligned vertically. First the bottom tank and the pipe are 
filled with distilled water and a stopper is used to block the top end of the pipe. The 
top tank is then filled with brine. Typically, the initial salt concentration in the top 
tank is about 0.02 g/cc. In the case of the base configuration (without rod inserts in 
any configuration), the stopper is removed from the top end of the pipe to start the 
turbulent buoyant convection along the length of the pipe.

The main measure of the effect on turbulence in base and rod inserts configura-
tions is the altered flux of salt in the pipe, which is inferred through time resolved 
conductivity measurements of the top tank fluid. The salt concentration in the top 
tank is measured using a conductivity metre probe (ORION 3-Star Metre). 

The salt concentration measurements are indirectly derived from the conductivity 
measurements (κ) which are compensated for temperature variations (κT = κ25 (1 + 
α(T − 25)); and through calibration α = 2.1%/C) and salt purity. The probe is also 
calibrated for its cell-constant before every run using standard saline solutions. The 
time-series data (collected every 5 s) for conductivity and temperature of top tank 
fluid are logged to a computer through a serial interface. The initial salt concentration 
in the top tank is measured and the pumps are allowed to mix the fluids in the top 
and bottom tanks thoroughly before the start of the experiment. The experiment runs 
for about 120 min, before the concentration difference between the top and bottom 
tanks driving the flow becomes negligible and the flow transitions to become laminar. 
At the end of the experiment, the concentration of the mixed fluid is measured. 
Using the acquired time rate of variation of salt concentration in the top tank and 
integral mass balance, the concentration difference and the flux of salt as functions of 
time are calculated. Note that, from continuity considerations and incompressibility
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Fig. 1 Schematic of experimental set-up

assumption at any instant of time, the axial velocity averaged over the cross section 
of the pipe is, 

∫
A 
w̃d A  = 0 (1)  

where w̃ is the velocity in the vertically upward (axial), z direction. The tilde repre-
sents the total velocity. In the following analysis, the top and bottom tank concen-
trations are denoted as CT and CB, respectively. VT , VB and VP refer to the volumes 
of the top tank, bottom tank and the pipe respectively; AP the cross-sectional area of
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the pipe; MS the total mass of the salt in the set-up and F the mass flux of salt in the 
pipe. From mass conservation of salt, we have, 

VT CT + VBCB + AP 

L ∫
0 
cdz = MS (2) 

assuming the average concentration in the pipe C = CT +CB 
2 , 

CB(t) = 
MS − CT (t)

(
VT + VP 

2

)

VP 
2 + VB 

(3)

ΔC = CT − CB = 
CT (t)(VT + VB + VP ) − MS 

VP 
2 + VB 

(4) 

It is assumed that in the experiments, 

msT = msB  = ms = VT 
dCT 

dt  
(5) 

Then flux, mass flow rate of salt going down per unit cross-sectional area of the 
tube is, 

F = −c'w' = ρ0VT 
dCT 

dt  
(6) 

Salt concentration is related to density by, 

∂ρ 
∂c 

= ρ0β (7) 

where ρ0 is the density of water and β = 0.72 for the salt concentration range 
encountered in the experiments. Thus,

Δρ = ρ0β ΔC (8)  

ρ = ρ0 + Δρ = ρ0 + ρ0β ΔC (9)  

Thus, from the measurement of the top tank concentration with time, we can deter-
mine the instantaneous concentration difference between the top tank and bottom tank 
fluids as well as flux.
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2.1 Modelling the Base Configuration 

The theoretical flux for the base configuration (without rod inserts) has been modelled 
by Cholemari and Arakeri [8]. They report that the large-scale energy containing 
structures of the flow, scale with the pipe diameter: d (dominant length scale). For 
pipes with high aspect ratio (L/d << 1), the flow is homogeneous (away from the 
entrance) in the axial direction and driven by a linear, unstable axial density gradient. 

In the central homogeneous region of the pipe, the only relevant parameters are the 
pipe diameter d, the density gradient ∂ρ/∂z and g. The two molecular diffusivities ν 
(momentum diffusivity) and α (salt concentration scalar diffusivity) are not expected 
to be relevant for scaling in the energy containing scales. The dimensional analysis 
gives the scales for density fluctuations ρ ', axial velocity fluctuations w' and salt 
flux—

⟨
w'c'⟩ as, 

w' ∼
/

g 
∂ρ 
∂z 

d2 

ρ0 
= wm (10) 

ρ ' ∼ 
∂ρ 
∂z 

.d = ρm (11) 

−⟨
w'c'⟩ ∼ 

wmρm 

βρ0 
= Fm (12) 

Physically, the above relations imply that a fluid packet (a coherent region of fluid) 
heavier (or lighter) than the surrounding fluid by an amount ρ ' attains a ‘free fall’ 
velocity wm as it falls through the mixing length ~d before it interacts and mixes. 
The implicit assumption is that the flow becomes de-correlated over distances scaling 
with d. 

The modelled flux (compensated for the nonlinear pipe end effects) is given by, 

FT = Cm Fm = 
Cr

(
g 
ρ0

) 1 
2 
d2 

βρ0

(
Δρ 
L

) 3 
2 

(13) 

Cr = Cm
(
1 + 2

(
κp − κL

)
/AR

)3/2 =
0.88 

(1 + 4.2/AR)3/2
(14) 

The Nusselt (non-dimensional flux) and the Reynolds number scale with the 
Rayleigh number as (using w' ∼ wm and d): 

Nu  = 
−⟨ f lux⟩
αΔC/L 

= Cr Ra
1/2 Sc1/2 (15) 

Re = 
w'd 
ν

∼ Ra 
1 
2 Sc− 1 

2 (16)
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2.2 Placement of Inserts 

The SFS insert configuration cases involved the placement of rod inserts into the flow 
either concentric to the pipe or in a circular pattern about the periphery of the pipe. 
The peripheral placement of the inserts is to attenuate

⟨
w'c'⟩ at its region of peak 

production. This region of peak production has been identified using PIV data from 
Cholemari et. al. [7] for buoyancy driven turbulent convection in the same range of 
Ra. It is noted from this above study that the profile of wrms  is double-peaked with the 
peaks present near the wall of pipe. Since the profile of c'

rms  can be safely assumed 
to have a uniform distribution at any cross section in the homogeneous region of 
the flow, it can be concluded that the profile of the buoyancy production term:

⟨
w'c'⟩

follows a similar trend, with the same region of peak production as wrms. From this  
data, the pitch diameter for the placement of the inserts in the peripheral configuration 
is found to be at 45 mm. The length scale of the insert (diameter of insert −6.5 mm) 
fairly corresponds to half-peak width. The experiments with the peripheral inserts 
were conducted with 4, 6 and 8 inserts configurations. The profile of

⟨
w'c'⟩ despite 

having its double peaks near the wall, has significant magnitude at the central region 
of the pipe. Thus, the experiments involving the central placement of SFS are also 
done, with inserts of diameters: 4 mm, 6.5 mm, 8 mm, 10 mm, 12 mm and 17 mm. 
The rod inserts were held in respective configurations and vertically aligned using 
mounts. 10 sets of observations are taken for the each of the above described cases. 
The flux measured and calculated based on Eq. (6) is normalized with the modelled/ 
theoretical flux FT discussed in subsection A. The flux calculated from the raw data 
was found to be extremely noisy. Therefore, an exponential polynomial of the form: 
e
∑

antn is fit to the raw data before flux is evaluated. [7, 8] (Typically n = 5 is chosen 
for proper conditioning of the fit). 

3 Results and Discussion 

3.1 Results 

The results from the experiments conducted with the centrally placed and peripherally 
placed inserts are presented in Tables 1 and 2, respectively. The Ra ranges for the 
studies with the centrally placed inserts was (0.4–1.2)*109 and for the peripherally 
placed inserts (0.8–1.7)*109. At the  lower  Ra ranges, the flow transitions to become 
laminar and thus does not conform to the model discussed in the previous section. 
Therefore, the flux measurements in the lower Ra ranges are truncated. The values 
reported here for the various configurations are first averaged over the n (=10) sets 
of observations for each case (over the entire Ra range) and then averaged over 
the Ra range. The (F/Ft) calculated from the measurements are normalized with 
respect to their respective baseline configurations and further compensated for the 
area blockage.
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(
F 

FT

)

n. 
= 

(F/FT )observed 

(F/FT )baseline 
(17)

(
F 

FT

)

a. 
=

(
F 
FT

)

n. 
AP 

AP − m.ASF  S  
(18) 

In the case of the centrally placed inserts, an increasing trend in (F/Ft)a. exists 
up to the case of the 6.5 mm centrally placed insert, where a maximum of 41.4% 
increase in (F/Ft)a. (w.r.t. base configuration) is observed. The decreasing trend after 
this point reaches a steady value of about 26% increase in (F/Ft)a. as seen in the cases 
of 12mm and 17mm centrally placed inserts (see Fig. 2). It is evident from the above 
observations that there is significant flux enhancement even for the central placement 
of the inserts, which is not the region of peak production of

⟨
w'c'⟩. In the experiments 

conducted with the peripherally placed 6.5mm inserts, an increasing trend in (F/Ft)a. 
is observed for increase in the number of inserts. The maximum enhancement was 
observed in the case of 8 peripherally placed inserts with an increase of about 163% 
in (F/Ft)a..

Table 1 Means and standard errors for F/Ft in the centrally placed SFS configuration 

dSFS ABR F/Ft (F/Ft)n (F/Ft)a ∈

0.0 0 0.745 1 1 0.039 

4.0 1.006 0.842 1.129 1.136 0.041 

6.5 1.017 1.0362 1.389 1.414 0.042 

8.0 1.026 0.961 1.289 1.323 0.038 

10.0 1.042 0.909 1.219 1.271 0.046 

12.0 1.061 0.890 1.193 1.266 0.071 

17.0 1.131 0.834 1.120 1.267 0.038 

Table 2 Means and standard errors for F/Ft in the peripherally placed SFS configuration 

NSFS ABR F/Ft (F/Ft)n (F/Ft)a ∈

0 0 0.835 1 1 0.067 

4 1.072 1.114 1.334 1.429 0.082 

6 1.113 1.407 1.686 1.845 0.174 

8 1.156 1.907 2.284 2.639 0.225 
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Fig. 2 Comparative charts for the cases of centrally placed (top) and peripherally placed inserts 
(bottom) 

3.2 Uncertainties in Measurements 

Internal errors (∈) in the measurements of (F/Ft)a. are reported in Tables 1 and 2 
as standard deviations (±σ ) in the data. The standard deviations reported here are 
means of the standard deviations over the entire Ra range.
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3.3 Discussion 

The enhancement in salt flux across the pipe suggests that there is an enhancement 
of axial salt transport due to the presence of the shear-free surface(s). Though this 
enhancement of axial transport has been directly observed, the causality between this 
observation and attenuation of wall-normal and lateral transport process is not firmly 
established. To this end, future studies will incorporate flow visualization involving 
Particle Image Velocimetry (PIV) and Planar Laser-Induced Fluorescence (PLIF) 
techniques to investigate the scalar (salt concentration) and velocity fields. 

4 Conclusions 

The flux enhancement observed from the experimental studies reported here provides 
for a strong validation of the proposed hypothesis, i.e. the placement of shear-free 
surface(s) in various configurations in a buoyancy driven zero mean shear turbulent 
convection results in attenuation of wall-normal/ lateral turbulent scalar transport 
whose global effects are visible as enhanced flux. 

Nomenclature 

CT , CB Salt Concentration in the top and bottom tanks, respectively 
VT , VB, VP Volumes of top tank, bottom tank and pipe, respectively 
F Measured Salt Flux 
FT Modelled/ Theoretical Salt Flux 
(F/FT )n. F/FT Normalized w.r.t. baseline 
(F/FT )a. (F/FT )n. Compensated for area blockage 
ABR Area Blockage Ratio Api pe 

Api pe−m∗ASF  S  
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Comparative Study of Turbulent Heat 
Transfer in Plane Wall Jet Using 
Different k-ε RANS Models 

Animesh Patari, Shantanu Pramanik, and Tanmoy Mondal 

Abstract The turbulent mechanism of heat transfer from an isothermal flat surface 
by a wall jet has been numerically investigated using three varieties of k-ε models 
such as Realizable, RNG and Standard k-ε models. Enhanced Wall Treatment (EWT) 
has been implemented with all of them as near wall treatments to capture the near wall 
more accurately. The primary objective of this work is to find the best performing 
model among these three which predicts the thermal behavior of wall jet with highest 
accuracy. Commercial CFD package ANSYS-Fluent solver has been used to perform 
the numerical simulation under a fixed jet exit Reynolds number of 9600. This study 
reveals that the Realizable k-ε model has the better potential to predict the near wall 
thermal characteristics of wall jet in terms of heat transfer coefficient, turbulent heat 
flux and near wall temperature distribution with reasonable accuracy than the others, 
if the near wall mesh elements are properly structured. 

Keywords Turbulence · Heat transfer · RANS models · Wall treatments · Wall jet 

1 Introduction 

When a turbulent jet is issued tangentially to a wall, the outer portion of the jet 
promotes strong momentum exchange with the surrounding fluid and set it in motion 
due to the effect of shear, which is further augmented by turbulent mixing. This region 
is known as free shear or outer layer. In contrast to that, the portion of the jet closed 
to the wall creates a very thin inner layer of thickness δx , as shown schematically
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Fig. 1 Schematic of wall jet flow domain 

in Fig. 1, across which the velocity changes from zero to maximum value um , quite 
similar to a boundary layer. This is called inner layer. The velocity starts decreasing 
thereon and reaches to a half of the maximum value at a wall normal distance known 
as half thickness. Velocity further decreases and attains the far field condition asymp-
totically at some distance. The flow and thermal characteristic in this two layers are 
completely different. The inner layer resembles a boundary layer over a flat surface 
but with certain disparities. Therefore, the presence of any wall adjacent to the jet 
makes its near wall features much more complicated and challenging. Moreover, 
there are vast applications of wall jet in heat transfer engineering such as, cooling of 
turbine blades, electronic cooling, defrosting of wind shield and many more. That 
is why, the turbulent wall jet in particular has been very interesting topic for many 
researchers since last few decades. 

2 Literature Review and Objective 

Several studies with measurements and simulations on the investigation of wall jet 
flow with different wall configurations and with or without co-flow and concurrent 
heat transfer are available. Most significant among the experimental investigations are 
those of Wygnanski [1], Eriksson [2] and Dakos [3], which revealed different aspects 
of the mean flow as well as the turbulent structure of wall jet. The early researches 
on wall jet heat transfer include the work of Seban [4], who performed experimental 
estimation along with theoretical correlation of the temperature and heat transfer 
coefficient for turbulent jet of hot air injected tangentially to an adiabatic wall. Nizou 
[5] conducted an experiment on turbulent wall jet with iso-flux wall for a range of Re 
= 9000–60,000 to underline the differences between the correlations of skin friction 
with heat transfer coefficient of a wall jet and turbulent boundary layer. Later on, 
experiment with analytical treatment on wall jet heat transfer characteristics was
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performed by Mabuchi [6]. The effect of curvature of wall on heat transfer in wall 
jet was experimentally studied by Dakos [3]. AbdulNour [7] studied heat transfer 
characteristics of wall jet experimentally with both isothermal and iso-flux wall in 
the developing region of flow. The thermal characteristics of wall jet were simulated 
also by using several numerical tools. A meticulous analysis with the budget of 
turbulent heat flux and temperature variance was presented by Naqavi [8] using  
Direct Numerical Simulation (DNS) of plane wall jet on an isothermal wall with jet 
Re = 7500. The Standard k-ε model [9, 10] was tested by Singh [11] to study the heat 
transfer enhancement on a wavy surface using wall jet. Recently, the transition of 
boundary layer of turbulent jet on an isothermal wall has been numerically simulated 
by Nie [12] using six different low-Re k-ε models, however, they reported only the 
mean flow and heat transfer features over a short span of wall. 

A comprehensive literature survey reveals that there are very limited number of 
numerical works which simulate particularly the near wall heat transfer character-
istics of a wall jet. A wide range of numerical methods have been implemented for 
the same. It is observed that the DNS can simulate the turbulent features of wall 
jet with greater accuracy but at the cost of huge computational overhead and time. 
So, DNS is a costly affair for large domain size and high Re. Self-similar features 
and detail interaction between inner and outer layers in wall jet can be accurately 
simulated with LES [13] at reasonable Re, but the domain extent must be at least 
40 slot distance downstream with a very high mesh resolution, which imposes a 
constraint to the computational resource similar to DNS. But with sufficiently large 
2D domain, the RANS model can simulate the same with lower grid resolution and 
limited resource. 

Therefore, the purpose of this numerical work is to search for a low cost alternative 
to LES or DNS, in the k-ε models coupled with suitable near wall treatment like 
EWT which can simulate the heat transfer characteristics as well as the behavior of 
turbulent heat flux of any wall jet with acceptable accuracy and sufficient details. 

3 Mathematical Formulation and Numerical Methodology 

An incompressible jet of air is discharged through a rectangular slot of gap w = 
10mm tangentially to a flat isothermal wall having temperature Tw = 318K. The  
velocity of jet at the exit is u j = 15.606m/s, issuing under zero gauge pressure and 
the temperature same as that of the ambient Tj = 295K. An adiabatic plenum wall 
is placed immediately above the slot and perpendicular to the wall to restrict any co-
flow. In order to investigate the interaction of the jet with surrounding fluid medium, a 
rectangular domain is assumed, with sufficient separating distance between the wall 
and the entrainment or the top boundary to ensure negligible influence of the jet on 
the top boundary, where the local ambient condition is assumed to persist. Reynolds 
Averaged Navier–Stokes (RANS) equations which are needed to be solved for steady 
incompressible flow without volumetric heat source are, respectively
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Continuity : ∂u j 
∂x j 

= 0 (1)  

Momentum : ∂ui u j 
∂x j 

= 
1 

ρ 
∂ 

∂ x j

[
τi j  − ρu'

i u
'
j

]
+ gi (2) 

Energy : ∂u j
(
λ + 1 2 ui ui + k

)

∂x j 
= ∂ 

∂x j

(
k f 
ρ 

∂ T 
∂x j 

− u'
j λ

'
)

+ gi ui + 
1 

ρ 
∂ 

∂x j

[
ui

(
τi j  − ρu'

i u
'
j

)]

+ 
1 

ρ 
∂pu j 
∂x j 

(3) 

The stress tensor, τi j  , for the mean flow is defined as 

τi j  = −
(
p + 

2 

3 
ρν 

∂u j 
∂ x j

)
δi j  + ρν

(
∂u j 
∂xi 

+ 
∂ui 
∂x j

)
(4) 

According to the gradient diffusion hypothesis [9, 10], the fluctuating stress 
−ρu'

i u
'
j is correlated with the mean velocity gradient and eddy viscosity(

νt = Cμk2/ε
)
as follows-

−ρu'
i u

'
j = −  

2 

3 
ρ

(
k + νt 

∂uk 
∂ xk

)
δi j  + ρνt

(
∂u j 
∂xi 

+ 
∂ui 
∂x j

)
(5) 

Therefore, to deal with this term, some closure models in the form of trans-
port equation of turbulent kinetic energy, k and the dissipation of turbulent kinetic 
energy, ε, are additionally solved. Three varieties of k-ε models such as the Standard, 
RNG and the Realizable [9, 14] models in combination with Enhanced Wall Treat-
ments have been employed to simulate the same problem. The steady state transport 
equations for k and ε are, respectively-

∂ku j 
∂x j 

= ∂ 
∂x j

{(
ν + 

νt 

σk

)
∂k 

∂x j

}
+ Pk + Pb − ε (6) 

∂εu j 
∂x j 

= ∂ 
∂x j

{(
ν + 

νt 

σε

)
∂ε 
∂ x j

}
+ C1εε

(
Pk + C3ε Pb 

k

)
− C2ε 

ε2 

k 
(7) 

Here, Pk and Pb are two production terms appear due to turbulent fluctuation and 
buoyancy. However, the shape of the above equations slightly differs for the RNG 
model [9, 10]. ANSYS-Fluent solver verson17.1 is used for all the simulation keeping 
the standard values of the model constants like, C1ε, C2ε, α, etc., as assigned in the 
Fluent set up. The SIMPLE algorithm [15] is adopted as pressure–velocity coupling 
with second-order scheme for pressure and second-order upwind scheme for all other
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transport equations. The numerical solutions are assumed to have been converged 
when the residues for energy and other transport equations reached 10−9 and 10−6, 
respectively. 

3.1 Enhanced Wall Treatment 

Mainly two different wall treatments such as the Standard Wall Function [16] and 
the EWT are most suitable for non-reattaching flow without any pressure gradient. 

The EWT is a two layer-based approach [9], in which the improved values 
of turbulent viscosity, dissipation, etc., are calculated in the near wall region 
by employing some blending functions depending upon the value of turbulent 
Reynolds number Ret = y 

√
k/ν. For example, the dissipation is expressed as 

ε = C3/4 
μ k

3/2 
P /

[
χ y

{
1 − exp

(
−Ret /2χC

−3/4 
μ

)}]
. In the viscosity dominated near 

wall region (Ret < 200) only the turbulent kinetic energy equation is solved along 
with the mean flow equations. The near wall gradient of any mean flow parameter as 
well as the turbulence structure can be captured very accurately using this wall treat-
ment approach. But it can be achieved only if the near wall region of the flow domain 
be resolved into very fine meshes so as to have the y+ value of the wall attached 
cell centers less than unity as recommended in the literatures [9]. But this dense grid 
structure generally delays the solution convergence. However, this difficulty can be 
avoided if the grid distribution particularly in the wall attached zone are done in a 
proper manner. 

A typical mesh distribution for a wall jet domain as explained earlier is shown in 
Fig. 2. The mesh distribution is non-uniform but structured. The number of elements 
for the finer mesh used for computation is 735 × 290 = 213150. 

Fig. 2 Typical mesh structure of the flow domain
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3.2 Grid Independence Study 

A grid dependence study is performed in order to find the optimum number of mesh 
elements to ensure the accuracy and independency of the numerical results on further 
mesh refinement. 

This is done by estimating the Grid Convergence Index (GCI) for any variable φ, a  
detailed study based on Richardson extrapolation method as systematically explained 
in the literature [17]. 

For particular model a coarse (c), a medium (m) and a fine ( f ) grid have been 
generated through systematic refinement technique with number of elements Nc, Nm 

and Nf , respectively. The grid refinement ratio becomes r f m  =
√
N f /Nm between 

the fine and medium grid, etc. The difference in numerically computed values of φ 
from the fine and the medium grids at any particular grid point is ∈ f m  = φ f −φm with 
the relative error ∈r f m  =

||100∈ f m/φ f
||%. The resulting apparent order of accuracy of 

the numerical scheme is then calculated using the iterative formulation as expressed 
below 

p̂ =
|||ln||∈mc/∈ f m

|| + ln
(
r p̂ f m  − s

)
/
(
r p̂ mc − s

)|||/ ln r f m  

where, s = sign
(
∈mc/∈ f m

)
. The extrapolated value of the variable φ and the corre-

sponding extrapolated error on that particular point are calculated, respectively, using 
the relations 

φex f m  =
(
r p̂ f mφ f − φm

)
/
(
r p̂ f m  − 1

)
and ∈ex f m  =

||100(1 − φ f /φex f m

)||. Finally, 
the GCI of fine grid is estimated to be GC I  f = 1.25∈r f m  /

(
r p̂ f m  − 1

)
. 

The GCI of the fine grid solutions for the local shear stress τwx obtained using the 
Realizable k-ε model has been calculated. For this purpose, total 23 data points at 
convenient locations along the length of the wall are chosen. The apparent order of 
accuracy p̂ varies within a range of 0.2145–10.338, giving a global average of 1.945 
based on which the numerical uncertainties are estimated at each of those points and 
plotted as error bar associated to the fine grid results (refer to the Fig. 3). The medium 
and coarse grid solutions are also plotted together. The maximum uncertainty in τwx 

values is found to be 1.14%.
Similar analysis has been conducted for the turbulent kinetic energy at 30 slot 

distance downstream for realizable k-ε model considering 24 points across the 
flow (as depicted in Fig. 4). The range of values of p̂ and its global average have been 
estimated to be 0.870–12.547 and 2.093, respectively. The maximum uncertainty in 
this case is 60.68% but corresponding to a very low k-value of 0.000373. 

It is evident from the GCI analysis for both the cases that the fine grid solutions 
are in the asymptotic convergence state. Therefore, this fine grid with number of 
elements 735 × 290 = 213150 can be finalized to perform all the simulations.



Comparative Study of Turbulent Heat Transfer in Plane Wall Jet Using … 21

Fig. 3 Wall shear stress 
variation with grid and 
discretization error bar for 
the fine grid solution 
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Fig. 4 Variation of turbulent 
kinetic energy for different 
grids and discretization error 
bar for the fine grid solution 
at X = 30

0.0 

0.5 

1.0 

1.5 

2.0 

2.5 

3.0 

3.5 

4.0 

4.5 

5.0 

5.5 

6.0 

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 

Fine grid (735×290) 

Medium grid (562×222) 

Coarse grid (429×169) 

, 
2

2
⁄ 

, 

2.7 

2.8 

2.9 

3.0 

0.044 0.045 0.046 

4 Results and Discussion 

Following the grid independence test, the numerical data for several field variables 
are systematically compared with some benchmark experimental data to check the 
accuracy and hence the validity of the numerical simulations.
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Fig. 5 Similarity of velocity 
profiles at X = 40 
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4.1 Validation of the Mean Flow Field 

Firstly, the non-dimensional stream-wise velocity, u/um , for all the schemes is chosen 
to plot against non-dimensional wall normal distance y/y1/2 at downstream position 
X = 40. Here, y1/2 is the wall normal distance, where the stream-wise velocity in the 
outer layer reaches fifty percent of the local maximum velocity. This is called outer 
scale representation. The velocity profiles are compared with experimental finding 
of Eriksson [2], Wygnanski [1] as well as Verhoff’s theoretical expression given in 
literature [18]. As seen from Fig. 5, the numerically computed data are in excellent 
conformity with the respective experimental data for all three numerical schemes. 
Maximum velocity occurs at 9–10% of the y1/2, a little lower than the experimental 
value of 13–17% [1–3]. 

4.2 Variation of the Mean Temperature 

The non-dimensional temperature, θ at X = 40, is plotted in Fig. 6 in the outer coor-
dinate along with the experimental temperature profiles of Dakos [3] and AbdulNour 
[7] as well as with the DNS temperature profile of Naqavi [8]. A complete similarity 
can also be achieved if the temperature is plotted in a scale y/δT (Fig. 7). To test 
the mean temperature in inner scale, y+ = yuτ /ν, the non-dimensional tempera-
ture T + = (Tw − T )/Tτ at X = 20 is plotted alongside the corresponding data 
experimentally determined by Nizou [5] as shown in Fig. 8. Here, uτ is the local 
friction velocity and defined as uτ = √

τw/ρ, whereas Tτ = qw/
(
ρCpuτ

)
is termed 

as the friction temperature. The temperature in the inner layer (y+ upto 120 around) 
is correctly represented by all the models. The RNG model precisely obeys the log-
law proposed by Nizou based on his experimental findings. But the Realizable and
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Fig. 6 Non-dimensional 
mean temperature variation 
at stream-wise location 
X = 40 
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Fig. 7 Similarity profile of 
temperature in thermal 
boundary layer scale 
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Standard k-ε model deviate a little from the measure data in the logarithmic layer 
(Fig. 8). 

4.3 Thermal Boundary Layer Growth 

If a thermal boundary layer thickness δT is defined as the wall normal distance 
where the dimensionless temperature attains a value of θ = 0.1, the thermal growth 
of the jet can be determined over the length of the plate. When compared with 
the experimental data of AbdulNour [7] and DNS data of Naqavi [8], the thermal 
boundary layer growth exhibited by all the schemes are found to be very close, as 
exhibited in Fig. 9. Particularly in the developed zone, the Standard k-ε model shows 
excellent agreement with the DNS data. The experimental data of AbdulNour [7]
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Fig. 8 Mean temperature 
variation in inner scale 
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Fig. 9 Growth of thermal 
boundary layer 
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Fig. 10 Nusselt number 
variation over the wall
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is limited within the developing region of the flow, where the present data as well 
as the DNS data [8] are found to be in a bit different alignment. However, it is also 
found that the thermal boundary layer grows almost linearly in the developed region. 
A little higher growth rate (around 5–8%) is shown by the Realizable k-ε model. 

4.4 The Nusselt Number Variation 

A local Nusselt number at any stream-wise location x on the wall can be defined 
based on the slot thickness w as Nux = hx w 

k f 
. The dependency of the local Nusselt 

number on the jet exit Reynolds number and Prandtle number (Pr) for wall jet was 
determined by Mabuchi [6] through experimentation and theoretical analysis. The 
proposed correlation is written as Nux = 0.118Pr0.43 Re0.8 j (x/w)−0.6 , which was 
tested for 30 to 200 slot distance region over the plane and for the Reynolds number 
range of 7170 to 25,600. The numerically found data of the Nusselt number from the 
present simulations are plotted in Fig. 10 along with the above correlation. The plot 
shows that the Realizable model executes the result with very high accuracy beyond 
30 slot distance, whereas the Standard k-ε model predicts the Nusselt number around 
5% to 9% less that the reference data. The accuracy of RNG model is within 3–4%. 

4.5 The Turbulent Heat Flux 

The transport of any physical quantity like, mass, energy, heat, etc., occurs in a 
turbulent flow through molecular motions as well as through turbulence fluctuation 
of the bulk motion of the fluid within the given geometry. This turbulent fluctuation 
is suppressed in the vicinity of any wall and the molecular motion dominates over 
there. As per the eddy viscosity formulation, νt acquires a very low value in the 
sublayer with zero value at the wall. Hence, the turbulent heat flux therein appears to 
be zero. However, a little distance away from the wall, the transport process occurs 
mainly due to turbulent mixing. By gradient diffusion hypothesis, the turbulent heat 
flux can be expressed as 

−u'
j λ

' = −Cpu'
j T

' = 
Cpνt 

Prt 

∂T 

∂x j 
(8) 

The stream-wise and cross-stream components are given as. 

−Cpu'T ' = 
Cpνt 

Prt 

∂ T 
∂x 

and − Cpv'T ' = 
Cpνt 

Prt 

∂ T 
∂y 

(9) 

where Prt is the turbulent Prandtle number assigned with a value of 0.85 in all vari-
eties of the  k-ε models except in the RNG model, where an inverse turbulent Prandtl
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Fig. 11 Turbulent heat flux
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number is calculated based on the turbulent viscosity ratio [9]. The normalized turbu-
lent heat flux at x = 70w are presented in Fig. 11. These values were normal-
ized by Cpum

(
Tw − Tj

)
and compared with the corresponding experimental data 

of Dakos[3], reported for the downstream location x = 93w with jet exit Reynolds 
number of 30,000. As

|| ∂T 
∂ x

|| «
||| ∂T 

∂ y

|||, the eddy viscosity model shows that the turbulent 

heat flux due to the stream-wise fluctuation of velocity is much lesser than that due 
to cross-stream velocity fluctuation. It is also found that in the near wall region the 
turbulent flux of heat acquires a very high magnitude (typically the maximum value 
around 80% of the wall flux). The maximum value appears a little earlier than the 
point of maximum velocity. The turbulent heat flux is represented quite appreciably 
by the Standard and Realizable models with EWT schemes particularly up to the jet 
half thickness. But the RNG model doesn’t stand up to the mark. 

5 Conclusions 

The thermal transport characteristics of a steady incompressible wall jet have been 
numerically investigated using different k-ε models using EWT approach at a slot 
Reynolds number of 9600. The analysis on the numerical results was done and 
presented graphically alongside corresponding benchmark experimental data. Simi-
larity profiles of velocity and temperature are achieved in the developed zone 30 slot 
distance onward. The near wall velocity in inner scale is very accurately predicted by 
the Realizable model, whereas the RNG model stands better than others in predicting 
the local skin friction coefficient. The inner layer thickness is found to be about 20– 
30% lower than the experimental value as also evident in the RANS simulation by 
Yan et. al. [19]. About 8–10% over prediction of the inner scale temperature (under 
prediction of absolute temperature) in the fully turbulent region is obtained from 
both the Realizable and Standard models. Though, the near wall temperatures are
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very accurately calculated by all the models. The growth of the thermal boundary 
layer as simulated by the Standard k-ε model is very close to the DNS data. As far as 
the wall heat transfer is concern, the Realizable model provides the highest accuracy, 
whereas the Standard k-ε model under predicts heat transfer by around 5–9%. The 
near wall turbulent heat flux is also given quite correctly by Realizable model. 

Therefore, none of the three k-ε models can be certified to be better than the other 
options to predict wall jet heat transfer characteristics. However, the Realizable k-ε 
model is found to be more optimistic than the other models, hence it can be employed 
with acceptable accuracy to simulate the heat transfer characteristics of a plane wall 
jet. 

Nomenclature 

ρ Fluid density [kg/m3] 
ν Fluid kinematic viscosity [m2/s] 
Cp Specific heat of the fluid [J/kg-K] 
k f Thermal conductivity of the fluid [W/m–K] 
X Non-dimensional stream-wise distance from the nozzle exit, = x/w 
θ Non-dimensional temperature, = T −Tj 

Tw−Tj 

λ Specific enthalpy [J/kg] 
δx Normal distance from the wall at location x where the stream-wise velocity 

reaches its maximum value um[m] 
y1/2 Wall normal distance where the local stream-wise velocity (u) is half the um 

[m] 
Re j Reynolds number at nozzle exit, = ρu j w 

μ 
C f Local skin friction coefficient, = τw 

0.5ρu2 m 
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Linear Instability Analysis of Natural 
Convection in a Heated Vertical Porous 
Annulus 

A. Khan, P. Chokshi, and P. Bera 

Abstract The stability analysis of non-isothermal annular parallel flow through a 
highly permeable porous medium is studied. The flow is governed by the buoyancy 
force induced due to the different temperature conditions on the surface of inner 
and outer cylinders. A linear stability analysis subjected to normal mode analysis 
has been considered to investigate the influence of gap between cylinders (defined 
by the curvature parameter, C), Darcy number (Da, which is defined in terms of 
permeability of the porous medium) as well as Prandtl number (Pr) on the flow 
instability characteristics. The existence of the inflection point in the laminar base 
flow profile is checked. Depending on the value of controlling parameters (C, Pr, 
and Da), the least stable disturbance is found to be axisymmetric for smaller gap and 
non-axisymmetric for a larger gap between cylinders. The physical mechanism of 
the flow instability has been examined through kinetic energy analysis. 

Keywords Natural convection · Porous media flow · Linear stability theory 

1 Introduction 

The natural convection in a vertically oriented porous slab/duct has been thoroughly 
explored due to its practical relevance appeared in electronic industry, thermal-
hydraulics of nuclear reactors [1], chemical processing equipment [2], geothermal 
engineering [3] and building engineering [4]. Knowledge of the heat transfer char-
acteristics and fluid flow mechanism for duct flow systems can guide in optimization 
of the thermal design and ensure a high degree of safety in the devices used in these 
applications. As a result, understanding the flow dynamics and heat transfer mech-
anism under different geometry is crucial before initializing the duct flow through
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porous media in any appliance. The storage of nuclear wastes is another significant 
application of the flow through vertical porous slab, and it is essential to determine 
the insulating impact of the annular air gap surrounding a cylindrical nuclear waste 
canister implanted in a geologic repository. In such a situation, the temperature of 
the canister is critical because it is the primary factor that determines the life span of 
the metal containers. To determine if heat will be transferred through the air gap by 
conduction or convection, the stability of the parallel motion must be investigated. 

Generally, the flow through porous medium can be show to depend on the Prandtl 
number (Pr), Grashof number (Gr), permeability of the porous medium and geometry 
of the porous enclosure. There are numerous studies that explore the influence of Pr 
and the media permeability on the instability characteristics of natural convection in 
a rectangular channel saturated with porous material, which are well documented in 
refs. [5, 6] and references therein. The annular flow is unlike the conventional channel 
flow in terms of heat transfer mechanism and the flow instability characteristic [7]. 
Based on the gap between circular coaxial cylinders, the study of the annular flow 
provides a more general overview of the duct flow (including channel flow as well 
as flow through a circular pipe with a thin rod its center) dynamics. Therefore, 
motivated by the strikingly different stability characteristics of the flow in annular 
configuration compared to the flow in channel and the use of annular set up in many 
industrial situations [8], an extension of the work of Khan and Bera [9] to the natural 
convection case is established in the present study. From the best of our knowledge, 
there are only two studies [10, 11] on the stability of a natural convection in a vertical 
annulus filled with porous media. These studies are restricted to the stationary base 
flow. They have only looked into the effect of radius ratio (or curvature parameter), 
ignoring the effects of the permeability of the porous medium and the type of fluid in 
terms of Prandtl number. In a tall vertical slot, if the flow is assumed to be parallel, 
the velocity profile persists a nonlinear shape, with the fluid moving downward near 
the cooler wall and upward near the warmer wall [12]. It has been observed for the 
purely viscous media flow through vertical annulus. In a parallel flow, the flow is said 
to be in the conduction regime since heat is only carried across the duct by conduction 
between the fluid layers. The conduction regime when Gr is small was also validated 
by the experimental data [13]. However, as Gr rises, the flow becomes unstable, first 
giving rise to multicellular secondary flow patterns and then, as Gr rises even higher, 
turbulence. It has also been studied into whether the natural convection conduction 
regime is stable [14]. The Pr effects on the flow instabilities of natural convection 
in annular geometry filled with isotropic porous material have never been studied. 
Therefore, a step has been taken in the present work to understand such instability 
characteristics. Here, we have focused on the Prandtl number, curvature parameter 
(characterized in terms of the gap between cylinders), and media permeability on the 
type of instability and have been shown that these parameters are also responsible 
for the resulting type of insatiability and heat transport in the annular domain.
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2 Methodology 

The problem under consideration is the natural convection in a vertically oriented 
annular passage filled with isotropic porous material. The annulus is delimited by 
homogeneous and isotropic porous layers. The inner wall of the annulus is kept 
at constant heat flux and the outer wall is insulated. The fluid’s thermo-physical 
properties are considered to be constant except for the dependence of the buoyancy 
force term in the momentum equation on the fluid density, which is satisfied by the 
Boussinesq approximation. For the present theoretical investigation, we consider the 
Darcy-Brinkman model including the local time derivative based on the volume-
averaged Navier–Stokes equations developed by Whitaker [15]. 

After scaling the dimensional variables, the non-dimensional space coordinates 
(n, ψ,  z), dependent variables (u, v, w, θ,  p) and time t are determined as follows: 

(u, v, w) = 
(u∗, v∗, w∗) 

w∗
s 

, z = z∗ 

(ro − ri ) 
, η  = 

(r∗ − ri ) 
(ro − ri ) 

, 

θ = 
(Tw − T ∗)ν 
k(ro − ri )2 

, p = 
p∗ 

ρ f w∗2 
s 

, t = t∗w∗
s 

(ro − ri )2 
, 

here w∗
s is defined as gβk(ro − ri )4 /ν2, which can be obtained by balancing 

the buoyancy force and viscous force in the vertical momentum equation. The 
non-dimensional governing equations for continuity, momentum and energy, after 
dropping asterisks, in cylindrical coordinate (n, ψ,  z), are  given as  

∂u 
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The used dimensionless parameters in the governing equations are the curvature 
parameter, C = ri 

ro−ri 
, porosity, ε, the Grashof number, Gr = ws (ro−ri ) 

ν
, the  Darcy  

number, Da = K 
(ro−ri )

2 , ratio of specific heat capacities, σ = cp 
cv 

and the Prandtl 
number, Pr = ν 

α . Here  ri , ro, ν,  K , cp, cv, α  and ρ are the radius of inner cylinder, 
radius of outer cylinder, kinematic viscosity, permeability of the porous medium, 
specific heat capacity at constant pressure, specific heat capacity at constant volume, 
thermal diffusivity and the density of the fluid phase, respectively. To avoid too many 
parametric studies, we have fixed the heat capacity ratio at 1. 

2.1 Basic Flow Equations 

The basic flow, whose stability will be analyzed, is a steady, unidirectional and fully 
developed flow. Using these assumptions to Eqs. (2)-(6), the basic flow becomes 
independent of the axial and azimuthal coordinates and the simplified governing 
equations are 

W '' + 
1 

η + C 
W ' − 

1 

Da 
W − Θ = Gr 

d P  

dz  
(6)

Θ'' + 1 

η + C
Θ' = −1 (7)  

where W, P and Θ are the basic velocity, pressure and temperature, respectively. 
The prime (

'
) denotes the derivative with respect to η. The corresponding boundary 

conditions are 

W = Θ = 0 at  η = 0 and W = Θ' = 0 at  η = 1 

The axial pressure gradient can be determined by the requirement of global mass 
conservation: 

1 ∫
0 
(η + C)Wdη = 0 

2.2 Linear Stability Analysis 

The normal mode analysis [16] is employed to investigate the stability of the above 
considered basic flow. The dependent field variables are decomposed into a basic 
state variables and an infinitesimal disturbance. The velocity field, temperature and 
pressure are written as:
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(u, v, w, θ,  p) = (
ũ, ṽ, W (η) + w̃,Θ(η) + ~θ,P(z) + p̃

)

These infinitesimal disturbances of corresponding field variables are split into the 
following normal mode form as:

(
ũ, θ̃ ,  p̃

)
=

(
û(η), θ̂ (η), p̂(η)

)
e(i[α(z−ct)+nψ]) (9) 

where u = (u, v, w), α,  c = cr
Ʌ+ ici

Ʌ

, and n are the velocity field, axial wavenumber, 
complex disturbance wave speed, and azimuthal wavenumber, respectively. Upon 
substitution of equations above decomposition into the non-dimensional governing 
equations and neglecting the nonlinear terms, the linearized perturbation equations 
are given as follows: 
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(η + C)2 

+
(

α2 + 
1 

Da

)
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Here, prime (
'
) denotes the first order derivative of a field variable with respect to η. 

The boundary conditions required to solved of the perturbation equations are 

û(0) = v̂(0) = ŵ(0) = θ̂ (0) = 0 and 

û(1) = v̂(1) = ŵ(1) = θ̂ '(1) = 0.
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Table 1 Validation of present results with the published results of Rogers and Yao [12] for different 
values of Pr, C and n 

(Pr, C, n) Published results [12] Present results 

(Grc, αc, cr ) (Grc, αc, cr ) 
(0.01, 0.6, 1)

(
13900, 2.5, 0.19 × 10−2

) (
13913.2, 2.5, 0.20 × 10−2

)
(0.01, 10, 0)

(
15140, 2.73, 0.42 × 10−2

) (
15135.4, 2.73, 0.42 × 10−2

)
(10, 10, 0)

(
5526, 1.58, 0.43 × 10−2

) (
5520.6, 1.58, 0.43 × 10−2

)
(10, 100, 1) and (10, 100, 0) (6100, 1.52,) (6086.6, 1.52,) 

The basic flow equations as well as linear disturbance equations are solved by 
using spectral collocation method. The Chebyshev polynomials are used to approxi-
mate the dependent field variables. The domain [0, 1] is transformed to the canonical 
domain of Chebyshev polynomials by using transformation, ξ = 2η−1. The highest 
order of Chebyshev polynomial used in the approximation of velocity, temperature 
and pressure fields is 80. The procedure of solving the linear disturbance equations 
and finding the critical value of controlling parameters is well explained in ref. [17]. 
To validate the presented numerical results, we have computed the critical value of 
Grashof number, the critical value of axial wavenumber, and critical wave speed for 
different values of C and Pr to the special case of purely viscous media flow [12] by  
setting Da = 1012. Table 1 provides good support for the present results. 

3 Results and Discussion 

The parameters in this problem are Gr, Pr, C and Da. For  a fixed  Pr, C and Da, 
the flow becomes unstable as Gr increases and a complete linear instability map 
is obtained by considering the effect of Pr, C and Da on Grashof number. In this 
article, the impact of Pr on Gr is examined for two values (0.1 and 10) of C, three 
values (10−1, 10−2 and 10−3) of  Da and a wide range [10−3, 102] of Prandtl number. 
The current choice of Pr provides a complete picture of the instabilities present in 
the considered physical scenario. It is worthwhile to note that the ideal gases will 
have Prandtl numbers greater than 0.4, which is known from kinetic theory, while 
most common liquids have Prandtl numbers greater than 1. The exceptions are liquid 
metals, whose Prandtl numbers are less than 0.1. Consequently, no common fluids 
will have Prandtl numbers in the intermediate range. However, data are presented 
for a continuous range of Prandtl number to demonstrate the results of the instability 
calculations. 

It is crucial to understand how controlling parameters C and Da affect the point of 
inflection’s appearance since the point of inflection on the basic flow velocity profile 
acts as a possibility for the flow instability [18]. In this connection, we have shown the 
basic flow velocity (W ) for different value of both curvature parameter and Rayleigh 
number, as shown in Fig. 1a. The corresponding basic flow temperature (Θ) profile
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displayed in Fig. 1b. The velocity profile for C = 10 is almost symmetric about η = 
0.5, while the profile for C = 0.1 is asymmetric. This is because C = 10 corresponds 
to an annulus with a narrow gap, approaching a two-dimensional slot, while C = 0.1 
represents an annulus with a much more pronounced curvature effect. Both of these 
velocity profiles contain inflection points, which suggests a potential for inviscid 
instability. Moreover, it can be seen from the velocity profiles that on changing the 
value of curvature parameter from 0.1 to 10, the point of inflection shifts from the 
inner cylinder to the center of the annular domain. However, on decreasing the media 
permeability, the same shifts from the center to the inner cylinder. On increasing the 
value of C, the maximum magnitude of the velocity decreases representing the stabi-
lizing nature of C. The media permeability played just a reverse role in the stability 
of the flow. The temperature profile does not influence by the media permeability for 
a fixed gap between cylinders, whereas a significant impact of C is visible in Fig. 1b. 

The linear instability boundary for the considered set of parameters is shown in 
Fig. 2a and b. Figure 2a represents the graph of critical value of Gr (i.e., Grc) as a  
function of Pr for C = 0.1 and Fig. 2b represents the same for C = 10. The solid line 
in each figure demonstrates the Grc-profile for two-dimensional axisymmetric distur-
bance, whereas the dashed line demonstrate the Grc-profile for three-dimensional 
non-axisymmetric disturbance. It can be seen that the least stable disturbance may be 
axisymmetric or non-axisymmetric depending on the value of C. For smaller value of 
C, the least stable disturbance are always three-dimensional, i.e., non-axisymmetric 
(see Fig. 2a). However, for larger value of C, the least stable disturbance are always
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Fig. 1 Base flow velocity and temperature profile for different values of C and Da. The green solid 
line and red dashed line correspond to Da = 10−1 and Da = 10−2 
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two-dimensional, i.e., axisymmetric (see Fig. 2b). The solid and dashed lines in the 
same figure appear to overlap, but after closely examining the data, we found that 
the solid line is always lower than the dashed line, signifying that the axisymmetric 
disturbance is most unstable. On decreasing the media permeability in terms of Da, 
the critical value of the Grashof number increases for both values of C. Further, 
an increase in the curvature parameter results in an increase in the critical value of 
Grashof number, demonstrating the stabilizing nature of C. In general, it can be seen 
from both figures that on increasing the value of Pr, the critical value of Gr decreases 
rapidly up to a threshold value of Prandtl number, and above that threshold value 
of Prandtl number the change in Grc is smooth and gradual. To get a greater under-
standing of the variation of instability boundary, we have taken the help of kinetic 
energy budget [17]. To derive the balance of kinetic energy, the disturbed velocity 
field is multiplied on both sides of the disturbed momentum equations (before substi-
tuting the normal mode form of the disturbance), which are then integrated over the 
volume: [0, 1] × [0, 2π /α] × [0, 2π /n] of the disturbance cell. Thus, the rate of 
change of kinetic energy balance is given as 
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Fig. 2 Linear instability boundary as a function of Prandtl number in (Pr, Gr)- plane for a C = 
0.1 and b C = 10
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In the above equation, the symbol ⟨ ⟩ indicates the integration over the volume of 
a disturbance cell. In Eq. (20), the integrands in the above equation can be calculated 
by using the eigenvectors from the linear stability theory. The left-hand side of the 
Eq. (20) is zero at the critical values of controlling parameter because the disturbances 
neither grow nor decay along neutral-stability boundary. On the right side of the Eq. 
(20), the three terms E_D, E_d, and E_b stand for the dissipation of kinetic energy 
due to work done by surface drag, the dissipation of kinetic energy due to viscous 
effects, and the production of kinetic energy through work done by the fluctuating 
body force, respectively. Overall, KE balance Eq. (20) depicts a balance between the 
dissipation of disturbance kinetic energy caused by viscous force and surface dragand 
the production of disturbance kinetic energy caused by the buoyant mechanism. 
Figure 2 clearly indicates that at larger values of Pr, the dominant instability is 
insensitive to changes in Pr for both values of C. Moreover, the critical value of axial 
wavenumber shows an asymptotic nature (figure not shown). On the other hand, at 
smaller values of Pr, instability appears which is strongly dependent on Pr, with Gr, 
decreasing with increasing Pr. Moreover, in the case of purely viscous media [12], at 
larger values of the Prandtl number, the flow instability is strongly dependent on Pr, 
with Gr, decreasing with increasing Pr, whereas at small values of Pr, the dominant 
instability is insensitive to changes in Pr. In the present case, at a large value of Pr, 
the buoyant production is balanced by the dissipation of disturbance kinetic energy, 
which is due to the effect of viscosity as well as surface drag. Therefore, for all 
considered values of Da and C, the type of instability is thermal-buoyant. In this 
instance, for a high value of Pr, the buoyant production is counterbalanced by the 
dissipation of disturbance kinetic energy, which is caused by the impact of viscosity 
as well as surface drag. In all cases when Da and C are taken into consideration, the 
kind of instability is thermal-buoyant. Additionally, the buoyant, viscous and surface 
drag disturbance forces acting on the flow through the porous material cause the 
point of inflection in the basic velocity profile to exist or not appear. 

4 Conclusions 

The present work considered the linear stability analysis of stably stratified non-
isothermal parallel flow through a vertically oriented annular domain filled with 
porous material. The point of inflection in the considered stable laminar flow results in 
flow instability. The flow is stabilized by the curvature parameter, which is described 
in terms of the space between the coaxial circular cylinders. The media permeability 
has a destabilizing impact on the flow. The fluid with a relatively low Prandtl number 
is linearly most stable against non-axisymmetric disturbance whereas the fluid with 
relatively high Pr is linearly most stable against axisymmetric disturbance. When 
the Prandtl number is comparatively bigger, the kinetic energy budget shows that the 
dominating instability predominantly derives its energy through buoyant production. 

To acquire a comprehensive view of the transition to turbulence, the influence of 
the Prandtl number on the type of bifurcation and secondary flow pattern may also
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be studied via nonlinear stability analysis of the same problem. These analyses are 
left for our future study. 
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Response of a Partially Submerged 
Pendulum Under Gravity Waves 

Md. Shadab Hasan, Kamlesh Kumar, and P. Deepu 

Abstract In this paper, an experimental investigation is conducted to study the 
hydrodynamic interaction between a partially submerged pendulum. The pendulum 
is made by fixing a spherical ball at one end of a small diameter rigid rod, whose 
other end is hinged. The pendulum is hinged to the bottom of a water wave tank. 
Particle image velocimetry and high-speed imaging measurements are applied here 
to investigate the oscillation properties of the pendulum placed transversely in the 
waterway, which is induced due to gravity waves in a water channel. Using image 
analysis tools, we obtain the time series of the angle of the pendulum from the equi-
librium position. Their frequency spectra reveal a subharmonic response in addition 
to the primary resonance. The instantaneous velocity field is also shown with the 
help of particle image velocimetry. 

Keywords Fluid–structure · Interaction · Particle image velocimetry · Frequency 
response · Subharmonic resonance 

1 Introduction 

Structure partially submerged in a fluid behaves in such a way that it shows some 
unique characteristics that have very wide applications. Due to this, it has attracted 
the attention of researchers, and it is also due to its presence in various industrial 
and biological systems. Numerous applications exist for structures embedded in 
oscillatory flow fields, such as oceanic offshore structures. References [1–3], and 
various energy harvesters [4–6]. Applications such as offshore oceanic structures and 
towers that are actuated by any means, to prevent structural or operational failure, the 
response of the structure is to be kept as low as possible. On the other hand, for given 
wave energy, to harvest optimum energy from any energy harvesting applications, a 
very high amplitude response of the structure is highly desirable. Therefore, modeling 
the response of structures, especially those that are embedded in or interact with
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an oscillatory flow field, is very critical in developing control strategies for these 
applications. 

We made an effort to explore how a buoyant pendulum responded to a surface 
gravity water wave (simulating oceanic structures like actuated towers excited by 
ocean waves). Particle image velocimetry and high-speed imaging are both used in 
the investigation. Findings demonstrate conditions for both primary and subharmonic 
resonance. We have investigated here how the system’s characteristics, like the water 
wave’s frequency and amplitude, affect the response of the structure. The current 
results will make it possible to select the parameters that will best utilize the wave 
energy available, such as wave frequency, installation depth, and geometrical property 
of the structure, in order to maximize energy in the case of an energy harvester or 
to avoid malfunctioning or prevent any kind of failure for an oceanic structure. In 
the current piece, analysis has been done for the situation where one end is free and 
the other is hinged. Section 3 discusses the experimental design that was used, and 
Sect. 4 discusses the findings of the current study before coming to a conclusion. 

2 Literature Review and Objective 

Kumar et al. [7] evaluated the interaction of a deformable structure under a gravity 
wave using both experimental and analytical methods. The system exhibits resonance 
in the inertia-dominated zone, but the frequency response of oscillations displays no 
resonance in the drag-dominated regime, according to the study, in which particle 
image velocimetry and high-speed imaging are used. 

For the motion of a rigid body near a free surface, Andersen et al. [8] used  
the components of a Langrangian mechanical system model. They discovered that 
altering the water level relative to the equilibrium state causes a modification in the 
depth-dependent hydrodynamic effects, such as added mass and radiative damping. 
Secondary local maxima in the signal of the pendulum position were detected for 
a wave period that was significantly larger than the dry natural period. Bos et al. 
[9] noted that the behavior of the resonant motion with a wave period greater than 
the dry natural period particularly for sessile plants, the relative motion of the water 
places fluid stresses on the plants, causing hydrodynamic forces to operate on the 
plant. In response, the plant modifies its morphology to reduce the drag force and 
save themselves from uprooting [10]. According to the findings of Jung et al. [11], 
an oscillating bluff body-like wake structure can be seen behind an oscillating elastic 
loop in a fast-flowing soap film. The intricate interaction of rigidity, structural inertia, 
and pressure forces is what causes the flapping instability seen in these investiga-
tions. Bos et al. [12] experimentally examine how a focused, breaking wave affects a 
one-degree-of-freedom pendulum in order to determine how structural deformation 
is brought on by an intense wave load on a marine structure. When initial clear-
ance and focus location are altered, the pendulum behaves in a consistent manner. 
The substantial range of the pendulum reactions was detected even when the initial
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clearance and focus location were held constant between different testing. It is also 
indicating that the impulse of wave must have varied. 

In a flow field that is sinusoidally variable in time but homogeneous in space, 
Leclercq and de Langre [13] explored two-dimensional polymer blades. Based on 
the amplitude and frequency of the oscillating flow in relation to the dimensions and 
natural frequencies of the blade, respectively, they identified four distinct kinematic 
regimes of the structure response. In the area where drag predominated, the internal 
tensions were seen to decrease (when the drag dominates the fluid inertia). In the 
absence of structural inertia, they also talked about the resonant excitation of the 
blade in this domain. 

3 Experimental Set-Up 

A rectangular wave-generator plate was attached to one end of a water channel that 
was formed of glass sheets and was 1500 mm long, 240 mm wide, and 240 mm high. 
A servo-actuator was used to regulate the frequency and amplitude of the plate’s 
stroke (see Fig. 1). A rack and pinion setup was used to translate the rotating motion 
of two Nema 17 motors, each of which had a holding torque of 4.2 kg/cm, into 
the reciprocating action of the wave generator. At the opposite end of the tank, a 
damper constructed of stone pellets was put in place to reduce wave reflections and 
ensure the creation of moving surface waves. The bob’s diameter is 4 cm, and the 
length of the pendulum, L = 16.8 cm, was fixed at the center of the tank vertically. A 
pendulum with a density of 910 kg/m3 for the bob and 7800 kg/m3 for the rod was the 
subject of experiments here. They are merely an iron rod and a plastic ball assembled, 
respectively. The photographs of the water wave and the movements of the structure 
were captured at 100 frames per second by a high-speed camera (Phantom v7.3). 
To calculate the displacement of the pendulum and water wave characteristics such 
wave number (k = 2π/λ; λ is the wavelength), angular frequency (Ω =2πf, with 
f denoting the frequency), and amplitude, image analysis was done by using the 
custom-written MATLAB programmer (A). Using a gray threshold, each grayscale 
frame of the recorded films was transformed into a binary image. The MATLAB 
programs take the time-series data of the desired parameters and extract them from the 
subsequent frames of the video. The spatial resolution of the images used to measure 
the bob displacement ranged from 3.5 × 10−5 to 4.9 × 10−4 m/pixel. However, in 
order to achieve a larger field of view for wave surface elevation, the tests had to 
be recorded at spatial resolution in the range of 2.9 ×10−4 to 4.9 ×10−4 m/pixel. 
The PIV technique was used to determine the instantaneous 2D the reconfiguration 
and the associated internal stress of two-velocity field of the fluid, U(x, y, t) ≡ u î 
+ v ĵ , Here, the unit vector in the x direction (the direction of a traveling wave) 
is represented by (î) and the unit vector in the y direction is represented by ( ĵ ) 
(measured from the bottom of the liquid layer). A double-pulsed Nd-YAG laser 
was used to illuminate the vertical longitudinal plane (field of view 228.8 mm × 
228.8 mm) containing the fiber after it had been seeded with neutrally buoyant
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Fig. 1 Schematic of the experimental setup showing the wave generator with water channel 

silver-coated tracer particles (diameter: 14 μm) in the fluid (water) (pulse frequency 
15 Hz). The particle images were captured using a charge-coupled device camera 
with a resolution of 2048 × 2048 pixels. The fluid velocity field was then acquired 
using the PIV programmed INSIGHT 4G (TSI Inc.) using interrogation windows of 
104 pixels × 104 pixels. The tests’ average surface wave had a wavelength of around 
10 cm, which is substantially bigger than the capillary length scale. As a result, the 
waves seen in the current investigation are gravity waves. A variety of wavelength, 
forcing frequency, amplitude, and water layer height (H) parameters were used in the 
experiments. The parameter range was chosen to allow for the realization of linear, 
traveling, and sinusoidal gravity waves in the experiments. Only waves with the ratio 
of wave amplitude and total depth, which is A H < 0.10 are taken into consideration, 
we are ensuring that the waves are linear. 

However, waves of very small amplitudes were avoided because the pendulum 
only responded insignificantly to them. Also take note that the pendulum response is 
anticipated to be in the static reconfiguration regime since the ratio of wave ampli-
tude and total length of the structure A H < 1 in our tests, according to the amplitude-
frequency space. At 1.3 Hz and 2.5 Hz, the experiment is run at the forcing frequency. 
The water level of the channel is 155 mm, and the overall length of the pendulum is 
168 mm. After the transients had time to fade, the data collection process began. The 
pendulum was observed to oscillate in its initial mode under steady-state circum-
stances. The movement of the pendulum’s bob and the observed water wave height’s 
Fast Fourier transform (FFT) spectra demonstrate that both data have the same domi-
nant frequency. This indicates that a periodic force is applied to the bob by the oscil-
latory velocity field that is being produced due to the moving water wave, and that 
the pendulum can be described as a forced harmonic continuous system.
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4 Results and Discussion 

The amplitude response against frequency and the angular position of the pendulum 
with respect to time are discussed. The frequency response of the pendulum excited 
by the gravity wave is presented in this section. Instantaneous velocity fields and 
streamlines are shown using particle image velocimetry. 

4.1 Low-Frequency Response 

The pendulum’s angular position over time and frequency spectrum have been 
presented in Fig. 2a and b, respectively, at a forcing frequency of 1.3 Hz. As it 
can be seen, the amplitude of the angular position shows no variation for the given 
time period; hence, a steady-state condition can be seen here. From Fig. 2b, it can be 
seen that two peaks of different magnitudes are observed in the frequency domain. 
Here, natural frequency ( f n) of the pendulum is 1.3 Hz and the forcing frequency 
( f d) is 1.3 Hz. The amplitude of oscillation is much larger than in other driving 
frequency cases; hence, the system is in its primary resonance condition. Also, note 
that there is a peak at a subharmonic frequency of around 0.6 Hz, indicating the 
nonlinearity in the system.

Figure 2c shows the instantaneous velocity field captured using particle image 
velocimetry. There is no vortex shedding observed around the pendulum in the 
velocity field; hence, it is clear that the oscillations are not vortex-induced. The 
pendulum motion is induced only due to fluid motion. The local velocity vectors 
oscillate at the driving frequency, and hence the drag force on the pendulum bob 
also oscillates once in a cycle of the gravity wave, exciting the primary resonance 
condition. There is no effect of the pendulum motion on the gravity wave. 

4.2 High-Frequency Response 

The angular position over time of the pendulum and frequency spectrum have been 
presented in Fig. 3a and b, at a forcing frequency of 2.5 Hz. As can be seen, the 
amplitude of the angular position is showing no variation here, and steady-state 
conditions can also be seen. From Fig. 3b, It can be seen that the major response is at 
the driving frequency of 2.5 Hz. Small subharmonic and super-harmonic responses 
can also be seen in the frequency spectrum, indicating the inherent nonlinearities in 
the system.

Figure 3c shows the instantaneous velocity field captured at the same driving 
frequency. Here also, no vortex shedding is observed, and the pendulum is purely 
driven by the oscillatory velocity fields and drag force.
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Fig. 2 a Time series of the angle of the pendulum from the equilibrium position. b The frequency 
spectrum of the time series is shown in a. c Streamlines and Instantaneous 2D velocity field measured 
using the PIV technique at a driving frequency of 1.3 Hz

4.3 Root Mean Square 

Here, Fig. 4 is presenting the RMS value of the angular displacement of the pendulum 
versus the frequency ratio, fd / fn .

As can be seen from Fig. 4, two peaks are observed in the frequency ratio range 
considered in the study. The first peak is absorbed at a frequency ratio slightly greater 
than unity, indicating the primary resonance condition. The second, smaller peak 
at a frequency ratio of 2 indicates a subharmonic resonance condition. A detailed
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Fig. 3 a Time series of the angle of the pendulum from the equilibrium position. b The frequency 
spectrum of the time series is shown in a. c Streamlines and Instantaneous 2D velocity field measured 
using the PIV technique at a driving frequency of 2.5 Hz

parametric study and theoretical modeling of the system are underway and will be 
the subject of a future paper.
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Fig. 4 Root mean square of 
theta with respect to 
frequency ratio

5 Conclusions 

The dynamic behavior of a partially submerged pendulum under a surface gravity 
wave is examined in this study using particle image velocimetry and high-speed 
imaging. The steady-state oscillation in the angular displacement of the pendulum 
is measured. Frequency response at different driving frequencies are compared, 
and primary as well as secondary resonances are observed. The instantaneous 
velocity field and streamline around the oscillating pendulum show no vortex shed-
ding, showing that the oscillations are not vortex shedding induced, rather that the 
oscillatory drag is responsible for them. 
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The Nature of Probability Density 
Functions in Turbulent Channel Flow 

S. Raghuram 

Abstract The nature of probability density functions of streamwise velocity, wall-
normal velocity and Reynolds shear stress fluctuations is analysed for a turbulent 
channel flow using hotwire anemometry and particle image velocimetry measure-
ments. The hotwire measurements are validated with data from literature. The particle 
image velocimetry measurements capture the probability density functions well 
albeit at a smaller acquisition sampling rate when compared to hotwire. The proba-
bility density functions of the streamwise and the wall-normal velocity fluctuations 
exhibit Gaussian behaviour close to the wall at least till the end of the inertial sublayer, 
while the probability density functions of Reynolds stress fluctuations exhibit non-
Gaussian, peaky behaviour throughout the channel, depicting the episodic nature of 
turbulence production. 

Keywords Turbulent channel flow · Probability density function · Gaussian 
distribution · Log region 

1 Introduction 

Probability density function (PDF) of fluctuating quantities is an important statistical 
property of turbulence. Quantities computed from PDFs have the same value if the 
PDF profiles are identical. A new definition for the logarithmic region was defined by 
ref. [1] to be the wall-normal extent, in which the PDF profiles of streamwise velocity 
fluctuations are invariant, using hotwire (HW) measurements in a low Reynolds 
number zero pressure gradient (ZPG) turbulent boundary layer (TBL). They also find 
the PDF profiles of streamwise velocity fluctuations to be close to Gaussian distri-
bution in the logarithmic region. This invariance is later tested for higher Reynolds 
numbers using KTH database for ZPGTBL by ref. [2]. It is found that the region 
of self-similarity extends from 160 wall units to 0.3 BL thicknesses. This region is
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larger than and includes the universal overlap region. While the self-similarity of 
the PDF of streamwise fluctuations has been studied in detail, not much has been 
reported on the nature of PDF of the wall-normal and shear stress fluctuations. 

From detailed experiments in a neutrally stable atmospheric boundary layer, [3] 
distinguished between productive and counter-productive momentum flux events and 
periods in the time domain. They contended that these productive/counter-productive 
events and idle events (that produce no momentum flux) are, respectively, similar to 
the concept of active and inactive motions introduced by Townsend. They noted that 
low-flux fluctuations (typically less than a standard deviation in the flux) make little 
net contribution to the mean flux, and so could perhaps be termed passive motion. 
The more intense fluctuations are ‘active’ in the generation of flux. It was suggested 
therein that the passive motion is best described in the language of waves and 
harmonic analysis, whereas the active motions (productive or counter-productive)— 
could usefully be viewed as a series of events, possibly related to certain strongly 
coherent motions. 

Episodic nature of the signals can be analysed using PDFs. The signals can be 
characterized to be episodic if the PDF exhibits a peaky behaviour. In particular, 
if the most probable value or the mean value is zero and centred at the peak and 
nonzero values are lot less frequent. An example of a similar distribution for u'v'
was noticed by ref. [4] and such a peaky non-Gaussian distribution was deemed 
therein to be transitional. In this paper, the Gaussian nature of the streamwise velocity 
fluctuations in the logarithmic region is confirmed using particle image velocimetry 
(PIV) data for a turbulent channel flow. Further, the nature of PDFs of wall-normal 
and Reynolds shear stress fluctuations is analysed, their Gaussian-ness in the log 
region explored. The paper is organized into four sections. The Sect. 2 deals with 
details of the measurements made, Sect. 3 discusses the main results in the paper and 
the final Sect. 4 summarizes the findings of the study. 

2 Experimental Details 

Data from measurements conducted in a TCF using HW (at Reτ = 1537) and PIV (at 
Reτ = 1400,1559) are used in the present study. The inflow to the channel is through 
a wind tunnel section and connects to the channel through a contraction with high 
area contraction ratio (CR) as shown in Fig. 1. The effective CR of the contractions 
C1 (CR of 8.3) and C2 (CR of 13) connected in series is 108, thereby making the 
flow in the tunnel very quiet. The details of the tunnel design and the measurement 
techniques used can be found from [5].

Two-dimensional instantaneous velocity field is measured (in the streamwise wall-
normal plane) using a LaVision FlowMaster PIV system, consisting of a double-
pulsed Nd:YAG laser (Litron Lasers—Nano L PIV Series) with repetition rate of 
15 Hz. A CCD camera (Imager SX) with 4 megapixel resolution fitted with a Nikon 
macro lens having a focal length of 105 mm (AF-S VR MICRO-NIKKOR 105MM 
F/2.8G IF-ED) is used to capture the images of the seeded particles, introduced at the
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Fig. 1 Channel tunnel design drawing

blower inlet. The experiments were carried out and post-processed using the Davis 
8.4.0 commercial software. The PIV measurements (at Reτ = 1400, 1559) used in 
the present study have been acquired and processed for 5 min (4500 images). 

Hot wire anemometer is used to measure streamwise velocity fluctuations using a 
probe built in-house. The probe consists of two steel prongs (10 mm long, spaced at 
0.8 mm from each other), where the sensor element is soft-soldered onto its tips. The 
sensor element is a Wollaston wire (manufactured by Sigmund Cohn Corp., USA) 
with a Pt–Rh core wire of diameter 5 microns protected by a silver outer coating. 
The active length of the sensor is kept typically around 0.5 mm. The viscous-scaled 
wire length l+ = luτ/ν ≈ 30 in this study for the highest speed case and l/d ≈ 
100. The prongs are inclined at an angle of 45° with the axis of the tube, so that 
the measurement is free from disturbance due to a part of the probe being in the 
downstream of the sensor, especially in the same wall-normal plane. The hot wire is 
operated by DANTEC DYNAMICS miniCTA (constant temperature anemometer) 
unit with a sampling frequency of 10 kHz. The unit was operated with a constant 
overheating ratio of 1.5. A National Instruments M Series NI PCI-6251 A/D card 
(16-bit resolution) was used for converting the analogue signals to digital voltage 
data. The HW is connected to a Mitutoyo height gauge, which is used as a traverse 
in the wall-normal direction and has a least count of 0.01 mm. 

The probe is calibrated in situ to avoid drifts associated with moving the probe 
between tunnels and re-inserting. This is done by taking measurements at various 
y-locations and comparing them with measurements from Pitot tube at the same 
locations. Hence, separate measurements are not performed exclusively for the cali-
bration. The probe is then calibrated using the standard King’s law V2 = A + BUn, 
n = 0.5. The near-wall measurements using HW are disturbed by the conduction or 
convection heat loss to the wall, leading to velocities higher than the actual value.
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This is corrected by employing a heat transfer correction to the acquired signal given 
by ref. [6]. The HW measurements (at Reτ = 1537) used in the present study has been 
acquired and processed for 1 min (600,000 data points). The velocity obtained from 
HW measurements is plotted in semilog scale in Fig. 2a for  Reτ = 1537 along with 
Pitot measurements at the same speed. The curves follow the standard log-law shown 
by dashed lines in the inertial sublayer (ISL) with a slope, κ = 0.37. The quality of 
the velocity data in the near-wall region is excellent, follows u+ = y+variation faith-
fully in the viscous sublayer (linear region) as expected. HW data from [7] is also  
plotted at Reτ = 1543 and has nearly the same slope, with slightly lower intercept. 
Streamwise intensity is next plotted in Fig. 2b along with HW data of [7] at Reτ = 
1543 and that of [8] at Reτ = 1524 and the agreement with the present data is good. 
The peak of present data matches with that of [7], while the peak of [8] is slightly 
higher.

The PDF of fluctuating streamwise velocity for Reτ = 1559 using present PIV 
data (denoted by dashed lines) is plotted with corresponding HW data for Reτ = 
1537 (denoted by solid lines) at various heights from the wall in Fig. 3. It can be 
seen that the PDF of u from PIV measured with sampling rate of 15 Hz compares 
well at various heights throughout the channel with u PDF of HW at similar heights 
measured with sampling rate of 10 kHz. This shows that the PDF of u is captured 
well by PIV measurements despite its lower sampling rate.

3 Results and Discussion 

The PDFs of streamwise and wall-normal velocity fluctuations are, respectively, 
shown in Figs.  4 and 5 for Reτ = 1400 using the PIV data. While the solid lines denote 
the PDF of the fluctuations, the dashed lines denote the corresponding Gaussian 
curves with the same mean and standard deviation as the fluctuations at a given 
wall-normal location. The PDF of streamwise velocity fluctuations looks closely 
Gaussian, especially at small values of y+ and there is departure from that trend as 
one moves to the outer region as shown in Fig. 4. The PDFs of streamwise velocity 
are also positively skewed and the skewness decreases with y+. In Fig.  5, again the 
wall-normal velocity looks closely Gaussian at small values of y+ but looks more 
negatively skewed as one moves outward towards the core region. The wall-normal 
velocity fluctuations exhibit less skewness than the streamwise velocity fluctuations.

The PDF of the Reynolds stress is shown for the same Reynolds number in Fig. 6. 
The profiles look less Gaussian and a more peaky kind of distribution is observed 
centred around a zero mean value, though u' and v' are themselves Gaussian. It is 
interesting to note the observation of [4] who got such peaky PDFs of Reynolds stress 
with zero mean and was seen to correspond to intermittent behaviour. In other words 
for most of the duration, the Reynolds stress is hovering around a zero value and 
every once in a while due to a strong event a large value of −u'v' may be produced. 
This would be called a productive or episodic event according to [3].
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Fig. 2 Comparison of present HW data at Reτ = 1537 along with HW data of [7] at Reτ = 1543 
for a mean velocity, b urms. The present mean velocity measured using Pitot at Reτ = 1537 is also 
included in a, HW data of [8] at Reτ = 1524 included in b
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Fig. 3 PDF of fluctuating streamwise velocity for Reτ = 1559 using present PIV data (dashed 
lines) at various heights from the wall, plotted with PDF of fluctuating streamwise velocity from 
HW data for Re τ=1537 (solid lines) at similar wall-normal heights

Fig. 4 PDF of fluctuating streamwise velocity for Reτ = 1400 at various heights from the 
wall plotted using PIV data (solid lines). The dashed lines denote the respective Gaussian curves 
with the same mean and standard deviation as the fluctuations at a given wall-normal location
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Fig. 5 PDF of fluctuating wall-normal velocity for Reτ = 1400 at various heights from the 
wall plotted using PIV data (solid lines). The dashed lines denote the respective Gaussian curves 
with the same mean and standard deviation as the fluctuations at a given wall-normal location

Fig. 6 PDF of fluctuating Reynolds stress for Reτ = 1400 at various heights from the wall plotted 
using PIV data (solid lines). The dashed lines denote the respective Gaussian curves with the same 
mean and standard deviation as the fluctuations at a given wall-normal location
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Fig. 7 PDF of fluctuating Reynolds stress for Reτ = 1400 at various heights from the wall plotted 
in loglog scale and compared with TBL data of [9] at Reτ = 1772, y/δ = 0.8 

The same PDF  of  −u'v' is also plotted in semilog scale along with the result of 
[9] at a Reynolds number of Reτ = 1772 in Fig. 7. The peaky nature of the curve is 
more evident from this plot. The comparison with the data of [9] is fair. This also 
validates the use of PIV data to analyse PDFs. 

4 Conclusions 

The nature of PDFs of streamwise velocity, wall-normal velocity and Reynolds stress 
fluctuations is analysed for a turbulent channel flow using HW and PIV measure-
ments. The HW measurements are validated with data from literature. The PDF 
calculated using the PIV data are in agreement with data from literature as well 
as with PDF calculated using present HW data. The PIV measurements capture 
the PDFs well albeit at a smaller acquisition sampling rate when compared to that 
of the HW. The PDFs of streamwise and wall-normal velocity fluctuations exhibit 
Gaussian behaviour close to the wall at least till the end of ISL, while the PDFs of 
Reynolds stress fluctuations exhibit non-Gaussian peaky behaviour throughout the 
channel, depicting the episodic description of bursting and turbulence production by 
ref. [3]. 
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Nomenclature 

CR Contraction Ratio 
d Hotwire diameter [m] 
HW Hotwire 
l Hotwire active length [m] 
κ Karman constant 
PDF Probability Density Function 
PIV Particle Image Velocimetry 
TBL Turbulent Boundary Layer 
TCF Turbulent Channel Flow 
Reτ Friction Reynolds number 
uτ Friction Velocity [m/s] 
U Mean Streamwise Velocity [m/s] 
u’ Fluctuating Streamwise Velocity [m/s] 
v’ Fluctuating Wall-normal Velocity [m/s] 
V Voltage [V] 
ν Kinematic viscosity [m2/s] 
y Wall-normal coordinate [m] 
ZPG Zero Pressure Gradient 
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Optimal Perturbations of Flat-Plate 
Boundary Layer with Suction 
and Injection 

Mayank Thummar, Ramesh Bhoraniya, Ravi Kant, and Vinod Narayanan 

Abstract This paper presents the effect of suction and injection on the non-modal 
stability analysis of the boundary layer flow. The base flow solution is obtained by 
OpenFOAM software. The 3D governing stability equations are derived in terms of 
normal velocity and vorticity. The spectral collocation method is used for spatial 
discretization of the stability equations. The QZ algorithm solves the formulated 
eigenvalue problem with appropriate boundary conditions. Transient amplification 
is achieved by linear superposition of non-orthogonal eigenvectors. The optimal 
energy growth and associated perturbations are computed for different parameters 
such as Reynolds number (Re), streamwise and spanwise wave numbers (α, β), 
and time horizon (t). A detailed description of it is mentioned in the results and 
discussion section. A harmonically driven input–output framework is also considered 
in a general fluid system to study receptivity analysis. In a case of injection, strong 
resonant peak is detected at resonant frequency, ω = 0.07143 and 0.602 for α = 0.15, 
β = 0.96 and α = 0.86, β = 1.7, respectively. Similarly for suction, peak response 
in energy is found at ω = 0.1122 and 0.8469 for α = 0.15, β = 0.96 and α = 0.86, β 
= 1.7, respectively. 
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1 Introduction 

The boundary layer control through suction and injection falls under Active or 
Laminar Flow Control (LFC) techniques. Suction reduced the drag force exerted 
by the viscous fluid onto the surface of aircraft wings or propelling bodies, about 
50% of total drag [1]. Thus, it reduces environmental pollution and saves an enor-
mous amount of fuel [1]. The suction and injection having a significant impact in the 
fields of aerodynamics or hydrodynamics such as boundary layer control, biological 
areas like blood flows in tumours and brain tissues, chemical vapour deposition on 
the solid surface, and transpiration cooling of turbine blades. 

2 Literature Review and Objective 

The stability of laminar boundary layer flows with uniform suction or injection was 
first experimentally investigated by Labby et al. [2]. They found that experimental 
results closely match the theoretical results of an ideal porous wall, and the velocity 
profile is an exact match with the theoretical ones. Similar, experiments were also 
performed by Reynolds et al. [3, 4]. They found that due to suction, a profile of distur-
bances moves towards the wall into the region of higher dissipation and stabilizes 
the T-S wave. The suction increased the transition Reynolds number while injection 
reduced it. Haung and Wu [5] studied the stability of the boundary layer flow with 
local suction using linear stability theory. They found that local weak suction at a 
rate of 10−4 m3/s reduced an amplitudes of T-S waves by about 90%. Several authors 
[6–10] studied the effect of suction or injection with cooling or heating on the charac-
teristics of laminar boundary layers. Suction increased heat transfer and skin-friction 
coefficient while injection produced a reverse effect [6]. The suction with wall cooling 
improved the flow stability and delayed the flow transition [7]. The flow becomes 
more stable by increasing the suction parameters [8]. Due to suction, boundary and 
momentum thickness reduced, while reverse trends have been observed for injection 
[9]. The flow velocity and temperature decreased with increasing Re and Pr [10]. 

The energy growth of disturbances in viscous flows was studied by several authors 
[11–15] via non-modal analysis. Reddy and Henningson [11] studied substantial 
energy amplification of small perturbations for plane Poiseuille and Couette flow. 
They derived the condition of no energy growth using the Hille-Yosida theorem. The 
transient growth of the asymptotic suction boundary layer (ASBL) was studied by 
Kurian and Fransson [12]. They found that the energy growth theory completely failed 
to predict the energy evolution of the small perturbations for ASBL. For ASBL, the 
critical Re was found to be two orders higher magnitudes than the Blasius boundary 
layer (BL) [13]. Similarly, transient growth analysis has been performed by Byström 
et al. [14] for the semi-suction boundary layer (SSBL) and ASBL. They found that 
both boundary layers produced streamwise vortices resulting in streamwise streaks, 
which are found in shear flows. Also, maximum energy growth has been found in the



Optimal Perturbations of Flat-Plate Boundary Layer with Suction … 61

upstream region, where no suction was applied for SSBL. The global modal stability 
of the flat-plate boundary layer with suction and injection was first investigated by 
Bhoraniya and Narayanan [15]. They found that suction stabilized the flow, whereas 
injection destabilized the flow. 

The main aim of the present investigation is to study the effect of wall-normal 
uniform suction and injection on the non-modal stability of boundary layer flow 
which is not studied to the best of our knowledge. The receptivity analysis is 
performed via resolvent norm to compute the maximum response of the fluid system 
corresponding to external perturbations. The effect of different parameters on the 
maximum energy growth is also investigated. 

3 Problem Formulation 

A steady, incompressible, 2D boundary layer flow over a horizontal plate surface, as 
depicted in Fig. 1. The plate surface has discrete holes at some finite distance from 
the leading edge for mass transpiration. The base flow has only streamwise velocity 
(Ub), which is the only function of y (i.e. wall-normal direction). The governing 
equations are non-dimensionalized by free-stream velocity (U∞) and displacement 
thickness (δ∗). The 3D linearized governing stability equations are as 

∂ ̂u p 
∂t 

+ Ubi α ̂u p + v̂p 
dUb 

dy  
= −i α p̂p + 

1 

Re

(
D2 − k2

)
û p + f̂u p (1a) 

∂ ̂vp 

∂t 
+ Ubi α ̂vp = −D p̂p + 

1 

Re

(
D2 − k2

)
v̂p + f̂vp (1b) 

∂ ŵp 

∂t 
+ Ubi α ŵp = −iβ p̂p + 

1 

Re

(
D2 − k2

)
ŵp + f̂wp (1c) 

α ̂u p + D v̂p + iβ ŵp = 0 (1d)

where, D = ∂/∂y, D2 = ∂2/∂ y2, k2 = α2 + β2 

Here, subscript ‘b’ and ‘p’ represents the base flow and perturb quantities, 
respectively. u p

/\

, vp
/\

, wp
/\

, pp
/\

represents the velocity and pressure perturbations, f̂ 
is external driving term, α and β be the streamwise and spanwise wavenumber, and 
Re (= ρU∞δ∗/μ) is the Reynolds number. 

Next, we eliminate the pressure term in Eqs. (1) via variable transformation by 
defining the normal vorticity, η̂p = ∂ ̂u p 

∂z − ∂ ŵp 

∂x . The governing equations are derived 
in the form of normal velocity

(
v̂p

)
and vorticity

(
η̂p

)
as similarly mentioned in [16].

(
D2 − k2

)∂ ̂vp 

∂t 
= i α 

d2Ub 

dy2 
v̂p − iαUb

(
D2 − k2

)
v̂p + 

1 

Re

(
D2 − k2

)2 
v̂p + ĝvp 

(2a)
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Fig. 1 Schematic diagram of flat-plate boundary layer with uniform suction and injection

∂ ̂ηp 

∂t 
= −iβ 

dUb 

dy  
v̂p − i αUb η̂p + 

1 

Re

(
D2 − k2

)
η̂p + ĝηp (2b) 

Boundary conditions: At y = 0 (i.e. wall) and y = ∞  (i.e. free-stream) as 

η̂p(x, 0) = 0, v̂p(x, 0) = ±vw, D v̂p(x, 0) = 0 (3a)  

η̂p(x, ∞) = 0, v̂p(x, ∞) = 0, D v̂p(x, ∞) = 0 (3b) 

where vw is the suction and injection velocity in terms of % of U∞. Here, positive 
and negative sign is used for injection and suction, respectively. 

Equations (2) can be written in the vector form as 

∂ 
∂t 

q̂ = −i L  q̂ + B f̂ (4) 

where q̂ = [  ̂vp η̂p] tr  , M = (
D2 − K 2

)
, f̂ =

[
f̂u p , f̂vp , f̂wp

]tr  

L =
[
Los 0 
Lc Lsq

]
, B =

[−iαM−1 D −k2 M−1 −iβ M−1 D 
iβ 0 −iα

]
(5a) 

Los = M−1

[
αUM  − α 

d2Ub 

dy2 
− 

1 

iRe 
M2

]
(5b) 

Lsq = αUb − 
1 

iRe 
M, Lc = β 

dUb 

dy  
(5c) 

Here, Los and Lsq represent the O-S and Squire matrices, respectively. In Eq. (4), 
the O-S and Squire equations are coupled by coupling operator, Lc. For  β = 0,
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flow is governed by Los operator (i.e. 2D disturbances), however, for β /= 0 (3D 
disturbances), normal vorticity is driven by normal velocity. 

Using time-dependent Fourier Transform equation,
(
q̂(y, t) = q̃(y)e−i ωt

)
, after  

omitting forcing term, f̂ Eq. (4) becomes, 

L q̃ = ω ̃q (6) 

where eigenvalue is a complex quantity ω = ωr + i ωi (frequency), whose imaginary 
part represents the growth (ωi > 0) or decay (ωi < 0) the perturbations. 

The numerical techniques utilizing spectral method for discretization of governing 
equations using Chebyshev polynomial in wall-normal direction (y). The grid trans-
formation is applied in y-direction for higher resolution within the boundary layer 
[17]. 

y = yi L y(1 − ycheb) 
L y + ycheb

(
L y − 2yi

) (7) 

where ycheb be Chebyshev scale range from −1 to 1,  L y be domain height, y be real 
scale range from 0 to L y , and yi be wall-normal location where half number of points 
located within range of 0 ≤ y ≤ yi . 

The formulated eigenvalue problem (Eq. (6)), which is solved by QZ algorithm 
with appropriate boundary conditions. The computed eigenmodes and associated 
eigenfunctions are used for transient growth. For that it is mandatory define energy 
density and inner product. For an incompressible flow, energy density of a pertur-
bations is a physically meaningful quantity to measure the size of the perturbations 
[18]. It is derived in similar manner as mentioned by Butler and Farrell [19]. 

E(t) = 
1 

8k2 

L y ∫
0

(
k2

|
|ṽp

|
|2 + |

|D ṽp

|
|2 + |

|η̃p

|
|2

)
dy (8) 

The inner product and associated norm

(
q̃i , q̃ j

) = 
L y ∫
0 
q̃ H i M q̃ j dy, 2E(t) = (

q̃i , q̃ j
) = ||q̃||2 E (9) 

where q̃ H i be the Hermitian conjugate of q̃i and M be the diagonal matrix whose 
elements are calculated using Eq. (9) and Chebyshev weight function [18]. 

The Gain function is defined as, 

G(t) = max
q̃(0) 

||q̃(t)||2 E 
||q̃(0)||2 E 

(10) 

Let us consider the only first K non-orthogonal eigenmodes and associated 
eigenfunctions for transient growth analysis, then state vector, q̃ can be expressed as
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q̃ = 
j=KΣ

j=1 

n j (t) ̃q j , n j (t) = n j (0)eΛt ,Λ = −i ω j (11) 

where n j (t) be the time-dependent vector of expansion coefficient and Λ be the 
diagonal matrix whose diagonal element contains first K eigenvalues

(−i ω j
)
. 

Using Eq. (8), (9), and (11), optimal energy growth at given time (Eq. (10)) 
becomes 

G j (t) = max 
n j (0)/=0

||||n j (t)F
||||2 
E|

||n j (0)F |||2 E 
= max 

n j (0)/=0

||||FΛF−1
||||2 
2 (12) 

The Hermitian matrix M in Eq. (9) is decomposed into F∗ F , where F∗ be the 
complex conjugate of F. 

The L2 or Euclidean norm of matrix in Eq. (14) has been calculated by 
singular value decomposition (SVD).The readers are requested to refer Schmid and 
Henningson [20] for more details about the algebraic energy growth. 

3.1 Base Flow Solution 

The base flow solution of boundary layer flow with uniform suction and injection 
has been obtained by an open-source finite volume source code (OpenFOAM). In 
OpenFOAM software, steady, incompressible, 2D, N-S equation is solved numeri-
cally using a simpleFoam solver. The simpleFoam solver’s results are also validated 
with an exact Blasius solution and found in good agreement (not shown for brevity). 
The following set of boundary conditions are used as 

At inlet : Ub(0, y) = U∞, Vb(0, y) = 0 (13a) 

At outlet : ∂Ub 

∂x 
(Lx , y) = 

∂Vb 

∂x 
(Lx , y) = Pb(Lx , y) = 0 (13b) 

At wall : Ub(0 : xin, 0) = 0, Vb(0 : xin, 0) = 0, (13c) 

At slots : Ub(xin  : xout , 0) = 0, Vb(xin  : xout , 0) = ±vw (13d) 

At free-stream 
∂Ub 

∂y

(
Lx , L y

) = 
∂Vb 

∂y

(
Lx , L y

) = 0 (13e) 

The grid convergence study (GCS) is performed for three different grid size 
(2001 × 251, 1415 × 177, 1001 × 125) with a refinement factor of

√
2 in each direc-

tion and compute relative error between two consecutives refined grid size [21]. Here,
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Fig. 2 The comparison of 
a Ub and b ∂Ub/∂ y of the 
Blasius profile with uniform 
suction and injection. The 
suction and injection 
intensity = 0.5% of U∞ 

grid size 2001×251 is used for all base flow computation with relative less than 0.1% 
(GCS table not present for brevity). Fig. 2a presents the comparison of the velocity 
profile of the Blasius profile with uniform suction and injection. Due to suction, the 
velocity profile shifts towards the wall and gets a fuller profile. However, the velocity 
profile moves away from the wall due to injection and gets steeper. The shear stress 
has been found higher at the wall and decays with y for uniform suction. However, 
for uniform injection, the point of inflection is observed at a certain y-distance, where 
shear stress has a maximum value (except at the wall) within the boundary layer, as 
shown in Fig. 2b. 

4 Results and Discussion 

The collocation points, N = 121, have been considered for energy growth and it was 
enough for convergence of results. We used the two different nomenclature as adopted 
by Hanifi et al. [18]. First one, Gmax = max[G(t ≥ 0)], present the maximum value 
of G(t) over the whole time interval and tmax is the time at which the Gmax is obtained. 
Second, Gopt = G

(
t = topt

)
presents the optimal value of G(t) only for short time 

before exponential or modal growth take place and topt is the time at which higher 
non-modal growth is obtained.
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Fig. 3 Energy gain curve, 
G(t) for the Blasius profile 
with α = 0, β  = 0.65, and  
Reδ∗ = 1000 

4.1 Validation 

For validation of transient growth code, consider an exact solution of boundary layer 
with parallel flow approximation. The energy growth of 3D perturbations is obtained 
for α = 0 and β /= 0. For Reδ∗ = 1000, Gmax = 1515 at tmax = 778 corresponding 
to β = 0.65. It was an exact match with result of Butler and Farrell [19] as shown  
in Fig. 3. The eigenfunctions at tmax have a streamwise vortices are observed (not 
shown for brevity). 

4.2 Optimal Perturbations 

Figure 5 presents the comparison of the energy curve, G(t) for boundary layer flow 
with suction and injection with α = 0.15, β = 0.96 and Re = 580 (near to critical Re). 
For suction and Blasius profile, an algebraic growth has been found (O

(
102

)
and(

101
)
, respectively) for short time followed by exponential decay as per least stable 

eigenmode. All eigenmode lies down on lower stable half plane for a mentioned 
parameters in Fig. 5 for suction and Blasius profile. However, an energy grows 
algebraically up to O

(
103

)
within a short time in case of injection. It reaches the peak 

level
(
Gopt

)
and once transient effect subside, unstable eigenmode dominant over a 

non-modal growth, and followed an exponential (or modal) growth. The comparison 
of growth in energy predicted by excluding and including the unstable eigenmode as 
shown in Fig. 6. For a short time, remarkable faster transient growth has been found 
by including all stable modes and it has higher than the growth predicted by only 
single unstable mode. Figure 6 also depicted that the including unstable mode, an 
energy can experience large exponential growth after a non-modal growth.

The spatial structure of optimal perturbations corresponding to optimal transient 
growth Gopt at optimal time t = topt are plotted as contour of real part of streamwise ur 
and wall-normal vr components of perturbations in Fig. 7a and b for suction(left) and
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Fig. 5 Effect of suction and 
injection on the transient 
growth for Re = 580, α  = 
0.15, β  = 0.96, and intensity 
= 0.5% of U∞. 

Fig. 6 Effect of different 
modes on the transient 
growth of injection for a 
parameters mentioned in 
Fig. 5

injection(right), respectively. The structure perturbations are elongated in the stream-
wise direction grows robustly in boundary layer flow. For 3D disturbances, perturba-
tions are primarily gains energy due to vertex tilting mechanism (α = 0, β /= 0) and 
obtained an additional energy from 2D Reynolds stress mechanism (α /= 0, β  = 0) 
due to favourable initial structure tilted opposite to mean shear direction. The loca-
tion of maximum growth of tilted structure of perturbations (ur , vr ) has been found 
closer to wall for suction. However, it shifts slightly away from the wall for injection.

Next, we considered the 3D disturbances that are not depend on flow direction 
(i.e. α = 0). A significant amount of energy amplification has achieved for suction 
and injection corresponding α = 0, β  = 0.65, and Re = 1000 as shown in Fig. 8. 
All eigenmodes are stable because of temporal growth rate, ωi < 0. The flow is 
modally stable even at higher intensity and Re for α = 0. The transient energy 
growth corresponding to t = topt for Blasius profile is higher than the suction, but 
lower than the injection. The real part of streamwise (ur ) and wall-normal (vr ) 
components of optimal perturbations have streamwise vortices as shown in Fig. 9a 
and b, respectively, for suction(left) and injection(right). The growth of streamwise 
vortices or velocity streaks generated due to vortex tilting mechanism is stopped 
by the viscosity [19]. The location of maximum growth of streamwise vortices of 
perturbations is found closer to wall for suction than the injection as shown in Fig. 9.
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Fig. 7 Optimal contours of a streamwise, ur and b wall-normal, vr component of perturbations 
for suction (left side) and injection (right side) corresponds mentioned parameter in Fig. 5

Fig. 8 Effect of suction and 
injection on transient growth 
for Re = 1000, α  = 0, β  = 
0.65, and intensity = 0.5% 
of U∞.
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Fig. 9 Optimal contours of a streamwise, ur and b wall-normal, vr component of perturbations 
for suction (left side) and injection (right side) corresponds mentioned parameters in Fig. 8 

4.3 Parametric Study 

The governing stability equation contains numerous parameters such as streamwise 
(α) and spanwise (β) wave numbers, Reynolds number (Re), and time horizon (t) 
which significantly affect the stability of fluid system. The transient growth depends 
on these parameters and compute the maximum energy growth by varying the wave 
numbers for fixed Reynolds numbers. It helpful to identify that which wavenumbers 
are most favoured for maximum energy amplification. Figure 10 shows the results of 
maximum transient growth for varying wavenumbers α and β corresponding to Re = 
580 (near to critical). The area under the thick black line (in Fig. 10a and c) represents 
the linearly unstable region of the α–β plane. In this region, large infinite energy 
amplification has been achieved due to modal instability or exponential growth. 
However, no unstable region is found in α–β plane for suction. In all cases, large 
transient growth is obtained for α ≈ 0 with β of order one.
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Fig. 10 Contour plot of 
maximum transient growth 
for a no suction/injection, 
b uniform suction, and 
c injection corresponding to 
Re = 580 and intensity = 
0.5% of U∞. The  Gmax is 
based on log10 scale in the 
contours 

4.4 Receptivity Analysis 

The receptivity analysis shows the reaction of the fluid system corresponding to 
external perturbations. The external perturbations are in the form of FST, surface 
roughness, acoustic, etc. The receptivity described by resonance term and given by 
closeness of external frequencies to any eigenvalue of the harmonic driven system. 
We will return to Eq. (4) and adopt an input–output framework to compute maximum 
output response

(
g = ĝ exp(i ωt)

)
of the fluid system with external harmonic driving 

frequencies
(
f = f̂ exp(i ωt)

)
.
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ĝ = C(i ωI − L)−1 B f̂ (14) 

where B and C are input and output quantities. 
The maximum response in energy is defined as 

R(ω) = max
f̂

|
|
|
|ĝ

|
|
|
|2 
E|||

||| f̂
|||
|||
2 

E 

= |
|
|
|C(iωI − L)−1 B

|
|
|
|2 
E

(15) 

Equation (15) is known as resolvent norm. The readers are requested to refer 
article [16] for more details about resolvent norm. Figure 11 shows the resolvent 
norm (R) which is a function of external forcing frequencies (ω). The highest or 
lowest energy peak is found for boundary layer flow with uniform injection or suction, 
respectively corresponding to different values α and β. The strong peak values of 
resolvent norm corresponding to particular frequency (ω) shows the value of ω is 
nearest to most stable/unstable eigenmode and ω is called resonating frequency. 
A resonating frequencies (ω) of external forcing term must be avoid for delay the 
flow transition. For injection, value of resonating frequency, ω, responsible for peak 
resolvent is 0.07143 and 0.602 corresponding to α = 0.15, β = 0.96, and α = 0.87, 
β = 1.7, respectively. The same value of ω is detected for peak response of energy in 
case of BL. However, in a case of suction, strong peak response in energy is found at 
ω = 0.1122 and 0.8469 for α = 0.15, β = 0.96, and α = 0.87, β = 1.7, respectively.

5 Conclusions 

Local non-modal stability analysis of flat-plate boundary with uniform suction and 
injection is investigated. The velocity profile shift towards and away from the wall 
with suction and injection, respectively. The largest optimal energy growth has been 
found for injection and least one for suction corresponding to various parameters. 
The flow is modally stable in a case of injection with a higher intensity, and Re for α = 
0, β /= 0. However, it becomes unstable even at lower Re for α /= 0. The streamwise 
vortices of optimal disturbances has been found at t = topt corresponding to α = 0, β
/= 0, whereas streamwise elongated tilted structure is found corresponding to α /= 0. 
The location of maximum magnitudes of optimal perturbations is found closer to wall 
for suction than the injection. In a case of suction, no unstable region is found in 
α − β plane even at a higher α and β for fixed Re, whereas reverse trend is observed 
for injection. The receptivity analysis performed via resolvent norm using the input– 
output framework and supplementary equation. The peak response in energy of 
harmonically driven fluid system is detected at resonant frequency ω = 0.07143 and 
0.602 for injection corresponding to α = 0.15, β = 0.96, and α = 0.87, β = 1.7, 
respectively. However, resolvent norm found peak at ω = 0.1122 and 0.8469 for 
suction corresponding to α = 0.15, β = 0.96, and α = 0.87, β = 1.7, respectively.



72 M. Thummar et al.

Fig. 11 Comparison of 
Resolvent norm|
|
|
|(i ωI − L)−1

|
|
|
| of boundary 

layer flow with different 
cases for a α = 0.15, β = 
0.96 and b α = 0.87, β = 1.7 
corresponding Re = 1000 
and intensity = 0.5% of U∞

The optimal growth, Gopt, is increased with increasing injection intensity, whereas 
reverse trends are observed for suction. 
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Nomenclature 

α Streamwise wave number 
β Spanwise wave number 
Re Reynolds number 
ω External frequency [rad/s] 
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Linear Stability Analysis 
of Two-Dimensional Mixed Convective 
Flow Past a Square Cylinder 

Rudram Dushe, Basheer A. Khan, and Arun K. Saha 

Abstract Linear stability analysis of two-dimensional mixed convective flow past 
a heated square section cylinder is performed, to determine the flow stability for 
given flow parameters, and to study the onset of vortex shedding suppression as 
the Richardson number (Ri) increases. All analyses are performed in the assisted 
buoyancy regime (Ri > 0). The results from the linear stability analysis are also 
validated against the results from Direct Numerical Simulation (DNS). The Reynolds 
number (Re) and the Prandtl number (Pr) are fixed at 100 and 0.7, respectively, and 
the effect of Richardson number on the suppression of vortex shedding phenomena 
is studied, by varying Ri in the range [0.13, 0.17]. A critical Richardson number of 
0.16 corresponding to the onset of suppression of vortex shedding was found through 
DNS. Through the linear stability analysis, this transition from unsteady to steady 
flow field was found to occur via a Hopf bifurcation. The behavior of the eigenmodes 
of the most unstable perturbations was studied. Lastly, a discussion has been made 
regarding the possible mechanisms that cause the transition in flow stability. 

Keywords Mixed convection · Linear stability analysis · DNS · Vortex shedding 
suppression 

1 Introduction 

Mixed convective flows past heated bluff bodies are of practical importance in engi-
neering, because of their occurrence and applications in heat exchangers, cooling of 
machine equipment, etc. By heating the bluff body, the control of vortex shedding 
from the bluff body can also be achieved. However, this phenomenon of vortex shed-
ding suppression, especially for flow past a square section cylinder, has not been 
studied in detail and the mechanism causing this transition in the stability of the flow 
is not clearly understood. Out of the existing few studies present on mixed convective 
flows past heated bluff bodies, most are based on a circular cylinder. Although flows
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past a circular and square cylinder resemble each other to quite an extent, the insta-
bility mechanisms and the flow characteristics are quite different for these two cases, 
mostly owing to the presence of fixed flow separation points for a square cylinder as 
opposed to variable separation points for a circular cylinder. 

Sharma and Eswaran [1] numerically investigated the characteristics of mixed 
convection flow past a square cylinder for Re = 100, Pr = 0.7, and for a range of 
Richardson number, Ri = [−1, 1]. In the assisted buoyancy regime, they found that 
the degeneration of Kármán vortex street which leads to the transition of the flow 
from unsteady periodic to steady occurs at a critical Richardson number of 0.15. 

Hasan and Ali [2] numerically investigated the flow past circular and square 
cylinders at different free stream orientations and Richardson numbers. For a square 
cylinder at Re = 100, Pr = 0.71, and free stream angle of 0◦, they found the 
critical Richardson number for suppression of vortex shedding to be 0.129, which 
was obtained by extrapolation of simulation data using the Landau model. 

Considering the overview of the past work done on mixed convective flow past 
a square cylinder, it can be concluded that none of the studies have focused on the 
linear stability analysis of these flows, which is important for understanding the 
bifurcations and mechanisms which lead to flow transition. In the present work, 
numerical simulations have been performed for two-dimensional mixed convective 
flow past a heated square section cylinder at a constant temperature, assuming that 
the buoyancy forces act along the direction of inlet flow velocity (i.e., buoyancy-
assisted flow configuration). This resembles the upward flow of fluid past a heated 
cylinder in vertical configuration so that the buoyant forces caused by gravity as a 
result of variation in density due to heating act in the upward direction, i.e., along 
the direction of inlet velocity. Here, a similar case has been simulated, only in a 
horizontal orientation. 

2 Methodology 

Considering the values of the flow parameters used in the present study, it can be 
affirmed from previous knowledge that the flow at these values is of laminar, two-
dimensional nature. Thus in the present study, without the loss of generality, the 
flow around the heated square section cylinder at constant temperature has been 
simulated assuming a laminar two-dimensional, viscous and unsteady flow. The 
equations are used in their non-dimensional, conservative form. The non-dimensional 
flow variables used in the present work are related to the real flow variables as follows: 

U = 
u 

u∞ 
; V = 

v 
u∞ 

; τ = 
tu∞ 

B 
; X = 

x 

B 
; Y = 

y 

B 
; 

θ = 
T − T∞ 

Ts − T∞ 
; P = p 

ρu2∞
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where u = streamwise velocity along x; v = transverse velocity along y; p = fluid 
pressure; T = fluid temperature; ρ = fluid density; u∞ = free stream fluid velocity; 
B = edge length of the square cylinder; T∞ = free stream fluid temperature; Ts = 
constant surface temperature of the square cylinder; t = time. 

The dimensionless numbers used are defined as: 

Re = 
ρu∞ B 

μ 
Ri = 

Gr 

Re2 
Pr = 

μcp 
k 

where Grashof Number Gr = gβ(Ts−T∞)B3 

ν2 ; β = coefficient of volumetric thermal 
expansion; ν = kinematic viscosity; μ = dynamic viscosity; g = gravitational accel-
eration; cp = specific heat of the fluid; k = thermal conductivity of the fluid. The 
Richardson number (Ri) captures the relative influence of natural convection (effect 
of buoyancy) compared to forced convection. 

The governing equations which form the basis of the present study are: 

∂U 

∂ X 
+ 

∂V 

∂Y 
= 0 (1)  

∂U 

∂τ 
+ 

∂(UU ) 
∂ X 

+ 
∂(VU  ) 

∂Y
= −  

∂ P 
∂ X 

+ 
1 

Re

(
∂2U 

∂ X2 
+ 

∂2U 

∂Y 2

)
+ Riθ (2) 

∂V 

∂τ 
+ 

∂(UV  ) 
∂ X 

+ 
∂(VV  ) 

∂Y
= −  

∂ P 
∂Y 

+ 
1 

Re

(
∂2V 

∂ X2 
+ 

∂2V 

∂Y 2

)
(3) 

The temperature field is solved via the non-dimensional energy equation, 
assuming negligible viscous dissipation: 

∂θ 
∂τ 

+ 
∂(U θ ) 
∂ X 

+ 
∂(V θ ) 

∂Y 
= 1 

RePr

(
∂2θ 
∂ X2 

+ 
∂2θ 
∂Y 2

)
(4) 

At the inlet, U was set equal to 1, while V was set to 0. No-slip boundary condition 
was applied on the surface of the square cylinder. The constant non-dimensional 
temperature was set equal to 1 on the surface of the cylinder, and equal to 0 at the 
inlet. On the top and bottom artificial boundaries, a free slip condition for U and θ was 
used, while V was set equal to 0. At the outlet, a convective boundary condition was 
used: ∂U/∂τ + Uc∂U/∂ X = 0, ∂θ/∂τ +Uc∂θ/∂ X = 0, ∂V /∂τ + Uc∂V /∂ X = 0, 
with the celerity constant Uc = 0.8. 

For performing DNS, the modified MAC algorithm has been used to solve the 
above-mentioned equations on a non-uniform staggered Cartesian grid system. The 
domain was taken to be 43B units along the x-direction and 31B units along the 
y-direction, with the cylinder’s center placed at the origin (Fig. 1). A non-uniform 
grid of 308 × 198 cells was used to discretize the domain.
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Fig. 1 Computational domain for flow past a heated square cylinder 

2.1 Formulation for Linear Stability Analysis 

To obtain the governing equations of flow perturbations, the flow variables are decom-
posed into two components, the steady-symmetric components, and the perturba-
tions. The steady-symmetric components act as the base flow variables on which the 
flow perturbations are superimposed to obtain the actual non-dimensional flow field 
variables. Therefore: 

U = Ub + ũ (5) 

V = Vb + ṽ (6) 

P = Pb + p̃ (7) 

θ = θb + θ̃ (8) 

where the subscript ‘b’ indicates the steady-symmetric components (base flow 
variables) and ũ, ṽ, p̃ and θ̃ are the perturbations in U, V, P, and θ , respectively. 

To obtain the base flow, the same DNS code was run only in the bottom half domain 
while applying symmetric boundary conditions across the center line (y = 0). Also,  
at the outflow boundary, the boundary condition ∂φ/∂ x = 0 was used instead of 
the convective boundary condition as the base flow variables are time-invariant (φ 
represents the base flow variables Ub, Vb, or  θb). The rest of the things were kept the 
same. These base flow variables obtained in the bottom half of the domain were used 
to obtain the base flow variables in the top half by using the fact that the base flow is 
symmetric about the center line, i.e., for y > 0 (top half domain), U (y) = U (−y), 
V (y) = −V (−y), P(y) = P(−y) and θ (y) = θ (−y). Imposing these conditions 
drives the solution toward a steady-symmetric kind irrespective of the nature of the
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original solution. Thus, the base flow variables satisfy the steady-symmetric part of 
the Navier–Stokes and the Energy equation. 

The perturbations satisfy the time-varying part of the Navier–Stokes equations. 
On substituting the Eqs. (5)–(8) in Eqs. (1)–(4), and subtracting the steady-symmetric 
part of the equations (equations for the base flow variables) from them, while 
neglecting the nonlinear terms in perturbations assuming that perturbations are small 
in magnitude (hence, the name linear stability analysis), we get the governing equa-
tions for the flow perturbations. Also, we assume the following functional form of 
the perturbations which helps us to determine the behavior of the perturbations as a 
function of time: 

ũ(x, y, t) = û(x, y)eλt (9) 

ṽ(x, y, t) = v̂(x, y)eλt (10) 

p̃(x, y, t) = p̂(x, y)eλt (11) 

θ̃ (x, y, t) = θ̂ (x, y)eλt (12) 

This assumption is called the normal mode decomposition. The perturbations are 
assumed to grow exponentially with time. The idea is to find the values of lambda for 
which the solutions to the perturbation equations exist. Thus, since we are dealing 
with linear perturbation equations, the final perturbation field would be represented 
as the linear combination of all the perturbation modes obtained corresponding to 
the found values of lambda. If the values of lambda found have a negative real 
part, the perturbations will decay with time and the flow will tend to go toward 
steadiness. If the values of lambda have a positive real part, the perturbations will keep 
growing exponentially with time, and after a while, their magnitude will increase so 
high that the assumption of neglecting the nonlinear terms in perturbation equations 
assuming that they have low relative magnitude compared to other terms, becomes 
questionable. However, this is not a concern of the present study, as the idea is to only 
know whether the perturbations will grow or decay with time, which tells whether 
the flow is steady or unsteady. Since the present work only focuses on cases near flow 
transition between steady and unsteady states, the magnitudes of the perturbations 
can be expected to be small, which serves as a justification for the linear stability 
model used in this study. 

On substituting Eqs. (9)–(12) in the governing equations for flow perturbations, 
we get the final form of perturbation equations as: 

∂ ̂u 
∂ X 

+ 
∂ ̂v 
∂Y 

= 0 (13)
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Equations (13)–(16) are first discretized using the central differencing scheme 
and then morphed into the form of a generalized eigenvalue problem. For using the 
central differencing scheme, the perturbations are defined at the center of the grid 
cells and the values of the base flow variables are interpolated to obtain their values 
at the center of grid cells. The eigenvalues of the problem give the possible values of 
lambda for which the solution to the perturbation equations exists. The eigenvectors 
of the eigenvalue problem represent the possible perturbation modes (eigenmodes). 
The final equation for the generalized eigenvalue problem becomes: 

A ŵ = λB ŵ (17) 

where A and B are sparse matrices of size 4 × 4 mn (m  = no. of cells along x = 308, 
n = no. of cells along y = 198), and ŵ is a vector of length 4 mn defined as: 

ŵ = 

⎡ 

⎢⎢⎣ 

û 
v̂ 
p̂ 
θ̂ 

⎤ 

⎥⎥⎦ 

Equation (17) is solved using the ‘eigs()’ function of MATLAB to obtain the 
eigenvalues with the largest real part (i.e., eigenvalues corresponding to the most 
unstable perturbations). 

2.2 Code Validation and Grid-Independence Test 

The validity of the code used for performing DNS in the present work can be verified 
through the work of Saha et al. [3] and Saha [4] on the fully developed fluid flow 
through a channel with a built-in square cylinder and normal flat plate respectively, 
as we have used the same code with the inclusion of buoyancy effect. The addition 
of buoyancy term in the given code is also previously validated in the work of Saha 
and Malik [5]. Based on the results of the grid-independence test, we selected the 
grid to be used for simulations.
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3 Results and Discussion 

3.1 Direct Numerical Simulation 

From the instantaneous streamlines near the cylinder shown in Fig. 2, it can be clearly 
seen that for Ri = 0.13 and Ri = 0.15, the vortex shedding process is active, whereas 
it becomes suppressed for Ri = 0.16 and Ri = 0.17. This marks the transition from 
unsteady periodic flow (Kármán vortex street) to steady symmetric (pair of twin 
vortices). The periodicity of the unsteady flow field for Ri = 0.15 can be visualized 
in Fig. 3, which shows the variation of drag and lift coefficients of the cylinder with 
non-dimensional time, whereas for Ri = 0.16, the amplitude of oscillations dies out 
and the flow attains steady nature. The transition of the far-wake region from having 
an unsteady periodic, flapping nature to a steady symmetric one can be demonstrated 
through the instantaneous vorticity contours (Fig. 4). 

The recirculation region is defined as the region of negative mean u-velocities. 
For the unsteady periodic regime, the length of the recirculation region behind the 
cylinder is observed to increase as the Richardson number increases (From Ri = 
0.13 to Ri = 0.15), while for the steady-symmetric regime, it is found to decrease 
with an increase in Richardson number (from Ri = 0.15 to Ri = 0.17). This can

Fig. 2 Instantaneous streamlines and temperature contours for a Ri = 0.13 b Ri = 0.15 c Ri = 
0.16 and d Ri = 0.17
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Fig. 3 Variation of drag (Cd) and lift (Cl) coefficients with time for a Ri = 0.15 and b Ri = 0.16 

Fig. 4 Instantaneous vorticity contours for a Ri = 0.13 b Ri = 0.15 c Ri = 0.16 and d Ri = 0.17

be seen from the mean u-velocity profiles along the centerline (Fig. 5). The profiles 
are plotted starting from the region right behind the cylinder all the way up to the 
far-wake region. Note that the point of intersection of the mean velocity profile with 
y = 0 indicates the maximum x coordinate of the recirculation region, and hence 
the distance of this point from the aft surface of the cylinder is a measure of the 
recirculation region length.

The variation of the time-averaged Nusselt number for the cylinder and the time-
averaged Drag coefficient with the Richardson number is given in Table 1. As the  
majority of the heat transfer from the cylinder to the fluid occurs through the front, 
top, and bottom faces of the cylinder, a plot showing the variation of the time-averaged 
Nusselt number corresponding to heat transfer by the front, top, and bottom faces of 
the cylinder with Ri is shown in Fig. 6. It can be readily observed that the Nusselt
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Fig. 5 a Time-averaged u-velocity profile along the centerline (y = 0). b Close-up of the velocity 
profile shown in a. The recirculation length is determined by the point of intersection of the profile 
with y = 0 line

Table 1 Time-averaged 
Nusselt number for the 
cylinder, Nuc, and drag 
coefficient, Cd at different 
Richardson numbers 

Ri Nuc Cd  

0.13 4.77 1.54 

0.15 4.79 1.55 

0.16 4.80 1.56 

0.17 4.82 1.58

number increases monotonically with Ri, implying higher heat transfer with higher 
Richardson number. This can be attributed to the fact that higher Ri accelerates 
the shear layer, which leads to higher mean velocities, and thus higher heat transfer 
through convection. The Drag coefficient is also found to be monotonically increasing 
with Ri. 

3.2 Linear Stability Analysis 

Let us first understand how to interpret the results from linear stability analysis. 
As previously mentioned in section II (A), the perturbations were imposed on the 
solution of the steady-symmetric part of the Navier–Stokes and the energy equation. 
If the actual flow is steady, we require perturbations that decay to zero eventually with 
time (negative real part of λ), so that the base flow solution plus the perturbations will 
represent the actual flow field. This is because the actual flow variables are modeled 
as the summation of base flow variables and the perturbations in the stability model.
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Fig. 6 Variation of Nusselt 
number with Ri. Nuc = 
Average Nusselt number for 
the cylinder; Nub = Average 
Nusselt number for the 
bottom surface; Nut = 
Average Nusselt number for 
the top surface; Nu  f = 
Average Nusselt number for 
the front surface. Note that 
the Nusselt number 
corresponding to front 
surface has been plotted on 
the right-side y-axis

Also, a negative real part of λ ensures that the time derivative term, which goes as eλt , 
goes toward zero and the equations tend to attain a steady form. The imaginary part 
of λ represents the frequency of oscillations of the perturbations. Since the base flow 
is steady without any oscillations, this frequency is also the frequency of oscillations 
of the actual flow variables. Similarly, it can be said that for unsteady flows, we must 
obtain some λ as our solution that has a positive real part so that the time derivative 
term does not go toward zero and we have the unsteady form of the equations. The 
critical point of transition is represented by that value of Ri at which the found values 
of λ have a maximum real part of exactly zero. 

A Fig.  7 shows the plots of the eigenvalues obtained at different values of Ri. 
The eigenvalues which have the maximum real part are found to shift leftwards, 
eventually crossing the imaginary axis and undergoing a change from positive to 
negative real parts, as the Richardson number was increased. From Fig. 7, it is clear  
that this crossing over of the imaginary axis occurs at Ri = 0.15. Thus, the linear 
stability model predicts the critical Richardson number = 0.15. It is mentioned 
in Strogatz [6] that when the equilibrium state (which corresponds to the steady 
state here) loses stability as a result of the growth of small disturbances, with the 
resulting motion being a small amplitude, sinusoidal, limit cycle oscillation about the 
former steady state, it is supercritical Hopf bifurcation. It also mentions the existence 
of complex conjugate pairs of eigenvalues as a characteristic of this bifurcation. 
Based on this information, the transition between steady and unsteady states in the 
present work can be identified as the supercritical Hopf bifurcation. Figures 8 and 
9, respectively, show the stream function contours of real and imaginary parts of 
the most unstable eigenmode at different Ri. A notable feature of these plots is the 
heart-shaped enclosures, which have also been observed in previous studies involving 
stability analysis of flows past bluff bodies (Kelkar and Patankar [7], Camarri and 
Giannetti [8]). It is interesting to note that as Ri is increased, the most dominant 
perturbations shift to the far-wake region, and the influence of perturbations on the 
near wake region diminishes. This observation can be linked to the fact that in the 
regime of active vortex shedding (which happens in the near wake region), high
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Fig. 7 Plots of eigenvalues for a Ri = 0.13 b Ri = 0.15 c Ri = 0.16 d Ri =0.17

magnitude perturbations are expected in the near wake, which causes unsteadiness 
in the flow. While on the other hand, in the regime of suppressed vortex shedding 
(steady flow), the magnitudes of perturbations are expected to go down in the near 
wake region, which leads to a steady flow there. 

3.3 Mechanism of Flow Transition 

Several previous studies have focused on providing an explanation of the mechanism 
leading to flow transition in mixed convective flows past bluff bodies. As described 
in the work of Su and Chung [9], the inverse of Re is a measure of the importance 
of momentum diffusion while (RePr)−1 is a measure of the importance of thermal 
diffusion. Thus, for Pr ∼ O(1), which corresponds to our case of Pr = 0.7, the
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Fig. 8 Stream function contours of the real part of the most unstable eigenmode at a Ri =0.13 b Ri 
= 0.15 c Ri =0.16 d Ri = 0.17 

Fig. 9 Stream function contours of the imaginary part of the most unstable eigenmode at a Ri = 
0.13 b Ri = 0.15 c Ri = 0.16 d Ri = 0.17

momentum and thermal diffusion terms are both influential. Therefore, neither the 
thermal disturbances nor kinetic disturbances have a dominating magnitude over 
the other. Thus, the overall stability characteristics are determined by the combined 
effects of thermal and kinetic disturbances in our case. Kakade et al. [10] stated that 
the first effect of cylinder heating is to increase the velocity of the fluid particles, 
however, with further increase in Ri, the diffusion of thermal energy in the near wake
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of the cylinder creates stabilizing buoyant forces with respect to the ambient fluid 
just outside the shear layer, which aids the suppression of vortex shedding once Ri 
is greater than a critical value. For the case with a circular cylinder, Chang and Sa 
[11] mentioned that with an increase in Grashof’s number, the wall boundary layer 
accelerated and the velocity in the wake region increased, which led to a thinner 
boundary layer, causing the shedding frequency to increase. However, the weak-
ened roll-up process reduced the entrainment of ambient flow into the wake cavity, 
until the vortices finally ceased to be shed from the cylinder surface. Michaux and 
Bélorgey [12] mentioned the effect of natural convection (buoyancy effect) was to 
fill the momentum deficit which arises in the wake of the cylinder due to its drag, 
which ultimately leads to the suppression of vortex shedding. This filling of the 
deficit happens due to the existence of a secondary flow and is also responsible for 
lowering the length of the recirculation region as Ri was increased in the steady flow 
regime (Fig. 5). Hasan and Ali [2] identified the baroclinic vorticity generation rate 
as essential for the cause of vortex shedding suppression. 

4 Conclusions 

In this paper, linear stability analysis of two-dimensional mixed convective flow past 
a heated square cylinder has been presented. A critical Richardson number of 0.16 
was identified through DNS as the critical point at which the flow changes its nature 
from unsteady to steady. This transition of flow is featured by the suppression of 
vortex shedding beyond the critical Richardson number. The variation of the Drag 
coefficient, Nusselt number, and the recirculation length with the Richardson number 
was discussed, where a monotonically increasing variation of the Drag coefficient 
and Nusselt number with the Richardson number was found. The results from linear 
stability analysis give the critical point of transition at Ri = 0.15, which agrees well 
with the results from DNS. The variation could possibly be attributed to the fact 
that the nonlinear terms in perturbation equations were neglected. The transition to 
steadiness and the onset of vortex shedding suppression is identified to occur via Hopf 
bifurcation through the linear stability analysis. Since the Prandtl number ∼ O(1), 
it is identified that the instability in the flow leading to unsteadiness is caused by the 
combined influence of thermal and kinetic disturbances, with both the disturbances 
playing an equivalent role. Lastly, some possible mechanisms responsible for this 
transition, as mentioned in some previous studies, were discussed. 
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Characteristics of Transitional 
Separation Bubble Formed Over 
Negatively and Positively Skewed 
Anisotropic Rough Surface 

K. T. Ganesh and K. Anand 

Abstract Effect of leading-edge anisotropic erosion (negative skewness) and depo-
sition (positive skewness) on a transitional separation bubble (TSB) is investigated 
using single-wire hot wire anemometer for a Reynolds number (Rec) of  2.5 × 105, 
, based on the model chord and tunnel free stream velocity. Three different models 
are fabricated for investigation, whose surfaces are smooth (SS), sand blasted (BS) 
and sand deposited (DS), respectively. The fabricated rough surfaces are three-
dimensionally irregular and replicate the anisotropic pattern of an operationally 
deteriorated turbine blade due to chronic exposure to harsh working environments. 
Results of positive and negative skewed rough surfaces are compared with that of 
smooth surface. The bubble is observed to be shortened by about 35% and 10% of that 
formed over SS for DS and BS, respectively. Premature transition is observed on DS, 
which is 49% earlier than BS case. Though the transition point varies, it is interesting 
to note that the chord length occupied by the transition and turbulent region of the 
bubble is almost same for all the cases. Presumably, more than the negatively skewed 
anisotropic rough surface, the positive counterpart tends to influence the boundary 
layer stability and thereby the transition characteristic of separation bubble. 

Keywords Separation bubble · Geometry-induced separation · Anisotropic 
roughness · Boundary layer measurements 

1 Introduction 

Transitional separation bubble is characterized by laminar separation and turbulent 
reattachment, where the laminar-to-turbulent transition (LTT) happens in the sepa-
rated shear layer [1–4]. TSB occurring at low Re tends to occupy nearly 15–40% 
of the airfoil surface, which act as a boundary layer trip [5]. The present work 
is focused on the occurrence of separation bubble in turbomachinery blades and
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its consequences on aerodynamic performances. Especially, LTT due to damaged 
leading-edge of turbine blades that operate at low Re besides a strong adverse pres-
sure gradient on the oncoming flow for most part of the operational hours, such 
as, wind turbine blades [6] and a low-pressure turbine in high bypass-ratio engine 
[7]. Damaged blades tend to degrade the performance [6, 8] and in certain cases, 
it may lead to component failure [9]. Operational deterioration by any means, viz. 
erosion [8], contamination, foreign object collision [10] or higher thermal loads [11], 
etc., is anisotropic in nature. Hence, it is significant to analyze the effect of surface 
anisotropy upon the LTT characteristics of separation bubble. 

2 Literature Review and Objective 

The volume of literature relevant to separation bubble is vast. Ever since the profound 
work on laminar separation bubble [12, 13], investigation of TSB had increased to a 
considerable extent. Experimental studies [1, 14–16] had reported the basic charac-
teristics such as the mean separation, transition and reattachment, and paved a strong 
foundation for modeling of separation bubble. Later, experiments on leading-edge 
separation at low Re [3, 4, 17–19] presented better interpretation of LTT in separated 
shear layer. The influence of surface roughness on LTT characteristics were also 
reported [20–24] along with the other works. The effect of roughness on the flow 
structures was interpreted with the non-dimensional equivalent sand grain rough-
ness, k+

s , employed to determine the roughness Reynolds number
(
ΔU+)

. Rough-
ness related investigations were carried out by using regular structures distributed 
in an order or random configuration over the surface. Although these configurations 
provide insight of roughness-induced-transition, the characteristics of flow over a 
rough wall are significantly different for regular and irregular roughness [25–27]. 

Flow field analyses on irregular roughness are very less in number due to the 
intricacy in reproduction and characterization of the 3D roughness parameters. The 
non-dimensional “Effective Slope (ES)” was employed [26] to characterize the 3D 
regular and non-regular rough surface based on the geometric parameters such as 
spanwise spacing (λ) and height of roughness (h). It was observed that the results of 
non-regular rough surface exhibited spatial inhomogeneity of turbulent flow when 
compared with regular rough surface. Later, the turbulent flow characteristics over 
3D irregular roughness were found to be insensitive to ES [27] and hence the statis-
tical parameters such as skewness and kurtosis were suggested as the better metrics 
to characterize irregular roughness. The statistical parameters were grouped into 
amplitude, feature and hybrid parameters [28]. Feature parameters tend to represent 
the anisotropy of surface deformation. Influence of skewness (positive and nega-
tive) on the near-wall turbulent flow was investigated [29] and found that positively 
skewed roughness produced higher C f than negatively skewed surface. Recently, the 
“Surface Anisotropy Ratio” (SAR) was employed [30, 31] to characterize 3D irreg-
ular rough surface. SAR is the ratio of streamwise and spanwise correlation lengths
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of the surface deformation; used to differentiate spanwise (SAR < 1) and streamwise 
(SAR > 1) anisotropy. 

The significant characteristics of separated flow transition over smooth [1, 15, 18] 
and rough surface [21, 22] are documented using hot wire anemometer. Beside the 
characterization of anisotropic roughness, its effect on the turbulent flow structures 
[27, 30, 32] is also studied. Though, there were literatures available on characterizing 
a separated flow over a regular 2D and 3D rough surface, it is rare to find a work 
on the transitional separation bubble over an irregular (anisotropic) rough surface. 
In the present work, an attempt is made to determine the parameters that define LTT 
of a TSB formed over irregularly deformed surface. 

3 Experiment Setup and Methodology 

The experimental setup for velocity measurements using constant temperature 
anemometer (CTA) is shown in Fig. 1. Experiments are carried out in a low-speed 
open-return suction type wind tunnel facility available in School of Mechanical Engi-
neering, SASTRA, Thanjavur. The cross section of the tunnel test section measures 
300 × 300 mm and spans for a length of 1500 mm. The model is firmly fastened to 
the sidewalls of the test section. A suction fan unit at the diffuser exit sets the airflow 
through the test section. The freestream velocity is set by controlling the fan using a 
variable frequency drive (VFD). In the present work, single-sensor constant temper-
ature anemometer (CTA) of Dantec Dynamics Inc., Denmark make is employed for 
velocity measurements. The CTA module is set to operate at a constant overheat 
ratio (OHR) of 0.8. Thus, the maximum operating temperature of hot-wire sensor 
is limited to 267 °C, beyond which burnout occurs. The analog output of CTA is 
digitized using NI-cDAQ 9171 of National Instruments, U.S.A. The signal is cali-
brated and analyzed with Streamware® software supplied by the CTA manufacturer. 
An automated three-dimensional traverse mechanism is designed and built in-house 
to precisely position the hot-wire probe during data acquisition. The control unit 
for traverse mechanism constitutes micro-stepping drivers (SE5045), an Arduino® 

board (Uno) and a DC power supply.
The origin for velocity measurements is the blend-point [18] of the model (Fig. 2a). 

The data is probed at 25 stations designated at a gap of 6 mm (x/c = 0.013) along the 
model chord. At each station, the velocity data is acquired at 79 locations in the wall 
normal direction. The distance between consecutive points within the boundary layer 
is 0.1 mm, while it varies from 1 to 3 mm in the freestream. Each data is an ensemble 
of 8000 samples acquired at 5 kHz sampling rate. In the present investigation, the 
uncertainty of hot-wire in measuring the velocity near-wall is found to be within 
1.8%, whereas in the freestream, it is less than 0.7%.
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Fig. 1 Schematic of the experimental setup for velocity measurements using CTA

3.1 Negative and Positively Skewed Anisotropic Roughness 

Two-dimensional schematic of the semi-circular leading-edge (D = 69.5 mm) blunt 
flat plate model is shown in Fig. 2a, in which the trailing edge of the model constitutes 
a pitchable flap: used to modify the chord-wise pressure gradient across the model. 
The design of present model is a modified version of blunt flat plate employed 
in earlier investigations [14, 18]. Models of smooth and deteriorated surface are 
fabricated with 5 mm thick acrylic sheets. Photographs of the fabricated models 
are shown in Fig. 2b, where the magnified portions are shown below the respective 
model. 

One of the models is sand blasted [11] to produce a irregularly worn-out surface 
that replicates the anisotropic nature of erosion in turbine blades [10]. Since the 
sand blasted surface is dominated by pits or valleys, it is referred as negatively 
skewed deformation [8, 29]. On the other hand, sand grains of varying size glued 
to the surface results in a peak dominated surface: referred as positively skewed 
rough surface [29]. The latter replicates the actual turbine blade roughness made by 
deposition [11]. Thus, the individual models made with different surface roughness 
topology aid to analyze the effect of negative and positive skewed surface on the 
development of separated shear layer.
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Fig. 2 a Line sketch illustrating the model and b Photographs of the fabricated flat plate models

4 Results and Discussion 

The effect of positive and negatively skewed anisotropic roughness on the mean flow 
characteristics of TSB is elucidated by comparing the results of rough surfaces with 
that of smooth surface. In the following discussions, the abbreviations SS, BS and DS 
refer to smooth surface, blasted surface (negatively skewed) and deposited surface 
(positively skewed) respectively.
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4.1 Streamwise Mean Flow Field 

To detail out the boundary layer development, the mean (u) and fluctuation (urms) 
data of streamwise velocity component is given in semi-log plot in Fig. 3. Hence, 
the near-wall flow field is stretched while the fully inviscid region is suppressed, and 
the size of separation bubble appears to be exaggerated. 

Figure 3a shows the mean velocity distribution in a TSB where, the results of BS 
and DS are superimposed over the SS case to elucidate the significance of surface 
topology on the flow characteristics of TSB. The boundary layer separates at the 
blend-point of the model, x/c = 0 in figure, for SS and BS cases, whereas it is 
delayed by 2 mm (x/c = 0.004) downstream to model origin for the DS case. In 
figure, at x/c = 0, the boundary layer of DS case is observed to appear close to 
the wall. This is attributed to the fine-scaled vortices generated by the sand grains 
resulting in higher turbulent production near-wall [24]. Posterior to separation, the 
shear layer for SS case till x/c = 0.09 is observed to be thin, but rapidly thickens 
within a short distance downstream i.e., x/c = 0.12. The rapid increase in thickness 
is attributed to the sudden breakdown and roll-up of shear layer [15]. Similarly, for 
BS and DS cases, the rapid thickening of shear layer is observed to occur earlier by

Fig. 3 Effect of positive and negative skewness on mean (u/Ue) and fluctuations
(
urms/urmsmax

)

of streamwise velocity within the separation bubble [Symbols: ▲—SS; Δ—BS; ♦—DS] 



Characteristics of Transitional Separation Bubble Formed Over … 95

x/c = 0.08 and x/c = 0.06, respectively. It is evident from the figure that the roll-up 
of shear layer happens at the maximum vertical displacement of the bubble [15]. 

Since the single-sensor hot-wire tends to be accurate with the magnitude of 
velocity vector rather than its direction, the reverse flow velocity is measured as 
a minimal positive velocity. In figure, post x/c = 0.05 for all the cases, the forward 
shift in near-wall velocity corresponds to the influence of recirculation flow formed 
near reattachment. The near-wall velocity offset increases till the profile resembles 
that of a developing turbulent boundary layer. Thus, the streamwise station at which 
the maximum shift in near-wall velocity is observed, it shall be considered as the 
vicinity of shear layer reattachment. 

The onset and end of transition can be determined from fluctuation profiles and 
is discussed in the following section. Figure 3b shows  the  urms profiles of SS, BS 
and DS cases superimposed in the semi-log plot. For all the cases, two peaks of 
urmsmax are observed across each profile between x/c = 0.03 and 0.10. In each of 
the double peak profile, the inner peak beneath the shear layer is an indication of 
near-wall turbulent activity and the second peak in the outer edge of shear layer is due 
to the interaction with freestream turbulent flow. This feature is also an indication 
of transition onset [33]. Accordingly, the first occurrence of minor peak close to the 
inner edge of shear layer of SS and BS cases is observed in Fig. 3b at  x/c = 0.03, 
whereas for DS case, it appears a little earlier at x/c = 0.01. The exponential growth 
rate of disturbances is evident by the gradual growth of inner peak till x/c = 0.06; 
whereas the minor peak rapidly vanishes between x/c = 0.08 and 0.10 for all the 
cases. This trend is not observed in the outer peak since its magnitude is governed 
by the constant freestream turbulence. Also, the vertical gap between inner and outer 
peak progressively increases in the streamwise direction. It is likely that the shear 
layer adjacent to separation bubble at its maximum height tends to entrain both 
freestream and the recirculation region underneath [13]. In figure, the double peak 
in urms profiles of BS and DS cases keeps its identity till x/c = 0.06, whereas the 
minor peak persists for SS case till x/c = 0.08. The fusion of double peak into single 
large peak is attributed to the end of transition or onset of reattachment [33]. 

4.2 Zero-Velocity Line 

The recirculation region cannot be identified from the velocity profiles of Fig. 3a 
due to the insensitivity of hot wire to negative velocity. In hot-wire measurement, 
the local minima close to wall is considered as the mean zero-velocity location [2]. 
These points correspond to the inner edge of shear layer in Fig. 3a. The extracted 
points of respective cases are plotted in Fig. 4. For better interpretation, the data fit 
in figure is first-order smoothened and hence a small variation in bubble height is 
noticed.

In figure, the inner edge of the separated shear layer in the second half of the 
bubble is observed to move closer to the wall as the skewness changes from negative 
to positive. This trend is congruent to the above discussion of freestream entrainment
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Fig. 4 Locus of 
zero-velocity in a TSB due to 
change in surface topology 
[Symbols: ▲—SS, Δ—BS 
and ♦—DS]

by the shear layer. Also, this clarifies the increasing gap between inner and outer peak 
as observed in Fig. 3b. The point of maximum displacement of zero-velocity profile 
from the wall is approximated as the transition point [19]. The height of reverse 
flow region does not vary monotonically with change in skewness from negative to 
positive. Since the external freestream turbulence is constant, the sudden drop in the 
mean zero profile of DS case is likely to be the aftermath of receptivity [17]. The 
zero-velocity profile of SS and BS cases is similar except near reattachment. 

4.3 LTT Characteristics 

Figure 5 illustrates the effect of surface deformation upon the boundary layer char-
acteristics of TSB in terms of integral parameters. The directional insensitivity of 
hot-wire sensor tends to produce incorrect values of integral parameters but the 
streamwise trend is unaffected by reverse flow [1]. Hence, the following discussions 
are focused more on the streamwise variation of integral parameters rather than its 
magnitude. 

In Fig. 5a, the trend in variation of the displacement thickness (δ1) is same for 
all the cases. The steep increase in δ1 is attributed to laminar separation, while the 
steep downfall indicates the nonlinear breakdown and sudden roll-up of shear layer 
at its maximum vertical distance from the wall [15, 17]. Thus, the location, where δ1 
exhibits a maximum, is considered as the end of transition (xT ) and it corresponds 
to the streamwise location of highest level of fluctuations in Fig. 3b of the respective 
cases [15]. It is observed that the positively skewed roughness promotes transition

Fig. 5 Streamwise variation of integral parameters. a displacement thickness, δ1 and b Shape 
factor, H12 [Symbols: ▲—SS, Δ—BS and ♦—DS] 
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earlier than its counterpart and SS case. Shortly, downstream to xT , the turbulent 
shear layer gains enough energy from the external freestream and tend to reattach to 
the surface. Near reattachment, δ1, settle toward a minimum value, which indicates 
that the boundary layer is attached to the surface. Due to the intrusive effect of 
hot-wire probe close to the wall, there are small fluctuations in δ1 and hence the 
reattachment point cannot be precisely located from figure. 

The reattachment points (x R) are determined from the intercept of universal shape 
factor value H12 ∼ 3.5 [13] suggested for the reattaching boundary layers. Figure 5b 
shows the variation of boundary layer shape factor (H12) along the length of the 
bubble. The respective reattachment locations are indicated in Fig. 5b. Turbulent 
and non-turbulent portions of TSB can be segregated with H12 [34]. In figure, H12 

increases steeply post the onset of separation till it attains a peak value. Ascending 
H12 usually indicates a fully laminar region, where δ1 increases and δ2 (momentum 
thickness) decrease. The maximum of H12 of DS case is 40% lesser than that of 
SS and 22% smaller than BS case. For all the cases, the onset of transition (xT ') is 
identified by the change in trend after the maximum of respective H12. It is likely  
that the rapid shrinkage of laminar region due to positive skewness would promote 
premature transition that could bypass the natural LTT route [17]. Due to a continuous 
exchange of momentum between the external flow and the transitional shear layer, 
H12 continues to descend with a varying slope. Gradual decrease in H12 indicates 
the onset of primary instability, whereas the steep descend in the trend represents the 
nonlinear breakdown of shear layer leading to reattachment of turbulent shear layer. 
Ultimately, the shape factor settles to a minimum value of H12 ~ 1.4, typical for a 
developed turbulent boundary layer. 

4.4 Bubble Characteristic Parameters 

The characteristic parameters of the TSB for the cases investigated in the present work 
are listed in Table 1. The effect of change in skewness is readily seen in the decrement 
of mean bubble length (lb). Following the work of [14], the bubble length is split into 
three portions, viz. laminar (l0), transitional (l1) and turbulent (l2) region. To get a 
clear interpretation on the effects of surface topology upon the bubble characteristics, 
the transitional region is calculated between onset (xT ') and end (xT ) of transition. 
It is inferred from Table 1, that the length of laminar portion (l0) of the TSB is 56% 
and 51% of the mean bubble length of SS and BS, respectively. Whereas, for DS, 
l0 shrinks up to 0.35 lb resulting in a very short span for the linear instabilities to 
develop and mature by itself for the next stage. Shortened laminar portion may result 
in premature transition, thereby affecting the stability characteristics of entire bubble 
[35]. It is interesting to note that in SS and BS cases, l1 is about half of l0; though l0 
and l1 are almost equal in DS case. Similar trend is observed for l2 and l1. Though 
the overall bubble length decreases in congruent to the change in surface topology, 
the length of transitional and turbulent portion of the bubble is almost constant for 
all the cases. For all the cases investigated, the transition Reynolds number

(
Rel1

)
,



98 K. T. Ganesh and K. Anand

Table 1 Variations in the 
significant mean parameters 
of TSB corresponding to the 
surface characteristic 

Parameter SS BS DS 

lb 0.119c 0.107c 0.074c 

l0 0.066c 0.054c 0.027c 

l1 0.028c 0.027c 0.026c 

l2 0.025c 0.026c 0.024c 

tan(γ ) 0.086 0.101 0.108 

tan(αT ) 0.531 0.466 0.509 

Reδ2,S 78.4 77.5 76.2 

Rel1 5875 5650 5523 

δ1t /δ2s 23.46 23.45 20.06 

based on the length of the transitional region of the bubble, is well-above the critical 
Re [13, 15] for a separated shear layer to reattach. 

The separation angle (γ) is calculated from the mean velocity profiles by adopting 
the procedure of Ref. [16]. Variation of γ due to different surface topologies follows 
the relationship of tan(γ ) ∝ 1/Reδ2,S [14]. Near separation, the shear layer due to 
positively skewed rough surface is observed to be closer to the wall in Fig. 3. It is  
verified by the least value of proximity parameter

(
δ1t /δ2s

)
[16]. 

5 Conclusions 

Characteristics of transitional separation bubble past sandblasted (valley dominated) 
and sand deposited (peak dominated) leading-edge are investigated for a Rec of 
2.5 × 105. Velocity measurements over smooth, blasted and deposited surfaces 
are carried out with single-sensor hot-wire anemometer. It is observed that the 
boundary layer separates at the blend-point for smooth (SS) and blasted (BS) surfaces, 
whereas separation is delayed by 2 mm downstream of blend-point (x/c = 0.004) 
for deposited (DS) surface. For all the cases, two peaks of urmsmax is observed across 
each profile between x/c = 0.03 and 0.10, which indicates that the boundary layer 
is inflectional and is likely under the process of laminar-to-turbulent transition. It 
is observed that the positively skewed roughness promotes transition earlier than 
its counterpart and SS case. The maximum of H12 of DS case is 40% lesser than 
that of SS and 22% smaller than BS case. On a positively skewed surface, laminar 
portion of the bubble shrinks up to 0.35 lb resulting in a very short span for the linear 
instabilities to develop and mature by itself for the next stage. Though the overall 
bubble length decreases in congruent to the change in surface topology, the length of 
transitional and turbulent portion of the bubble is almost constant for all the cases. 
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Nomenclature 

c Chord length of flat plate model [mm] 
D Leading-edge diameter of the flat plate model [mm] 
H12 Boundary layer shape factor 
Rec Reynolds number based on the chord of the flat plate model 
Reδ2,S Reynolds number based on momentum thickness at separation 
Rel1 Transitional Reynolds number (based on transitional length of TSB) 
lb Mean length of TSB [mm] 
l0 Length of laminar portion of TSB [mm] 
l1 Length of transitional portion of TSB [mm] 
l2 Length of turbulent portion of TSB [mm] 
u Streamwise mean velocity [m/s] 
Ue Boundary layer edge velocity [m/s] 
urms Root-mean-squared fluctuation of streamwise velocity [m/s] 
urmsmax Maximum of local rms fluctuation of streamwise velocity [m/s] 
xT ' Streamwise location of onset of transition [mm] 
xT Streamwise location of end of transition (or) point of transition [mm] 
xR Streamwise location of reattachment [mm] 
γ Separation angle [o] 
δ1 Displacement thickness of boundary layer [mm] 
δ2 Momentum thickness of boundary layer [mm] 
δ1t /δ2s Proximity parameter (Displacement thickness at transition/Momentum 

thickness at separation) 
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Numerical Study on Effect of Inclination 
of a Plane on Flow and Heat Transfer 
by Turbulent Wall Jet 

Amiruzzahan Mondal and Animesh Patari 

Abstract In this chapter, the heat transfer characteristics of a turbulent wall jet 
impinged on an isothermal inclined surface has been numerically investigated. Three 
different angles of inclinations (α = 3°, 6° & 9°) as well as a streamwise orientation of 
the plane have been considered. All the simulations have been done using Realizable 
k-ε Model with Enhanced Wall Treatment assuming zero pressure gradient. The Jet 
is ejected with Reynold’s Number 9600. A localized gain in the local maximum 
velocity over the jet exit velocity is noticed at the leading edge of inclination which 
enhances the local heat transfer coefficient. However, the jet self-similarity character 
remains undisturbed due to inclination. Total heat transfer from the surface as well as 
the average heat transfer co-efficient decreases slightly with increase in inclination 
of the plane. 

Keywords Turbulent flow · Wall jet · Heat transfer · Numerical simulations ·
Inclined plane 

1 Introduction 

A jet is defined as free shear flow with an initial source of momentum
(
ρu j

)
. Turbulent 

wall jet while flowing with very high velocity over a wall, forms a very thin inner layer 
of thickness (ym) attached to the wall across which velocity very rapidly changes from 
zero to maximum value (um). At the same time, it exchanges momentum through 
turbulent shear action due to its fluctuating velocity components with the surrounding 
fluid medium in another side, where velocity decreases gradually from maximum 
value and attain a half max-value (um/2) at a distance y1/2 from wall and finally 
merges to the ambient flow condition. So, wall jet is very motivating topic of research
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in turbulent flow due to these distinct two-scale characteristics. Side by side, wall 
jet is widely used in engineering industries, such as in thrust generator in rocket 
and missile, jet engines. It has enormous application in heat transfer engineering 
like, faster heating and cooling in cement kiln, steel plant, casting furnace industries, 
defrosting of wind shield, gas turbine blades cooling, so on. 

2 Literature Review and Objective 

Such wide application of turbulent wall jet in engineering opens the scope for doing 
lot of research and to explore the complex features of wall jet physics in more details. 
In the last few decades, lot of experimental [1–7], analytical and a few numerical [8, 9] 
investigation on wall jet have been done to understand the physics and configuration 
of turbulent jet on flat and curved surface associated with heat transfer in many cases 
[3, 5–7]. Launder and Rodi [10] had reviewed in detailed most of the experimental 
and theoretical research which were done before 1981 and concluded that there was 
noticeable deviation in the experimental results from one another but the jet growth 
dy1/2 
dx  was reported to fall within 0.073 ± 0.002. To know about heat transfer features 
Mabuchi and Kumada [7] studied on mass transfer characteristics and proposed a 
co-relation of Nusselt number from experimental data. Sigalla [2] determined the 
skin friction co-efficient for wall jet under wide range of Reynold’s number and 
ascertained that it follows Blasius type correlation given for turbulent flow over 
flat plate but with different coefficient. Wygnanski [4] has done an experiment of 
incompressible flow of wall jet with exit Reynolds number 3700–19,000. Self-similar 
stream wise mean velocity was found by them from about 20 times of jet width 
distance and local maximum velocity was occurred about the distance of 0.15y1/2 
from wall. Eriksson et al. [1] reported that fully turbulent region begins from around 
20 slot distance. 

There are very few research on turbulent jet on inclined surface. The turbulent 
features of wall jet on a multiply inclined surface were numerically investigated 
in the work of Pramanik et al. [11], but no thermal study was performed there in. 
Among the heat transfer studies on wall jet, worth mentioning is the work of Dakos 
[5] who experimentally investigated the turbulent structure of heat transfer over a 
flat and mildly curved surface. He found that wall jet on flat surface spreads slower 
than curved surface and within the distance from the wall where the local velocity 
is maximum, 90% of temperature changes happened and the heat transfer is less in 
curved plane than flat one. Nizou [3] also gave a general skin friction correlation and 
from his experimental temperature profile it is clear that in y+ < 50 the temperature 
profiles are ceremonious. AbdulNour et al. [6] found out a function of x/w for isoflux 
and isothermal boundary conditions and it was identified that the local heat transfer 
co-efficient gradually decreases from the starting edge of heated surface. Patari [12] 
had investigated various RANS model to find out the best one of the two equation 
RANS model which provides more appropriate and close prediction of flow and heat
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transfer for wall jet and proposed that the Realizable k-ε model with enhanced wall 
treatment (EWT) can be the best alternative to DNS or LES. 

It is observed after through literature survey that majority of the researches on 
wall jet are focused on flow and thermal characteristics on either parallel flat surface 
or mildly curved surface. There are limited number of experimental and numerical 
investigation on wall jet heat transfer with an inclined surface. Therefore, the main 
focus of this work is to investigate the effect of inclination of a plane through low 
angle on flow and heat transfer characteristics of turbulent wall jet compared to flat 
plate. 

3 Problem Statement and Methodology 

In this present investigation, a steady incompressible turbulent jet of air is induced 
through a slot of height w = 0.01m parallel to an adiabatic horizontal wall of length 
12w followed by an isothermal inclined wall of temperature 318 K. The temperature 
of the jet and the ambient fluid medium is 295 K. Reynolds Number of the jet based 
on the slot height and the jet velocity u j = 15.606m/s is 9600. Four different angles 
of inclination (α = 0◦, 3◦, 6◦and 9◦) are considered for the investigation. 

3.1 Numerical Methodology 

A two-dimensional computational domain as shown in Fig. 1, is chosen for the 
numerical simulation of the fluid flow and heat transfer using Ansys-Fluent 17.1 
software. Realizable k-ε model with Enhanced Wall Treatment (EWT) scheme is 
employed to capture the near wall data quite accurately with pressure gradient effect 
in near wall region. SIMPLE solution algorithm with second order upwind scheme for 
momentum, turbulent kinetic energy, turbulent dissipation rate and energy equation 
have been implemented. Convergence criteria is set as 10–9 for energy equation and 
10–6 for velocity, momentum, turbulent kinetic energy and dissipation. Pressure at 
the jet inlet, outlet and entrainment boundary is set to zero.

Along with the averaged equations for momentum and energy, the Realizable 
k-ε model additionally solves the transport equation of turbulent kinetic energy, 
k = 1 2 u

,
i u

,
i as well as dissipation (ε) of turbulent kinetic energy, given as 

∂ku j 
∂x j 

= ∂ 
∂x j

{(
ν + 

νt 

σk

)
∂k 

∂x j

}
+ Pk + Pb − ε (1) 

∂εu j 
∂x j 

= ∂ 
∂x j

{(
ν + 

νt 

σε

)
∂ε 
∂x j

}
+ C1Sε − C2 

ε2 

k + √
νε 

+ C1ε 
ε 
k 
C3ε Pb (2)
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Fig. 1 Schematic diagram of the domain

Pk is the turbulent production of k which equals to −u,
j u

,
i 

∂xi 
∂u j 

and Pb is the produc-
tion term taking care of the buoyancy [13]. By Boussinesq hypothesis, the Reynolds 
stress will be expressed as 

−ρu,
i u

,
j = −  

2 

3

(
ρk + μt 

∂uk 
∂xk

)
δi j  + μt

(
∂ui 
∂ x j 

+ 
∂u j 
∂xi

)
(3) 

The eddy viscosity is given as μt = ρCμk2/ε. 

3.2 Numerical Grid Convergence Study 

Grid density and its distribution over the computational domain play very important 
role in numerical studies, because the discretization error greatly depends upon the 
size of the mesh elements. However, one of the well-recognized and globally accepted 
scientific technique, namely the Grid Convergence Index (GCI), has been adopted to 
confirm the independency of the computed numerical result for any variables. Out of 
the four different cases of angular orientation of the plate, α = 6◦ has been chosen 
for grid independency test using GCI, following the technique as explained in the 
literature Celik [14] and Baker [15]. So, three set of mesh have been generated with 
number of elements Nc, Nm and N f for coarse, medium and fine grids, respectively 
through systematic refinement to find the most favorable mesh distribution which 
affirms that the result is independent of further mesh refinement. Mesh distribution 
in near wall region (as shown in Fig. 2) has been made very fine (Y + 

P ∼ 1) as per the 
need to implement enhanced wall treatment.

The difference in the values of any variable (say φ) between fine and medium grid 
is ε f m  = φ f − φm and relative error is εr f m  =

|
|1 − φm/φ f

|
| × 100%. The apparent 

order, p̂ is calculated from the equation below-



Numerical Study on Effect of Inclination of a Plane on Flow and Heat … 107

Fig. 2 Mesh distribution in 
near wall region

p̂ = 
1 

lnr f m

||||||
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||||
εmc

ε f m

|||| + ln

||||||

r p̂ f m  − sign
(

εmc
ε f m

)

r p̂ mc − sign
(

εmc
ε f m

)

||||||

||||||
(4) 

The extrapolated value and error of variable (φ) is calculated by 

φext f m  = 
r p̂ f mφ f − φm 

r p̂ f m  − 1 
andεext f m  =

|||||
100

(
φext f m  − φ f

)

φext f m

|||||
(5) 

Hence, 

GC Ifine = 1.25
εr f m  

r p̂ f m  − 1 
(6) 

A sample calculation of the GCI for the wall average heat transfer coefficient is 
shown in Table 1. The GCI(%) of fine and medium grid are found to be 0.0092 and 
0.0367, respectively, and the value of GC Imc/r 

p̂ 
f mGC I  f m , stands 1.0343, which is 

close to 1 and indicates that the results are in well range of convergence. The GCI 
has been calculated also for temperature at 24 data points along normal to the wall 
at the location x/w = 40. The local order of accuracy p̂ ranges between 0.1614 
to 7.9724 with an average p̂avg = 1.7831. The uncertainty in the computed value 
of temperature with the fine grid has been plotted in Fig. 3 in the form of error bar 
along with the temperature data obtained through all three grids. Maximum variation
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Table 1 Grid convergence index calculation 

Model Fine grid (f) Medium grid (m) Coarse grid (c) 

Number of elements, N 224,840 128,622 75,374 

φ = havg
(
W/m2K

)
47.2022 47.1923 47.2286 

Case f-m m-c GC Imc 

r p̂ f m  GC I  f m  
= 1.0343 

r f m  =
(
N f /Nm

)1/2 1.3221 1.3063 

Apparent order of accuracy, p̂ 4.8165 

hext
(
W/m2K

)
47.2057 47.1785

εr (%) 0.0210 0.0769

εext (%) 0.0074 0.0293 

GCI(%) 0.0092 0.0367 

0.014 

0.016 

0.018 

295.7 295.8 295.9 296 

0.00 

0.02 
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0.08 
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T1, Fine grid with discritization error bar 
T2, Medium grid 
T3, Coarse grid 

Fig. 3 Temperature variation for fine, medium and coarse grid with error bars of fine grid 

of temperature is 0.01%. Utterly, the 224,840 (N f ) number of elements along with 
respective grid distribution as earlier said, has been finalized for all the numerical 
simulations. 

3.3 Validation of the Numerical Results 

Validation of the simulated result with experimental data is a very significant practice 
in numerical investigation to know the accuracy of numerical result. Here, the numer-
ical data computed for non-dimensional mean velocity profiles are plotted in both
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Fig. 4 Mean velocity profile in outer scaling

inner and outer scale for the case of α = 0◦and 9◦ at x/w = 40 and compared with 
experimental data of Eriksson [1] of Reynolds number 9600 as well as Wygnanski [4] 
having Reynolds number 10,000 (Figs. 4 and 5). An appreciable agreement among 
the data, particularly in the near wall region is noticed in both the scale. A little devi-
ation of the current result with respect to Eriksson [1] and Wygnanski [4] appears 
after 1.4y1/2 which is in evidence in many literature [4, 10]. Here, y+ = yuτ /ν and 
U+ = u/uτ where uτ = √

τw/ρ, which is known as friction velocity. 
Similarly, the temperature variation θ/θmvsy/δT along normal to the inclined 

wall at x/w = 40 is presented alongside the data of AbdulNour [6] in Fig.  6. Here, 
δT is the thermal boundary layer thickness based on a value of θ = 0.1, where 
θ = (

T − Tj
)
/(Tw − Tj ). A little difference (Fig. 4) of the current result with 

Eriksson [1] and Wygnanski [4] appears after 1.4y1/2 distance may vary in evidence 
of [4, 10]. Whatever minor difference appears in the present investigation may be due 
to the inclination of the surface. From the comparison, it is clear that the present data 
agreed very well with experimental data which certifies the accuracy of present 
numerical investigation.

4 Results and Discussion 

After the GCI test and validation of the numerical result with several experimental 
reporting, it is confirmed that the present numerical result is prima facie valid to 
do the further post processing and analysis. The temperature profile, heat transfer
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Fig. 5 Mean velocity profile in inner scaling

Fig. 6 Non-dimensional temperature variation

characteristics has been studied, analyzed in both the inner and outer scale and 
proposed along with experimental result wherever available.
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Fig. 7 Self similarity in temperature variation for different inclination angle 

4.1 Mean Temperature Profile 

Non-dimensional temperature profile has been plotted in Fig. 7 versus dimensionless 
distance y/y0.5θ and also in Fig. 8, versus non-dimensional wall coordinate y+ in 
the developed zone (at x/w = 30&40 from jet exit) for different angle α. Experi-
mental temperature data obtained by Nizou [3] has also been shown in inner scale. 
A representative temperature log-law complying to the numerical temperature data 
can be obtained as T + = 4.9 log  y+ + 3.5 in comparison to the experimental one. 
Here, T + = (Tw − T )/Tτ with friction temperature Tτ = qw/ρCPuτ . No remark-
able changes or variation is observed along with changes in α and slot position which 
confirms its self-similarity.

4.2 Decay of Jet Maximum Velocity 

The decay of stream-wise maximum velocity um/u j over the downstream posi-
tion x/w has been examined with the changes in angle of the plane and compared 
with the experimental data of Sigalla [2] for a parallel flat plate in Fig. 9. The  jet  
momentum is found to be almost conserved over the initial length of the adiabatic 
horizontal surface. Near the junction of the horizontal and inclined surface, stream-
wise maximum velocity gets accelerated and crosses even the magnitude of jet exit 
velocity due to creation of localised negative pressure in effect of inclination of the 
plate. This gain in maximum velocity increases with increase in inclination which 
helps in enhancing the heat transfer co-efficient in the localized zone.
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Fig. 8 Mean temperature profile in inner scaling for various inclination angle with ‘log law’

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

1 

1.1 

0  10 20 30 40 50 60 70  

=0° 
=3° 
=6° 
=9° 

Sigalla [2] 

0.85 

0.9 

0.95 

1 

1.05 

10 12 14 16 

Fig. 9 Jet maximum velocity decay along slot distance 

4.3 Growth of Thermal Boundary Layer 

For inclination angle α = 0◦, 3◦, 6◦&9◦, the dimensionless thermal boundary layer 
thickness (δT /w) and jet spread (y1/2/w) at x/w = 30 for inclined plane have been 
shown in Fig. 10. It is clearly observed that at a particular stream-wise location, 
y1/2/w increases linearly with a rate 1.27 − 1.42% (in comparison with 0◦) for each 
3◦ increase in α. But the changes in thermal boundary layer thickness (δT /w) which 
is found to occur very slowly after 3◦ inclination is not linear. Overall, more or less
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Fig. 10 Changes of non-dimensional thermal boundary layer thickness and jet spread along α for 
x/w = 30 

0.5% increase is calculated in thermal boundary layer thickness for changes of 9◦ 

inclination angle in comparison to horizontal plate. 

4.4 Heat Transfer Characteristics 

The local heat transfer co-efficient is plotted in Fig. 11 for the leading length of the 
inclined wall. An increases of heat transfer co-efficient occurs there locally which 
goes higher with larger angle of inclination but overall area average heat transfer 
co-efficient slightly decreases 0.21 − 0.23% for each 3◦ increases of α.

The variation of local Nusselt number, Nux = hw/k f is plotted against x/w for 
inclined surface in Fig. 12. in comparison with correlation Nux = 0.102Re0.8 j

(
x 
w

)−0.6 

introduced by Mabuchi and Kumada [7] in fully developed zone. Numerically simu-
lated data has a very good agreement with Mabuchi and Kumada [7] corelation. 
As described in previous para, the average Nusselt number slightly decreases along 
increases of α.

5 Conclusions 

The influences of the angle of inclination of a flat isothermal surface on heat transfer 
characteristics of turbulent wall jet has been numerically investigated for a partic-
ular Reynolds number (9600). To capture the near wall features quite accurately, the 
enhanced wall treatment scheme is coupled with Realizable k-ε model. The explo-
ration and study of numerically simulated data made explicit that for each 3◦ increases 
in inclination of plane leads to a velocity gain of 2 − 2.5% of the jet exit velocity (in
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Fig. 11 Local heat transfer co-efficient at the leading edge of the inclined surface

Fig. 12 Local Nusselt number variation

comparison to parallel plane) near the junction of the horizontal and inclined surface. 
This made a localized gain in heat transfer which increases with α. Very negligible 
thermal boundary layer thickness (δT ), less than 0.5% for 9◦ increase of α, occurs. 
But the area average heat transfer co-efficient

(
havg

)
or the total heat transfer (Qi ) 

decreases at a rate 0.21 − 0.23% for each 3◦ increase in α as shown in Fig. 13.
It may be concluded that turbulent wall jets almost retain its fluid flow and thermal 

characteristics with small values of inclination of the interacting surface. There is
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Fig. 13 Changes of total 
heat transfer (Qi ) along α

757 

758 

759 

760 

761 

762 

763 

764 

0 3 6 9  

a scope in future to investigate the effect of higher values of inclination of the heat 
transfer surface with wall jet of higher Reynolds number. 

Nomenclature 

α Inclination angle of inclined plate (°) 
CP Specific heat capacity of fluid [J/Kg K] 
δT Thermal boundary layer thickness [m] 
ε Turbulent dissipation rate [m2/s3] 
havg Area average heat transfer co-efficient [W/m2K] 
hx Local heat transfer co-efficient [W/m2K] 
k f Thermal conductivity of fluid [W/m K] 
k Turbulent kinetic energy [m2/s2] 
μ Dynamic viscosity [kg m/s] 
Nux Local Nusselt number 
qw Wall heat flux [W/m2] 
Qi Total heat transfer [W] 
Re j Jet exit Reynolds number 
ρ Fluid density [kg/m3] 
T Temperature [K] 
τw Wall shear stress [Pa] 
θ Non-dimensional temperature 
u Streamwise velocity [m/s] 
u j Jet exit velocity [m/s] 
ν Kinematic viscosity [m2/s] 
w Height of Nozzle [m] 
x Distance from jet exit [m]
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y1/2 Normal distance from wall where streamwise velocity is half-maximum 
(um/2) [m] 

y0.5θ Normal distance from wall where θ = 0.5 [m] 
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Pattern Formation and Evolution 
of Viscous and Non-viscous Liquids 
on a Vertical Vibrating Surface: 
An Experimental Investigation 

Prashant Narayan Panday, Anushka, Prasanta Kumar Das, 
and Aditya Bandopadhyay 

Abstract We experimentally studied the pattern formation of viscous and non-
viscous Newtonian liquids on a vertically vibrating finite-size container. Experi-
mental results show that the pattern formation in the case of water at 100 Hz and in the 
case of silicon oil at 20 Hz and 80 Hz has been verified from the patterns obtained in 
the literature, which shows excellent agreement. We investigate the physical param-
eters that significantly impact pattern creation, such as Faraday wave frequency, 
cross-over wave frequency, Faraday critical acceleration, and decay length. The study 
found that the Faraday critical acceleration (ac = 1.45 m/s2) is maximum for silicon 
oil, whereas the decay length (ld = 0.1432 m) is maximum for water at a given vibra-
tional frequency. In addition, we also emphasize the well-known Mathieu equation 
to obtain the value of wavelength as well as wave vector of the generated pattern. 
Furthermore, the study found that at a given vibrational frequency, the wavelength 
(λ = 0.016 m) of pattern formation is maximum for water. Additionally, the study is 
carried out to investigate how driving frequency and Faraday wave frequency affect 
the physical characteristics of pattern formation. 

Keywords Surface waves · Pattern formation · Decay length · Faraday wave 
frequency 

1 Introduction 

It is possible to create well-controlled waves in a finite size container by pushing the 
container in the direction perpendicular to the liquid surface. In both the gravity and 
capillary limits, these waves—also referred to as Faraday waves—that are subhar-
monically excited (wave frequency equal to half the driving frequency) have been 
thoroughly researched. Understanding the physical behaviour of surface standing
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waves, such as capillary or gravity waves, begins with understanding the dispersion 
relationship, also known as the Kelvin relation for waves on fluid surfaces. Gravita-
tional and capillary forces are combined in this relation, demonstrating that surface 
tension and gravity dominate waves at the surface of fluids [1–6]. The dispersion 
relation for finite depth of the container is given by: 

ω2 =
[(

gkw +
(

σ 
ρ

)
k3 w

)
tanh(kwh)

]
(1) 

Equation (1) describes the dispersion relation for the capillary gravity wave for 
finite depth, considering both gravity and surface tension forces. 

The fluid depth can be considered infinite when tan(kwh) is approximately equal 
to 1. The dispersion relation for capillary and gravity waves for infinite depth is given 
by Eq. (2) 

ω2 =
[(

gkw +
(

σ 
ρ

)
k3 w

)]
(2) 

To obtain the dispersion relation purely for capillary waves, we have to neglect 
the first term of the right-hand side of the Eq. (2), and for gravity waves, we have to 
disregard the second term of the right-hand side of the Eq. (2). 

The dispersion relation for the capillary and gravity waves is given by Eq. (3) and 
Eq. (4), respectively. Dispersion relation for capillary waves: 

ω2 =
(

σ 
ρ

)
k3 w (3) 

Dispersion relation for gravity waves: 

ω2 = gkw (4) 

The waves with a wavelength of a few millimetres and wave vectors of a thousand 
per meter are known as capillary waves. The amplitude of these waves is very small 
(approximately 0.1 to 1 μm). In capillary waves, the main dominant force is the 
surface tension, which brings back the liquid’s disturbed surface to the equilibrium 
position [7–11]. On the other hand, high wavelength and relatively small wave vector 
waves onto the surface of rivers and oceans are known as gravity waves. Since the 
propagation of these waves is caused mainly by gravity, they are called gravity waves. 
As the name implies, gravity is the main restoring force in gravity waves, just like 
surface tension is in capillary waves [12, 13]. 

The crossover wave frequency [14] from gravity waves to capillary waves is given 
by Eq. (5). 

ωot =
(
4g3ρ 

σ

)1/4 

(5)
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The above equation purely depends on the fluid properties. In their study, Puthen-
veettil and Hopfinger [14] demonstrated that FC-72 liquid has the highest cross-over 
wave frequency from gravity to capillary waves, followed by Glycerine–water solu-
tion and water. Dense material will result in a smaller surface tension value, thus 
resulting in a larger cross-over wave frequency. For parametric instability in the capil-
lary, unbounded, and infinite fluid depth limits, the driving threshold acceleration is 
given by 

ac = 8
(

σ 
ρ

)1/3 

νω5/3 (6) 

The Faraday critical acceleration is directly proportional to driving frequency and 
increases as frequency increases. To obtain the Faraday wave frequency, multiply the 
driving frequency by a factor of 0.5. Capillary and decay lengths are the two signif-
icant parameters that characterize surface waves. The capillary length, also known 
as the capillary constant, relates gravity to surface tension and is mathematically 
expressed as the reciprocal of the wave vector at which surface and gravitational 
potential energies are equal. In finite-size containers, the decay length is essential in 
producing surface waves. The sidewall effects of the container are felt with decay 
length. Like capillary length, it also relates gravity to surface tension [15, 16]. If the 
radius of the container (R) is greater than the decay length, then sidewall boundary 
effects can be neglected: the system is then considered a’large system’ [16, 17]. The 
decay length of surface standing waves can be mathematically expressed: 

ld= 
σ 

4νωρ 
= σ 

8νω0ρ 
(7) 

The pattern evolution of Faraday waves is complicated above the stability limit. In 
large systems, Binks et al. [18] demonstrated that the around the instability threshold, 
theories that suggest three-wave resonant interactions have successfully matched 
experiments [19, 20]. There is no general theory for pattern evolution in small 
systems with significant side boundary effects. Ciliberto and Gollub [21] proposed 
that the evolution of wave patterns can be due to mode competition in small systems. 
Although the study of pattern formation in the case of water, as well as silicon oil, 
has been thoroughly studied by many researchers over the past decades. Even though 
the pattern generation in Newtonian liquids like Kerosene oil and water-glycerine 
mixture has not been explored in detail. In this chapter, we examined the pattern 
formation on liquid surfaces in the presence of excited surface waves at different 
driving frequencies.
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2 Methodology 

A circular aluminium tray with a diameter of 14 cm and a depth of 6 cm, filled with 
the test fluid and mounted on a vibrating device, was used as the experimental set-up 
schematically shown in Fig. 1. In the present case, we used a loudspeaker to meet the 
requirement of surface vibration. The loudspeaker (8 inches in size) is connected to 
the amplifier via a frequency generator, which is further connected to the main power 
supply. The frequency generator was only used to drive the electrical loudspeaker 
in the vertical direction. The acceleration of the circular bath is given by a(t) = 
Aω2sin(ωt), where A is the shaker amplitude. The vibration exciter received a clean 
sinusoidal signal through electrical isolation from the signal generator and amplifier. 

The loudspeaker was mounted on a wooden frame and bolted together to reduce 
any vibrational effect from the earth’s surface. The circular container is placed 
directly onto the loudspeaker and fixed from the side to prevent its lateral displace-
ment. The working area was illuminated by the two LED light sources mounted 
directly from the top of the container and inclined at a 45-degree angle. An image of 
the generated pattern was captured using a Nikon D-750 DSLR camera at 60 frames 
per second. Image-J software was used for the post-processing of the recorded pattern, 
and MATLAB was used to plot the data obtained from the image processing. 

Adequate precautions were taken to avoid contamination in the fluids. Water, 
water-glycerine mixture, kerosene oil, and silicon oil were used in the study as the 
test fluids. The relevant properties of the test fluids are summarized in Table 1. 
Kerosene and silicone oil has a low surface tension in the air, which makes them

Fig. 1 A schematic illustration of the experimental setup. A container is mounted on the vibrating 
shaker (loudspeaker), which only vibrates in the vertical direction. The liquid of interest is filled 
inside the container to observe the pattern at a different frequency. The vibrating shaker is connected 
to the function generator through an amplifier 
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Table 1 Physical properties 
of liquids at 20 °C Liquids σ (N/m) ρ(kg/m3) ν(cSt) 

Water 0.072 1000 1 

Silicon oil 0.040 970 100 

Kerosene oil 0.023–0.032 786 1–2 

Water + Glyc 0.078 998–1006 1.1295 

less susceptible to contamination than water and water-glycerine mixtures. Silicon, 
as well as kerosene oil, was taken from sealed containers hand handled carefully 
to avoid contamination. The experiments were conducted over a short duration, 
and the test fluids were not left exposed to the atmosphere for extended periods. 
We approximated the system to have an infinite depth for the current configuration 
because tanh(kh) = 1 for these fluids. 

3 Results and Discussion 

One of the primary objectives of the present study is to investigate the pattern genera-
tion in different liquids inside the circular container over the vertical vibrating surface 
experimentally. We used water, silicon oil, kerosene oil, and water–glycerine mixture 
as test fluids. A separate container of equal size is used for viscous and non-viscous 
liquids. The container contains the desired liquid up to a certain depth placed over 
the vibrating shaker operated at different frequencies. 

First, we explain the pattern formation in water followed by silicon oil, kerosene 
oil, and water-glycerine mixture. 

The pattern formation over the water surface at different frequency are illustrated 
in Fig. 2. The corresponding physical parameters responsible for pattern generation 
are tabulated in Table 2. The hollow patterns form onto the water surface at a low 
value of driving frequency.

Furthermore, these hollow patterns will change into a small benzene-like structure 
as the value of the driving frequency increases from 20 to 80 Hz. The literature 
shows that the Faraday critical acceleration, which is one of the prime parameters 
responsible for pattern generation, is the function of driving frequency that increases 
as frequency increases. For water, the Faraday critical acceleration (ac) lies in the 
range of 0.60 to 6.11 m/s2 as the excitation frequency of the container varies in the 
range of 20 Hz to 80 Hz. 

The variation in Faraday critical acceleration with driving frequency is graphically 
represented in Fig. 6a. The experimental study reveals that at low driving frequency, 
there is no significant variation encountered in the value of ac. However, the value 
of ac drastically increases as ω increases beyond 200 rad/s. Furthermore, the study 
is also conducted to obtain the value of the decay length of water, which is also 
a significant parameter responsible for the pattern generation, lies in the range of
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Fig. 2 An image sequence represents the pattern formation on the water surface at a different 
driving frequency. a 20 Hz, b 40 Hz, c 60 Hz, d 80 Hz 

Table 2 Represents the value of physical parameters obtained from the experimental observation 
at different driving frequencies for water 

ω (rad/s) αc (m/s2) ld (m) λ (m) k (m−1) 

125.66 0.60 0.1432 0.016 379.88 

251.32 1.92 0.0711 0.010 603.04 

376.99 3.78 0.0477 0.0079 790.20 

502.65 6.11 0.0358 0.0065 957.26

0.1432 to 0.0358 m for a given frequency range and decreases as the driving frequency 
increases. The variation in decay length with driving frequency is shown in Fig. 6b. 

The study is also conducted to determine the wavelength of the generated pattern in 
water at different driving frequencies. The wavelength of the water waves decreases 
from 0.016 to 0.0065 m (shown in Fig. 6c), Whereas the corresponding wave vector, 
which is inversely related to the wavelength of the waves, increases from 379.88 m−1 

to 957.26 m−1 (shown in Fig. 6d) as the driving frequency increases. We further 
investigate the impact of higher frequency over the pattern formation on water. When 
the driving frequency increases beyond 80 Hz, we find a circular pattern on the water 
surface. The formation of Faraday circular waves on the water surface at 100 Hz 
frequency is shown in Fig. 3.

In the same way, we did before, to explain the pattern formation over the water 
surface, we will now describe the pattern generation on the silicon oil surface in 
detail. Here, we examine the pattern formation for the same driving frequency range 
(20 Hz to 80 Hz). At low driving frequency (up to 125.66 rad/s), a bigger benzene-
like structure (shown in the first row of Fig. 4) is formed on the surface of silicon oil,
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Fig. 3 Faraday circular wave formation over the water surface at 100 Hz frequency. The first row 
represents our experimental observation and the second row represents the result of Puthenveettil, 
and Hopfinger [14] from their experiment

whereas these bigger patterns will change into a small size as the driving frequency 
increases from 125.66 rad/s to 502.65 rad/s. 

In this chapter, the pattern formed at 20 Hz and 80 Hz driving frequency is 
similar to the pattern created by Puthenveettil, and Hopfinger [14] at the same driving 
frequency. Like in water, in the case of silicon oil, the Faraday critical acceleration 
increases (from 1.45 to 14.71 m/s2), and the decay length decreases (from 0.041 to 
0.010) with increases in the driving frequency. The variation in the physical param-
eters with driving frequency and effect of Faraday wave frequency on wavelength as

Fig. 4 An image sequence represents the pattern formation in silicon oil at a different frequency. 
a 20 Hz, b 40 Hz, c 60 Hz, d 80 Hz, e, and  f represents the result of Puthenveettil and Hopfinger 
[14] from their experiment at 20 Hz and 80 Hz, respectively 
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Fig. 5 An image sequence represents the pattern formation on the kerosene oil surface at a different 
driving frequency. a 20 Hz, b 40 Hz, c 60 Hz, d 80 Hz

well as wave vector in cases of silicon oil is shown in Fig. 6. The physical parameters 
for silicon oil are tabulated in Table 3. Additionally, the variation in the wavelength 
obtained from experimental and theoretical studies with Faraday wave frequency 
is shown in Fig. 8b. Furthermore, we also experimentally investigate the pattern 
formation on the surface of Kerosene oil at the same driving frequency (20 Hz to 
80 Hz). The evolution of the pattern formed onto the kerosene oil surface as driving 
frequency increases is illustrated in Fig. 5. Here, we also found that the Faraday crit-
ical acceleration increases and decay length decreases (graphically shown in Fig. 6) 
as the value of driving frequency increases (refer Table 4). 

The parameters responsible for the pattern generation in kerosene oil are tabulated 
in Table 4. The comparison of experimental and theoretical wavelength variation with 
ω0 in the case of kerosene oil is graphically illustrated in Fig. 8c. In the last of this 
experimental investigation, we also like to examine the pattern generation when the 
water’s viscosity increases by adding a small amount of glycerine (30 mL). The 
evolution of the pattern generation with an increase in the driving frequency for the 
water-glycerine mixture is experimentally shown in Fig. 7.

The pattern formed in the case of the water-glycerine mixture is similar to the 
water. The only difference is that the hallow pattern present in the case of water at 
low driving frequency is completely eliminated by adding glycerine into the water. 
At all driving frequencies, we found the benzene like structure over the surface of the 
water-glycerine mixture. The effect of driving frequency over the ac and ld as well 
as variation of λ and kw with ω0 are graphically represented in Fig. 6. Furthermore, 
the variation in experimental as well as theoretical λ and kw with ω0 is illustrated 
in Fig. 8d.
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Fig. 6 A graphical representation of the variation of physical parameters with driving frequency 
and Faraday wave frequency. a Faraday critical acceleration versus driving frequency. b Decay 
length versus driving frequency. c Wavelength versus Faraday wave frequency. d Wave vector 
versus Faraday wave frequency 

Table 3 Represents the value of physical parameters obtained from the experimental observation 
at different driving frequencies for silicon oil 

ω (rad/s) αc (m/s2) ld (m) λ (m) k (m−1) 

125.66 1.45 0.041 0.013 457.42 

251.32 4.63 0.020 0.0086 726.12 

376.99 9.11 0.013 0.0066 951.49 

502.65 14.71 0.010 0.0054 1152.64 

Table 4 Represents the value of physical parameters obtained from the experimental observation 
at different driving frequencies for kerosene oil 

ω (rad/s) αc (m/s2) ld (m) λ (m) k (m−1) 

125.66 1.16 0.045 0.012 486.16 

251.32 3.69 0.022 0.0081 771.74 

376.99 7.26 0.015 0.0062 1011.27 

502.65 11.73 0.012 0.0051 1225.06
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Fig. 7 An image sequence represents the pattern formation in the water-glycerine mixture at a 
different frequency. a 20 Hz, b 40 Hz, c 60 Hz, d 80 Hz 

Fig. 8 The variation in experimental and theoretical wavelength for different liquids with Faraday 
wave frequency (ω0) is represented graphically. a water, b silicon oil, c kerosene oil, and d water-
glycerine mixture
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4 Conclusions 

In this chapter, we presented the simple and cost-effective method of surface vibration 
to investigate the pattern formation over the surface of viscous (oils) and non-viscous 
(water) liquids under a wide range of driving frequencies. According to the study, 
the patterns generated over the water and silicon oil surface for a particular value of 
the forcing frequency and show excellent agreement with the patterns obtained in the 
literature. Furthermore, the physical parameters responsible for the pattern generation 
have also been investigated in detail. The experimental results show that the value 
of Faraday critical acceleration and decay length of the pattern formation increases 
and decreases, respectively, as the value of driving frequency increases. For the 
given driving frequency range, the experimental study found that the Faraday critical 
acceleration and decay length are maximum for silicon oil and water, respectively. 
Additionally, the study emphasizes the well-known Mathieu equation to determine 
the wavelength and wave vector of the generated pattern. The study shows that 
the wavelength of the generated pattern is maximum in the case of water, whereas 
minimum in the case of kerosene oil for a given range of frequency. Similarly, the 
wave vector is found to be maximum in the case of kerosene oil and minimum 
in the case of water. The pattern obtained over the surface of the water and the 
water-glycerine mixture is observed to be the same. 
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scholarship to carry out the research work. We are also grateful to Saurabh Dhopeshwar for his 
valuable support. 

Nomenclature 

αc Faraday critical acceleration [m/s2] 
f Linear driving frequency of vibration [Hz] 
g Acceleration due to gravity [m/s2] 
h Depth of liquid inside the container [m] 
kw Wave vector [m−1] 
ld Decay length [m] 
λ Wavelength of the waves [m] 
ω Angular driving frequency of vibration [rad/s] 
ω0 Faraday wave frequency [rad/s] 
ω0t Cross over wave frequency [rad/s] 
ρ Density of the liquid [kg/m3] 
σ Surface tension of the liquid [N/m] 
ν Kinematic viscosity of the liquid [m2/s].
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Activity-Induced Mixing in a Stratified 
Binary Passive System 

Thomas Jacob, Siddhant Mohapatra, and Pallab Sinha Mahapatra 

Abstract Active systems have garnered interest from researchers worldwide for 
their fascinating displays of congregations and the far-reaching scope of biomimetic 
applications. The current chapter talks about one such application: the use of active 
particles to induce mixing in a stratified passive system. Simulations using a Langevin 
model in two dimensions shows the mixing state of the initially stratified system reach 
a saturation point in finite time. Interestingly, with change in the number of active 
mixers, only the rate of mixing is found to be affected, while the final mixed state is 
perceived to be almost similar. Active particles numbering not more than 20% of that 
of the passive species is found to be enough to induce brisk mixing. An investigation 
is parallelly carried out into the maximum rotation allowed for each active mixer to 
maximise the overall mixing effect. The objective of this discourse is to provide a 
numerical backbone to the feasibility of the use of micro/mini robots for mixing of 
living/non-living entities, while also discussing the factors affecting the process. 

Keywords Active–passive system · Mixing · Gini coefficient · Over-damped 
Langevin model 

1 Introduction 

Researchers have always been amused by the pattern formation in schools of fish, 
swarms of bees, flocks of starlings, armies of ants, etc. The curiosity about the 
underlying processes leading to such intricate phenomenon have motivated the study 
and evolution of active matter systems. Such systems continuously consume energy 
for their activity and hence, are always out of equilibrium. Researchers have been 
trying to capture and accurately decode the behaviour of such active entities since the 
last few decades and in the recent years, the advent of high-speed computing facilities 
has aided the process by allowing large-scale numerical modelling of the active
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systems with a high temporal and spatial resolution. Some notable mathematical 
models proposed to mimic these active systems are the Vicsek model [1], the Active 
Brownian Particle model [2], the Run and Tumble model [3] among others. 

The interaction between active (those with the ability to self-propel) and passive 
(those which cannot self-propel) particles have been a centre of attention for 
researchers due to intriguing behaviour such as segregation [4], Motility Induced 
Phase Separation (MIPS) [5], cluster formation [6], etc. The upcoming section 
discusses several works highlighting the dynamics of such systems with dispersity 
in motility. 

2 Literature Review and Objective 

The study of active matter systems was initially pursued from a numerical view-
point during the 1990s with the advent of various mathematical models [7]. Since 
then, there has been extensive research in the field using both experimental and 
computational methods. Even though active matter systems evolved after observing 
behavioural patterns in living systems, there are reported studies where interactions 
could also be observed among active (both living & artificial) and passive parti-
cles (particles with no activity) in a pool [8, 9]. One of the major limitations with 
experiments in the field comes from the data collection, where a wide area is often 
considered for the study. There are also constraints in realising larger systems on a 
laboratory scale. Such limitations can be overcome by numerical modelling. 

Wu and Libchaber [10] carried out experimental investigations on passive beads in 
an active bacterial (Escherichia Coli) bath. They made use of soap film as a substrate 
upon which both these species are dispersed for interaction. Higher concentration of 
bacteria resulted in a fluctuated motion of beads where ballistic motion was observed 
for shorter distances and Brownian motion is detected at long time scales. Experi-
mental investigations by Leptos et al. [11] on the dynamics of passive tracers in both 
dilute and dense bath of alga Chlamydomonas Reinhardtii revealed diffusive move-
ment of the tracer particles. The probability distribution function for the same tracers 
showed a non-Gaussian (yet similar) form with an exponential tail and broadened 
base that grows along with swimmer concentration. 

Numerical studies in the field have been carried out using both periodic and 
bounded domains, with most belonging to the former category. Periodic boundaries 
are usually used to study larger domains where a small unit of the larger domain is 
analysed. This helps reduce the computational cost and time considerably. Numer-
ical simulations on active–passive particle mixture by Hinz et al. [12] using peri-
odic boundaries demonstrated the emergence of three different phases—a disordered 
meso-turbulent phase, a polar flocking phase and a vortical phase. The manifestation 
of the vortical phase is sensitive to the domain size, whereas the other phases are 
indifferent. It is of particular importance that even a small number of active agents 
are capable of generating effective dynamics and associated patterns. Phase sepa-
ration behaviour of an initially disordered mixture of monodisperse active–passive
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system is reported in numerical investigations by Stenhammar et al. [5] with periodic 
boundary conditions. The phenomenon was observed with as low as a 1:6 active– 
passive particle ratio but at high activity. Their study suggested that by controlling 
the parameters like activity and active–passive particle ratio, one can transition the 
system between a homogeneous phase and phase separation. In another study by 
Dolai et al.  [6], interaction between active–passive mixtures of different size ratios 
and different packing fractions were investigated with comparable volumes of active 
and passive particles. The results suggested the appearance of three distinct phases 
for the passive particles—a homogeneous phase, a clustered phase of small and large 
sizes, and a segregated phase where passive particle segregation is observed. Mixing 
behaviour of initially segregated binary system constituting only active particles has 
been investigated by Mahapatra and Mathew [13]. Here, both the particles are initially 
arranged in two separate boxes connected by a passage. In addition to self-propulsion 
force and interaction force, alignment and friction forces are also considered in the 
model. The system exhibits thermal, rotational and oscillatory phases at high packing 
fraction while exhibiting a predominantly rotational phase at lower packing fractions. 
The extent of mixing within the system is calculated using a mixing index, i.e., lower 
the mixing, higher the value of the index. Agrawal and Mahapatra [14] investigated 
the dynamics of an active-passive particle mixture with and without alignment force 
in a confined square boundary. Collective milling motion arises as a result of the 
alignment, whereas the absence of such a force results in a disordered phase. In most 
of the studies, where active particle systems or active–passive particle systems are 
investigated, the simulation is carried out in a 2D square domain. The dynamics of a 
binary mixture of self-propelling active particles and passive particles on a spherical 
surface is investigated by Ai et al. [15]. The particles are modelled as soft spheres 
and dynamics is governed by Langevin equations with holonomic constraint. Both 
rotational diffusion and polar alignment are considered, variation of which causes 
three distinct phases to occur—two segregated phases and one mixed phase. 

From the literature, it is clear that several studies have been carried out to observe 
the dynamics of active–passive particle mixtures with cases varying from a single 
passive particle in a pool of active particles to passive particles with volume fractions 
comparable to active particles. Most of the investigations are in 2D with periodic 
boundary which not only reduces the complexity but also the computational time. 
With slight modifications, similar simulations carried out in a 2D surface can be 
realised over curved surfaces. 

It is, however, interesting that there is a paucity of literature, where the active 
particles have been used to mix two or more different species of passive particles. 
The current chapter addresses this issue by demonstrating how a small amount of 
active mixer particles could be used to mix different passive species in a confined 
domain (which could also be realized under laboratory conditions).



132 T. Jacob et al.

3 Materials and Methods 

3.1 Numerical Modelling 

In the current work, we consider a monodisperse system of athermal particles 
arranged inside a 2D circular domain. The particle count is denoted by NP for passive 
and NA for active respectively. All the particles have the same radius (r). The domain 
radius (R) is chosen as 40r. The wall of the bounded system constitutes of one layer 
of circular discs of the same size as that of interior particles. The packing fraction 
(∅) is given by ∅ =  Nr2/R2, where N is the number of interior particles. 

The dynamics of active particles is governed by the overdamped Langevin equa-
tions, consisting of a self-propulsion drive and an inter-particle repulsion drive (see 
Eqs. 1 and 2) [16]. 

dr i 
dt 

= v ̂ni + μ
Σ

j 

Fi j (1) 

dθi 
dt 

= ηi (t) (2) 

where r i represents the position of the centre of particle i, v represents the self-
propulsion speed of the active particles, in direction n̂i = (cos θi , sin θi ) μ and k are 
the mobility and the force constant, respectively. The repulsion force between the 
particles i and j (the surrounding particles of the particle i) acts when the particles 
overlap with each other and can be defined as, Fi j  = k

(
2r − di j

)
r̂ i j  , where di j  =||r i − r j

|| and r̂ i j  =
(
r i − r j

)
/di j  . The direction of the self-propulsion velocity 

depends on an angular Gaussian white noise η where
{
ηi (t)ηi

(
t ,
)} = 2Dr δi j  δ

(
t − t ,

)
. 

Dr is coefficient of rotational diffusion. 
The equation for passive particles differs from that of the active particles due to 

their inability to self-propel and is formulated in Eq. (3). 

dr i 
dt 

= μ
Σ

j 

Fi j (3) 

The parameters μ and k are assumed to have the same values for both active 
and passive particles. The wall particles are designed to be immobile barriers which 
confine the interior particles in the domain of interest by way of the repulsion drive. 
All the particles are assumed to be athermal, that is, the translational diffusion 
is considered to be negligible compared to the rotational diffusion [16]. To make 
self-propulsion velocity and time dimensionless, they are scaled by rμk and 1/μk 
respectively. Scaled speed is represented by vo and scaled time is denoted by τ . 

The passive particles are segregated into two species. All the particles are initially 
arranged in a uniform random distribution such that one of the species of passive 
particles occupy the upper half of the domain and the other species occupy the lower
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half. The active particles are then distributed in a uniform random sense within 
the entire circular domain. The initial orientations of the active particles are also 
uniformly randomized in the range [0, 2π ]. 

Passive particle packing fraction
(
∅P = π

ΣNP 
i=1 r

2 
i

/
π R2

)
, that is, the ratio of the 

area occupied by the passive particles (numbering NP) to the total area of the domain 
is 0.6 and is maintained invariable across all the simulation cases. Simulations are 
carried out, altering the number of active particles by defining an active–passive 
particle fraction (ψ = NA/NP). The  value of ψ is varied from 0.1 to 0.5 so that 
the maximum overall packing fraction (∅ = ∅A + ∅P) is not more than 0.9. Euler-
Maruyama scheme is employed for numerical integration of Eqs. 1–3 with a timestep 
10−2 s. 

Figure 1 showcases a representative initial distribution of particles in the domain. 
The passive species are coloured blue and green, while the active particles are 
coloured red respectively. 

The simulations are carried out till the system reaches a stable state, indicated by 
the saturation of a mixing parameter defined in the next subsection. The simulations 
are run using an in-house code written in Python 3.7 along with the JAX functionality 
for highly parallel GPU computations.

Fig. 1 Distribution of active 
and passive particles inside 
the circular domain; 
(ψ = 0.3) 
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3.2 Mixing Parameter 

Mixing index (β) quantifies the degree of mixing of the two passive species on the 
basis of the current and the initial positions of the particles. The calculation of the 
mixing index follows the weak sense mixing technique proposed by Doucet et al. 
[17], employing Principal Component Analysis (PCA) to compute the Eigen values 
of the position matrix, and used a priori by Mahapatra and Mathew [13]. We define 
the mixing using a mixing parameter, γ = 1− β(τ ) 

β0 
, where β(τ ) is the current mixing 

index and β0 is the mixing index for the initial particle distribution without overlap. 
Higher values of γ represents a better mix. 

3.3 Validation 

The numerical model used in the current work has been validated against the results 
reported by Yang et al. [16] on the interactions among mono-dispersed self-propelling 
athermal disks in a confined square-shaped 2D space. For a range of parameters such 
as diffusion coefficient, self-propulsion velocity and overall packing fraction, they 
observed particle aggregation at the walls and quantified it using Gini coefficient (ζ ). 
Gini coefficient is calculated by dividing the domain in to ‘n’ concentric squares of 
equal width and applying the equation ζ = 1 

2n2|ρ|
Σ

i

Σ
j

||ρi − ρ j
||, where ρ is the 

particle number density in the corresponding strip and ρ is the mean density. Higher 
the value of ζ (beyond 0.50), the system is wall aggregated where as a lower value 
represents homogeneous state. Using our numerical model with the parameter set and 
domain properties, the results are found to be in good agreement with those reported 
by Yang et al. [16] (Fig. 2). Two values of overall packing fraction are considered 
(0.720 and 0.831); the speed vo is varied from 0.01 to 0.10 and the Gini coefficient is 
computed for each vo after the system reaches a steady state. The results displayed 
are the average of five realisations that have been carried out for each parameter set 
and the curves seem to be in good agreement. The deviations at higher values of vo 
can be attributed to the stochastic nature of the problem and the slight differences in 
the model/parameters used.

4 Results and Discussion 

Preliminary simulations have been carried out to determine the parameter space 
for inducing mixing in segregated passive systems using active particles. Active 
particles with a low rotational diffusion coefficient Dr are found to have a tendency 
to aggregate at the walls instead of promoting mixing (Fig. 3; inset Dr = 0.001, 
τ = 2 × 104). Hence, a study is carried out to determine the optimum values of 
Dr to obtain maximum degree of mixing. The diffusion coefficient is varied in the
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Fig. 2 Comparison of Gini coefficient ζ obtained from our simulation to that of Yang et al. [16] 
for overall packing fractions: a ∅ =  0.720 and b ∅ =  0.830; (μk = 10 s−1, r = 1)

Fig. 3 Variation of mixing 
parameter γ with time τ for 
varying Dr; (ψ = 0.3) 

range of 0.001 to 0.05. With higher values of Dr, the active particles are observed 
to constantly agitate their passive counterparts. The system thus always maintains 
a dynamic state and the two species of passive particles undergo mixing across the 
domain. The quantification of this visually detected mixing phenomenon is done 
with the help of a mixing parameter, as discussed in the next subsection. 

4.1 Effect of Rotational Diffusion on Mixing 

The system is simulated for different values of Dr keeping the value of ψ fixed 
at 0.3. The system is seen to have reached a steady state in around τ = 105. The  
positional data of the passive particles is used to compute the mixing parameter γ 
throughout the time period of the simulation (see Fig. 3). For any value of Dr, γ is 
found to increase with the progression of time, as the active mixers keep agitating the
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Fig. 4 Variation of 
time-averaged mixing 
parameter γ with rotational 
diffusion coefficient Dr; (ψ
= 0.3) 

system. However, γ reaches a saturation at a value of around 0.4. There seems to be 
no further temporal change to the mixing parameter beyond this point. It should be 
noted, though, that at lower value of Dr (0.001), the value of γ is low in comparison 
to other cases. As Dr increases to 0.003, there is a sudden increase in γ establishing 
a better mix within the domain. Increasing the Dr further increases the value of γ 
albeit at a slower rate. To find out an optimum value of Dr for which γ is maximum, 
the simulation is further carried with higher values of Dr. 

The average of γ in the range τ = 8 × 104 to 105 is plotted against Dr (Fig. 4). It 
can be noted that for lower values of Dr, an increase in the value of Dr increases γ 
rapidly. This is because the active particles, rather than aggregating at walls, move 
more vigorously in both rotational and translational manner. However, after reaching 
a maximum value at Dr = 0.01, a further increase in Dr decreases γ but gradually. 
This could be due to the fact that the active particles tend to undergo more of a local 
traverse (as they more often take larger turns) than a global one. 

4.2 Effect of Active to Passive Particle Ratio on Mixing 

The effect of concentration of active particles is studied by varying the active–passive 
particle fraction (ψ) from 0.10 to 0.50 in steps of 0.10. For each case, the simulation 
is carried out until τ = 2.5 × 105. Longer run times ensure the occurrence of a 
steady state in the system. The rotational diffusion coefficient is set to the optimum 
value of Dr = 0.01. Figure 5 elucidates the occurrence of mixing reported by the 
mixing parameter γ through snapshots of the particle distribution within the domain 
at different instances of time. In the figure, four different time instances of the system 
are showcased corresponding to active–passive particle ratiosψ:0.10, 0.30 and 0.50. 
When ψ is 0.10, the active particle count is very low to cause sufficient agitation 
in the system for the mixing to take place. In addition, many of the active particles 
are concentrated adjacent to the wall. The gradual cross flow of the two passive
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Fig. 5 Snapshots of the 
system for different active to 
passive particle ratios ψ at 
various time instances 

species is also elucidated as the time progresses. At ψ = 0.30, the aggregation 
of active particles near the wall is still evident, albeit to a lower extent. Mixing has 
improved as there are more active particles dispersed within the domain. Mixing atψ
= 0.50 is comparable to that at 0.30, except the fact that we can see a more uniform 
distribution of active particles within the domain. In addition, the aggregation of 
active particles near the wall is less prominent. Ideally, this should further increase 
the mixing parameter, but a larger number of active particles has created a near-
jammed state in the system which leads to local confinement of the active particles 
and subsequently the inability to move the passive particles. 

The manifestation of activity-induced mixing in the domain can be visually 
confirmed in Fig. 5. To quantify the extent of mixing, the mixing parameter is estab-
lished (see Sect. 3.2) and computed for the different values of active–passive particle 
fractions ψ. The variation in the rate of mixing with the increase in ψ, delineated in 
Fig. 6 corroborates the observations from Fig. 5. A striking feature of Fig. 6 is that 
all the curves (pertaining to different ψ) tend to attain a similar value of γ (~0.40) 
at steady state. At a very low concentration of active particles (ψ = 0.10), the curve 
is less steep which implies a longer time for the system to attain a steady mix. By 
increasing ψ to 0.20, i.e., by doubling the number of active particles, mixing is 
achieved at a faster rate and steady state is achieved at a considerably lower time. 
Increasing the ψ further to 0.30 helps achieving the same steady state γ at roughly 
half the time compared to ψ = 0.10. Further increasing ψ to 0.40 does not cause 
any significant change in γ or in the time taken to achieve steady-state mixing. Any 
further hike in the number of active particles proves to be detrimental to mixing as 
accentuated by the reduction in γ at ψ = 0.50. The analysis of the rate of change of 
mixing parameter for the different active–passive particle fractions depicts a require-
ment of the number of active particles not exceeding 20% of the number of passive 
particles, in order to obtain brisk mixing.
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Fig. 6 Change in mixing 
parameter γ with time τ for 
varying Ψ ; (Dr = 0.01) 

5 Conclusions 

The behaviour of an initially segregated binary system of passive particles is studied 
in the presence of a controlled number of active athermal mixers. The system consti-
tuting of the two passive species and the active mixers placed in a confined circular 
domain are modelled using a set of overdamped Langevin equations. At low values 
of rotational diffusion coefficient, the active mixers are found to aggregate along the 
wall, leading to little mixing of the passive species. For a certain value of passive 
packing fraction and active–passive particle fraction, it is found that there exists an 
optimum value of rotational diffusion coefficient for which mixing occurs most effi-
ciently. The mixing of the two passive species is measured in terms of a mixing param-
eter based on the Eigen values of the position matrix at any time instant compared 
to that of the initial positions. In the base case considered (∅P = 0.60, ψ = 0.30), 
the optimum value for Dr is obtained as 0.01. It is also observed that the concen-
tration of active particles is a major factor affecting the rate of mixing. However, 
the extent of mixing in the system on reaching steady state (at large time scales) 
remains largely unaltered across different active particle concentrations. An impor-
tant outcome from the current study is the number requirement of the active mixers 
for obtaining sufficient mixing at comparatively low time scales. It is noted that an 
active–passive particle fraction not exceeding 0.2 provides ample agitation to cause 
brisk mixing of the passive species. Due to the confined boundary conditions and 
the experimentally relatable parameter set, this study could find application in the 
case of artificial micro-robots to obtain rapid mixing among various living/artificial 
entities. 
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Nomenclature 

r Particle radius [m] 
R Domain radius [m] 
vo Non dimensional self-propulsion speed [–] 
r Position vector [–] 
μ Mobility [s/kg] 
k Force constant [N/m] 
Ψ Active-passive particle fraction [–] 
Dr Rotational diffusion coefficient [rad2/s] 
γ Mixing parameter [–] 
η Gaussian white noise [–] 
τ Non dimensional time [–] 
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Spatio-temporal Stability Analysis 
of Falling Film Over Heated Inclined 
Plane 

Arnab Choudhury and Arghya Samanta 

Abstract Linear stability analysis of a thin liquid film falling down a uniformly 
heated slippery inclined plane has been performed. The spatial growth rates for 
thermocapillary P mode and S mode have been estimated by solving a coupled 
set of boundary value problems employing Chebyshev spectral collocation method. 
Marangoni number is found to destabilize both the P mode and S mode, and Biot 
number seems to have a dual influence on the S mode instability. The S mode gets 
stabilized with the increase in spanwise wavenumber, whereas the P mode gets 
destabilized. The hydrodynamic shear mode has also been captured analytically for 
inviscid flow, which indicates a slight stabilizing effect of Marangoni number on it. 

Keywords Thin film flow ·Hydrodynamic instability · Thermocapillary instability 

1 Introduction 

Thin film flows are encountered in several engineering and scientific applications 
such as thermal protection of rocket engines, cooling of semiconductors, heat transfer 
in condensers and evaporators, etc. Therefore, it is of particular interest to study 
the instabilities in heated thin film flows as it affects the interfacial heat transfer 
significantly. The linear stability of a thin film flow down an uniformly heated inclined 
plane has been studied by Lin [7]. He has analytically predicted the critical Reynolds 
number as a function of Marangoni number and inclination angel for hydrodynamic 
surface mode of instability. Lin [6] has also shown the existence of hydrodynamic 
shear mode in the falling film flow and predicted the critical Reynolds number for 
it. Goussis and Kelly [3] have examined the influence of Marangoni number on 
thermocapillary P mode and S mode. Incorporating energy budget analysis, they 
have also suggested some mechanisms by virtue of which the S mode, P mode, and 
H mode instability triggers. The influence of Soret number on the temporal and spatial 
stability of a heated binary film has been studied by Hu et al. [4]. The thermocaillary
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P mode has been partially captured for low values of streamwise wavenumber in 
this study. Samanta [9] has deciphered the effect of electric field on the shear mode 
instability. He has found a stabilizing effect of applied electric field intensity on shear 
mode. The effect of different flow parameters on the shear mode at inviscid limits 
has also been analysed. Pascal and D’Alessio [8] have analysed the linear stability of 
a heated binary film flow where the density of the liquid film varies with respect to 
temperature. The influence of Marangoni number at low Reynolds number on surface 
and S modes of instability have been examined. Bhat and Samanta [1] have carried out 
a linear stability analysis of a falling film having insoluble surfactant contamination. 
They have examined the effect of different parameters on the hydrodynamic surface 
mode and shear mode. They have also performed the inviscid analysis where they 
have shown a stabilizing influence of slip on shear mode. Choudhury and Samanta 
[2] have performed the temporal stability of a heated falling film down a slippery 
incline. The authors have performed a detailed parametric study on four different 
instability modes i.e., H mode, P mode, S mode, and shear mode. 

From these literatures, it can be observed that there exist several studies regarding 
the temporal stability of all the four modes of instability, that is, H mode, S mode, P 
mode and shear mode. The studies of spatial stability is also performed for H mode 
and shear mode only. But there are no studies found regarding the spatial stability 
of thermocapillary P mode and S mode. Our aim for the present study is to provide 
these missing links in the present literature. 

2 Mathematical Formulation 

Consider a viscous liquid thin film falling under the action of gravity down an incline 
as shown in Fig. 1. The inclined plane is maintained at a uniform temperature Tw 

which is higher than the ambient temperature T a and it makes angle θ with the 
horizon. All the thermophysical properties of the fluid such as viscosity (μ), density 
(ρ), thermal conductivity (κ) etc. are kept constant for carrying out the linear stability 
analysis. Although the surface tension (σ ) is considered to vary with temperature 
according to the relation (1) as we are interested to study the thermocapillary modes 
of instability. 

σ (T ) = σ0 − ε(T − Ta), (1) 

where, σ0 denotes the surface tension at ambient conditions and ε = −  dσ 
dT

|
|
T =Ta 

> 
0. The Cartesian coordinate system is considered to originate from the slippery 
plane and the orientation of it is shown in Fig. 1. The film thickness corresponding 
to the base flow is d, and h(x, z, t) denotes the thickness of the perturbed liquid 
film. Now following the work of Choudhury and Samanta [2] we can formulate the 
Orr-Sommerfeld type boundary value problem (OS-BVP)
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1 + Bi 
− τ̂

]

= 0, at y = 1, (7) 

φ̂ − i (kx − ω) ̂η = 0, at y = 1, (8) 

where D stands for the differential operator d dy . In Eqs. (2)–(8), φ̂, τ̂ , and η̂ denotes the 
amplitude of perturbation velocity, perturbation temperature and perturbation film 
thickness. The imposed disturbances to the perturbation quantities are considered 
to be in normal mode form, where ω = ωr + i ωi denotes the angular frequency 
and k = √

k2 x + k2 z is the wave number. In this case, kx and kz are streamwise and 
spanwise wavenumbers, respectively. Again the complex spanwise wavenumber can 
be represented as k = kr + iki , where −ki is the spatial growth rate. The angular 
frequency ω remains real while calculating the spatial growth rate. The temporal 
growth rate is denoted by ωi and the wavenumber k remains real while calculating 
temporal growth rate. In the OS-BVP (2)–(8), Re, Ma, Bi, Pe, We denotes Reynolds 
number, Marangoni number, Biot number, Peclet number, and Weber number respec-
tively. Again Peclet number can be written as Pe = Re Pr where Pr denotes Prandtl 
number. The dimensionless slip length and base flow velocity is denoted by β 
and U = (

2y − y2 + 2β
)/

(1 + 2β). To capture the effect of Marangoni number 
and Biot number on the S mode and P mode instability properly we will use the 
transformations: M = Ma(1 + 2β)1/3 (2Re)2/3 , Bi = B(2Re)1/3 /(1 + 2β)1/3 , and 
Ka = We(1 + 2β)1/3 (2Re)2/3)2/3. Here Ka denotes the Kapitza number.



144 A. Choudhury and A. Samanta

Fig. 1 Schematic of uniformly heated falling film 

3 Results and Discussion 

3.1 Spatial Stability Analysis 

3.1.1 Validation 

The Eigen value problem (2)–(8) have been solved numerically incorporating Cheby-
shev spectral collocation method. To check the consistency of the present numerical 
code, we have verified the present results with the existing results in literature. In 
Fig. 2, the neutral stability curve corresponding to H mode and S mode instability 
has been shown for M = 15 and M = 30 when B = 1, Ka = 250, kz = 0, β = 0, θ = 
15°, and Pr = 7. It can be clearly observed that present numerical code reproduces 
the results of Kalliadasis et al. [5] quiet accurately. In this case, at lower value of M, 
we get two separate neutral curves for hydrodynamic H mode and thermocapillary S 
mode of instability. But as the Marangoni number Ma, or equivalently M increases, 
both the modes merge and forms a single neutral stability curve.

3.1.2 Influence of Marangoni Number 

Here, we shall discuss the independent influence of Marangoni number, or equiva-
lently M on the spatial growth rate of thermocapillary P mode and S mode which have 
been captured numerically. The modes are been distinguished from each other on the 
basis of their phase speed. Note that from now onwards all the numerical results are 
produced keeping the parameters Ka = 240, Pr = 6.5, θ = 15° and β = 0.03 fixed. 
In Fig. 3a, the spatial growth rate for S mode have been plotted in (kr , ki) plane for 
M = 14, M = 10, and M = 6 when Re = 0.1, B = 1, and kz = 0. The spatial growth 
rate is found to be increasing with the increase in M for S mode instability. The S
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Fig. 2 Evolution of neutral 
stability curves for M = 15 
and M = 30 when B = 1, Ka 
= 250, kz = 0, β = 0, θ = 
15°, and Pr = 7. Black and 
Blue lines represent M = 15, 
and M = 30 respectively. 
The results from Kalliadasis 
et al. [5] are represented by 
symbolic points

mode instability triggers at low Reynolds number due to the surface tension gradient 
imposed by non-uniform temperature distribution at the liquid–air interface. As M 
increases, the surface tension gradient also increases between crest and trough of the 
waves at free surface resulting in a destabilizing effect on the flow. It is interesting to 
note that with the increase in Reynolds number the S mode instability gets stabilized 
as inertia force takes over the Marangoni force. Now the independent effect of M on 
the P mode will be analysed. The spatial growth rates related to P mode in (kr , ki) 
plane have been shown in Fig. 3b for  M = 20, M = 21, and M = 22 when Re = 10, 
B = 1, and kz = 0. Now, from Fig. 3b, it can be clearly observed that as the value 
of M increases the spatial growth rate also increases significantly. Hence, we may 
conclude that M or equivalently Ma destabilizes the P mode instability. It can also 
be observed that the P mode instability is found at the short wave regime unlike the 
S mode instability, which can only be present at long wave regime.

3.1.3 Influence of Biot Number 

Now the influence of Biot number on the spatial growth rate of S mode and P mode 
will be discussed. Interestingly, we have found a dual effect of Biot number Bi or, 
equivalently B on the S mode depending upon the range of B. In Fig.  4a the evolution 
of spatial growth rate −ki has been plotted against the real part of streamwise wave 
number kr at small values of B (B ≤ 0.75) when M = 17, Re = 0.1, and kz = 0. At 
lower range of B, it can be noticed that B imparts a destabilizing effect on the S mode. 
On the contrary, at the higher values of B (B ≥ 0.75) it may be noticed that with the 
increase in the value of B, the spatial growth rate decreases as shown in Fig. 4b. 
Therefore we may conclude that B has a stabilizing effect on S mode at higher range 
of B. This phenomenon can be attributed to the fact that with the increment in B, the  
relative heat transfer increases, resulting in lower temperature of free surface and 
hence stabilizing the S mode.
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Fig. 3 a Evolution of spatial growth rate −ki for the S mode in (kr , ki) plane when Re = 0.1. 
b Evolution of spatial growth rate −ki for the P mode in (kr , ki) plane  when  Re  = 10. The parameters 
B = 1 and  kz = 0 are kept constant

Fig. 4 a Evolution of spatial growth rate −ki for the S mode in (kr , ki) plane when Re = 0.1. 
b Evolution of spatial growth rate −ki for the S mode in (kr , ki) plane  when  Re  = 0.4. The 
parameters M = 17 and kz = 0 are kept constant 

Now we will decipher the solo influence of Biot number on the P mode. The P 
mode instability is basically triggered by the steady convection rolls within the flow 
which is formed due to the surface tension gradient at the liquid–air interface. The 
variation of spatial growth rate ki with respect to real part of streamwise wavenumber 
has been shown in Fig. 5 for B = 1, B = 1.25, and B = 1.5, when Re = 10, M = 21, 
and kz = 0. It can be noticed that with the increase in B the spatial growth rate for 
P mode decreases significantly. Hence we may conclude that Biot number stabilizes 
the thermocapillary P mode.
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Fig. 5 Evolution of spatial 
growth rate −ki for the P 
mode in (kr , ki) plane  when  
Re = 10, M = 21, and kz = 0 

3.1.4 Influence of Spanwise Wavenumber 

In this section the independent effect of spanwise wavenumber on both S mode and P 
mode instability will be deciphered. In Fig. 6a the spatial growth rates corresponding 
to S mode have been plotted in (kr , ki) plane for kz = 0.1, kz = 0.05, and kz = 0 when 
Re = 1, M = 25, and B = 1. It can be observed that the maximum spatial growth 
rate for S mode reduces with the increase in kz. The onset of stability for the S mode 
also decreases significantly with the increase in kz. Therefore it may be concluded 
that spanwise wavenumber has a stabilizing influence on the S mode instability. It is 
also interesting to note that we have a finite growth rate at kr = 0 at non-zero values 
of spanwise wave number. Now we will discuss the effect of spanwise wavenumber 
on the thermocapillary P mode instability. The spatial growth rates corresponding 
to P mode have been shown in (kr , ki) plane for various values of kz when Re = 
10, M = 20, and B = 1 in Fig.  6b. It can be noticed that the spatial growth rate 
increases significantly with the increment in spanwise wavenumber and hence it can 
be inferred that spanwise wavenumber has a destabilizing influence on the P mode 
instability. It is also interesting to note that the range of kr within which the P mode 
instability occurs, shifts towards lower values of kr significantly. It indicates that 
with the increment of spanwise wavenumber the P mode instability shifts towards 
long wave regime from short wave regime.

3.2 Inviscid Analysis 

According to Squire’s theorem, the two dimensional disturbances get unstable at 
lower values of Reynolds number compared to the three-dimensional ones [2]. Hence,
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Fig. 6 a Evolution of spatial growth rate −ki for the S mode in (kr , ki) plane when Re = 1, and M 
= 25. b Evolution of spatial growth rate −ki for the P mode in (kr , ki) plane  Re  = 10 and M = 20. 
For both the plots B = 1

for performing inviscid stability analysis, we will consider two dimensional distur-
bances only, that is, kz = 0 and kx = k. Now the perturbation velocity is converted to 
perturbation stream function ψ ' as the flow is two-dimensional and it is considered 
to be in normal mode form 

ψ ' = υ̂ exp[ik(x − ct)]. (9) 

Now we will introduce two new parameters W = We/Re and m = Ma/Re which 
will be used equivalently for showing the effect of Weber number and Marangoni 
number. At inviscid limits, we will consider Reynolds number to be large (Re → 
∞) and inclination angle to be small (θ → 0). Therefore, in this limiting case, the 
OS-BVP (2)–(8) will take the following form

(

U − c
)(

D2 − k2
)

υ̂ + 2 υ̂ 
1 + 2β 

= 0, y ∈ [0, 1] (10)

(

U − c
)

τ̂ + Bi 

1 + Bi 
υ̂ = 0, y ∈ [0, 1], (11) 

υ̂ = 0, at y = 0, (12)

(

c − U
)2 
D υ̂ − 2

[

k2
(

W − m 

1 + Bi

)

+ 2 cot θ 
(1 + 2β)Re

]

υ̂ = 0, at y = 0. (13) 

In Eq. (13) the  term  2 cot θ/{(1 + 2β)Re} is not neglected. This is due to the fact 
that although the value of 1/Re is small, the value of cot θ will be large and hence 
the ratio cot θ /Re will have a finite value. The complex wave speed is denoted by c 
= cr + ici in Eqs. (10)–(13) where cr and ci denotes the real and imaginary part of
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c. Now to solve the second-order BVP (10)–(13), we will employ the transformation 
υ̂(y) = (U − c)ϒ(y), which will lead to the following set of BVP 

D
[(

U − c
)2 
Dϒ

]

− (

U − c
)2 
k2 ϒ = 0, (14)

(

U − c
)
[

τ̂ + Bi 

1 + Bi 
ϒ

]

= 0, (15) 

ϒ(0) = 0, (16)

(

U − c
)2 
Dϒ(1) =

[
2 cot θ 

(1 + 2β)Re 
+ k2

(

W − m 

1 + Bi

)]

ϒ(1) (17) 

Note that here the Governing energy equation is not considered here as τ̂ can be 
directly predicted from Eq. (11). In order to solve the set of Eqs. (14)–(17), we will 
multiply it with ϒ∗, the complex conjugate of ϒ . After that Eq. (14) is integrated with 
respect to y when y ∈ [0, 1] and the boundary conditions (16)–(17) are incorporated 
to get the following expression. 

1∫

0

(

U − cr − ici
)2 
P dy =

[

k2
(

W − m 

1 + Bi

)

+ 2 cot θ 
Re(1 + 2β)

]

|ϒ(1)|2 , (18) 

where P = (

k2|ϒ(y)|2 + |Dϒ(y)|2) ≥ 0. Now, to compute the values of cr and ci, 
the real and imaginary parts of Eq. (18) are compared. 

1∫

0

[(

Ū − cr
)2 − c2 i

]

P dy =
[

k2
(

W − m 

1 + Bi

)

+ 
2 cot θ 

Re(1 + 2β)

]

|ϒ(1)|2 , (19) 

ci 

1∫

0

(

U − cr
)

P dy = 0. (20) 

Now for the shear mode to become unstable we should have ci > 0. From Eq.  (20), 
it can clearly be observed that for a non-trivial solution the unstable shear mode will 
not exist if cr > 1. Therefore, for cr < 1, we can have a solution for phase speed of 
unstable shear mode as 

cr = 1 −
[

1 −
∫ 1 
0 (1 − y)2 P dy 

(1 + 2β)
∫ 1 
0 P dy

]

. (21) 

Now from Eqs. (21) and (19) we get the expression for ci as follows
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c2 i = 1 

(1 + 2β)2 

⎡ 

⎣

∫ 1 
0 (1 − y)4 P dy

∫ 1 
0 P dy

−
(∫ 1 

0 (1 − y)2 P dy
∫ 1 
0 P dy

)2 
⎤ 

⎦ 

−
[

k2
(

W − m 

1 + Bi

)

+ 2 cot θ 
Re(1 + 2β)

] |ϒ(1)|2
∫ 1 
0 P dy 

(22) 

From the expression of c2 i , we can clearly observe that with the increase in m the 
temporal growth rate related to shear mode increase. Therefore, we may conclude 
that Marangoni number has a destabilizing effect on the shear mode instability. This 
result is perfectly consistent with the results of Choudhury and Samanta [2]. 

4 Conclusion 

Linear stability analysis of a liquid incompressible film flowing down an inclined 
plane has been performed. The inclined plane is considered to be uniformly heated 
and slippery. The liquid follows the Newton’s law of viscosity. At the free surface or, 
the liquid–air interface the heat transfer is governed by the Newton’s law of cooling. 
To carry out the spatial stability analysis, we have formulated a coupled set of OS-
BVP type equations containing perturbation velocity and temperature. In order to 
estimate the spatial growth rate at arbitrary wave numbers, we have numerically 
solved the coupled set of equations employing Chebyshev collocation technique. 
Marangoni number is found to have a destabilizing influence on both the S and P 
modes. On the contrary, Biot number is found to have dual effect on S mode. At lower 
range (B ≤ 0.75) although Biot number has a destabilizing effect on the S mode, at 
higher range (B ≥ 0.75), it is found to have a stabilizing effect. Biot number exerts 
a stabilizing effect on thermocapillary P mode also. It has been observed that with 
the increase in spanwise wavenumber the spatial growth rate of S mode and P mode 
attenuates and intensifies respectively. We have also analytically solved the OS-BVP 
for the limiting case of inviscid flow where Re → ∞. In inviscid limit, the temporal 
growth rate for shear mode been evaluated which indicates a destabilizing effect of 
Marangoni number on the shear mode. 

Nomenclature 

Ma Marangoni number [–] 
Re Reynolds number [–] 
Bi Biot number [–] 
Pe Peclet number [–] 
We Weber number [–] 
Pr Prandtl number [–]
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k Wavenumber [m−1] 
kx Streamwise wavenumber [m−1] 
kz Spanwise wavenumber [m−1] 
c Wave speed [m s−1] 
ω Angular sped [rad s−1] 
θ Inclination angel [rad] 
σ Surface tension coefficient [N m−1] 
ϕ Perturbation velocity amplitude [m s−1] 
τ Perturbation temperature amplitude [K] 
η Perturbation film thickness [m] 
Ψ ' Perturbation streamfunction [m2 s−1] 
β Dimensionless slip length [–] 
T a Ambient temperature [K] 
Tw Wall temperature [K] 
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Thermal Gradient-Mediated Instability 
in a Bilayer Flow Over a Porous Medium 

Saurabh Dubey, Vinod B. Vanarse, Prathu Raja Parmar, 
Omkar S. Deshmukh, and Dipankar Bandyopadhyay 

Abstract In the current work, we explore the noticeable features of thermal gradient-
triggered instability of a bilayer placed over a porous media. A comprehensive Orr-
Sommerfield (OS) analysis is used to inspect the instability of a bilayer flow narrowed 
between a Darcy-Brinkman porous medium and a rigid plate. The OS equations are 
then numerically solved by implying suitable boundary conditions to get the length 
and time scales of instability aroused in the system. The parametric analysis gives 
the critical conditions at which the system becomes unstable and causes one of the 
layers in the bilayer to rupture, leading to the formation of micro-scale shapes. The 
predicted length scale at which the interface is highly unstable is in good agreement 
with the existing works. Interestingly, the length scale of the instability after film 
ruptures is identical to the most catastrophic wavelength of the system and with the 
available literature. 
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1 Introduction 

Confined bilayer flows of immiscible fluid pairs with one of the heated walls or 
a heat source along the interface are omnipresent in many industrial and natural 
situations [1–4]. The presence of a heating arrangement along one of the confined 
walls or an interface could facilitate the heating in order to transfer the heat to 
the targeted fluid or due to a chemical reaction [5]. This heat arrangement results 
in an interplay between heat transfer and hydrodynamics, along with the reactions 
if the system under consideration is reactive. A few latest studies considered the 
reactive systems, showing that interplay leads to several hydrodynamic instabili-
ties like solutal or thermal Marangoni, Kelvin–Helmholtz, viscous fingering, and 
Rayleigh–Taylor instabilities due to property gradients [6–8]. 

Interestingly, most of the earlier works have not considered the heating parameter 
in their studies [4–6]. In fact, in many industrial and natural systems, the importance 
of hydrodynamic flows generated due to imposed temperature gradients cannot be 
ignored as they walk hand in hand with chemical reactions. A realistic modelling 
approach to understanding such ubiquitous systems is essential with a genuine model. 
For instance, to properly mix in a continuous or batch reactor, the shear force is 
introduced to increase the contact area between the reactants or an axially applied 
pressure in the case of tubular flow reactors [5]. In one of the studies [9], the authors 
imposed the thermal gradient across the confinement, considering the linear depen-
dency of the surface tension with the temperature. In another study [10], the stability 
of stratified Couette flow amid heated plates considering thermocapillary and buoy-
ancy influences has been investigated. But, the parametric analysis was restricted to 
a few. Recently, a theoretical study has considered these gaps and added the heat 
sink-source arrangement alongside the interface [11]. 

An instability arising from the inter-phase thermal gradient between a porous 
medium and a bilayer flow over it is explored here. The present work is moti-
vated by the recent stand-up problems of micro-particle pollution when the polymer 
substances come in contact with hot fluids resting on a platform, a porous medium 
that affects human health in many ways. When heat transfer occurs between two 
identical or different phases, a well-defined demarcating boundary called an inter-
face triggers instability disintegrating the layer or solid substrates. Thus, the present 
investigation aims at understanding the stabilizing and destabilizing forces of the 
system and the interplay between them in order to minimize the system instability. 

2 Problem Formulation 

The origin is recognized at the porous substrate-Polymer thin layer interface at z = 
0, as shown in a schematic of the 2D flow system being studied. The Cartesian coor-
dinate system is adopted, and the unit vectors (ex , ey, ez) focussed lengthwise on the 
coordinate direction (x, y, and z) as presented in Fig. 1. In this problem formulation,
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Fig. 1 Schematic representation of the polymer film and a fluid layer placed over the porous 
medium wherein the top plate is maintained at a higher temperature than the lower plate. The 
images show the computation domain used in the theoretical formulation where the local thickness 
of the polymer film is h(x, t), and the top layer is at a distance β from the porous media of thickness 
(−d) 

used variables for the thin polymer film and hot water layers are designated by the 
subscript ‘i’ (i = 1, 2), and the subscript ‘m’ denotes the porous medium. 

A bilayer flow of Newtonian, incompressible, and immiscible polymer and water 
layer with invariant density ρi and viscosity μi, above a Darcy–Brinkman porous 
media of porosity δ, permeability k, and depth d is assumed. Here are water and 
porous medium (ambient) temperatures, respectively. 

2.1 Governing Equations 

The following scaling scheme is used to reduce the governing equations to their 
dimensionless forms hiring the lower layer thickness (h0) as the length scale and 
(ρ1h2 0/μ1) as the time scale (viscous). The following dimensionless forms are 
adopted, 

(X, Z , Dm, H1) = 1/h0(x, z, d, h1), T = tμ1(ρ1h
2 
0)

−1 , 
(U1, U2, Um) = ρ1h0μ

−1 
1 (u1, u2, um), ρr = ρ2ρ

−1 
1 , μr = μ2μ

−1 
1 , 

B = βh−1 
0 , (Γ1, Γ2) = (ρ1ν

2 
1 )

−1 (γ1h0, γ2h0), Pi = pi h2 0ρ1μ
−2 
1 , 

θi = Ttop − Ti (Ttop − Tlower)−1 

The dimensionless governing equations, precisely continuity, momentum, and the 
thermal equations for both fluid layers and porous medium are given by. 

∇ ·  ui = 0, (1)
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ρi

[ · 
ui +(ui · ∇)ui

]
= −∇  pi + μi∇2 ui + ρig, (2) 

∇ ·  um = 0, (3) 

ρ1 

b 

· 
um = −∇  pm + μe∇2 um − 

μ1 

κ 
um + ρ1g, (4)

(
ρiCspi

)( · 
Ti +ui · ∇Ti

)
= kthi∇2 Ti . (5) 

Overhead dots represent the time derivative, and the subscripts separated by a 
comma from the variable represent partial differentiations concerning the subscripted 
variable. Here, 

∇ =
(

∂ 
∂x 

, 
∂ 
∂z

)
, ui = (u,w). 

Temperature dependence of surface tension (γ ) is used as: 

γ = γ0 − γT (T − T0). (6) 

The appropriate boundary conditions are used to solve the above governing 
equations. 

No-slip and impermeability boundary conditions are implemented at the porous-
solid (z = −d), and liquid–solid (z = β) boundaries are given by, 

um = 0, (7) 

u2 = 0 (8)  

Continuity of velocity enforced as boundary conditions at the porous-liquid 
interface z = 0, 

u1 = um . (9) 

Jump in tangential stress at z = 0, 

μeumz − μ1w1z = 
ξ √
κ 
um . (10) 

Continuity of normal stress, 

−pm + 2μewmz = −p1 + 2μ1w1z . (11)
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At z = h1, the following set of boundary conditions is applied, 

u1 = u2, (12) 

n1 · τ2 · n1 − n1 · τ1 · n1 = γ1(∇ ·  n1), (13) 

t · τ 2 · n = t · τ 1 · n + ∇S γ · t. (14) 

At the location of the Polymer–Hot water interface z = h1, kinematic boundary 
conditions are applied, 

. 
h 
1 
+u1h1,x = w1. (15) 

The boundary conditions imposed to solve the temperature equation are as at 
porous solid interface (z = −d) is  

Tm = Tlower. (16) 

At far within bulk in semi-infinite hot water (z = β) is,  

T2 = Ttop (17) 

At the liquid-porous interface (z = 0) boundaries are, 

T1 = Tm, (18) 

kth1 T1Z = kthm TmZ  . (19) 

2.2 Linear Stability Analysis 

The variables are divided into base state and perturbed state for the general linear 
stability analysis (GLSA). To linearize the governing equations, the following linear 
modes are used, 

U j = U j + U ,
j , W j = W j ,, Pj = P j + P ,

j . (20) 

Here, over-bar quantities represent the base state, and the prime represents the 
perturbed term which is then transformed into the stream function. 

The following normal modes are used to solve the set of governing equations 
and boundary conditions to get the equation’s final form, which is the disturbance’s
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growth rate, and k is the wave number. 

[ψi , P ,
i , H

,
i , θi ](X, Z , T ) = [  ̃ψi (Z ), P̃j (Z ), (1 + H̃i (Z )), θ̃ j (Z )]e(ωt+ikx) . (21) 

The following coupled OS equations for the films and the porous medium are 
obtained by eliminating the pressure term using the perturbed equation of motion 
and continuity equation. 

(D2 − k2 )2 ψ̃1 = ik[(U 1 − C)(D2 − k2 ) − D2 U 1] ψ̃1, (22) 

νr (D
2 − k2 )2 ψ̃2 = ik[(U 2 − C)(D2 − k2 ) − D2 U 2] ψ̃1, (23) 

(D2 − k2 )2 ψ̃m =
(

δ 
Da 

− ikC
)

(D2 − k2 ) ψ̃m . (24) 

Similarly, all other boundary conditions are perturbed using the normal mode, and 
for solving the above ODEs, including equations and boundary conditions, we need to 
transform them into desired domain by using the mapping technique. For this purpose, 
the computational domain under consideration is mapped into a space (−1, 1) with 
the help of the proper transformations. These transformations then extended in terms 
of Chebyshev polynomials Tn (Z). For N Chebyshev polynomials, we obtained the 
eigenvalues using the (6N) × (6N) matrix consistent with three fourth-order ODEs 
and three second-order ODEs along with the eighteen boundary conditions. To check 
the correctness, the eigenvalues are also corroborated by solving equations using the 
spectral collocation method with improved precision, as proposed by Weideman and 
Reddy [12]. We also checked the eigenvalues obtained in the limit from the present 
work and compared them with the eigenvalues reported by Tilley, Davis and Bankoff 
[13] for the plane Poiseuille flow (PPF). 

3 Results and Discussion 

3.1 Validation 

The accuracy of the present theoretical formulation is validated alongside the avail-
able configuration in the literature. Figure 2 shows the flow rate (Q) functionality 
with the critical wave number (k) obtained using the spectral collocation method. 
The plot approves that the present theoretical formulation agrees with the existing 
work of Tilley et al. [13] in the asymptotic limit, showing the reliability of the present 
formulation for the bilayer placed over the porous media in the limit when porous 
media influences are neglected. A former theoretical investigation [14] proposed 
that a bilayer PPF where density is the same in both layers is unstable either due to
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the finite-wave-number shear mode or the long-wave interfacial mode at different 
viscosity ratio values when compared with the thickness ratio value. The results 
highlighted in the present work show the significance of the below porous medium 
or the top plate maintained at a high temperature. We used higher to lesser tempera-
tures and viscosity ratio values to check the system’s stability. To expose the striking 
features, we used the approximate parameter space shown in Table 1. 

Fig. 2 Neutral stability plot 
showing the flow rate 
variation (Q) with the critical 
wave number (k). The 
symbols (*) are obtained 
from the results of the 
spectral collocation 
technique for the present 
formulation, whereas the 
solid colour line is 
reproduced from Tilley et al. 
[13] work in an asymptotic 
limit. Here, the parametric 
values for b = 0.01 and Dm 
= 0.01 are used to validate 
the present work 

Table 1 Typical parameters 
used for the calculations Variables Values 

μr 0.8 

ρr 1.11 

α 0 

b 0.001 

χ 0 

Dm 1 

Da 0.0001 

k1 0.150 

K2 0.598 

Km 0.05 

Csp1 126.5 

Csp2 4184 

Cspm 200 

M 22.5 

Q 0.0001
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Fig. 3 Dispersion curves 
plotted for an incremental 
temperature series wherein 
the system leads to increased 
instability. The parametric 
space used for the plots is 
given in Table 1

Figure 3 shows the effect of the top plate’s temperature variation on the system’s 
stability when the porous medium is maintained at ambient conditions. The bilayer is 
remarkably sensitive to temperature variations at the top plate showing the thermally 
unstable behaviour of the system. This unstable system behaviour due to increased top 
plate temperature is attributed to Kelvin–Helmholtz coupled with thermal Marangoni 
effects arising from a temperature gradient. The dispersion curve shown in Fig. 3 is the 
variation of the growth coefficient (ω) with wavenumber (k) at different temperatures. 
Solid colour lines of the curves show the increasing temperature values resulting in 
the increase in the growth rate of instability of the system. The dominant wave-
length λmax represents the length scale of the system instability. Figure 4 depicts the 
dependence of the system length scale on the viscosity ratio. As μr it increases, that 
shows an increase in the length scale, indicating that increased viscous resistances 
try to minimize the destabilizing influences in the system by reducing the speed of 
propagating unstable waves. 

The instability is certainly long-wavelength, as seen in the plot from the trend 
followed by the wave number (k). As previously mentioned, the upper plate temper-
ature controls the thermal factor’s impact on the instability. In fact, not an individual 
temperature of the top plate or the porous medium at ambient conditions spikes 
the instability, but the difference between them drives the system towards unstable 
mode. The changes in top plate temperature mainly cause variations in the system’s 
thermal gradient, which is one of the highlighted parameters playing a crucial role in 
the system stabilization (destabilization) at lower (higher) values of the upper layer. 

This slowed down waves, then die out over the period of time before they progress, 
further instigating in minimization of a span of larger wave numbers. In other 
words, the destabilizing forces need to overcome the additional resistance offered by 
increased μr leads to larger time and length scales of instability.
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Fig. 4 The variation of 
dominant wavelength (λmax) 
with viscosity ratio (μr). The 
necessary parameters used 
for the plot are given in 
Table 1

4 Conclusions 

In this chapter, we have presented that the manifestation of the thermal gradient can 
cause the destabilization in the bilayer flow placed over a porous medium via thermal 
Marangoni effects as long as a thermal gradient is maintained across the layers. An 
obligatory condition for thermal Marangoni instability to take place is the thermal 
gradient in the base state. For the implemented GLSA scheme, we figure out the 
critical parameters at which the system is most unstable, leading to the film rupture. 
The obtained length scale of instability for the present work is well matching with 
the available literature. 

In the context of thermal Marangoni instability in a bilayer fluid system, the 
interface can be stabilized or destabilized depending on the thermal gradient values, 
disturbing the linear instability mode’s nature. This investigation indicates that the 
thermal Marangoni instability in the case of fluid/s placed over the porous media can 
play a crucial role in applications such as environmental reformation and healthcare 
uses [15]. 

Acknowledgements We are grateful for the support from the Department of Chemical Engineering 
and Centre for Nanotechnology, IIT Guwahati. V.B.V. and S.D. thank Dr. Siddharth Thakur for their 
insightful suggestions. S. D. and V.B.V. are grateful to MHRD, the Government of India, for financial 
support. 

Nomenclature 

μr Viscosity ratio 
ρr Density ratio 
kth Thermal conductivity
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ψ Stream function 
ξ Stress jump coefficient 
γ Surface tension 
b Porosity 
κ Permeability 
ω Growth coefficient 
k Wavenumber 
ωm Maximum growth coefficient 
Pr Prandtl number for polymer film 
Preff Prandtl number for porous layer 
Da Darcy number 
λr Thermal conductivity ratio top to bottom layer 
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Compound Matrix Method for Linear 
Stability Analysis of Flow Over a Flat 
Plate 

Rituparn Somvanshi, Neha Chaturvedi, and Swagata Bhaumik 

Abstract Flow transition from laminar to turbulent regime is marked by instability 
characteristics of the former. The question of transition evolves into how stable the 
incoming flow is. Linear stability analysis takes in nonlinear governing equations and 
converts them into the corresponding perturbation equation, that can be studied for 
solutions seeking the most (un)stable modes and study their propagation. This study 
uses the Compound Matrix Method (CMM) for solving stability of compressible 
boundary layer flows. The problem involves flow of air over an adiabatic flat plate. 
This boundary conditions can be found in surfaces exposed to high-speed flows, 
such as outer walls of aircraft and spacecrafts. The solution to the problem comes in 
the form of determining stable and unstable pairs of (Re, ω, αi ), with αi = 0 being 
the neutral curve. The initial and boundary conditions appropriate to the problem 
are converted appropriately. The use of free stream boundary conditions helps to 
simplify the system of 6 equations by retaining only 3 decaying modes in the free 
stream. The region on Re − ω with αi > 0 depicts the stable region and αi < 0 
depicts unstable. The spatial stability analysis for adiabatic flow over a flat plate 
at two Mach numbers using CMM to give the critical Reynolds number as 523.7 
and 567.7 for M = 0.1, 0.6, and results are compared against the incompressible 
Orr-Sommerfeld equation (OSE). 

Keywords Neutral curves · Orr-Sommerfeld equation · Adiabatic boundary layer 
flow · Compound matrix method 

1 Introduction 

Physical problems involve fluid flow; either in conjunction with an external geometry, 
or those involving mixtures of fluids, or both. Fluid flow is governed by a multitude 
of factors such as convection, diffusion, and body forces. Physically, flow is subject 
to a wide range of fluctuations that creep in from external sources. Also known as
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perturbations, these effects are important in determining the stability characteristics 
of the downstream flow. The first experimental confirmation came in the form of 
the vibrating ribbon problem [1, 2]. When considering flow over bluff bodies, the 
transition point becomes important because the stability characteristics here will 
determine if the downstream flow remains laminar or turbulent [3]. Some practical 
problems in this domain include transition prediction for flow over airfoil, heating 
and cooling off turbine blades, laminar jet flows for gas combustion in IC engines 
etc. [4]. 

The process of transition in a boundary layer starts off with a stable flow from the 
leading edge, followed by unstable laminar flow in two dimensions and subsequently 
three dimensions. The formation of vortices and eddies is observed at this stage [5]. 
These are the first instances of fluctuations, known as Tollmien-Schlichting waves 
that decay back to a laminar flow convert further into turbulence with large vortices 
[6]. 

Among other theories [7–10], linear stability analysis (LSA) is the entry point 
towards understanding the stability characteristics of the flow. The approach assumes 
that every variable consists of a mean and a fluctuating value. The normal component 
to the wall is the dependent variable, and the fluctuating component is then broken 
down into a Fourier series, which consists of all the modes of vibration that the 
fluctuating variable consists of. These steps convert the governing partial differential 
equation into the fluctuation equations that will now be studied for stability analysis. 
Depending on the problem requirements, it is usually desired that the fluctuations 
decay, as disturbances should be very small, when considering locations far away 
from the boundary. In the larger context, it is relevant to know the primary conditions 
that lead to a stable or unstable flow. 

There are several approaches developed to perform linear stability analysis [11]. 
Local and global eigenvalue methods have been developed and are being used for the 
last few decades [12]. The idea here is to convert the governing equations into a system 
of linear equations that will be posed as an eigenvalue problem and the eigenvalues 
determine the critical values at which flow characteristics depend. Further, stability 
characteristics can be studied in terms of spatially or temporally varying disturbances. 
They have also been combined into a spatio-temporal framework for a collective 
analysis of both. The CMM is used for Eigenvalue analysis of stiff ODEs/PDEs. A 
matrix whose elements are essentially minors of another matrix is a compound matrix 
[4, 13]. This type of matrix is related to exterior algebras and a compound matrix 
of minors is also known as the pth exterior product [14]. The advantage offered 
here is that this approach is capable of dealing with stiff systems of ODEs/PDEs. A 
compound matrix is a matrix of minors of a given matrix. They are also known as 
pth exterior power of a matrix. They possess interesting properties that allow them 
to help express problems as determinantal assignment problems and provide easy 
route to solving complex singular value decompositions. 

In this chapter, we present the methodology to obtain the neutral curves for the flow 
over a flat plate problem, under adiabatic boundary conditions at a subsonic Mach 
number. In Sect. 2, LSA is performed over the Navier–Stokes equations, leading to 
a system of fluctuation equations. The problem statement is described in Sect. 3,
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along with its similarity solution in Sect. 4. Thereafter, the compound matrix for the 
system is derived in Sect. 5. The neutral curves are plotted for M = 0.1 in Sect. 6, 
along with concluding remarks. 

2 Linear Stability Analysis 

The continuity, momentum, and energy equations for compressible flow, in vector 
form are given below: 

∂ρ 
∂t 

+ ∇  ·  ρu = 0 (1)  

∂ρu 

∂t 
+ u · ∇(ρu) = ∇  ·  σ + ρ f (2) 

∂ Et 

∂t 
+ ∇  ·  (Etu) = ∇  ·  σ u − ∇  ·  q (3) 

Here, u refers to the velocity field inside the domain, ρ is the fluid density, σ is 
the stress tensor, accounting for normal and shear stresses over a fluid element, and 
q is the total heat energy in the element. 

The equations above are non-dimensionalized with respect to certain scaled factors 
ρ∗, u∗, L∗. The following substitutions are made: 

x̃ = 
x 

L∗ , t̃ =
t 

L∗/u∗ , ρ̃ = 
ρ 
ρ∗ , ũ = 

u 

u∗ , p̃ =
p 

ρ∗u∗2 , (4) 

At this stage, certain assumptions are incorporated into the flow for simplification, 
following similar methodology from [15]. 

Flow is considered two dimensional (z-components are ignored). 

• The mean flow is taken to be in x-direction only, and only fluctuating components 
are taken to vary in y-direction. 

• Terms containing products of fluctuations
(
φ̂1 φ̂2

)
are infinitesimally small, and 

hence ignored 
• Body forces are ignored 

The first step of LSA requires that each variable (φ) be split into its mean
(
φ
)

and fluctuating component
(
φ̂
)
. 

φ = φ + φ̂ (5)
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Subsequently, the fluctuation terms are substituted with their Fourier mode decom-
position [16], φ̂ = φ,ei (αx+βz−ωt). Here, α, ω are the wavenumber and frequency 
respectively. For 2D flows, we consider β = 0. Note that α and ω are complex 
quantities. The resulting system of equations is given. 

i
(
αU − ω

)
ρ , + v, ∂ρ 

∂y 
+ ρ

(
i αu, + 

∂v,

∂ y

)
= 0 (6)  

ρi
(
αU − ω

)
v, + 1 

γ M2 

dp,

dy 

= +  
1 

Re

[
μ,

(
2 
d2 v,

dy2 
− α2 v, + i α 

du,

dy

)
+ λ

(
d2 v,

dy2 
+ i α 

du,

dy

)]

+ 
1 

Re

[
2c1 

dv,

dy 
+ D1

(
dv,

dy 
+ iαu,

)
+ i αc3T ,

]
(7) 

ρcpre  f  i
(
αU − ω

)
T , − 

γ − 1 
γ 

i
(
αU − ω

)
p, +

(
ρcpre  f  v

, dT 
dy

)

= 
1 

Re

[
(γ − 1)M2

(
c5T

, + 2μ 
dU 

dy 

du,

dy 
+ 2i αv,μ 

dU 

dy

)]

+ 
1 

Re 

1 

Pr

[
c6T

, + 2c10 + 
dT ,

dy 
+ κ 

d2 T ,

dy2 
− κα2 T ,

]
(8) 

ρcpref i
(
αU − ω

)
T , − 

γ − 1 
γ 

i
(
αU − ω

)
p, +

(
ρcpre  f  v

, dT 
dy

)

= 
1 

Re

[
(γ − 1)M2

(
c5T

, + 2μ 
dU 

dy 

du,

dy 
+ 2i αv,μ 

dU 

dy

)]

+ 
1 

Re 

1 

Pr

[
c6T

, + 2c10 + 
dT ,

dy 
+ κ 

d2 T ,

dy2 
− κα2 T ,

]
(9) 

The constants mentioned in the above equations are: 

c1 = 
dμ 
dT 

dT 

dy 
(10) 

c2 = 
d2 μ 
dT 2 

dT 

dy 

dU 

dy 
+ 

dμ 
dT 

d2 U 

dy2 
(11) 

c3 = 
dμ 
dT 

dU 

dy 
(12) 

c4 = 
dμ 
dT 

dT 

dy 

dU 

dy 
+ μ 

d2 U 

dy2 
(13)
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c5 = 
dμ 
dT

(
dU 

dy

)2 

(14) 

c6 = 
d2 κ 
dT 2

(
dT 

dy

)2 

+ 
dκ 
dT 

d2 T 

dy2 
(15) 

c7 = 
dκ 
dT 

dT 

dy 
(16) 

d1 = 
dλ 
dT 

dT 

dy 
(17) 

Equations (6)–(9) are the perturbation equations of the governing equations (1)– 
(3). These can now be converted in to a matrix form by making the substitutions: 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

X1 

X2 

X3 

X4 

X5 

X6 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

αu,

αuy ,
v,

p,/γ M2 

T ,

Ty ,

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

(18) 

resulting system of equations in matrix form: 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

X1,
X2,
X3,
X4,
X5,
X6,

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

= 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

0 1 0 0 0 0  
A21 A22 A23 A24 A25 A26 

A31 0 A33 A34 A35 0 
A41 A42 A43 A44 A45 A46 

0 0 0 0 0 1  
0 A62 A63 A64 A65 A66 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

⎡ 

⎢⎢⎢⎢⎢⎢⎢⎣ 

X1 

X2 

X3 

X4 

X5 

X6 

⎤ 

⎥⎥⎥⎥⎥⎥⎥⎦ 

(19) 

with the coefficients given in the Appendix. 

A. Spatial analysis 

A spatial analysis entails that the wavenumber components (α, β) are taken complex, 
and frequency (ω) is real. Thus, we have α = αr + i αi and ω = ωr . The Fourier 
mode decomposition can now be written as, 

φ̂ = φ,ei((αr+i αi )x−ωt) = φ,e−αi x e(iαr x−ωt) (20) 

The above expression gives the spatial amplification rate as −αi , and the stability 
of the flow depends on how this factor grows (unstable) or decays (stable).

i < 0: unstable wave 
i = 0: critically stable wave
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Fig. 1 Boundary layer flow over a flat plate 

i > 0: stable wave.

Hence, for a spatial analysis problem, the stability of flow depends on the sign of 
αi for a given value of Re, ω  and Mach number M . The plot for the same at αi = 0 
is known as the neutral curve, and shall be presented at the end of the analysis. 

3 Problem Formulation 

The flow of interest is the adiabatic compressible boundary layer flow over a flat 
plate. The fluid domain is rectangular, and mean flow is considered to be in the 
positive x-direction. The domain is divided into rectangular grids and the inlet is 
taken at the left end. The problem is interpreted in the form of similarity variables 
(Anderson), and solutions are calculated therewith. Figure 1 shows a schematic of the 
problem. Thereafter, the compound matrix of the system and its minors are obtained, 
and solved using RK4. 

4 Similarity Profiles 

The similarity solution is obtained by coordinate transformation, converting primary 
variables into transformed independent variables: f0 = u/ue, g = h0/(h0)e. The  
system of Eqs. (1)–(3) is transformed as

(
ρu 

ρeue 
f ,,

)
, +  f f ,, = 0 (21)

(
ρu 

ρeue 

1 

Pr 
g,

)
, +  f g, + 

u2 e 
(h0)e

[(
1 − 

1 

Pr

)
ρu 

ρeue 
f , f ,,

]
, =  0 (22)



Compound Matrix Method for Linear Stability Analysis of Flow Over … 171

Fig. 2 Similarity profiles for subsonic Mach numbers 

with the boundary conditions f = f , = 0, g, = 0 at η = 0 and f , = 1 at η → ∞. 
The terms ue, ρe, μe refer to velocity, density and viscosity at the boundary layer 
edge respectively. The prime quantities here denote differentiation with respect to 
η, and hence, the velocity profiles plotted are same at any point perpendicular to the 
wall. 

Setting up the simulation requires defining a system of 5 equations of the form 
[X ], = A[X ], where [X ] = [

f, f ,, α  f ,,, g, αg,]T . The system requires 5 boundary 
conditions, out of which 3 are known, and 2 are guessed [17]. This is the shooting 
method where α f ,,(0), g(0) are guessed such that f ,(∞) → 1, g(∞) → 1. 

Figure 2 shows the profiles for subsonic Mach numbers of M = 0.1, 0.4, 0.6. 

5 Compound Matrix Method 

The system of equations described in Eq. (19) is a sixth order ODE, converted to 
a system of 6, first order equations. We now create a compound matrix for the 
equations, using the methodology described below. The objective is to come up with 
the compound matrix, its minors, and a system of equations with their derivatives 
(of the minors). For the problem described in Fig. 1, the boundary conditions for the 
system at the plate are adiabatic: 

X1(0) = X2(0) = X3(0) = X4(0) = X6(0) = 0 
X5(0) = Tw (23)
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At the free stream, the variables reach their mean values, and derivatives decay to 
zero: 

X1(∞) = X3(∞) = X5(∞) = 1 
X2(∞) = X4(∞) = X6(∞) = 0 (24)  

Using the polynomial representation as the general solution of the system, we 
express X = Σ6 

i=1 ai, j Xi, j . Index i represents the 6 equations, and j = 1, 3, 5 
denotes the three prominent modes. 

Xi =
Σ

j=1,3,5 

ai, j Xi, j (25) 

Xi , =
Σ

j=1,3,5 

Ai j  Xi j (26) 

Ai, j is the compound matrix, of size (6, 3). It has.6C3 = 20 minors. They shall 
be indexed as i, j, k denoting all possible combinations. For instance, the minor for 
indices 1, 2, 3 would be 

Y1,2,3 =
||||||
A1,1 A1,3 A1,5 

A2,1 A2,3 A2,5 

A3,1 A3,3 A3,5

||||||
(27) 

And ultimately we obtain Y , = [B]Y , which is solved using RK4. The matrix 
[B] is a function of B(α, ω, Re, M) and nontrivial solutions exist only for certain 
combinations of these parameters. This turns the exercise into an eigenvalue problem 
D̂(α, ω, Re, M) = 0. 

A circular approach is taken to solve the system. We first choose Re, ω, and 
find pairs of

(
α∗
r , α

∗ 
i

)
such that X1(0) = 0. These pairs are the eigenvalues of the 

system, and only one of them will be the most stable. Once we have a pair of values 
(α∗, ω,  Re, M), we now sweep across pairs of Re, ω  and calculate αr , αi for every 
such pair. Finally, the curve tracing αi = 0 is the neutral curve for the given Mach 
number M . 

6 Results 

The compressible boundary layer flow over an adiabatic flat plate is set up in 2D using 
CMM, and run for M = 0.1, 0.6. The results are compared against the incompressible 
OSE.
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Grid Search Technique: The first step is to perform the grid search, for selected 
values of Re, ω  , looping over ranges defined for αr , αi . The simulation also requires 
guess values of α f ,,(0), g(0) as described in Sect. 4. The Table 1 lists the values 
taken in this simulation. The contours in Fig. 3 plot for Re(y1(0)), Im(y1(0)), and 
the crossings depict the various modes in the system. The point labelled Mode-1, 
marked at (0.28, −0.007) among others that are marked similarly. Out of these, 
only one is the dominant mode and rest are spurious. This is ascertained by refining 
(αr , αi ) more. 

Polishing: The modes obtained above need to be refined to higher accuracy. It is 
known that the grid search modes are accurate to an order of magnitude 10−2−10−1. 
This needs to be brought down to 10−7−10−5. Table 2 shows the modes and their 
respective polished values.

Neutral curve: Once the polished values are established, we get a true set of values 
for Re, ω, α∗

r , α
∗ 
i . Understanding that the same procedure (grid searching, polishing) 

can be repeated for other points in proximity to Re, ω, we can sweep throughout the 
Re−ω plane, and obtain the curve for which α∗ 

i = 0. This is the neutral curve for 
the given Mach number and the adiabatic flat plate problem.

Table 1 Grid search parameters for M = 0.1 
Re ω αr αi f ,,(0) g(0) 
1000 0.01 [0, 0.4] [−0.05, 0.05] 0.33 1 

Fig. 3 Contours of y1r (0) = 0, y1i (0) = 0 for M = 0.1, Re = 1000, ω  = 0.1 in (αr , αi ) plane 
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Table 2 Polished values for modes obtained from grid search technique M = 0.1, Re = 103, ω  = 
0.1 

Eigenvalues from Grid search Polished eigenvalues 

αr αr α∗
r α∗

r 

0.1020 0.0146 0.1386 0.111 

0.1022 0.0272 0.137 0.1077 

0.1023 0.0087 0.133 0.1092 

0.1023 0.0037 – – 

Mode 1 0.2801 −0.0071 0.279 −0.6868E − 02

7 Conclusions 

This study explores the problem of 2-dimensional boundary layer flow over a 
flat plate, with adiabatic boundary conditions, and illustrates the validity of the 
Compound Matrix Method for the same (Fig. 1). 

The system of 3 governing equations is converted into 20 Compound matrix 
equations. Neutral curves are plotted for M = 0.1, 0.6, and the incompressible OSE 
for validation. The critical Reynolds number is found to be Recr = 523.7, 567.7 for 
M = 0.1, 0.6 respectively. 

A neutral curve can be divided into two parts (upper and lower section), separated 
by the Recr point. The curves.

Fig. 4 Neutral curves for M = 0.1 (black), M = 0.6 (red) compared with incompressible (blue) 
OSE 
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• M = 0.1 versus M = 0 (OSE): the curves are obtained from different sets of 
equations. The lower section coincides for both, whereas for the upper section, 
OSE envelopes M = 0.1. The deviation is a result of changes in Re and ω, that 
become significant for large values. 

• M = 0.1 versus M = 0.6: the effects of compressibility start to get more 
pronounced with increasing Mach numbers. The flow is getting faster, and the 
onset of transition and turbulence are successively delayed. This leads to a slight 
increase in Recr, and the curve shifts to the right. Also, the area of unstable region 
is smaller for M = 0.6, and this trend shall continue for further subsonic Mach 
numbers. 

To sum up, this paper provides an outline of CMM and its applicability to simu-
lating compressible linear stability problems. The end result is in the form of neutral 
curves (Fig. 4) that distinguish a astable and unstable zone for each M . The area of 
this curve, and Recr are two important properties that determine the nature of flow 
and its stability characteristics. Further studies are required to explore the relation 
between M and Recr as well as the exact nature of shape of the curve. 

Appendix 

Coefficients of Eq. (19) 

A21 = 
α2μ 
Re 

+ iρ Q (28) 

A22 = 
−c1 
Re 

(29) 

A23 = αρU y − 
i α2c1 
Re 

+ 
i α2

(
μ + λ

)

ρRe 
ρ 
y 

(30) 

A24 = iα2 − 
α2γ QM2 

ρT

(
μ + λ 
Re

)
(31) 

A25 = 
α2 Q 

T

(
μ + λ 
Re

)
− 

αc2 
Re 

(32) 

A26 = −  
αc3 
Re 

(33) 

A31 = −i (34) 

A33 = −  
1 

ρ 
ρ 
y 

(35)
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A34 = − i Qγ M2 

ρT 
(36) 

A35 = 
i Q  

T 
(37) 

A41 = 
1 

ρ 
2μ + λ 
Re 

ρy − 
2ic1 
Re 

(38) 

A42 = −i 
μ 
Re 

(39) 

A43 = 
2μ + λ 
Re

((
ρy 

ρ

)2 

−
(

ρy 

ρ

)

y

)
− 

2c1 + d1 
Re

(
ρy 

ρ

)
− 

α2μ 
Re 

− iρ Q (40) 

A44 = γ M2

[
2μ + λ 
Re

(
i Q  

ρ2 

ρy 

T 
+ 

i Q(ρT )y 
(ρT )2 

− 
i αUy 

ρT

)]
− γ M2

[
2c1 + d1 

Re 

i Q  

ρT

]

(41) 

A45 =
[
2μ + λ 
Re

(
i α 
T 
Uy − 

i Q  

T 2 
T y − 

i Q  

ρT 
ρ 
y

)]
+

[
2c1 + d1 

Re 

i Q  

T 
+ 

iαC3 

Re

]
(42) 

A46 = 
2μ + λ 
Re 

i Q  

T 
(43) 

A62 = 
−(γ − 1)M2μ 

Re 

2 

α 
U y (44) 

A63 = ρcpeff T y − 2i (γ − 1) 
μ 
Re 

U y M
2 (45) 

A64 = −(γ − 1)M2 i Q (46) 

A65 = ρcpeff i Q  + 
κα2 − c6 
Re Pr

− 
(γ − 1)M2c5 

Re 
(47) 

A66 = −  
2c7 
Re Pr 

(48) 
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Wavy Dynamics of Confined and Inclined 
Falling Liquid Films 

Saurabh Dhopeshwar, Ujjwal Chetan, Toshan Lal Sahu, Prabir Kumar Kar, 
Suman Chakraborty, and Rajaram Lakkaraju 

Abstract We present direct numerical simulations of thin viscous films falling in 
inclined channel of constant relative confinement, η = 2. The two films with the 
same Kapitza number, Ka = 509.5, flow in a passive and quiescent atmosphere of 
air, in presence of gravity, with a suitable monochromatic perturbation, applied at the 
liquid-velocity inlets. The study is made for different values of liquid flow Reynolds 
number, Re as a control parameter defined in terms of Nusselt flat film solution. Any 
orientation of films other than vertical leads to symmetry breaking causing the waves 
to grow differently on both interfaces. Variations of film flow characteristics such as 
wave amplitude (h), streamwise velocity (u), and minimum occlusion distance (dmin) 
are examined with Re for both films. The oscillatory behavior of films ranging from 
progressive periodic to solitary waves with flow reversals is observed for different 
values of Re. These flow variations are subjected to suppression when the films 
undergo strong confinement. Suitable scaling law is reported for dmin as a function 
of Re for two different values of channel inclination. 

Keywords Reynolds number · Kapitza number · Solitary wave · Hydrodynamic 
and Rayleigh–Taylor instability 

1 Introduction 

Liquid film flow in narrow channels has numerous industrial applications. For 
example, transport operations in microelectronic equipment [1] and distilled columns 
in structural packing [2] employ liquid films to perform desired functions. In these
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applications, the wavy interaction between phases becomes important as it governs 
the efficiency of the concerned technological operation. Films over solid and inclined 
surfaces undergo an interfacial instability often referred to as hydrodynamic or 
Kapitza instability [3]. The waves on the liquid–air interface evolve either natu-
rally, or “forced” via the imposition of inlet frequency forcing, which ensures that 
waves are of constant amplitude on the films within a finite length of the domain 
[4]. When excited at low frequencies, films exhibit solitary waves, which are large 
amplitude humps with long tails and steep fronts, along with front running capillary 
ripples at the interface [5]. The fluctuation of velocity underneath the wave trough 
and capillary wave region was observed to have much higher values as compared 
to the other flow regions, due to the large interfacial curvature there [6]. Backflow 
phenomena or flow reversals in the capillary region due to its short wavelength and 
curvature are reported for laminar falling liquid films [7, 8]. These reversals are prone 
to occur due to adverse pressure gradients acting in opposite direction to streamwise 
gravity. The variations in solitary wave characteristics on inertia-dominated falling 
films were studied for Reynolds number, plate inclination angle, and other control 
parameters, and suitable scaling laws were proposed [9]. Films flowing underneath 
the solid surfaces are also subjected to Rayleigh–Taylor instability apart from the 
hydrodynamic one [10]. Similar to films flowing over surfaces, these films also show 
the dependence of wave characteristics on Reynolds number and inclination angle. 

Wavy films may experience flooding in the form of wave coalescence or occlusion 
when three fluid systems flow in a confined environment such as a channel or tube. The 
trigger of wave occlusion was observed to have a strong dependence on higher values 
of both Reynolds number and inclination angle [11, 12]. The occlusion scenarios were 
numerically examined by Dietze et al. [13] in terms of minimum occlusion distance 
variation with gravity, inertia, and surface tension coefficients. The occlusion was 
found to get delayed with gravity but precipitated with an increase in inertia and 
surface tension. 

The occlusion scenarios in wavy films flowing in a three-layer system lead to plug 
formation (or slug flow) that causes enormous stress on the solid walls as well as 
drastically affects the performance of the desired industrial application [14]. To the 
best of our knowledge, less attention has been focused on film flows in such geome-
tries. Moreover, a similar study with inclined films motivates us to investigate and 
compare the wave evolution on films on each channel wall for different orientations 
and identify the critical parameter(s) that ultimately leads to occlusion scenarios. As 
far as wave evolution and propagation are concerned, the channel orientation leads to 
the growth of waves differently on both interfaces. Consequently, it will also affect 
the flow structures and momentum transport between different fluid phases. In the 
present work, we study the variation of wave characteristics on two films with time 
at different Reynolds numbers, such that the channel is oriented at a specific angle. 
Consequently, we also compare the occlusion distance variation with Re to that of 
vertically oriented films and deduce a suitable scaling law.
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2 Methodology 

The solver, interFoam based on FVM framework from OpenFOAM 7.0 toolbox [15, 
16] is used to study the present work. It utilizes the volume of fluid (VOF) method 
[17] particularly to solve multiphase problems of isothermal, incompressible, and 
immiscible fluids. 

2.1 Physical System and Governing Equations 

We consider a laminar flow system of two viscous liquid films in a quiescent atmo-
sphere of air and confined between two planar walls of an inclined channel (see 
Fig. 1). The two films flow under gravity as shown in the figure. The fluid system 
is initially assumed to have well defined flat liquid–gas interfaces such that by 
Nusselt’s theory, film thickness and fully developed stream-wise velocity is given by 
hN =

(
3ν2 

l Re/g sin θ
)1/3 

and uN = g sin θh2 N/3νl respectively, where νl = μl/ρl is 
the kinematic viscosity of the liquid films. The two walls of the channel are separated 
from each other by a constant confinement ratio, η = H/2hN = 2 so that H = 4hN. 
The length, L of the walls is also considered as a function of film thickness, equal to 
500hN. Such a choice of variable length was found to be sufficient to accommodate 
the fully developed waves [6]. The Reynolds number for the liquid film is defined as 
Re = uNhN/νl, which compares flow inertia to the viscous effects. The two films are 
considered to be of the same Kapitza number, Ka = 509.5. The  x and y coordinate 
axes are aligned as shown in the figure such that the channel is symmetrical about 
the x-axis. The left, right, and top walls of the channel are subjected to no slip and no 
flux conditions. The two liquid films enter the domain each through an inlet section 
which is taken the same as the corresponding value of hN. The inlet velocity of the 

liquid film is considered as uin = 6uN
[(

Y 
hN

)
−

(
Y 
hN

)2
]
.[1 + ε sin(2π f t)]. where 

Y = ±(H/2 − y) such that the variation in y is valid only in the liquid regions; 
the positive sign stands for the right film while the negative sign for the left film. 
The above form of scaled parabolic inlet velocity is coupled with a monochromatic 
perturbation with amplitude and frequency as ε = 0.05 and f = 15 Hz respectively 
[18].

The fluid flow in the present system is described by Navier–Stokes equations 
through the VOF method which is based on solving a single set of conservation 
equations of continuity and momentum for a hypothetical fluid of density ρ and 
dynamic viscosity μ. These properties of the fluid are calculated as the weighted 
average of the corresponding properties of individual fluids: ρ = αρl + (1 − α)ρg 

and μ = αμl + (1 − α)μg. The quantity α corresponds to the volume fraction of the 
reference fluid. Subscripts l and g stand for the liquid and gas phases respectively. 
The relevant continuity and momentum equations are:
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Fig. 1 Schematic diagram of wavy falling films in an inclined channel

∇.{u = 0 (1)  

ρ 
D({u) 
Dt 

= −∇  p + μ∇.(∇{u + (∇{u)T ) + ρ {g + {Fs (2) 

where {u is the velocity, p is the pressure and −→Fs represents additional forces due 
to interfacial surface tension which is distributed over a thin interfacial layer. The 
continuum surface force (CSF) has been employed to model surface tension [19]. 
With the introduction of weighted average α, the interface between the phases is 
tracked by solving an additional advection equation 3 of scalar α. 

∂α 
∂t 

+ ∇.({uα) = 0 (3)  

α = 0.5 is used for the representation of the liquid–gas interface. In all our simulations, 
an adaptive time step was used such that the maximum Courant number did not exceed 
the value of 0.3.
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Fig. 2 Validation: 
Comparison of time variation 
of dimensional liquid film (in 
mm) at location x = 120 mm 
from inlet for simulated 
vertical falling film with Ka 
= 509.5, Re = 15, f = 16 Hz 

2.2 Validation 

To assure the validity of the methodology, validation is carried out for the non-linear 
wave evolution on falling liquid films over plane surfaces (see Fig. 2) with the same 
flow conditions and transport properties as reported by Dietze et al. [18]. The plots 
in the figure show good agreement for film height. 

3 Results and Discussion 

Falling films over flat surfaces are subjected to hydrodynamic instabilities in which 
the streamwise component of gravity, g sin θ assists the waves to grow at the liquid– 
air interface. The cross-stream component, g cos θ acts normal and towards the 
surface resisting wave growth [3]. On the other hand, films flowing underneath the 
flat surfaces (hanging films) are subjected to Rayleigh–Taylor instabilities along with 
the hydrodynamic one [10]. In these cases, g cos θ also acts normally but away from 
the planar surface, thus assisting the wave growth along with that of g sin θ . 

Figure 3 depicts the time variation of liquid film’s heights on both walls at 
x/L = 0.75 and θ = 60◦. The heights are normalized with their respective Nusselt 
thicknesses, hN. For  Re = 5 (see Fig. 3a), the waves on the surfaces of the two films 
vary almost out of phase with each other such that the waves on the right film show 
higher amplitude as compared to that of the left film. This is because the right film is 
the hanging one subjected to both hydrodynamic and Rayleigh–Taylor instability. At 
this Reynolds number, the inertia plays only a perturbative role and the amplitudes 
of the waves result due to the competition between gravity and viscous forces. These 
waves are progressive periodic waves resembling the appearance of Stokes waves. At
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Re = 10, the inertia becomes dominant over both gravity and viscous forces. Conse-
quently, the disturbances over film interfaces also increase showing the formation of 
large wave humps with small front running capillary ripples. These wave humps are 
nothing but solitary waves that are of constant amplitudes and occupy the maximum 
span of the film interfaces. The difference in phases of both films is reduced and the 
amplitudes with respect to Nusselt thickness are increased. The heights of the films 
increase further at Re = 15 with two additional differences observed as compared to 
that of Re = 10. The first difference is that the number of smaller ripples ahead of the 
wave hump increase. The second is, the left film responds to the disturbance lately 
as compared to the right film such that the waves on the left film lag the right one 
which was the opposite in the case of Re = 10. With increase in Re, the difference 
in wave amplitudes of both films reduce such that at Re = 17 (not shown here), the 
amplitude becomes equal. For Re ≤ 17, a higher amplitude is found for the right 
film as compared to the left film. However, at Re = 20 (see Fig. 3d) a suppression of 
instability is observed for the hanging film such that the maximum height of this film 
decreases as compared to the left one. Instead, the maximum height of the left film 
was observed to rise with an increase in Re even after Re ≥ 17 (till the maximum 
value of Re examined), dominating the spatial region in the cross-stream direction. 
The growth of disturbance makes both the films come in proximity such that they start 
interacting in a manner that the one that lags in response to disturbance, dominates 
the other. At Re = 20 the left film lags and hence dominates the hanging film.

Figure 4 shows the time variation of the stream-wise velocity field at location 
x/L = 0.75 measured from the inlet for four different Reynolds numbers. The 
velocity field is normalized with Nusselt flat film average velocity, uN. The reason 
for normalization is that it eases the understanding of the response of the velocity field 
to the disturbance with respect to the average velocity. Two different location points 
in the liquid bulk: Y hN 

= ±0.1 where Y = ±(
H 
2 − y

)
are considered for computing 

the velocities in the liquid domain close to the walls. At Re = 5, velocity fields are 
enslaved to film height evolution with space and time and show similar oscillatory 
behaviour even though the location of sample points is far from the respective liquid– 
air interfaces. The velocities vary differently in phases but with the same maximum 
amplitude. At Re = 10 (see Fig. 4b), the fluctuation of velocity fields is almost the 
same in phase for both films. However, a momentarily negative velocity (in the form 
of sharp valleys) can be observed that depicts the reverse flow within the liquid film 
that takes place at a particular instant. The reverse flow is due to the adverse pressure 
gradient acting in front of the main hump [7]. It is found to be higher in the hanging 
film as compared to the other one. In the case of Re = 15, the velocity fields vary 
neck to neck for both the films with a slight increment in both peaks and valleys of the 
right film compared to that of the left film. At Re = 20 (see Fig. 4d), a decrement in 
both maximum and minimum velocities is observed compared to that at Re = 10 and 
15 for both films. It is important to note that the dimensional velocities would have 
higher values at this Re as compared to that of lower Re values. At this Reynolds 
number, the films interact with each other as they come under close confinement 
leading to the suppression of instability. This too causes a decrement in the growth
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Fig. 3 Variation of normalized film height with time of both the films at x/L = 0.75, θ  = 60◦ for 
different Reynolds number

of disturbance on the velocity field, which possibly would not have been observed if 
the films were largely confined.

Figure 5 depicts the variation of minimum occlusion dmin with Re for the two 
different channel inclination values. dmin is calculated by taking the average of all 
valleys after the waves attained the fully developed state till the final simulation time. 
For both the angles, dmin decreases with an increase in Re with an approximate fit: 

δ = dmin/H = aRe2 − bRe + c (4) 

where a, b, c are constants that depend on the value of θ . The values of fitting 
parameters are given in Table1. It is important to note that at every Re value, the 
magnitude of dmin for θ = 60◦ is higher as compared to that of θ = 90◦. When the 
channel is vertically oriented, the two films are symmetrical to each other and only 
the stream-wise component of gravity acts on both films without any presence of 
a cross-stream component. Therefore, the waves on both films grow and propagate 
symmetrically with maximum amplitude and phase and minimum occlusion distance 
is least for vertically oriented falling films. When the channel is oriented at any angle
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Fig. 4 Variation of normalized streamwise velocity with time in bulk of both the films close to the 
wall for different Reynolds number. Locations 1, 2: (x/L , ∓(H/2−y)/ hN ) = (0.75, 0.1), θ = 60◦

other than θ = 90◦ (θ = 60◦ in the present case), the symmetry breaks due to different 
actions of the cross-stream component of gravity on both films. The left film now is 
subjected to only hydrodynamic instability while the right film is subjected to both 
hydrodynamic and Rayleigh–Taylor instabilities. This leads to a difference in both 
the growth of wave amplitudes and phases. The peaks now do not lay one over the 
other as in the case of vertically oriented films, rather their locations are somewhat 
relatively misaligned. Consequently, the minimum occlusion distance is higher as 
compared to that of vertical films. 

Table 1 The values of the 
fitting parameters 
corresponding to the fitting 
equation in Fig. 5 

θ a b c 

60◦ 0.0014 0.067 0.9 

90◦ 0.0017 0.075 0.9
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Fig. 5 Variation of 
minimum occlusion distance 
with Reynolds number 

4 Conclusions 

In this chapter, two-dimensional numerical simulations of wavy liquid films in 
inclined channels are performed using the VOF method. The two films with the 
same Kapitza number were considered to flow in a quiescent atmosphere between 
them along with monochromatic forcing applied at their respective inlets. The effects 
on flow parameters were studied for Reynolds number (Re) as the control parameter. 
On increasing Re, it was found that the interfacial disturbance grows with space 
and time on the interface of both the liquid films. Symmetry breaking is observed 
for films oriented at an angle θ = 60◦ due to different actions of the cross-stream 
component of gravity on both films (which is not applicable for the case of θ = 90◦). 
The hanging film on the right wall showed a higher amplitude than that of the other 
film at lower Re values. However, at comparatively higher Re values, the waves on 
films grow and come under proximity to influence each other such that the film that 
lags in response to disturbance (left film) dominates the other (hanging film). In this 
case, the stabilizing (left) film occupies the space of destabilizing film suppressing its 
maximum height. Similar behaviour is reflected in the time variation of the velocity 
field such that the growth of disturbance on the velocity field suppresses at a higher 
Reynolds number. Reverse flow is observed at values of Re ≥ 10. However, the 
strength of reverse flow decreases when the films come under strong confinement. 
The minimum occlusion distance is found to vary quadratically with Re for both 
channel inclinations. The behaviour of the films so observed should be true for all 
other inclinations and is open for further investigation. 
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Nomenclature 

t Time [s] 
g Gravitational acceleration [m/s2] 
x, y Streamwise and cross-stream coordinates [mm] 
u, v Streamwise and cross-stream velocities [m/s] 
ρ Density [kg/m3] 
μ Dynamic viscosity [Pa s] 
ν Kinematic viscosity [m2/s] 
hN Nusselt flat film thickness [mm] 
uN Nusselt flat film average streamwise velocity [m/s] 
Re Reynolds number [–] 
Ka Kapitza number [–] 
θ Channel inclination [–] 
L, H Length and width of channel [mm] 
η Channel confinement ratio [–] 
ε Perturbation amplitude at inlet [–] 
f Perturbation frequency at inlet [Hz] 
α Scalar volume fraction [–]−→
Fs Interfacial surface tension force [N] 
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Co-existence of Multiple Steady States 
in Bottom Heated Trapezoidal Closed 
Cavities 

Govind Maurya, Alok Kumar, Nadeem Ahmed, and Suneet Singh 

Abstract The natural convection in bottom heated symmetric trapezoidal closed 
cavities filled with air is studied, where inclined side walls were adiabatic. From 
the simulations, it is observed that multiple stable steady states coexist in obtuse 
angle trapezoidal cavities (OATZC) beyond critical Rayleigh number (Ra). Out of 
these, two solutions are mirror image solutions due to the symmetry of OATZC about 
vertical midplane. Multiple stable steady states in square cavities, having numbers 
even, have been documented in the literature; however, in the case of the OATZC, 
odd numbers of coexisting solutions are found, and no such study has been reported 
previously. The isotherms, velocity profiles, and Nusselt number behaviour have 
been shown as proof of the same. 

Keywords Obtuse angle trapezoidal cavity · Critical Rayleigh number · Steady 
states · Symmetry 

1 Introduction 

Natural convection occurring across bottom-heated and top-cooled fluid layers is 
termed Rayleigh–Benard convection (RBC). RBC in closed square cavities has been 
investigated a lot and variation of its heat transfer characteristics with respect to 
various parameters has been presented by many authors [5, 6, 13, 19]. 

Natural convection in the bottom heated top open cavity has been studied, numer-
ically and experimentally and various characteristics have been presented by [16, 
17]. These studies focused on fluid movement inside the cavity and overlooked flow 
outside the cavity. However, RBC was investigated in top open cavities where fluid 
was permitted to flow outside the cavities and corner flow at smaller Ra and mirror 
image stable states has been observed. 

The closed cavities can be either rectangular or trapezoidal based on the inclination 
of the sidewalls. TZC can be of two types depending on the angle of inclination,
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acute or obtuse. In the same way, as Davis studied side-heated square cavity (de 
Vahl Davis, 1983) Igor et al. explored side-heated trapezoidal (SHTZ) cavities [12]. 
Rayleigh–Benard type stability breakdown was seen in AATZC where symmetry 
was not connected with stability breakdown [11]. 

Natural convection of air in OATZC was explored with 15° increments for cavity 
tilt angle from 0 to 90, and power law behaviour of Nusselt number with Ra was 
observed over a wide range [8]. Numerical experiments were performed in a tilted 
non-rectangular enclosure and observed that the heat transfer and fluid motion are 
strong functions of Ra, Pr, and orientation angle of the cavity [9]. Iyican et al. 
investigated natural convection in 2D trapezoidal enclosures with adiabatic side walls 
and parallel cylindrical top and bottom walls using Galerkin’s method and presented 
Nusselt number variation with Ra and sidewall inclination angles [10]. 

Natural convection in rectangular and trapezoidal cavities has received much 
attention due to its importance in industry and engineering applications, e.g. for 
studies of micro-fluids [4, 7], viscoelastic fluids [1], nanofluids [3, 15], nanofluids 
under external magnetic field [2, 14], magnetic fluids, etc. However, instabilities 
brought on by bottom heating in trapezoidal cavities are infrequently investigated. 

The flow in the TZCs is not zero, even for lesser values of Ra than Rac this 
region is noteworthy. Due to negligible flow, pure conduction zones are found below 
Rac in a closed square cavity and above Rac, the flow begins and evolves to anti-
symmetric steady states due to thermal-driven buoyant force. However, in the case 
of OATZC, there is a non-zero initial flow that is always present because of the non-
zero component of the temperature gradient perpendicular to gravity. Hence, anti-
symmetric steady-state solutions after stability breakdown are not intuitive, unlike 
closed square cavities, thus steady-state solutions are more interesting in OATZC. 
Symmetry in cavity leads to the existence of mirror image solutions [16, 18], and, 
thus even number of stable steady-state solutions coexist at a range of Ra in such 
cavities. In contrast to that, in 2D OATZC, an odd number of steady-state solutions, 
2 anti-symmetric and one symmetric solution, co-exist beyond Rac. 

2 Methodology 

The heat transfer in fluids is regulated by Continuity, Momentum, and Energy equa-
tions which represent mass, momentum, and energy conservations in the system, 
respectively. Since fluid density depends on temperature, Boussinesq approxima-
tion, which states that density fluctuations have little impact on any term other than 
the gravity term, is applied. Conductivity, viscosity, specific heat, and other fluid 
parameters are considered to remain constant. The Boussinesq approximation holds 
good in the current investigation since the current work is at a very low Ra. The 
flow has been modelled by several researchers [7, 13] etc. to be laminar up to Ra 
= 106. Furthermore, laminar flow consideration is appropriate since the system is 
much below the oscillatory regime.
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Non-dimensional form of governing equations, that is, continuity, momentum and 
energy equations are: 

∂XU + ∂Y U = 0 

∂τ U + ∂XU 2 + ∂Y (UV  ) = −∂X P + (Pr /Ra)1/2∇2 U 

∂τ V + ∂X (UV  ) + ∂Y V 2 = −∂Y P + (Pr/Ra)1/2∇2 V + Θ

∂τΘ + ∂X (UΘ) + ∂Y (VΘ) = (1/(Pr ∗Ra))1/2∇2Θ

X = x/Hc, Y = y/Hc, U = u/(gβ Hc(Th − Tc)1/2 ), 
V = v/(gβ Hc(Th − Tc)1/2 ), P = (p − p∞)/(gβ Hc(Th − Tc)1/2 ), 
τ = (gβ Hc(Th − Tc)1/2 )t/Hc, Θ = (T − Tc)/(Th − Tc) 

The velocity components are zero at the walls. The isothermal boundary condition 
is used at the bottom and top of the cavity while at the side walls, the adiabatic 
boundary condition is applied. 

Isothermal B.C.: Θ = 0 
Adiabatic B.C.: ∂Θ/∂n = 0, where n is the normal direction to the wall. 

3 Numerical Approach 

ANSYS FLUENT has been used to create a 2-D modell of a square cavity and 
OATZC. Except for density, air characteristic parameters are estimated using a 
piecewise method. FLUENT’s PISO time-dependent scheme is used for the current 
problem. For the system’s solution, the Non-dimensionalized form of continuity, 
Navier–Stokes, and energy equations are concurrently solved. The momentum and 
energy solution controls are of the second-order upwind type. 100 × 100 grid was 
used for numerical simulation throughout. 

The convergence criterion for the continuity and velocity equations is of the order 
of 10−5 and for the energy equation is of the order of 10−6. The ratio of the cavity’s 
bottom length to its vertical height between its top and bottom is known as the aspect 
ratio. The simulation works have been performed for Ap = 1 in both square and 
trapezoidal cavities. The top and bottom plates are maintained at temperatures of 
300 and 320 K, respectively, and Ra is increased by enlarging the cavity size. The 
remaining parameters are maintained as listed in Table 1. The side adiabatic walls 
have been subjected to no-slip boundary conditions.
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Table 1 Physical property of 
the air at the mean 
temperature (Tm = 310 K) 

g Gravity (m/s2) 9.81 

β Thermal expansion coefficient (1/K) 3.37 × 10–3 

ρ Density (kg/m3) 1.19 

ν Kinematic viscosity (m2/s) 1.53 × 10–5 

α Thermal diffusivity (m2/s) 2.15 × 10–5 

Cp Specific heat (J/kg K) 1.0 × 103 

κ Conductivity (w/m K) 0.0258 

Fig. 1 Isotherms in square cavity for Ra = 104 and 105 respectively 

4 Verification with Benchmark 

In a closed-bottom heated square cavity, Ouertatani et al. [13] employed the finite 
volume method and full multigrid acceleration to propose benchmark solutions for 
isotherms, maximum velocity, and local Nusselt number in the range of Ra, 103–106 

(Fig. 1). 
The same model was numerically simulated in the ANSYS FLUENT software for 

validation against the Ouertatani maxima of non-dimensionalized U and V velocities 
at the vertical and horizontal midplanes of the cavity Table 2 are presented here which 
match very well with the results of [13]. Although dimensionless U and V velocity 
profiles and streamlines match well, but not shown here due to constraints. The value 
of maximum velocities and their positions are well accurate as presented in Table 2.

5 Results and Discussion 

In this study, OATZC having cavity angle 95° and aspect ratio 1 has been investigated. 
The ratio of the cavity’s bottom length to the smallest distance between its parallel 
top and bottom plates is known as the aspect ratio. Simulations are run with at 100 × 
100 mesh size while maintaining the other parameters from Table 1. The simulations
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Table 2 Comparison of velocity and position maxima with [13] 

Ra y(umax) umax x(vmax) vmax 

Ouer-104 0.8023 0.25228 0.8263 0.26369 

Gov-104 0.7959 0.25119 0.8163 0.26278 

%error 0.80 0.43 1.21 0.35 

Ouer-105 0.8636 0.34434 0.8973 0.37569 

Gov-105 0.8571 0.34342 0.8979 0.37300 

%error 0.75 0.27 0.07 0.72

are carried out at 7000 Ra and it is observed that multiple steady-state solutions co-
exist together. The isotherms are presented in Fig. 2a–c. Figure 2a and b represents 
mirror image solutions which are having anti-symmetry about vertical midplane, 
while Fig. 2c represents a symmetric solution. 

Since mirror image solutions have the same streamlines and velocity profiles 
except for the direction of roll which use to be in the reverse direction. The simulated 
results of streamlines, velocities U, V, and velocity magnitude have been shown for 
one anti-symmetric and symmetric type of solution in Fig. 3.

Fig. 2 Isotherms at Ra = 7000 for mirror image anti-symmetric and symmetric solutions 
respectively 
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Fig. 3 Streamlines, U, V, 
and velocity magnitude 
contour in the trapezoidal 
cavity for Ra = 7000 for 
anti-symmetric and 
symmetric solutions 
respectively. Colour bars of 
velocities are indicative. 
Real values are obtained by 
multiplying colour bar 
values to their maximum 
values as in Table 3 

5.1 Multiple Stable Steady State Solutions 

Write [18] studied the stability of steady-state convection within a 2D square cavity 
using parameter continuation methods by the Galerkin method. They have presented 
a transition from conduction to conduction state at Rac 2585.02 as [6] had reported 
for this pitchfork bifurcation. This point of transition has been named as branch point 
(BP1), which is associated with one-roll convection pattern denoted as S1∓. S1 + for 
clockwise roll and S1− for anti-clockwise roll. A similar kind of pattern has been 
obtained in OATZC. The isotherm in Fig. 2a is  S1 + and its streamlines are as in 
Fig. 3a. Isotherm Fig. 2b is of  S1− case of OATZC and the streamlines, in this case, 
are having an opposite direction to S1 + due to mirror image symmetry about vertical 
midplane. 

Venturi et al. [18] used the parameter continuation method and observed another 
branch point BP2 at Ra = 6742.31 with two initially unstable stationary states S2∓
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Table 3 Maximum of 
dimensionless velocities for 
both symmetric and 
anti-symmetric solutions for 
Ra = 7000 in OATZC 

Solutions umax vmax 

Anti-symmetric 0.2535 0.2400 

Symmetric 0.1786 0.0946 

which become stable beyond Ra = 11,279. S2∓ are two-roll pattern and symmetric 
solutions in the range of Ra = 11,279–22,000. Thus 4 stable state solutions S1∓ 

and S2∓ co-exist together in 2D square cavities. However, OATZC has only 3 stable 
state solutions beyond stability breakdown. In the current study, two roll convection 
patterns S2− steady state solution is observed and its isotherm is presented in Fig. 2c 
and streamlines in Fig. 3b. Since OATZC does not have symmetry about the horizontal 
midplane, other symmetric steady state solution S2 + is suppressed. 

5.2 Symmetry of Solutions 

If we consider the geometry and boundary conditions and the solutions of the 
above-mentioned steady-state problem are U(x, y), V (x, y) and Θ(x, y), the discrete 
symmetry about vertical midplane in OATZC written mathematically as: 

G[U (x, y), V (x, y),Θ(x, y)] =  [−U (L(y) − x, y), 
− V (L(y) − x, y), Θ(L(y) − x, y)] 

is also a solution. Here L(y) is the width of OATZC which varies from bottom to 
top and depends on the height y. In current problem, G maps S1 + into S1− due to 
symmetry as in square cavity [18]. But there is no symmetry in OATZC about hori-
zontal midplane, two roll convection pattern which is symmetric steady-state solution 
does not possess map unlike in square cavities. Therefore, in OATZC, only 3 steady-
state solutions co-exist out of which two solutions are mirror image anti-symmetric 
solutions having one roll convection pattern, and one solution is a symmetric solution 
having two roll convection patterns (Table 3). 

5.3 Nusselt Number Variation 

Local heat transfer between the bottom the horizontal walls and fluid can be quanti-
fied in terms of the local Nusselt number. The local Nusselt number is defined and 
calculated as: 

Nu = −(∂Θ/∂y)|bottom
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Fig. 4 Variation of Nusselt 
number at the bottom surface 
of OATZC. Red curve is for 
symmetric solution S2− and 
other two curves are for 
mirror image anti-symmetric 
solutions S1∓ at Ra = 7000 

Nusselt number for OATZC is calculated from non-dimensionalized temperature 
gradient at bottom of the cavity and presented in Fig. 4. It shows that Nusselt number 
at Ra = 7000 for symmetric and asymmetric stable state solutions. 

6 Conclusions 

Natural convection in the bottom heated cavity has been investigated widely in 
various types of cavities having a variety of fluids. The role of various parame-
ters and symmetry of cavities on the heat transfer characteristics have been explored 
by many authors in square cavities. 

However, in trapezoidal cavities and systems having non-zero initial flow, there 
are fewer studies. RBC in OATZC filled with air has been simulated in the current 
study. It is observed that beyond critical Ra, there are three steady-state solutions 
coexisting together. The isotherms, streamlines, velocity characteristics, and Nusselt 
number variation at Ra = 7000 have been presented for confirmation of the same. 

Although the results of the current investigation have certain characteristics similar 
to square cavity outcomes of [18], there are also important distinctions. In the case 
of square cavities, there exist discrete symmetries about both horizontal and vertical 
midplanes. However, in the case of OATZC, only existing symmetry about the vertical 
midplane leads to mirror image anti-symmetric steady-state solutions of one roll 
convection pattern. There is no symmetry in OATZC about horizontal midplane and 
thus only one symmetric steady state solution with two-roll convection patterns S2− 

is observed, unlike in square cavities where 2 such solutions S2± coexist due to 
additional symmetry about horizontal midplane. 

Acknowledgements The first author would like to acknowledge and thank CSIR HRDG for the 
fellowship provided during his research work.
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Nomenclature 

α Thermal diffusivity (m2/s) 
β Volumetric coefficient of thermal expansion (1/K)
ΔT Temperature difference (T – T c) 
κ Conductivity (w/mK) 
ν Kinematic viscosity (m2/s) 
ρ Fluid density (kg/m3) 
τ Dimensionless time (gβHc(T h – T c)1/2t/Hc) 
θ Dimensionless temperature ((T – T c)/(T h – T c)) 
Ap Aspect ratio (Lb/Hc) 
Cp Specific heat (J/kgK) 
g Acceleration due to gravity (m/s2) 
h Convective heat transfer coefficient (w/m2K) 
Hc Characteristic height (m) 
Lb Cavity length at bottom (m) 
P Dimensionless pressure (p – p∞/ρβgHc(T h – T c)) 
p Pressure 
Pr Prandtl number (ν/α) 
Ra Rayleigh number (βgHc 

3(T h – T c)/αν) 
Tc Cold temperature 
Th Hot temperature 
U, V Dimensionless velocities (u/(gβHc(T h − T c)1/2)), v/(gβHc(T h − T c)1/2) 
X, Y Dimensionless Cartesian coordinates (x/Hc, y/Hc) 
x, y Cartesian coordinates 

Acronyms 

RB Rayleigh-Bénard 
RBC Rayleigh-Bénard Convection 
PISO Pressure Implicit with Splitting of Operator 
TOCED Top Open Cavity with Extended Domain 
TZC Trapezoidal Cavity 
AATZC Acute Angle TZC 
OATZC Obtuse Angle TZC 
SHTZC Side Heated TZC
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Jet Noise Prediction Using Turbulent 
Scales from LES and RANS 

N. P. Shabeeb and Aniruddha Sinha 

Abstract This paper studies the modelling of turbulent scales used in an existing 
steady Reynolds averaged Navier–Stokes solution-based acoustic analogy. The 
turbulence in the flow has been described as a statistical model of the two-point 
cross-correlation of the velocity fluctuations, characterized by the turbulent length 
and time scales. The modelling of the turbulent length and time scales from the K−ε 
data used in the steady RANS-based acoustic analogy has been validated with those 
computed from the cross-correlation of the velocity fluctuations. This was pursued 
with an LES database comprising an isothermal and a heated ideally-expanded Mach 
1.5 round jets. The far-field noise has been computed using the turbulent scales from 
both the cross-correlation data and the K−ε data. The two results agree very well, 
and also display reasonable match with direct predictions from the time-resolved 
LES data using the Ffowcs Williams-Hawkings method. 

Keywords Aeroacoustics · Jet noise prediction · Noise source modelling 

1 Introduction 

Jet noise is one of the most challenging fluid mechanics problems that researchers 
have been working on for the last few decades. It is also one of the loudest noises ever 
produced by mankind. Jet noise consists of turbulent mixing noise, Broadband Shock 
Associated Noise (BBSAN) and screech tones [1]. The latter two noise components 
are generated only in supersonic jets when the jet is imperfectly expanded and a 
shock cell structure is formed in the jet plume. The turbulent mixing noise is the 
dominant component of the jet noise which is generated by the mixing of the jet with 
the ambient air. We focus only on the turbulent mixing noise in this paper. 

The approach to jet noise prediction has the following elements to it. The desig-
nation of a noise source and propagation operator, either calculation or modelling of 
the noise sources, and solution of the radiated sound. But there is no clear separation
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of noise from the rest of the flow and there is no unique designation for the noise 
source. So there are numerous possible choices for decomposing the flow equations, 
written compactly here for flow field vector q as N (q) = 0, into a noise source 
S and a propagation operator L as Lq = S(q). This is an exact reformulation, 
and it is known as an acoustic analogy. The first such theoretical formulation for 
aerodynamic noise prediction was the work of Lighthill [2]. Lighthill’s formulated 
his analogy by reworking the Navier–Stokes Equation (NSE) itself. He chose the 
propagator L as the free-space wave operator and the source took on a quadrupolar 
character. Lilley [3] modified Lighthill’s equation by considering the propagation 
of sound through a locally-parallel medium, as is appropriate for many shear flows, 
and jets in particular. Later, Ref. [4] proposed a generalized acoustic analogy that 
was an exact consequence of NSE considering the propagation of sound through an 
arbitrary medium. These successive developments are geared towards shifting the 
burden from modelling of the source S to solving the wave operator L . 

The direct prediction of the noise generated and radiated by a turbulent flow using 
Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES) is computation-
ally expensive and time-consuming. Reference [5] proposed a semi-empirical theory 
to predict the far-field noise from fine-scale turbulence that required minimal informa-
tion from a CFD database. This model required only the mean flow velocity, density, 
turbulent kinetic energy and dissipation in the near-field region. The much more 
economical steady Reynolds averaged Navier–Stokes (RANS) simulation sufficed 
for this purpose. The turbulent statistics in the source region were modelled using 
the turbulent length scales, time scales and velocity scales. The authors showed very 
accurate noise prediction vis-à-vis experimental measurements over a wide range 
of jet velocities and temperature ratios for single-stream round jets, especially in 
the sideline and upstream direction where the fine-scale contribution dominates. 
References [6] and [7] introduced an acoustic analogy based on the linearized Euler 
equations (LEE) with no assumptions of fine-scale or large-scale noise sources. This 
approach was also used in Ref. [8] for a Mach 0.9 jet, where comparisons were 
made with the noise results from the asymptotic solutions given in Refs. [9] and 
[10]. Miller [11] presented an acoustic analogy that independently predicted the 
noise from turbulent mixing and shock interactions based on the LEE. Of late, this 
methodology has been successfully used to predict the noise from chevron jets and 
axisymmetric dual-stream jets for a wide range of Mach numbers and temperature 
ratios; it is employed in the present work too. 

In all the steady RANS-based acoustic analogies, the local turbulent length and 
time scales are modelled from local K−ε data using simple scaling laws and empir-
ical coefficients. In this work, we investigate the accuracy of these models by 
comparing them with the length and time scales computed directly from the cross-
correlation of the velocity fluctuations found in a well-validated LES database [12] 
comprising of two supersonic round jets—one isothermal and the other heated. In 
essence, we extract the relevant time-averaged quantities from the LES data, and 
use only these as input to the RANS-based acoustic analogy model. We find that,
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although there are some discrepancies in the modelled scales, the predicted far-
field sound from both inputs closely match the sound propagated directly from the 
time-resolved LES data using the Ffowcs Williams–Hawkings (FW-H) approach. 

2 Predicting Jet Noise from RANS 

The acoustic analogy presented here is based on the works of Refs. [5–8, 11]. We 
start from the Euler equations as viscous effects are unimportant for both sound 
generation and propagation. The equations are 

Dπ 
Dt 

+ ∇  ·  u = 0, (1a) 

Du 
Dt 

+ a2∇π = 0. (1b) 

where D(·)/Dt is the material derivative and π := (1/γ ) ln(p/p∞). These are 
rewritten by expanding the flow variables as fluctuations on a time-averaged base 
state and retaining terms on the left hand side (LHS) that are linear in the fluctuations 
while gathering all remaining terms in the right hand side (RHS). The consequent 
forced LEE is: 

Dπ ,

Dt 
+ ∇  ·  u, = −u, · ∇π , =: f0, (2a) 

Du,

Dt 
+ u, · ∇u + a2∇π , = −u, · ∇u, − (

a2
),∇π , =: f (2b) 

where D(·)/Dt := ∂(·)/∂t + u · (·). The non-linear terms on the RHS are the noise 
sources; specifically, f0 is the unsteady dilatation and f is the unsteady force per 
unit mass. For free jets, the mean pressure is generally taken to be the ambient value 
(i.e., p = p∞). Also, π , ≈ π = γ −1 ln

(
1 + p,/p∞

) ≈ γ −1 p,/p∞. The solution to 
the inhomogeneous equation can be determined by finding its Green’s function. 

Considering a locally parallel mean flow, we arrive at the following formulation 
of the forced LEE in cylindrical coordinates x := (x, r, φ) in the frequency domain: 

Dω π̂ + + 
∂ ̂ux 

∂x 
+ 

1 

r 

∂
(
r ûr

)

∂r 
+ 

1 

r 

∂ ̂uφ 

∂φ 
= f̂0, (3a) 

Dω ûx + 
dux 

dr 
ûr + a2(x) 

∂ π̂ 
∂x 

= f̂x , (3b) 

Dω ûr + a2 (x) 
∂ π̂ 
∂r 

= f̂r , (3c)
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Dω ûφ + 
a2(x) 
r 

∂ π̂ 
∂φ 

= f̂φ, (3d) 

where Dω := −iω + ux ∂/∂x . 
To make progress, the four periodic vector Green’s functions of the LEE are 

defined as the solutions of 

Dω π̂ n g + ∇  ·  ̂un g = δ(x − xs)δ0n (4a) 

Dω û
n 
g,x + 

dux 

dr 
ûn g,r + a2 

∂ π̂ n g 
∂x 

= δ(x − xs)δxn (4b) 

Dω û
n 
g,r + a2 

∂ π̂ n g 
∂r 

= δ(x − xs)δrn (4c) 

Dω û
n 
g,φ + 

a2 

r 

∂ π̂ n g 
∂φ 

= δ(x − xs)δφn, (4d) 

Here, the vector Green’s functions have the common arguments (x|xs; ω) and are 
indexed by n, which takes values in N :={0, x, r, φ}. Basically, we are seeking the 
response at x due to harmonic forcing at the location xs with ω. Moreover, the forcing 
is of a particular kind—either a volume source or one of the three components of a 
force source. 

The vector LEE operator can be simplified to a third-order scalar operator acting 
on the most relevant component—viz. π̂ n g —called the Lilley’s operator:

(

D 
3 
ω − a2Dω∇2 − 

da2 

dr 
Dω 

∂ 
∂r 

+ 2a2 
dux 

dr 

∂2 

∂ x∂r

)

π̂ n g
, ,, ,

L L 

= D 2 ω(δ(x − xs))δ0n − Dω 
∂ 
∂ x 

δ(x − xs)δxn  

−
[
1 

r 
Dω 

∂ 
∂r 

(r δ(x − xs)) − 2 
dux 

dr 

∂ 
∂x 

δ(x − xs)
]
δrn  

− 
1 

r 
Dω 

∂ 
∂φ 

δ(x − xs)δφn =: Sn (x − xs; ω). (5) 

Lilley’s operator’s (scalar) Green’s function is such that 

L L ĝ(x|xs; ω) = δ(x − xs). (6) 

It turns out that it is much simpler to solve the adjoint problem and invoke reci-
procity to arrive at ĝ [5]. With this in hand, the pressure component of the vector
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Green’s function of LEE can be written as 

π̂ n g (x|xs;ω) = 
˚ 

ĝ(x|xt;ω)Sn (xt − xs; ω)dxt . (7) 

The pressure fluctuation is obtained by convolving the four Green’s functions’ 
pressure components with the corresponding source terms of the LEE. However, we 
are interested in (and cannot ask for more than) the spectral density of pressure. This 
is found as 

Sp(x, ω) 
(γ p∞)2 

=
{

n,n,∈N

{

xs 

π̂ n∗ 
g (xxs; ω)

{

η 

π̂ n,
g (xxs + η; ω) 

×
{

τ 

fn(xs, t) fn,(xs + η, t + τ )eiωτ dτ dηdxs (8) 

Thus, the necessary input for our approach is the mean flow field for computing 
the Green’s functions and a model of the two-point–two-time cross-correlation of 
the nonlinear source terms of the LEE. 

Based on extensive round jet databases accumulated over decades, such a model 
for the spatio-temporal cross-correlations of the source terms has been proposed by 
many researchers [5, 7, 13], and is of the form 

fn(xs, t) fn,(xs + η, t + τ ) = δnn, An(xs)e−|τ |/τs−(ηx−ux τ )2 /ℓ2 x−η2 
y /ℓ

2 
y−η2 

z /ℓ
2 
z , (9a) 

A0 = B2 
0 
(us/a∞)4 

τ 2 s 
, An = B2 

>0 
(us/a∞)2 u4 s

ℓ2 x 
. (9b) 

where n ∈ {x, r, φ}. At zero-time lag, this posits a Gaussian decay of the two-
point cross-correlation in all directions, albeit with different length scales lx , ly, lz . 
Moreover, it invokes the frozen field hypothesis and posits an exponential decay 
of correlation with time having time scale τs, if one were to move with the mean 
flow (assumed negligible in the cross-stream directions for this purpose). Further, 
the model assumes that the four source terms (for the four equations) are uncorre-
lated. Finally, the magnitudes of the correlation functions are related by dimensional 
analysis to the local velocity scale us and the length and time scales. 

The turbulent length scale is expected to depend on the frequency being consid-
ered. Let us denote the frequency-dependent streamwise length scale as lx (xs, St), 
where St = ωD j /

(
2πU j

)
is the Strouhal number corresponding to the frequency ω 

under consideration, D j is the jet’s nozzle-exit diameter, and U j is its nozzle-exit 
velocity. Following Ref. [14], all these length scales are modelled as 

li (xs, St) = ℓi (xs) 
1 − e−c f St 

c f St 
, ∀i ∈ {x, r, φ}, (10)
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where c f = 11.25 was chosen to match the experimental observations. 
Assuming that the observer is in the far-field, the vector Green’s function of two 

closely-placed source points differ by only a phase factor: 

π̂ n g (x|xs + η; ω) ≈ π̂ n g (x|xs; ω)e−(iω/R/a∞)x·η , (11) 

where R is the polar radius of the observer (i.e., distance from the jet nozzle exit’s 
centre). Using this simplification, along with the specific model of the spatio-temporal 
correlation in Eq. (9), allows one to analytically evaluate the integral in Eq. (8) over 
the spatio-temporal lags (i.e. over η and τ ) to arrive at  

Sp(x, ω) 
(γ p∞)2 

= 2π 3/2
{

n∈N

{ |
|π̂ n g (x|xs; ω)

|
|2 σn(xs;ω, x)dxs, 

σn := Anlxlylzτs 
e−0.25ω2 (l2 x cos2 Θ+l2 y sin

2 Θ)/a2∞ 

1 + ω2τ 2 s (1 − ux cosΘ/a∞)2 
. (12) 

Here,Θ is the polar angle of the observer measured w.r.t. the jet downstream axis, 
and the local length scales are replaced by their frequency-dependent counterparts. 

In the present work, we evaluate the following two alternate approaches to 
obtaining the necessary inputs to this noise prediction technique, which are the 
turbulent length and time scales. 

2.1 Source Model 1 

As mentioned at the outset, we are using an LES database of two supersonic round 
jets. In this first approach, we start out by calculating the local spatio-temporal cross-
correlations of axial velocity fluctuations in the two jets. Then, we obtain the local 
length scales and time scales of an individual jet by fitting its spatio-temporal cross-
correlation with the Gaussian-exponential ansatz of Eq. (9). Specifically, the local 
time scale τs(x) is determined by fitting with an exponential the peaks of the local 
two-point two-time cross-correlation data (i.e., ηy = 0 and ηz = 0, and ηx assumed 
to be ux τ . The local axial length scale ℓx (x) is determined by fitting with a Gaussian 
the local cross-correlation data at finite streamwise separation and no separation in 
other coordinates (i.e., τ = 0, ηy = 0 and ηz = 0). Following the literature, the cross-
stream length scales are assumed to be one-third of the streamwise length scales at 
all locations:

ℓy(x) = ℓz(x) = ℓx (x)/3. (13) 

Finally, the local velocity scale is determined from the local mean turbulent kinetic 
energy computed from the LES data again:
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us(x) = cu 
|
2K (x)/3. (14) 

The free parameters for this model are cu seen above, c f appearing in Eq. (10) 
(and set as mentioned in its discussion), as well as the two amplitude constants B0 

and B>0 present in Eq. (9). These last two are determined by best-fitting the noise 
data across the two jets (see Sect. 3). 

2.2 Source Model 2 

In the second approach, we start by computing the local time-averaged values of 
turbulent kinetic energy K (x) and dissipation ε(x) from the LES database. Then, 
the turbulent length and time scales are modeled as [5–8, 11]:

ℓx = cl

(
K

)3/2 

ε 
, τs = cτ 

K 

ε 
, us = cu 

|
2K /3 (15) 

where cl , cτ and cu are constants. At each point within the jet plume, the cross-stream 
length scales are estimated from the streamwise one using Eq. (13) as before. Apart 
from these constants, c f , B0 and B>0 also have to be set, just as in the first source 
model described above. 

3 Results and Discussion 

A steady RANS solution is enough to predict the far-field jet noise using the model 
explained in the previous section. However, if we want to validate such a model, then 
we need an independent prediction of the noise, which is impossible with the RANS 
data. So, instead of using a steady RANS solution, the LES results of Brès et al. 
[12] are used, and the required input parameters are computed from it as described 
above for the two source models. The database comprises of an isothermal ideally-
expanded round jet (case B118) and a heated ideally-expanded round jet (case B122), 
summarized in Table 1. The unstructured LES grid had 42 million control volumes; 
for the current analysis, this data was interpolated to a cylindrical structured grid 
having about 1.3 million points. 

Table 1 Test cases used from LES database of Ref. [12] 

LES case Mjet Tjet/T∞ Ma Rejet 

B118 1.5 1.0 1.5 300,000 

B122 1.5 1.74 1.98 155,000
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Although the LES used a larger computational domain, for the present work 
we restricted the streamwise extent to 20D j and the radial extent of 3.5D j . The  
calculation of the Green’s function requires the mean streamwise velocity ux and 
density ρ. Contours of the former are shown in Fig. 1a for the isothermal B118 jet. 
Since radial derivatives of this are needed, we fit each radial profile of ux with a 
truncated Gaussian function of the form proposed originally in Ref. [15], and in turn 
smooth the Gaussian function’s fit parameters with cubic splines [16]. As shown 
in the same figure, the fitted result matches well the original. Similar smoothing is 
pursued for the mean density field as well. 

Using ux and ρ as input, the vector Green’s functions of the LEE are computed 
with a code written in MATLAB following the theory laid out in the preceding 
section. 

Source model 2 needs the mean TKE and dissipation fields; these are shown in 
Fig. 1b and c for the B118 jet. To avoid spurious artefacts, these are also smoothed, 
this time using dual Gaussian functions at each axial station. The same figures 
demonstrate that negligible information is lost in this process. 

The length and time scales computed using the first source model (i.e., from the 
cross-correlation data) are presented in Fig. 2a and c respectively for the heated B122

Fig. 1 Comparison of computed and fitted contours of the mean values of a streamwise velocity 
ux , b TKE K , and  c dissipation ε, all for the B118 jet 
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jet. Equation (9b) shows that the noise source itself vanishes in regions where the 
velocity scale (and so the TKE) vanishes, which happens outside the shear layer. Thus, 
the turbulent scales are not computed in these regions; hence, they appear uniformly 
deep blue in the filled contour plots of Fig. 2. The shear layer starts out being very 
thin near the nozzle exit and thickens as one moves downstream. Because of this, the 
turbulent structures are also increasing in size as one progresses downstream, which 
is in turn reflected in the length scales shown in Fig. 2a. Since larger structures have 
greater temporal persistence, the time scales also increase as one goes downstream, 
and especially near the outer edge of the shear layer. 

Importantly for the purposes of the present work, a comparison of Fig. 2a and b 
confirms that the two source models predict qualitatively similar length scales having 
the same order of magnitude, although there are some subtle differences. Similarly, a

Fig. 2 Comparison of length scales computed for the B122 jet using a cross-correlations (i.e., 
source model 1), and b K −ε (i.e., source model 2). Comparison of time scales computed for the 
B122 jet using c cross-correlations (i.e., source model 1), and d K−ε (i.e., source model 2) 
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study of Fig. 2c and d confirms that the time scales obtained from the two approaches 
are also similar. To obtain the length and time scales from source model 2, we need 
to specify the corresponding coefficients. To obtain the match seen in these figures, 
these were chosen as 

cl = 1.2, cτ = 0.18 (16) 

Note that both these are three times higher than the values used in Ref. [11]. 
Of course, source model 2 is the only one that is applicable when the input data is a 

steady RANS solution. Its agreement with the results from the source model 1 shown 
here, independently validates it using the greater wealth of information available in 
the present LES database. 

The far-field noise is quantified using the sound pressure level (SPL) spectra at 
various polar angles. The polar radii of these observer positions are chosen to match 
the location of microphones in the reference experiments of Ref. [17], wherein a 
rectilinear array was used. The reference noise spectra Figs. 3 and 4 for the two jets 
are calculated directly from the time-resolved flow field fluctuation data available in 
the LES solutions of Ref. [12]. For this, the Ffowcs Williams and Hawkings (FW-H) 
method [18] is used, as was done in Ref. [12]. The authors reported excellent match 
with the reference spectral data from the experiments of Ref. [17], which validated 
their LES simulations.

Results from our two different source models are juxtaposed with the reference 
spectra in Figs. 3 and 4, and they are essentially identical. Moreover, the comparison 
with the reference spectra is excellent, except at high frequencies. It is evident that 
our severely approximate models perform very satisfactorily vis-à-vis the much more 
input-heavy reference approach. To obtain these spectral agreement, we consistently 
set the remaining parameters that are common to our two models. That is, only one 
value was used for each parameter across both the jets, and definitely in calculations 
across all observer locations. These values were 

B0 = 0.451, B>0 = 4.51, cu = 1 (17) 

The first two values are about twice of those reported by Ref. [11]; the last one 
matches the reference. 

4 Conclusions 

This chapter explains an existing methodology for the prediction of jet noise based 
on steady RANS data. The Euler equations are rearranged into a noise propagation 
operator and noise sources. The propagation operator is simplified to a third-order 
partial differential equation (PDE) of a single variable—the Lilley’s operator—based 
on the locally-parallel mean flow assumption. The scalar Green’s function of Lilley’s
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Fig. 3 Comparison of the 
far-field noise predicted with 
the FW-H results (B118)

operator is computed numerically using the adjoint approach. Subsequently, the 
vector Green’s functions of the LEE are recovered from the Lilley’s Green’s function. 

On the source side, two noise source models are used in this work. One uses 
the local values of the mean turbulent kinetic energy K and dissipation ε; these 
quantities area readily available from steady K−ε RANS simulations. Results from 
this are compared with another source model that relies on knowledge of the spatio-
temporal cross-correlation of the streamwise velocity—information that can only be 
found from an LES or a DNS database. To enable a comparison of the two models, we 
used the well-validated LES database of Ref. [12] comprising of an isothermal and a 
heated Mach 1.5 jets. This work validates the former low-input-burden noise source 
model against the latter high-input-burden model results using this LES database. 
Specifically, the turbulent length and time scales computed from the two models 
demonstrate very similar spatial trends—both qualitatively and quantitatively. 

The similarity of the outcomes from the two source models in the near-field region 
is reflected in the equivalence of their far-field sound predictions also. Moreover, both 
models show very encouraging agreement with the much more high-input burden 
FW-H results that required the time-resolved LES solution itself.
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Fig. 4 Comparison of the 
far-field noise predicted with 
the FW-H results (B122)
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Nomenclature 

p Pressure 
u Velocity 
a Local speed of sound 
t Time 
γ Specific heat ratio 
f 0 Unsteady dilatation 
f Unsteady force vector 
x Position vector 
ω Radial frequency
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δ Dirac delta function 
δij Kronecker delta function 
LL Lilley’s operator 
ĝ Green’s function of LL 

Sp Spectral density 
τ Time lag 
η Spatial lag vector 
R Polar radius of the observer
Θ Polar angle of the observer 
Bn Amplitude constants for various n 
St Strouhal number 
Dj Jet diameter 
Uj Jet exit velocity 
τ s Turbulent time scale
ℓs Turbulent length scale 
us Turbulent velocity scale 
K Turbulent kinetic energy 
ε Dissipation 
(·) Time-averaged quantity 
(·), Perturbation quantity 
(·)
/\

Temporal Fourier-transformed 
(·)∗ Complex conjugate 
(·)∞ Freestream quantity 
(·)s Source quantity 
(·) Ensemble average 
(·)n g nth component of vector Green’s function 
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Reduction in Turbulence-Induced 
Non-linear Dynamic Vibration Using 
Tuned Liquid Damper (TLD) 

Ananya Majumdar, Biplab Ranjan Adhikary, and Partha Bhattacharya 

Abstract In this chapter, an attempt is made to develop a coupled non-linear 
turbulence-structure-damper model in a Finite Volume-Finite Difference (FV-FD) 
framework. A Tuned Liquid Damper (TLD) is used as the additional damping 
system along with inherent structural damping. Real-time simulation of flow-excited 
bridge box girder or chimney section and the vibration reduction using TLD can be 
performed using the developed model. The turbulent flow field around a structure 
is modelled using an OpenFOAM transient PISO solver, and the time-varying drag 
force is calculated. This force perturbs the structure, causing the sloshing phenomena 
of the attached TLD, modelled using shallow depth approximation, damping the 
flow-induced vibration of the structure. The structural motion with and without the 
attached TLD is modelled involving the FD-based Newmark-Beta method using in-
house MATLAB codes. The TLD is tuned with the vortex-shedding frequency of the 
low-Reynolds number flows, and it is found to be reducing the structural excitation 
significantly. On the other hand, the high-Reynolds number turbulent flow exhibits 
a broadband excitation, for which by tuning the TLD with few frequencies obtained 
through investigations, a good reduction in vibration is observed. 

Keywords Turbulence-structure interaction · Tuned liquid damper · Finite 
difference · OpenFOAM 

1 Introduction 

Turbulence proves its’ prominent presence in our surroundings, which can adversely 
affect important structures like bridges, high-rise buildings, or chimneys. The exces-
sive flow-induced vibration even leads to collapse. One such iconic example is the 
Tacoma bridge collapse and a very recent, under-construction bridge collapse in 
Sultangunj, India on 29th April 2022.
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To reduce the turbulence-excited structural motion it is important to properly 
model the flow field surrounding the structure. Next, the structural motion is to be 
estimated with and without a TLD attached to it. 

To obtain the desired reduction in the excitation level of the structure, several 
active and passive damping techniques are used by researchers and engineers. One 
of the widely used passive damping instruments is TLD, which is essentially tuned 
to the first fundamental frequency [1, 2] or the first two fundamental frequencies [3] 
of the vibrating structure for the best damping experience. In the case of harmonic 
excitation and non-deterministic forcing with a prominent frequency value, the TLD 
is tuned to the excitation frequency [4]. In the case of turbulent flow, the behaviour 
of TLD and possible tuning frequency is not studied yet. 

2 Literature Review and Objective 

Many researchers have investigated the flow past bluff body for different Reynolds 
numbers (Re) using numerical [5] or experimental techniques [6–8]. The Strouhal 
number (St) and drag coefficient (CD) are evaluated and reported. Structural excita-
tion due to any random forcing is estimated using the FD-based non-linear Newmark-
Beta method in the time domain [4]. The sloshing behaviour of TLD and resulting 
structural response reduction is estimated numerically and/or experimentally [1–4] 
using harmonic or random earthquake ground acceleration. 

However, the coupled non-linear model to capture the turbulence-induced 
structural motion and its reduction using TLD is non-existent. 

Therefore, in the present research work, an attempt is made to develop a numerical 
FV-FD-based non-linear model that will estimate the turbulence forcing, and simul-
taneously at each time step, it will capture the sloshing-induced base shear produced 
by the TLD liquid at the TLD-structure junction, eventually producing additional 
damping to the SDOF system. 

3 Methodology 

The entire work is subdivided into two subsections, each consisting of modelling a 
part of the full solution technique. 

(a) Modelling the turbulent flow field past a rigid obstacle and estimation of the 
drag force applied to it. 

(b) Using the time-varying turbulent forcing to estimate the structural response at 
each time step with and without attached TLD.
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3.1 Turbulence Past a Rigid Obstacle 

Unsteady or transient simulation for isotropic turbulence is performed using Large 
Eddy Simulation (LES), which essentially works based on filter operation. Eddies 
larger than a certain length scale, typically in the order of the grid size, are fully 
resolved. The smaller eddies are modelled using a sub-grid scale model. As the turbu-
lence is considered to be isotropic, only the size of these smaller eddies becomes 
important, not the shape. Once the mean velocity field is computed by the RANS 
model, the fluctuating velocity component

(
u,) can conceptually be estimated by 

subtracting time-averaged mean velocity U , from instantaneous velocity, U . This  
fluctuating velocity is then used to calculate the turbulent kinetic energy (k) per unit 
mass, as k = 1 2 u

,u,. If all the fluctuating components in three directions are consid-
ered, the Reynolds stress tensor can be estimated (per unit density) in symmetric 
matrix form, and in 3D and 2D domains the resolved kinetic energy becomes 

kres = 
1 

2

[
(u,)2 + (v,)2 + (w,)2

]
(1) 

kres = 
1 

2

[
(u,)2 + (v,)2

]
(2) 

The amount of the remaining kinetic energy is termed sub-grid scale kinetic 
energy, ksgs, and calculated by a sub-grid eddy viscosity model. In the present study, 
the Smagorinsky–Lilly model is used, where an additional stress term

(
τsgs

)
is applied 

to break down the eddies larger than the mesh size because molecular viscosity is 
not sufficiently strong to do so. This stress term can be derived by applying filtering 
operation on compressible Navier–Stokes equations as follows: 

∂ρ 
∂t 

+ 
∂
(
ρU j

)

∂ x j 
= 0 (3)  

∂(ρUi ) 
∂t 

+ 
∂
(
ρUiU j

)

∂x j 
= −  

∂ P 
∂xi 

+ ∂ 
∂ x j

(
τi j  + τsgs

)
(4) 

This sub-grid stress τsgs is modelled using Eq. (5) 

τsgs = 2ρνsgsS
∗ 
i j  − 

2 

3 
ρksgsδi j (5) 

S∗ 
i j  = 

1 

2

(
∂Ui 

∂x j 
+ 

∂U j 
∂xi 

− 
1 

3 

∂Uk 

∂xk 
∂i j

)
(6) 

Assuming the profile to be linear within the viscous sublayer, and obeying the 1/ 
7th power law in the outside region, the wall function is formulated as described by 
Germano et al. [9].
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U+(
y+) =

{
y+ if y+ < 11.8 
8.3

(
y+)1/7 

if y+ > 11.8

}

(7) 

where non-dimensionalized velocity (U+) and wall distance
(
y+)

are given as 

U+ = 
U 

Uτ 
, y+ = 

Uτ y 

ν 
(8) 

Lilly [10] proposed a value for the Smagorinsky constant Cs as 0.173, considering 
turbulence to be homogeneous and isotropic, which is true for a shear-free turbulent 
event far from any wall. However, modern CFD codes typically use different values 
of Cs for near-wall turbulent events. In the present wall-function approach (SLWF) 
Smagorinsky-Lilly constant, Cs is considered as 0.1 to determine the sub-grid scale 
kinematic eddy viscosity. 

In the Pressure-Implicit with Splitting of Operators (PISO) algorithm, steady-state 
flow problems can be solved using the LES model with a pressure corrector. 

The coefficient of drag is given by, 

CD = FD 
1 
2 ρU

2 A 
(9) 

FD Drag Force, 
A Projected area. 

3.2 Sloshing of Tuned Liquid Damper (TLD) 

At any point wave height is h. Assuming shallow wave theory to be valid and no point 
of time wave is reaching the tank top, partial differential equations for the sloshing 
motion of liquid can be written as [4], 

∂h 

∂t 
+ h 

∂v 
∂x 

+ v 
∂h 

∂x 
= 0 −

(
1 

2β 
− 1

)
ün (10) 

∂v 
∂t 

+ g 
∂h 

∂x 
+ v 

∂v 
∂x 

− g(θTLD − S) + 
∂2v 
∂t2 

= 0 (11) 

where u is the displacement of the structure at any point of time, thus, displacement 
of the TLD liquid surface, as it is attached to the structure. θTLD is the rotational 
displacement, h is the wave height at location x and time t, v is the particle velocity 
at location x and time t. The boundary conditions are given by: 

v(0, t) = v(L , t) = 0 (12)
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Initial conditions: At the starting of time (t = 0) steady state condition is 
considered, 

h(x, 0) = h0; v(x .0) = 0 (13) 

Non-dimensional slope of the energy gradient line is written as, 

S = 
τw 

ρgh 
(14) 

The wall shear stress at the base of the tank, τw is given by, 

τw = 
μfvmax 

h 
, for z ≤ 0.7 (15) 

τw = √
ρμ f ω, for z > 0.7 (16) 

ω is the forcing frequency, z = 
/

ωg 
2μf 

; μf is the absolute viscosity of fluid, here water. 

Sloshing force (F) acting on the walls of the water tank is given by: 

F = 0.5ρgB
(
h2 R − h2 L

) + 
L{

0 

ρgBhSdx (17) 

hR, hL Wave height with respect to bottom of the tank at the right and left wall of 
the tank. 

ρ Density of fluid, here water. 

The sloshing frequency of the tank liquid is given as, 

fw = 
1 

2π 

/
πg tanh

(
π h 
L

)

L 
(18) 

fw Fundamental natural frequency of liquid sloshing 
L Tank length. 

3.3 Solving Non-linear Partial Differential Equations 

The non-linear partial differential equations used to describe tuned liquid damper 
system discussed in the previous section are solved in iterative finite difference 
technique. Any general function f can be written as, 

f = α fi + (1 − α) 
fi+1 + fi−1 

2 
(19)
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The function can be velocity (v), wave height (h), or slope of the energy gradient 
line (S). In this numerical approach space derivatives are estimated as, 

∂ f 
∂x 

= 
fi+1 − fi−1 

2Δx 
(20) 

for a particular time step. Δx is the element dimension. ‘i’ is the node number. Time 
derivatives are estimated as, 

∂ f 
∂t 

= 
f k+1 
i −

[
α fi + (1 − α) fi+1+ fi−1 

2

]

Δt 
(21)

Δt is the time step size. ‘k’ is the time step number. α = 0.98. 

3.4 Newmark-β Method 

In this method, response of a damped or undamped structural system can be evaluated 
by involving numerical discretization of space and time. The second-order differential 
equation for a general excited structural system can be written as, 

M ü + C u̇ + Ku  = Fturbulence (22) 

Using the extended mean value theorem, the first time-derivative of the motion is 
expressed as 

u̇n+1 = u̇n + Δt üα (23) 

where, 

Üα = (1 − α) Ün + α Ün+1, 0 ≤ α ≤ 1 (24)  

This transforms the Eq. 23 into 

u̇n+1 = u̇n + (1 − α)Δt ün + αΔt ün+1 (25) 

As to incorporate the temporal change of the second time derivative of the motion, 
in the estimation of the displacement, the following formulations are suggested, 

un+1 = un + Δt u̇n + 
1 

2
Δt2 üβ (26) 

where,
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üβ = (1 − 2β)un + 2β ̈un+1, 0 ≤ 2β ≤ 1 (27) 

Therefore, Eq. 26 becomes 

un+1 = un + Δt u̇n + 
1 

2 
(1 − 2β)Δt2 ün + βΔt2 ün+1 (28) 

The finite difference formulas for the Newmark Beta scheme are 

ün+1 = 1 

βΔt2 
(un+1 − un) − 

1 

βΔt 
u̇n −

(
1 

2β 
− 1

)
ün (29) 

u̇n+1 = 1 

βΔt 
(un+1 − un) −

(
α 
β 

− 1
)
u̇n − Δt

(
α 
2β 

− 1
)
ün (30) 

4 Results and Discussion 

4.1 Validation 1: Suitability of SLWF Model 

A flow domain of 21D height is considered for the problem, where D is the diameter 
of the cylinder. Upstream and downstream boundary distances of the domain are 
kept at 8.5D and 20.5D from the centre of the cylinder, respectively. D is taken as 
19 mm or 0.019 m. Inlet flow velocity is kept uniform with a magnitude of 69.2 m/ 
s, which leads to a flow Reynolds number of 90,000. An attempt has been made to 
numerically replicate the experiment performed by Revell et al. [11]. A schematic 
of the problem is presented in Fig. 1. 

At first, transient simulation (LES) is performed to extract globally averaged flow 
parameters, like wall shear stress, τw coefficient of skin friction Cf, etc. at different 
points on the cylinder wall, using both OpenFOAM (v-2012) and ANSYS-Fluent 
(V14.5). The mesh refinement is optimized as suggested by Wang et al. [12]. A total

Fig. 1 Schematic of flow 
past bluff body 
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of 94,651 quadrilateral cells are used. An unstructured grid with necessary refine-
ment close to the cylinder wall is used in the form of 360 and 80 mesh nodes in the 
circumferential and radial directions, respectively. Incompressible Navier–Stokes 
equations are solved at each grid in a PISO solver. To reduce the computation cost, 
the Non-Iterative Time-Advancement scheme is chosen along with the Fractional 
Step method (FSM). Spatial discretization is performed using the Bounded Central 
Difference scheme. Unsteady pressure is interpolated over the entire domain using 
PRESTRO algorithm. To keep Courant–Friedrichs–Lewy (CFL) number below 1.5, 
the time step size is chosen to be 1 × 10−6 s. Two different sub-grid eddy viscosity 
models are used for computation, (a) the Smagorinsky-Lilly model with Wall Func-
tion (SLWF) and (b) the Dynamic Smagorinsky-Lilly model (DSL). The comparison 
results obtained from ANSYS-Fluent is presented in Figs. 2 and 3 in order to select 
the suitable model between SLWF and DSL. 

Between these two models, SLWF tends to behave better for flow past bluff body, 
that is why, the next problem case of flow past square cylinder for high Re is evaluated 
with this method.

Fig. 2 Coefficient of 
pressure at different angle 
(θ ) of the points over the 
body, measured from the 
trailing edge. (Experimental 
results are from Revell et al. 
[11]) 

Fig. 3 Scaled skin friction 
coefficient at different angle 
(θ ) of the points over the 
body, measured from the 
trailing edge. (Experimental 
results from Revell et al. 
[11]) 
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4.2 Validation 2: Flow Past Square Cylinder 

A square cylinder of dimension D, is placed in a fluid domain, with a free stream 
velocity of U0 at zero angle of attack. An inlet turbulence of intensity 0% is set at first, 
which is the laminar approaching flow case [5]. From this case, the mean and root 
mean square values of coefficient of drag (CD), have been evaluated and compared 
with the experimental results [6–8], and presented in Table 1. The schematic of the 
general problem is shown in Fig. 4, and meshing in Fig. 5. For the present validation 
purpose, TLD is not considered. 

Table 1 Validation for flow past square cylinder 

Re St CD
,

CD 

Experimental (Lee 1975) [6] 1.76 × 105 0.122 2.07 

Experimental (Pocha 1971) [7] 9.1 × 104 0.12 2.06 0.19 

Experimental (Noda and Nakayama 2003) [8] 6.89 × 104 0.131 2.16 0.207 

Numerical (Li et. al 2018) [5] 105 0.129 2.085 0.218 

Present study 105 0.101 2.025 0.206 

Fig. 4 Schematic of the 
turbulence-structure-TLD 
system 

Fig. 5 Meshing in OpenFOAM
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Fig. 6 Coefficient of drag 
over time 

As seen in Fig. 6 the turbulent flow is simulated for an initial smaller time duration, 
which possibly resulted in a lower CD value. A better prediction is expected for a 
longer simulation. 

4.3 Validation 3: TLD-Structure Interaction 

In order to validate the developed TLD-structure interaction model, the shaking table 
experiment performed by Sun et al. [2] is considered. TLD tank is 59 cm long, and 
33.5 cm wide. The water depth is 3 cm. The frequency ratio is the ratio between 
the natural frequency of the structure to that of the TLD liquid (here water). The 
structural displacement with and without attached TLD for different frequency ratios 
is presented in Fig. 7. The frequency ratio vs maximum and minimum wave height 
is presented in Fig. 8. 

Fig. 7 Structural 
displacement with and 
without TLD [2]
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Fig. 8 Maximum and 
minimum surface height [2] 

Once the turbulence modelling around a bluff body and the TLD-structure inter-
action modelling are validated, next two case studies are performed for laminar (Re 
= 250) and turbulent (Re = 105) flows. In both the cases time-varying drag force is 
used as the forcing to the next stage of TLD-structure interaction model. The general 
problem schematic is presented earlier in Fig. 1. The obstacle is considered as the 
square cylinder used in the validation 2 problem (Sect. 4.2). The results from the two 
problems are presented and discussed in Sects. 4.4 and 4.5. 

4.4 Turbulence-Structure-TLD Interaction; Re = 250 

In this segment, a laminar flow (Re = 250) is considered. The computed drag coeffi-
cient and Strouhal numbers are presented in Table 2. This drag coefficient is subse-
quently used to estimate the force and the TLD parameters are so chosen that it is tuned 
to the corresponding natural frequency of 0.538 Hz (for St = 0.138). The predicted 
damped and undamped displacement (non-dimensionalized by the cylinder dimen-
sion, D) is presented in Fig. 9. The inherent structural damping is taken as 0.32% 
[2]. The spring stiffness is calculated accordingly. 

Table 2 Drag coefficient for 
Re = 250 flow case Re St CD 

Numerical (Franke 1990) [13] 250 0.141 1.67 

Present study 250 0.138 1.78
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Fig. 9 Structural response; 
natural frequency of 
0.538 Hz 

4.5 Turbulence-Structure-TLD Interaction; Re = 105 

In this segment, a turbulent flow (Re = 105) is considered. The computed drag 
coefficient is already presented in Table 1. This drag coefficient is subsequently used 
to estimate the force. 

As the turbulent flow produces a broadband spectrum it is very difficult to find 
any particular forcing frequency, and eventually tuning the TLD also becomes chal-
lenging. In order to estimate the TLD performance in the reduction of the structural 
response, an extensive study is carried out in two stages. 

(a) TLD properties are varied to obtain different natural frequencies, replicating a 
broadband spectrum (using Eq. 18) 

(b) For each frequency the TLD-structure interaction is simulated and the perfor-
mance is measured in terms of the ratio of the maximum displacement with and 
without TLD. 

The result of the performance study is presented in Fig. 10.
From this study, few frequencies are identified where the TLD can reduce the 

structural response. In the other frequencies, the effect of attached TLD is found 
to be adverse though. Next, the structural response with and without TLD at a few 
identified frequencies are presented in Figs. 11 and 12.

The predicted damped and undamped displacements are non-dimensionalized by 
the cylinder dimension, D.
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Fig. 10 Performance of 
TLD in a broadband 
spectrum

Fig. 11 TLD performance 
at 19.76 Hz frequency 

Fig. 12 TLD performance 
at 27.94 Hz frequency
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5 Conclusions 

In the present research work, a turbulence-structure TLD model is proposed, 
developed in FD framework. Open-source flow solver (OpenFOAM) and in-
house MATLAB based TLD- structure interaction model is used. The significant 
conclusions are: 

(a) In case of laminar flow induced structural vibration, the TLD works perfectly 
when it is tuned with the vortex-shedding frequency. 

(b) In case of turbulence, the broadband force spectrum restricts to select any partic-
ular tuning frequency. However, in the present work a detailed study is carried 
out to identify few possible tuning frequencies that eventually is found to be 
reducing the structural response for the particular present case. 

(c) There is a requirement of further extensive studies with different turbulent 
conditions involving two-way FSI model to reach at any practical conclusive 
decision. 

Nomenclature 

U Turbulent velocity [m/s] 
u Structural displacement [m] 
u̇ Structural velocity [m/s] 
ü Structural acceleration [m/s2] 
v TLD liquid velocity [m/s] 
u, Fluctuating velocity component [m/s] 
U Time-averaged mean velocity [m/s] 
k Turbulent kinetic energy per unit mass [J/kg] 
ksgs Sub-grid scale kinetic energy [J] 
τsgs Sub-grid stress [N/m2] 
CD Drag coefficient [–] 
CD Mean drag Coefficient [–]

,
CD Root mean square drag coefficient [–] 
FD Drag force [N] 
A Projected area [m2] 
h Wave height at a particular location x [m] 
t Time [s] 
μf Absolute viscosity of water [Pa s] 
ρf Density of water [kg/m3] 
L Tank length [m] 
ρ Density of air [kg/m3] 
F Sloshing force acting on the walls [N]
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Transition of the Boundary Layer 
Subjected to Freestream Turbulence 

Ravi Kumar and S. Sarkar 

Abstract Influence of freestream turbulence (fst) on the transition to turbulence of 
a boundary layer under an adverse pressure gradient (APG) is investigated using 
a constant temperature hotwire anemometer and electronically scanned pressure 
(ESP). The experiments are carried out for two fst levels of 1.05 and 3.5% at a 
constant APG and Reynolds number (Re). A laminar separation bubble (LSB) is 
observed for a fst of 1.05%, and shear layer undergoes transition via the inviscid 
instability. The excitation of flow is evident from the beginning for an increased fst 
of 3.5%, while the LSB is completely suppressed and a change in the mode of flow 
transition is also observed. The location of onset of transition is highly affected by 
the variation of fst. Thus, the transition of a boundary layer under an APG is highly 
sensitive to freestream disturbances. 

Keywords Laminar separation bubble · Experiments · Transition · Turbulence ·
Freestream turbulence 

1 Introduction 

In the presence of a strong adverse pressure gradient, the laminar boundary detaches 
from the surface. It then undergoes a transition in the separated region and associ-
ated momentum exchange in wall-normal direction leads to flow reattachment. The 
enclosed fluid region between separation and reattachment location forms a so-called 
laminar separation bubble (LSB) [1, 2]. The LSBs are witnessed in many low Re 
engineering applications such as diffusers, low-pressure turbines (LPT), high-lift 
multi-element airfoil, and unmanned air vehicles (UAVs). The formation of LSB is 
associated with undesirable effects such as reduction in the usable lift and increased 
drag. Moreover, some other adverse effects like increased unsteadiness and noise are 
also caused by the separation of flow.
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The transition of an LSB depends upon many geometrical and flow parameters 
such as Re, APG, free stream turbulence (fst), surface curvature, etc. The transition 
associated with the boundary layer in the presence of APG is not unique and can be 
triggered via different routes. For example, in a low disturbance environment, the 
Tollmien–Schlichting (TS) waves amplify exponentially (modal growth) and initiate 
the transition. Later on, the inviscid instability mechanism (Kelvin–Helmholtz insta-
bility) sets in due to the inflectional velocity profile in LSB that causes perturbations 
to grow with even higher rates [3]. In case of a high level of environmental distur-
bances, the transition is preceded by the transient growth (non-modal) of streamwise 
disturbances due to ‘lift-up’ mechanism which might result in the formation of strong 
streamwise streaks [4]. Moreover, there may be situations where disturbances from 
different routes to transition coexist and interact with each other [5–8]. 

2 Literature Review and Objective 

Such dramatic influence of fst on the transition of boundary layer under stream-
wise APG has motivated a large number of researchers in the past. Haggmark [9] 
performed experiments to study the effect of fst on LSB induced by an APG. They 
reported no evidence of the existence of 2D waves for fst of 1.5%. On the other hand, 
the appearance of low-frequency streaky structures upstream of separation and in the 
initial part of the LSB was revealed by the smoke flow visualization. Another prelim-
inary investigation on the effect of fst on the LSB transition includes the work of 
Wissink and Rodi [10] who performed DNS on a 2D LSB formed on a flat plate under 
an imposed APG by an upper contoured wall. They observed that the K-H instability 
was triggered much earlier with an incoming fst level of 1.5% at the leading edge of 
the plate which led to a significant reduction in bubble length. Using a similar setup 
as Wissink et al. [11] carried out LES on the LSB under different fst levels ranging 
from 0 to 2%. They also observed elongated streamwise structures (K-modes) before 
the separation which results in a faster breakdown of KH vortices. It was also seen 
that the energy carried by the K-modes increases with increasing fst level leading to a 
greater reduction in bubble length. McAuliffe and Yaras [4] made a numerical study 
to understand the transition mechanism associated with LSB at different fst. They 
reported a change in instability mechanism from amplification due to KH instability 
to the growth of streamwise streaks at higher fst levels. Brinkerhoff and Yaras [12] 
performed a numerical study (DNS) of an attached flow subjected to streamwise 
pressure gradients and high fst levels. A stabilizing effect of longitudinal streaks 
with increasing fst level was observed in the favorable pressure gradient region. In 
the APG region, varicose secondary instability of low-speed streak induces transi-
tion to turbulence. The numerical simulation of Balzer and Fasel [13] investigated 
the fst influence on the LSB formed over a flat plate. They showed that the size of 
LSB is very sensitive to fst level. One important observation was that the KH insta-
bility was present even for the high fst case of 2.5% and was not ‘bypassed’, and the 
transition to turbulence was the consequence of both enhanced 3D disturbances and
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primary shear layer instability. Moreover, there are studies where the flow separation 
is completely suppressed by transitioning the flow upstream of the LSB [8]. 

The underline flow physics of laminar-to-turbulent transition of the separated 
boundary layer is very complex where the role of fst remains highly elusive till date. 
Moreover, a large number of numerical studies have been reported in the literature 
concerning the influence of fst. On the contrary, only a few experimental studies have 
been carried out which are concentrated over the boundary layer transition under APG 
at realistic fst levels. In light of this, the authors think that it is worthwhile to dedicate 
further efforts in this direction. Thus, the present study is aimed at providing a deeper 
insight into the mechanism associated with the LSB transition under different levels of 
environmental disturbances through experiments. Here, the experiments are carried 
out for two levels of fst at a fixed Re of 2 × 105 where the inlet free stream velocity 
was kept at 2.74 m/s. The flow physics is explored using instruments like a single-
wire hotwire anemometer and pressure scanner (ESP). Note that only preliminarily 
results are presented here to appreciate the flow features. 

3 Experimental Detail 

In the present study, the experiments are carried out in suction-type low-speed wind 
tunnel facility available at the energy conversion laboratory of IIT Kanpur. To ensure 
uniform and parallel flow, the flow passed through a flow straightener made of honey-
combed plastic straws of diameter 25 mm and length of 162.5 mm. The flow straight-
ener is followed by four wire meshes of coarse to fine grade to smoothen the flow. 
The flow is then passed through a 2D contraction cone of 3:1 area ratio to achieve the 
required velocity in the test section. The test section consists of an 1140-mm-long 
and 178-mm-wide acrylic flat plate with 6:1 elliptic leading edge which is firmly held 
by bolting it to the sidewall. The elliptic leading edge is chosen to avoid leading-edge 
flow separation that may alter the transition process. A schematic of the test section is 
presented in Fig. 1. To measure the surface static pressure, the plate is provided with 
64 pressure taps at the midspan along the streamwise direction. The upper wall of 
the test section consists of a converging front part, throat and an adjustable rear part. 
The rear part has a provision to adjust the opening angle (α) to impose a required 
APG on the flat plate. The LSB is created on the flat plate by fixing the rear part of 
the upper wall at an arbitrary opening angle of 9.5°. Further, to avoid flow separation 
on the upper wall, two trip wires are provided at the end of the throat. The tunnel 
has a default fst level of 1.05% at the throat (x/L = 0.263 and y/L = 0.0508) with 
the flat plate. The tunnel has a provision to insert a replaceable turbulence grid prior 
to the test section to vary the fst in the flow. Experiments are carried out for two 
cases of turbulence intensity namely 1.02% (low fst) and 3.1% (high fst). Moreover, 
a streamwise slot is also provided at the upper wall to insert and move the hotwire 
probe along the streamwise direction. A diffuser is provided at the end of the test 
section to reduce the velocity.
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Fig. 1 Schematic diagram of the setup 

The pressure measurements are carried out using two electronically scanned pres-
sure (ESP) transducers with a differential pressure range of ±2.5 kPa. Each ESP is 
equipped with 32 ports where individual transducers along with two additional refer-
ence ports for acquisition and calibration are provided for each port. The ESPs are 
calibrated against a known pressure and the calibration coefficients are converted 
from volts to Pascal following Sharma and Poddar [14]. The data are recorded for 
10 s at a multiplexing frequency of 20 kHz where the sampling rate was kept at 400 
samples/s per port and the uncertainty in measurements was 0.06%. 

Dantec Dynamic’s boundary layer probe (5-µm-diameter platinum wire) is 
employed in constant temperature mode to measure the instantaneous velocity. The 
data were taken for 215 instances in 6.55 s at a sampling frequency of 5 kHz. The 
calibration of hotwire was performed against the micro-manometer. An uncertainty 
analysis is carried out following Yavuzkurt [15], and the uncertainty associated with 
the velocity measurement was found to be less than 1.1%. 

4 Results and Discussion 

Figure 2 represents the coefficient of pressure (Cp) distribution over the flat plate 
for different fst. For low fst, the Cp shows that the pressure decreases gradually in 
the favorable pressure gradient portion and attains minima at the throat. Further, a 
pressure plateau followed by a sharp pressure rise is evident in the APG region which 
depicts the presence of an LSB [16] where the beginning of the pressure plateau 
marks the separation point. A method proposed by Gerakopulous [17] is used to  
precisely mark the separation point (xS), onset of transition (xto), and reattachenmt 
point (xR) where the intersection of the straight line fitted in constant pressure, 
pressure recovery, and the APG region downstream gives the separation, onset of 
transition, and reattachment points. The separation, onset of transition are located at 
x/L = 0.367, and 0.40, respectively, where the reattachment point is at x/L = 0.553. 
On the other hand, the flow in high fst case does not indicate any constant pressure
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portion in the APG region rather it gradually increases confirming an attached flow 
through the entire plate. 

The contours of rms of streamwise velocity fluctuations for the two fst cases 
are shown in Fig. 3 to appreciate the evolution of the disturbances in the flow. It is 
observed that the fluctuations begins to grow suddenly at x/L = 0.40 due to the onset 
of transition for low fst and the maximum urms values are concentrated in a particular 
region (x/L = 0.43–0.53) away from the wall attributing to the formation of LSB. 
For high fst, the fluctuations increase gradually from the x/L = 0.34 indicating that 
the transition of flow was underway from the beginning. Further, the maximum urms 

fluctuations spread over a larger portion of the plate and remain close to the wall, 
compared to the low fst case. 

The evolution of maximum urms fluctuations along the streamwise directions for 
different fst are presented in Fig. 4 to illustrate the growth of disturbances. The fluc-
tuations do not exhibit any significant growth up to x/L = 0.39 in case low fst. After

Fig. 2 Static pressure 
coefficient distribution for 
different free stream 
turbulence intensities 

Fig. 3 Contours of urms fluctuations of streamwise velocity for different free stream turbulence 
intensities 
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Fig. 4 Evolution of 
maximum urms fluctuations 
of streamwise velocity for 
different free stream 
turbulence intensities 

x/L = 0.39, a sudden exponential (modal) growth is observed where the fluctua-
tions attain maxima at x/L = 0.39 and then undergo saturation at x/L = 0.513. This 
growth of fluctuations may be attributed to the inviscid instability mechanism (KH 
instability) associated with the transition of LSB [18, 19]. On the contrary, a linear 
growth (non-modal) of fluctuations is evident from the beginning which becomes 
maximum at x/L = 0.429 and then saturates at x/L = 0.513. Such fluctuations 
growth is most probably associated with bypass transition where the transition occurs 
due to the receptivity of the background disturbances [20, 21]. Thus, the flow follow 
a different route to transition depending upon the magnitude of inlet fst. Further, the 
maximum of urms can be used to mark the end of transition and it is seen that the 
flow in the high fst case undergoes transition earlier than in the low fst case. 

To appreciate the instability mechanism associated with the transition for the two 
fst cases, power spectra of streamwise velocity fluctuations at the different streamwise 
location is shown in Fig. 5 where the vertical axis is shifted by an arbitrary amount 
to improve the visualization. For the low fst case, a clear selective amplification 
is evident for f = 45 Hz which corresponds to a normalized frequency (based on 
the momentum thickness and edge velocity at separation) of 0.0072 that lies in the 
range of K-H instability [4, 22]. Thus, the shear layer transition in case of low fst is 
attributed to the K-H instability that arises in the flow due to the inflectional velocity 
profile in LSB. Further, no such selective amplification is observed in the high fst case 
rather it shows an evenly distributed band of frequency at all streamwise locations 
pointing that flow transition might be like a classical bypass transition.

5 Conclusions 

The influence of fst on the transition of a boundary layer over a flat plate subjected to 
an APG is investigated experimentally. The hotwire and ESP results show the pres-
ence of an LSB over the flat plate for a low fst of 1.05%. The shear layer undergoes 
transition via the inviscid instability resulting in an exponential (modal) growth of
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Fig. 5 Power spectra of streamwise velocity fluctuations for different free stream turbulence 
intensities

streamwise disturbances along the shear layer followed by the saturation of turbu-
lence. When fst is increased to 3.5%, the LSB is completely suppressed, and the flow 
is transitional from the beginning. Further, a linear (non-modal) growth of streamwise 
fluctuations is observed depicting that the transition occurs due to the receptivity of 
background disturbances. 

Nomenclature 

Ufs Local free stream velocity 
f Frequency 
L Length of flat plate 
x, y, z Coordinate axes 
Cp Coefficient of pressure, Cp = (p − pref)/0.5ρU 2 

i 

Subscript 

to Onset of transition 
te Transition end
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S Separation 
R Reattachment 
rms Root mean square 
max Maximum 
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Introduction of Critical Filling 
Parameter on Faraday Instability and Its 
Dependencies on Fluid Densities 

K. P. Choudhary, S. P. Das, and Shaligram Tiwari 

Abstract In the present work, we have studied two immiscible Newtonian fluid 
systems having different pairs of comparable densities on a rectangular container 
undergoing vertical oscillation. Inspired by the Floquet analysis of Kumar and Tuck-
erman (J Fluid Mech 279:49–68, 1994 [1]), stability analysis is carried out to calculate 
the threshold. A two-fluid system filled with different volumes of fluids is defined by 
a filling parameter (ψ = h1/(h1 + h2)), where h1 and h2 are the lower and upper-
layer heights, respectively. It has been found that the threshold curve for Faraday 
instability shows bidirectional behavior with filling parameter (ψ) for a two-fluid 
system with comparable densities. The point about which the threshold curve shows 
bidirectional nature has been first time introduced here as a critical filling parameter 
(ψc). An investigation on effect of density difference (Δρ) and density ratio (ρr) on 
threshold curve ( f −Ac curve) and ψc has been performed, in which an increment in 
ψc with Δρ and ρr has been observed. 

Keywords Faraday instability · Two-fluid system · Floquet analysis · Critical 
filling parameter · Density ratio 

1 Introduction 

A container filled with a two-fluid system (one having negligible density) undergoing 
deterministic or chaotic motion shows the motion of fluids inside the container. 
This is a very well-known phenomenon and is called liquid sloshing [2]. Similarly, 
a two-fluid system undergoing vertical sinusoidal oscillation shows the motion of 
fluids inside the container under certain conditions. Unlike horizontal oscillation, 
the interface is shows wavy interface and the waves appears at the interface are 
known as Faraday waves. The response frequencies of waves at the interface may 
have a subharmonic and harmonic response or sometimes may have periodic tripling.
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Fig. 1 Standing wave 
modes (m, n) ((0, 1) to 
(0, 6)) [3] that can be 
induced at the interface. The 
zero (m = 0) indicated that 
the waves are 
two-dimensional and have 
negligible motion along the 
width 

The wave structures present at the interface, having different modes are shown in 
Fig. 1. The modes are represented as (m, n) where m = 0 indicated that the waves 
are two-dimensional and the interface remains flat along the width [3]. Two-fluid 
systems have found many industrial applications in solvent extraction, chemical 
mixing, pharmaceutical processes, liquid metal batteries etc. However, it is not always 
the case when both fluids have equal volume. Thus, the present work relates to various 
volumetric ratios of fluids in a two-fluid system. 

2 Literature Review and Objective 

Faraday (1831) first observed the Faraday wave once a vibrational source was applied 
to the fluid system [4]. The first inviscid analysis on Faraday instability is done by 
Benjamin and Ursell [5]. They formulated the inviscid governing equation into the 
form of Mathieu equation. Kumar and Tuckerman [1] considered the effect of fluid 
viscosity in their analysis with infinite (lateral dimension) bilayer Newtonian fluids 
subjected to vertical vibration. They have used a Fourier–Floquet analysis to get the 
marginal stability curves of harmonic and subharmonic responses. We have used the 
theory proposed by them in the present work. Besson et al. [6] extended the linear 
stability analysis of Kumar and Tuckerman [1] to the two-frequency oscillation. 
Both theories agree with the experiments and direct numerical simulation [7, 8]. 
The unstable wave pattern at the interface is independent of container geometry [4]. 
However, it requires a finite size analysis to get the critical unstable mode [3, 8]. 

An experimental study by Binks et al. [9] explains the variation of unstable interfa-
cial structures with different depths in a cylindrical container. A numerical simulation 
done by Ubal et al. [10] neglected the motion of the upper fluid because of its negli-
gible density compared to the lower fluid. They investigated the effect of various filled 
levels on the threshold curve ( f − Ac). The two-fluid system also shows variations 
in its threshold curve ( f − Ac) with different filling parameters [11]. The threshold 
curve for a fixed frequency shows a bidirectional behavior in a two-fluid system. 

The objective of the present work is to introduce a critical filling parameter ψc 

(ψ , at which ψ−Ac curve changes its increasing or decreasing slope (of having
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Table 1 Fluid density pairs 
considered in the present 
study; other properties are 
kept constant 

S. No. ρ2
(
kg/m3

)
ρ1 (range)

(
kg/m3

)

1 600 900–2400 

2 800 1100–2600 

3 1000 1300–2800 

zero slope) with the filling parameter, where Ac is threshold amplitude for Faraday 
instability). The filling parameter is defined as ψ = h1/(h1 + h2), i.e., the percentage 
volume of lower fluid compared to total volume of the container [11]. We also 
investigated the possible dependencies of density difference (Δρ = ρ1 − ρ2) and 
density ratio (ρr = ρ1/ρ2) on f −Ac curve and ψc. 

The filling parameter ψ is varied for a system having a fixed forcing frequency 
and a bilateral behavior is found. It has been observed that the minimum threshold is 
not at ψ = 0.5. This motivates us to find the possible reason for this phenomenon. In 
the present work, all the analysis has been done on set of fluids with various density 
pairs while keeping other fluid properties fixed to show the behavior of ψc with fluid 
density. The properties of fluid-1 (kinematic viscosity (ν1) of 4.26 × 10−7 (m2/s)) 
and fluid-2 (kinematic viscosity (ν2) of 9.48 × 10−7 (m2/s)) with interfacial tension 
0.00077 N/m considered in this work are shown in Table 1. The fluid densities are 
an important factor because, at different filling parameters, the dominance effect of 
fluids (inertia of fluids) changes [10] because of the change in the mass of respective 
fluids. 

3 Methodology 

The schematic diagram of the considered domain (L× H = 35×29.3 mm2) is shown  
in Fig. 2, which is similar to the work by Jajoo [3]. In the linear stability analysis of 
Kumar and Tuckerman [1], the lateral dimensions (X and Y ) are infinite. The finite 
length (L = 35 mm) produces a finite size effect in X -direction. It is noteworthy to 
say that the periodic boundary at the side wall has a similar effect as putting a finite 
size domain without having a physical wall, as shown in Fig. 2 [8]. This indicates that 
the side wall effect is not counted in our study since the Floquet analysis of Kumar and 
Tuckerman [1] is applicable for infinitely long in lateral directions. The gravitational 
acceleration value is g0 = 9.81 m/s2 . The two-fluid system is subjected to a vertical 
sinusoidal forcing acceleration (a = A0ω

2), where A0 = displacement amplitude in 
(m) and ω = 2π f , circular frequency in (rad/s) and f is forcing frequency (Hz). 
The lower and upper-layer fluids have depths of h1 and h2, respectively.

In the calculation of threshold points for a given system (known fluid properties, 
filling parameter, and forcing parameter), a Floquet analysis on the full hydrodynamic 
system (FHS) proposed by Kumar and Tuckerman [1] has been used. The detailed 
procedure for linear stability analysis is available in Kumar and Tuckerman [1]. 
The system consists of two immiscible, incompressible Newtonian fluids with a
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Fig. 2 Schematic diagram of the domain. The dashed lines indicate the periodic boundary, which 
acts like a finite size domain

gravitationally stable state. The frame of reference is moving with the oscillating 
two-fluid system; hence, the motion of the container is taken into consideration by 
temporally modulated gravitational acceleration G(t) = g0 − acos(ωt). 

The governing equations for each layer are linearized about the state of rest as 
U j = 0, Pj (t) = −ρ j G(t)z for the perturbation field u j , p j onto the two-fluid 
system, where U j and Pj are base flow velocity and pressure fields, and u j , p j 
are perturbation fields. The subscript j indicates 1 and 2 for the lower and upper 
fluid layers, respectively [1]. The no-slip condition has been imposed on the top and 
bottom walls. In the perturbed interface (z = ζ (x, y, t)), kinematic surface condition 
has been linearized at z = 0 because of the small perturbed amplitude compared to 
fluid layer heights. The remaining conditions were derived from the stress tensors. 
The tangential component of the stress tensors must be continuous for the contin-
uous deformation of the interface [1]. Whereas the curvature of the interface gener-
ates discontinuity in the normal component of the stress tensor, which is compen-
sated by surface tension force, this is also known as the pressure jump condition. 
The perturbed governing equations along with mentioned boundary conditions are 
known as the full hydrodynamic system (FHS) [1]. The solutions of Floquet form 
w j (z, t) = e(η+iα)t w̃ j (z, t mod 2π/ω), (the t mod 2π/ω is the reminder value of the 
term t/(2π/ω)) has been applied in the FHS on the sinusoidal oscillating container 
with a time period 2π/ω where, w j is the vertical component of perturbed velocity 
field, η+ i α is the Floquet exponent, e(η+iα)2π/ω is Floquet multiplier, and w̃ j is some 
periodic function which can be expanded in Fourier series [1]. The two cases α = 0 
and α = (1/2)ω are known for harmonic and subharmonic responses, respectively. 
The final stability analysis is done by using the pressure jump condition because, 
this is the only equation that couples the different Fourier modes. The pressure jump 
condition can be expressed as [1]
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Δ
]
ρ{η + i (α + nω)} + 3μk2

]
∂zwn − Δμ∂zzzwn 

+ (
Δρg0 − σ k2

)
k2 ζn = Δρk2

[
f (t) ̃ζ (t)

]

n 
(1) 

where μ is dynamic viscosity and
[
f (t) ̃ζ (t)

]

n 
denotes the nth Fourier component 

of the product. The entire left-hand side of Eq. (1) can be written as 1 2Δρk2 Anζn , 
having An = Ar 

n + i Ai 
n complex and ζn is nth Fourier coefficient of the perturbed. 

Equation (1) can now be written as: 

Anζn = a(ζn+1 + ζn−1) ⇒ Aζ = a Bζ (2) 

where A is a diagonal complex matrix, and B is a banded matrix, which depends 
on the α [1]. The stability analysis is done by fixing the wavenumber k and keeping 
η = 0 for both α = 0 and α = (1/2)ω. Then, Eq. (2) has been solved for eigenvalues 
a, and the smallest real positive eigenvalue from a is known as the marginal stability 
boundary ac1 (ac1 is the minimum acceleration required for the wavenumber k at the 
interface) [1]. 

Figure 3 shows all the possible wavenumber k with the marginal amplitude (Ac1 = 
ac1/ω2) for fluid pair

]
1500 800

]
kg/m3 . The vertical lines shows the possible 

wavenumber kpossible that can be induced at the interface (kpossible = nπ/L where n is 
mode number 1, 2, 3, 4 . . .) in the considered finite size domain (L = 35 mm). The 
threshold point of Faraday instability for the finite size domain is obtained from the 
intersection of the curves with the wave number (vertical lines) at the lowest value 
of Ac1. The shape of the corresponding modes (0, n) at the interface is presented 
in Fig. 1. The response frequency ( fR) of the unstable interface can be harmonic 
( fR = f ) or subharmonic ( fR = f /2). An example of subharmonic response is 
shown in Fig.  3, for  which  Ac = 0.361 mm and (0, 4) mode will appear once the 
interface is unstable. 

Fig. 3 k − Ac1 plots from 
linear stability analysis for 
ψ = 0.5, [ 1500 800 ] 
kg/m3 and having 10 Hz 
forcing frequency. The 
vertical lines indicate the 
possible wavenumber 
(kpossible = nπ/L , where  
n = mode number 
1, 2, 3, 4 . . .) that can be 
produced in the considered 
domain of L = 35 mm
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4 Results and Discussion 

In this section, the changes in mode for different density pairs, keeping (a) density 
difference and (b) density ratio constant have been discussed. Along with this, the 
critical filling parameters (ψc) and its dependencies onΔρ and ρr are also discussed. 
The threshold point Ac has been calculated as discussed in the previous section. 

4.1 Effect of Density Ratio and Density Difference on f −Ac 
Curve for ψ = 0.5 

The threshold curves from Floquet analysis have been carried out for the range 
of frequency 8 to 12 Hz. In the present work, this limitation on the simultaneous 
variation of density difference and ratio has been removed by taking six different 
density pairs such that, (a) for three density pairs, density differences are constant(
Δρ = 1500 kg/m3

)
, and (b) for the other three, density ratios are constant (ρr = 2). 

The filling parameter (ψ = h1/(h1 + h2)) is taken as 0.5, which means fluid-1 and 
fluid-2 have equal volume (h1 = h2). 

Figure 4 shows the effect of density ratio on the threshold curve. The frequency 
bandwidth decreases with increasing value of density ratio (ρr ) [3]. The left shift in 
the f −Ac curve indicates that the system becomes more unstable with the decrement 
in the density ratio. Whereas, in Fig. 5, there are no significant differences between 
f −Ac curves for different density differences. Observation from Figs. 4 and 5 shows 
that the density ratio has a more substantial effect on f −Ac curve than the density 
difference provided the other one (density difference or density ratio) is fixed. This 
phenomenon can be explained by the Mathieu equation derived by Kumar and Tuck-
erman [1] for ideal fluids. The Mathieu equation from Kumar and Tuckerman [1] is  
as follows: 

ζ̈ + ω2 
0

]
1 − â cos(ωt)

]
ζ = 0 (3)  

where 

ω2 
0 =

(ρ1 − ρ2)g0k + σ k3 

ρ1 coth(kh1) + ρ2 coth(kh2) 
(4)

The above equation can be rearranged by introducing the density ratio ρr = ρ1/ρ2. 

ω2 
0 = 

(ρr − 1)g0k +
(
σ k3/ρ2

)

ρr coth(kh1) + coth(kh2) 
(5) 

In the present study, the second term (right-hand side) of Eq. (5)(
(σ k3/ρ2) 

ρr coth(kh1)+coth(kh2)

)
is negligible compared to the first term (right-hand side). Hence,
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Fig. 4 Comparison of 
f −Ac curves for fluid pairs 
having constant density 
difference(
Δρ = 1500 kg/m3

)
with 

three different density ratios 
for ψ = 0.5. The mode with 
the star mark shows the 
harmonic mode, while other 
modes are subharmonic 

Fig. 5 Comparison of 
f −Ac curves for fluid pair 
having constant density ratio 
(ρr = 2) with three different 
density differences for 
ψ = 0.5. All the modes are 
subharmonic

the ω2 
0 will only be the function of the density ratio (ρr ). In Eq. (5), the natural 

frequency of the system increases with increment in ρr , which can be seen in Fig. 4. 
The threshold curve for varying density difference (Δρ) with a fixed value of density 
ratio (for example ρr = 2 in Fig.  5) shows only minor deviation. These minor 
deviations may arise from the viscous and interfacial tension effects between the 
fluids. 

4.2 Calculation of Critical Filling Parameter (ψc) 

As defined in Sect. 4.1, the critical filling parameter (ψc) is calculated using the 
linear stability analysis following Kumar and Tuckerman [1]. The filling param-
eter (ψ) is varied, keeping the fluid properties and forcing parameter fixed. The ψ
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Fig. 6 An example of the 
calculation of the critical 
filling parameter ψc at the 
forcing frequency of 10 Hz. 
The plot showing the 
threshold values with 
different filling parameters 
for the fluid properties of 
having density pair: 
a [ 1800 1000 ] kg/m3, 
b [ 2500 1000 ] kg/m3 and 
10 Hz forcing frequency 

has different effect on threshold amplitude for supercritical (right-hand side of the 
minimum threshold) and subcritical (left-hand side of the minimum threshold) bifur-
cation within a mode [12]. The f − Ac curve shifts toward the left-hand side for the ψ 
value having interface lies near the wall. Resulting for ψ varies from 0 to 1 threshold 
value for supercritical bifurcation first decreases, then increases, and vice-versa for 
subcritical bifurcation. The ψ value is recorded from where the nature of threshold 
value is changing and represented as a critical filling parameter (ψc) as shown in 
Fig. 6a for supercritical bifurcation and Fig. 6b subcritical bifurcation. 

4.3 Effect of Density Ratio and Density Difference on ψc 

The critical filling parameters for fluid pairs given in Table 1 have been calculated 
at 10 Hz and plotted in Figs. 7 and 8 with varying density difference and density 
ratio, respectively. In Sect. 4.1, we have discussed the Faraday instability modes
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and threshold changes due to fluid properties. In our parametric study, although 
the modes, instability type (supercritical and subcritical bifurcation), and thresholds 
values of Faraday instability are changing, as shown in Fig. 4, overall, the ψc value is 
increasing with increment in Δρ and ρr (refer to Figs. 7 and 8). The possible reason 
for this, is the increment in ρ1 with respect ρ2 showing its dominant effect over fluid-
2. There are some local variations in ψc as the mode passes through its operating 
frequency (10 Hz). However, these local variations are negligible. In Figs. 7 and 
8, the circled symbols are off the trend from other data because while calculating 
threshold values for Faraday instability, the kpossible is occurring near the nose of the 
k−Ac1 curve (refer Fig. 3). In the nose of the k−Ac1 curves, the curvature effect is 
dominant, and hence the ψc is off the trend. 

Keeping density difference (ρ2 − ρ1) fixed (refer to Fig. 7), one can observe the 
significant change in ψc over the fluid pairs, whereas that is absent for the fixed 
density ratio (refer to Fig. 8). The increment in ψc with density ratio is almost linear,

Fig. 7 Variation of the 
critical filling parameter (ψc) 
with density difference. The 
fluid properties are given in 
Table 1 

Fig. 8 Variation of the 
critical filling parameter (ψc) 
with density ratio. The fluid 
properties are given in 
Table 1 
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and a line has been plotted with linear data fit. The circled data have not been added to 
the data fit. The line equation ψc = 0.024ρr + 0.47 of linear data fit has a coefficient 
of determination of 0.95, which shows a perfect data fit. 

5 Conclusions 

Linear stability analysis for two-fluid systems has been performed for various Newto-
nian fluid pairs undergoing vertical oscillations. The threshold points for these fluid 
pairs are calculated based on the finite size domain. It has been found that the density 
ratio (ρr) has more substantial effect on the threshold curve than the density differ-
ence (Δρ), provided the other one (Δρ or ρr) is fixed. The critical filling parameters 
(ψc) has been introduced and calculated for all the fluid pairs. In particular, we have 
found that ψc increases with increment in density difference (Δρ) and density ratio 
(ρr). A negligible change in ψc has been observed for fixed ρr. This study shows 
the dominant effect of fluid-1 over fluid-2 by the increment of density difference 
or density ratio. The present study is only applicable for two Newtonian fluid pair 
having same order of density (comparable density). 

Nomenclature 

ρ1 Density of fliud-1 [kg/m3 ] 
ρ2 Density of fliud-2 [kg/m3 ] 
ν1 Kinematic viscosity of fluid-1 [m2/s] 
ν2 Kinematic viscosity of fluid-2 [m2/s] 
σ Interfacial tension [N/m] 
ρr Density ratio [–]
Δρ Density difference [kg/m3 ] 
L Length of the domain [m] 
H Total height of the domain [m] 
h1 Height of fluid-1 [m] 
h2 Height of fluid-2 [m] 
ψ Filling parameter [–] 
ψc Critical filling parameter [–] 
g0 Gravitational acceleration of earth = 9.81 m/s2 [m/s2 ] 
A0 Forcing amplitude [mm] 
Ac1 Marginal forcing amplitude [mm] 
Ac Threshold forcing amplitude in finite size domain [mm] 
f Forcing frequency [Hz] 
ω Circular frequency [rad/s] 
a Forcing acceleration [m/s2 ] 
ac1 Marginal forcing acceleration [m/s2 ]
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t Time [s] 
m Mode in y-direction [–] 
n Mode in x-direction [–] 
k Wavenumber [m−1] 
fR Response frequency [Hz] 
kpossible Wavenumber possible in consider domain (= nπ/L) [m−1] 
G(t) Modulated gravitational acceleration (g0 − a cos(ωt)) [m/s2 ] 
U j , Pj Base flow velocity and pressure field [m/s] 
u j , p j Perturbed velocity and pressure field [N/m2 ] 
w j The vertical component of the perturbed velocity field [m/s] 
η + i α Floquet exponent [s−1] 
f (t) = a cos(ωt) [m/s2 ] 
ζ̃ (t) A periodic function appears in the Floquet form of interface fluctuation 

and can be expanded in the Fourier series [m] 
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Surface Roughness Heterogeneity Effects 
on Five Turbine Wind Farm Evaluated 
Using Large Eddy Simulation 

Naveen N. Kethavath, Kingshuk Mondal, and Niranjan S. Ghaisas 

Abstract The effect of an abrupt transition in the surface roughness from relatively 
rough conditions to smoother conditions on a five-turbine wind farm is examined 
using a large eddy simulation (LES). The LES are carried out using a high-order 
numerical framework with a state-of-the-art subgrid scale model and with the wind 
turbines modelled as rotating actuator disks. The surface roughness transition in the 
absence of turbines leads to an increase in the mean wind speed close to the bottom 
surface and a decrease in the turbulence intensity. The same effects are observed 
in the presence of wind turbines, and as a result, the evolution of the wakes of the 
individual turbines and the combined wake of all turbines is affected. The velocity 
deficit in the wake of each wind turbine grows approximately linearly from one to 
four diameters downstream of the turbine. This wake growth rate is different for a 
five-turbine wind farm sited on homogeneously rough surface and that sited on a 
heterogeneously rough surface. The wind turbine wakes also display an asymmetry 
between the profiles above and below the rotor hub heights. The presence of a surface 
roughness heterogeneity is found to reduce this asymmetry. These results have impli-
cations for the development of analytical models and ultimately for optimal layout 
of wind farms on heterogeneously rough surfaces. 

Keywords Large eddy simulation · Wake growth rate · Surface heterogeneity ·
Atmospheric boundary layer · Wind farm wakes 

Nomenclature 

z01 Upstream aerodynamic roughness [m]
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z02 Downstream aerodynamic roughness [m] 
d Turbine diameter [m] 
Hhub Turbine hub height [m] 
CT Coefficient of thrust [-] 
σu Standard deviation of velocity fluctuation [-] 
k∗ Wake growth rate [-] 

1 Introduction 

The lowermost part of the troposphere is influenced heavily by the fluxes of 
momentum, heat, and moisture imposed by the varying surface characteristics of 
the earth surface. This leads to the formation of the atmospheric boundary layer 
(ABL) which inherently influences day-to-day human activities such as weather, 
pollution, agriculture, and energy extraction from wind. The heterogeneous nature 
of the earth surface modulates the ABL flow through variations in the scalar fluxes 
thus making the study of heterogeneity of earth surface a major field in ABL study 
[1]. Wind energy has gained increased attention due to rise in reliability on renewable 
energy. ABL flow influences energy extraction by wind turbines and has become a 
challenge in wind farm design. 

Energy extraction from the incoming wind by a wind turbine creates a region of 
lowered wind speed with increased wind shear and turbulence. This is called wind 
turbine wake region [2, 3]. Wake losses is the difference between the reduced power 
generated in a wind farm due to interaction between wakes of multiple turbines 
and the installed capacity. Wakes are dependent on the turbine as well as the ABL 
statistics and has become a crucial field of study in wind farm design and operation. 

Numerous studies on ABL flow over heterogeneous surface ranging from field 
observations [4, 5], analytical models [6, 7] to numerical simulations [8, 9] have been 
carried out in the geophysical regime. These studies focused on an abrupt change in 
aerodynamic surface roughness (z0) normal to the mean wind flow direction. None 
of the previously mentioned studies studied the effect of the heterogeneity in the 
wind turbine wake evolution. 

Wake interactions in a wind farm has been studied using analytical models [10, 
11], experiments/field observations [12, 13], and numerical simulations [14]. All the 
above studies assumed that the wind turbines are sited on a homogeneous surface. 

This paper aims to study the effect of a heterogeneous surface with an abrupt 
change in surface roughness on multiple wind turbines, or small wind farm. The 
LES methodology and runs studied are described in Sect. 2. Results are presented 
and discussed in Sect. 3. Brief conclusions are presented in Sect. 4.
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2 Numerical Methodology 

2.1 LES Methodology 

Large eddy simulations (LES) are carried out to solve the incompressible Navier– 
Stokes (N-S) equations using the concurrent-precursor simulation method [2]. Two 
domains, viz. precursor and main domain, of dimensions (Lx × L y × Lz) are 
employed, where x is streamwise, y is spanwise, and z is the vertical direction. 
The bottom surface of the precursor domain is homogeneous (with aerodynamic 
roughness z01) without any wind turbine installed. The flow in this domain is driven 
by a pressure gradient −u2∗/Lz . The main domain contains a heterogeneously rough 
surface, with the roughness changing from z01 to z02 abruptly at the location xs . 
Multiple wind turbines are included in this domain, at locations xt,i . The ‘fringe’ 
region constitutes the last quarter portion of the main domain and has the same 
surface roughness as the in the precursor domain and in the region upwind of xs in 
the main domain. The flow is nudged toward the same upstream conditions as in the 
precursor using an additional forcing term in this fringe region. The x and y-directions 
are considered to be periodic. No-penetration, free-slip conditions are imposed on 
the top boundary, whereas a wall-modeled slip velocity condition is imposed at the 
bottom wall. 

An in-house Fortran code, PadeOps-igrid [15], is used for the simulations. It uses 
Fourier-spectral discretization in the streamwise and spanwise directions, 6th-order 
compact finite-difference scheme in the vertical direction with 3rd-order Runge– 
Kutta method for time advancement. The subgrid scale model used is the Anisotropic 
Minimum Dissipation [16] model. The turbine-induced forces are imposed using the 
rotating actuator-disk model [14]. The viscous sublayer becomes extremely difficult 
to resolve on moderately sized grids due to the large Reynolds number of the flow 
(based on the height of the boundary layer) which is in the order of 1010. This difficulty 
is overcome by dropping the viscous terms from the filtered N-S equations and using 
a wall model that mimics the effect of the viscous terms, which is important only 
very close to the wall. We use the wall model proposed by [17] which is suitable for 
homogeneous as well as heterogeneously rough surfaces. 

2.2 Cases Simulated 

Three different LES simulations are carried out as shown in Table 1. Run 3 incor-
porates five wind turbines; one is upstream of xs/d = 7.2 and the other four are 
downstream of the abrupt change in surface roughness at xs . This run is compared 
with Run 1, where turbines are placed at the same locations, but the abrupt change 
in surface roughness is removed, and Run 2, where the abrupt change in surface 
roughness is retained at same location, but the turbines are removed. All cases 
employ 330× 60 × 90 grid points. The computational domain size is (Lx , L y, Lz) =
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Table 1 Summary of LES runs studied 

Run Name Step change (xs = 7.2d) Multiple turbines
(
xt,i

)

1 Homogeneous with turbine 
(Homog WT) 

No Yes 

2 Heterogeneous with no turbine 
(Heterog NT) 

Yes No 

3 Heterogenous with turbine 
(Heterog WT) 

Yes Yes 

(44d, 4.8d, 5d), where d is the diameter of the turbine. The five turbines are located 
at xt,i /d = 5, 10, 15, 20, 25. The hub height of each turbine is Hhub = 0.833d. 
We use turbine diameter d = 0.15m corresponding to the experiments of Chamorro 
and Port́e-Agel [18], and surface roughness values of z01 = 3.75 × 10−3d and 
z01 = 4.5 × 10−5d, as per the experiments of Chamorro and Port́e-Agel [5]. Appro-
priate comparisons have been made with these experimental studies in our previous 
work. Specifically, we have validated our code for a single turbine sited on a homo-
geneous surface [19] as well as Run  2 [20]. All simulations are carried out over 180-
time units, where one non-dimensional time unit is d/u∗, and statistical averaging 
is performed over the last 100-time units. These are sufficient to allow a statistically 
stationary state to be set up and for the statistical averaging to converge. 

3 Results and Discussion 

Contours of the time-averaged streamwise velocity in the vertical (x − z) plane at 
mid-span obtained from LES simulations for the three runs are shown in Fig. 1. In  
runs 1 and 3, wind turbines are marked by the solid lines. The wind turbine wakes 
can be identified by the low-speed region behind each wind turbine. In both runs, 
each downstream turbine is affected by the wakes of the turbines located upstream of 
it. The wake has not fully recovered even at

(
x − xt,5

)
/d = 10, or, x/d = 35, which 

is the farthest location that is studied here.
The normalized velocity profiles at two different downstream locations for runs 

1 and  3 are  shown in Fig.  2. The dashed line represents the incoming or upstream 
wind velocity (labeled ‘ups’). This value is same across all three runs since the 
surface roughness here is z01 for all cases. The symbols represent the velocity at 
locations downstream of the five wind turbines. The reduced aerodynamic roughness 
downstream of the step (denoted by the dashed vertical line in Fig. 1) causes the flow 
to accelerate close to the wall. This is seen qualitatively in the contours in Fig. 1b, c 
and quantitatively in Fig. 2b.

The streamwise turbulence intensity (T I  ) is defined as the standard deviation 
of the streamwise velocity divided by the velocity at the turbine’s hub height (i.e., 

TI = σu/Uhub), where σu =
√
u'u'. The vertical profiles of TI are plotted at two
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Fig. 1 Contours of the time-averaged streamwise velocity in the mid-span plane, where a run 1, 
b run 2, and c run 3. Solid blue and dashed black lines represent the rotor disc of the wind turbine 
and step change, respectively

(a) 

(b) 

Fig. 2 Vertical profiles of the normalized time-averaged streamwise velocity for two downstream 
locations relative to the wind turbine. a run 1, b run 3. Dashed line and symbols represent the 
upstream location and downstream locations of the wind turbine
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different downstream locations of each turbine in Fig. 3 in order to more quantitatively 
characterize turbine-induced turbulence. A significant increase in the turbulence 
intensity can be seen downstream of the turbines (placed at xt,i = 5, 10, 15, 20, 25) 
compared to the turbulence in the incoming, upstream wind. The turbulence intensity 
at the top-tip level, Hhub + d/2, peaks as expected due to the strong shear at those 
locations. In both runs, the TI is clearly not zero at the lower grid point due to the 
slip boundary constraint and the wall model enforced at the lower boundary. Closer 
to the bottom surface, the TI values at the downstream locations are similar to the 
upstream values for run 1 (see, Fig. 3a). The heterogeneously rough surface in run 
3 leads to a reduction of TI close to the wall at x/d = 9 onwards (see, Fig. 3b). 
These smaller TI values compared to at the upstream location are due to the abrupt 
reduction in surface roughness at xs/d = 7.2. 

The thrust coefficient (CT ) is the axial force imposed by the turbine on the flow 
non-dimensionalized using free-stream velocity and the rotor disk area. In the present 
study, CT is not imposed, but a rate of rotation of the blades is imposed by prescribing 
a fixed tip-speed ratio equal to 4. The CT is then calculated from the velocities 
obtained from the simulations. Figure 4a shows the thrust coefficient of each wind 
turbine for runs 1 and 3. In both runs, the value of CT is equal for the first turbine 
because both operate in the same conditions (same z01). The CT values are smaller 
for the downstream turbines which reflects the wake effects. The CT values obtained 
for the downstream turbines over homogeneous and heterogeneously rough surfaces

(a) 

(b) 

Fig. 3 Vertical profiles of the streamwise turbulence intensity for two downstream locations relative 
to the wind turbine. a run 1, b run 3. Dashed line and symbols represent the upstream location and 
downstream locations of the wind turbine 
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(a) (b) 

Fig. 4 Comparison of run 1 and 3 as a function of at each row location of a wind turbine. a Thrust 
coefficient, b The normalized power output 

are slightly different due to the acceleration of the velocity downstream of the surface 
roughness jump. 

The power generated by a turbine is computed as Pi = −Fi ud,i , where Fi is the 
instantaneous force exerted by turbine i, ud,i is the instantaneous wind speed at the 
disk and the overline represents a time-averaging operation. This power is normalized 
by the power of the first turbine, which generates maximum power, i.e., Pi /Pmax, 
and is plotted in Fig. 4b for runs 1 and 3. In both runs, the downstream turbines 
generate around 50% of the power of the upstream turbine. The power generated 
slightly increases from row 2 to 5. Small differences are seen between runs 1 and 
3, indicating the effect of surface heterogeneity. The maximum difference between 
the relative powers in runs 1 and 3 is seen for turbine row 3, which suggests that 
the position of a wind turbine relative to the location of the step change in surface 
roughness plays a role in determining its performance. 

The width of the wake of a turbine n is characterized by σn , which is defined as the 
geometric mean of the wake widths along the spanwise

(
σy

)
and vertical directions 

(σz), σn = √
σyσz . The spanwise and vertical velocity deficit profiles are fitted with 

a Gaussian shape to obtain σy and σz . The streamwise evolution of σn for all five 
turbines is shown in Fig. 5 for runs 1 and 3. The wake widths are calculated using 
two different definitions of velocity deficit. The deficit for run 1 is the difference 
between the upstream wind velocity, at (x/d = 4), and at a downstream location. 
The deficit for run 3 is defined as the difference between wind velocities at the 
same location between runs 2 and 3, i.e., between the velocity with a step change in 
surface roughness but no wind turbines and the velocity with a step change in surface 
roughness as well as wind turbines [21].

Figure 5 shows that the wake width increases with increasing distance from the 
turbine. The wakes expand almost linearly in the region 1 < (x − xt )/d < 4 behind 
each turbine, with the slopes k∗. The  k∗ values are monotonically increasing for run 
1, but do not monotonically increase for run 3. This further indicates that the rates 
of evolution of wind turbine wakes are affected by surface roughness heterogeneity. 

The velocity deficit displays an asymmetry between its upper and lower parts (not 
shown). Here, the portions above and below the hub height are referred to as upper
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(a) (b) 

Fig. 5 Normalized standard deviation of the velocity deficit profiles at each row downstream of 
wind turbine. a run 1, b run 3. Symbols are LES and solid lines are linear fit x ∈ [1, 4]

(a) (b) 

Fig. 6 Comparison of wake growth rate (k∗) of above and below hub height of turbine along 
Gaussian Shape of velocity deficit. a run 1, b run 3. Solid line represents the k∗ value at above hub 
height to top-tip region, and dotted line represents the k∗ value at below hub height to bottom-tip 
region 

and lower parts, respectively, and are characterized by. The rate of change of the wake 
widths above and below the hub height are studied in Fig. 6. The values plotted are 
calculated by considering the Gaussian shape of velocity deficit from hub height to 
top-tip (i.e., Above Hub), and from the hub height to bottom-tip (i.e., Below Hub) for 
runs 1 and 3. The difference between the k∗ values above and below the hub height 
is more pronounced for run 1 compared to run 3. This indicates that the velocity 
deficit profiles are more asymmetric for the homogeneously rough surface while the 
surface heterogeneity leads to a more symmetric development of the wakes. 

4 Conclusions 

We have carried out large eddy simulations (LES) of the flow over multiple turbines 
sited on a heterogeneously rough surface. This is compared to the flow over multiple 
wind turbine on a homogeneously rough surface on the one hand, and to the flow over 
a heterogeneous surface without turbines, on the other. The surface heterogeneity is in 
the form of an abrupt change in aerodynamic roughness from a high value to a smaller
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value. The rough-to-smooth surface roughness heterogeneity leads to an acceleration 
of the mean wind speed and a reduction of the turbulence intensity downstream of 
it. These changed conditions in turn affect the evolution of wind turbine wakes. The 
thrust coefficient, relative power, and wake growth rate and asymmetry of the wakes 
are also affected by the surface roughness jump to differing extents. Continuing work 
focuses on quantifying the effects of surface roughness heterogeneities on the wind 
turbine wake evolution and development of analytical models for such conditions. 
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Resonant Three-Wave Interactions 
in a Shear Flow with Density 
Stratification 

Lima Biswas and Priyanka Shukla 

Abstract This paper examines resonant three-wave interactions between internal 
gravity waves in a uniform shear flow with stable stratification confined between 
two oppositely moving horizontal plates. In particular, we present the existence of 
1: 2: 3 resonance interactions among internal waves in a uniform shear flow with 
stable density stratification by varying the Richardson number. Such resonances 
occur when a fundamental wave (km, ωm) interacts with its second harmonic (2km, 
2ωm) and produce the third harmonic (3km, 3ωm), where km and ωm, respectively, 
denote the wave number and frequency of the fundamental mode. In this study, we 
develop an algorithm to classify resonating modes and critical Richardson number at 
which 1:2:3 resonances occur by solving the linearized Boussinesq Navier–Stokes 
equation. Finally, the existence of 1: 2: 3 resonance and the spatial structures of 
resonating modes are graphically demonstrated for a particular critical Richardson 
number. 

Keywords Stratified shear flow · Internal gravity waves · Resonance · Higher 
harmonic resonance 
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U , ρ, p Base state velocity, density, pressure profiles 
U p Plate speed 
g Gravitational acceleration 
u = (u,w) Velocity vector
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δ Error tolerance
∈ Expansion parameter 
∇,∇2 Gradient and Laplacian operators 
ωm m-th mode frequency 
ψ Streamfunction 
ρd Density difference between the plates 
ρm Mean density 
Ri Richardson number 
cm m-th mode phase velocity 
D = d/dz Derivative operator 
H Distance between the plates 
Iν , Kν Modified Bessel functions of order ν 
J Jacobian determinant 
km m-th mode wavenumber 
p Pressure 
t Time 
x, z Horizontal and vertical directions 
N Buoyancy frequency 
ω, c, k Frequency, phase velocity and horizontal wave number 

1 Introduction 

Internal gravity waves (IGWs) appear inside stably densitystratified ocean due to 
small-to-large perturbations. These perturbations cause fluid to move up or down 
resulting in a wave like motion [1]. Oceanic IGWs are usually generated through 
the flow over topography, imbalance of large-scale circulations, river plumes, etc., 
and have a significant influence on local and global climates, marine ecosystem, and 
biological productivity [2], marine engineering and submarine navigation [3], and 
underwater acoustics [4] through nonlinear interactions and mixing. IGWs contribute 
in exchanging energy among different ocean layers and transport nutrient through 
nonlinear interactions. Understanding nonlinear interactions among IGWs is there-
fore crucial as they (i) eventually lead to small-scale ocean mixing and the dispersal 
of matter, and (ii) impact ocean structures, ocean acoustics, and ship navigation. 

The theory of nonlinear wave interactions has been attracted a lot of attention 
from scientific community over the past many decades [5–8]. Existence of resonance 
interactions among IGWs, surface waves, and interfacial waves in different types of 
density stratified systems are well known. A recent study by Biswas & Shukla [9] has 
shown the existence of triadic resonance interactions and self-resonances between 
IGWs in a uniform shear flow with uniform density stratification. However, the 
energy cascade process among different harmonics of fundamental internal gravity 
wave mode is poorly understood. To this end, the present work focuses on resonant 
three-wave interactions among three IGWs—a fundamental and their second and
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third harmonics, i.e., their wavenumbers (km, kn, kr ) and frequencies (ωm, ωn, ωr ) 
are in the ratio 1: 2: 3. Such interactions are responsible for a considerable exchange 
of matter, momentum, and energy among different IGW modes and the underlying 
deep ocean [1, 10]. Thus, resonant three-wave interactions require special attention, 
as they have a major impact on the redistribution of energy among various wave 
modes of different spatial and temporal scales and finally, lead to small-scale ocean 
mixing [11–14]. 

Resonance interactions involving a fundamental wave and its higher order 
harmonics are generally known as higher harmonic resonances, and are widely 
reported in the context of thermal convection problems, e.g., see Refs. [15–17]. 
A particular type of higher harmonic resonance is 1 : 2 resonance or self-resonance; 
under which a primary internal wave mode with frequency ω and wavenumber k inter-
acts with itself and resonantly excites the second harmonic mode with frequency 2ω 
and wavenumber 2 k. Recently, the existence of such resonance interactions among 
IGWs in a uniform shear flow with stable density stratification between two oppo-
sitely moving horizontal parallel plates has been presented by Biswas & Shukla 
[9]. Note that, in the uniformly stratified uniform shear flow, self-resonances are the 
consequence of background shear current [7]. However, in the case of nonuniform 
stratification, background sheared current is not necessary for self-resonances. The 
simplest form of shear flow, i.e., uniform shear flow, supports self-resonances even 
in the uniformly stratified medium. Furthermore, the existence of self-resonances 
depends on the strength of stratification and shear [9]. 

The objective of the present paper is to derive an efficient algorithm using the 
dispersion relation (relation between the wavenumber and frequency of a wave) 
to determine the parameters for 1: 2: 3 resonances in any type of geophysically or 
industrially important flow configuration. Specifically, our aim is to provide the exis-
tence of 1: 2: 3 resonances among IGWs in a uniform shear flow with stable density 
stratification using linearized Boussinesq Navier–Stokes equations. Such resonance 
interactions among IGWs are important to understand the energy dissipation from 
a fundamental mode to its harmonics, which eventually leads to small-scale ocean 
mixing. The detailed analysis of the energy transfer mechanism among resonating 
IGWs using the amplitude evolution equation is beyond the scope of the present 
paper. 

The rest of the paper is arranged as follows. The problem description and the 
governing equations are discussed in detail in section II. The normal mode analysis 
to study the linearized system is discussed in Section III. The algorithm to show the 
existence of 1:2:3 resonances among IGWs in the system is discussed in Section IV. 
Finally, the paper is concluded in Section V.
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2 Problem Formulation 

Consider a two-dimensional inviscid, incompressible, Boussinesq uniform shear flow 
confined between two horizontal parallel plates with infinite horizontal extent sepa-
rated by a vertical distance H. The plates are moving at the same speed U p but in 
the opposite direction. The base flow profile consists of a parallel shear flow U (z) 
in a uniformly stratified density field ρ (z), which satisfy 

U (z) = U pz/H, and ρ(z) = ρm − 
1 

2 
ρd 

z 

H 
(1) 

where ρm and ρd represent a mean density (constant) and the density mismatch 
between upper (z = H) and lower (z = −  H) plates, respectively. Here x and z 
are the flow and the vertical directions, respectively, and the gravity is acting in 
the downward (negative z) direction. Note that, both the shear rate (U p/H ) and 
the vertical gradient of background density (−ρd/H) are constant. The base state 
pressure p(z) varies in the vertical direction according to the hydrostatic balance, as 
follows 

∂ρ̄ 
∂z 

− gρ̄. (2) 

The incompressible, inviscid, Boussinesq flow is governed by the mass balance, 
energy conservation, and the momentum balance equations, which take the following 
form (neglecting the effect of viscosity, diffusivity, and Earth’s rotation), 

∇ ·  u = 0, 
∂ρ 
∂t 

+ u · ∇ρ = 0, 

ρm

(
∂ 
∂t 

+ u · ∇
)
u = −∇  p + ρ g, (3) 

where →u = (u, w) is the velocity vector with u and w, respectively, being the horizontal 
and vertical velocity components. ρ, p, and g, respectively, represent the density, 
pressure, and gravity fields. Note that, the Boussinesq approximation assumes that 
the density variation can be neglected except in the buoyancy force term, which is a 
useful approximation for oceanic internal gravity waves where the density difference 
between different layers is very small. 

To derive the perturbation equations, we decompose each of the flow variables 
(u, w, ρ, and p) into two parts, (i) the base state part (denoted by “bar” over the 
variables), and (ii) the perturbation from the base state solution (denoted by the 
superscript “prime”). Thus, we have ρ(x, z, t) = ρ (z) + ρ '

(x, z,t), 

p(x, z, t) = P(z) + p'(x, z, t), (4)
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[u(x, z, t), w(x, z, t)] = [U (z) + u', w']. 

Substituting (4) into (3), subtracting the base flow equations, and omitting the 
superscript prime over the perturbed variables (to avoid notational complexity), we 
get 

∂u 

∂x 
+ 

∂w 
∂z 

= 0,
(

∂ 
∂t 

+ Ū 
∂ 
∂x

)
ρ = −w 

∂ρ̄ 
∂z 

−
(
u 

∂ρ 
∂x 

+ w 
∂ρ 
∂z

)
,

(
∂ 
∂t 

+ Ū 
∂ 
∂x

)
u + 

dŪ 

dz  
w = −  

1 

ρm 

∂p 

∂x 
−

(
u 

∂u 

∂x 
+ w 

∂u 

∂z

)
,

(
∂ 
∂t 

+ Ū 
∂ 
∂x

)
w = −  

1 

ρm 

∂p 

∂z 
− 

gρ 
ρm 

−
(
u 

∂w 
∂ x 

+ w 
∂w 
∂z

)
. (5) 

At the top and bottom walls z = ±  H, both the horizontal and vertical compo-
nents of perturbation velocity, i.e., u and are zero and the density perturbation ρ is 
considered to be zero. 

For nondimensionalization, we use the length, velocity, time, and density scales, 
respectively as H, Up, H/Up, and ρm. After eliminating the pressure and intro-
ducing the perturbation streamfunction ψ defined as u = ∂ψ 

∂ z and w = − ∂ψ 
∂ x , the  

dimensionless Eqs. (5) read

(
∂ 
∂t 

+ Ū 
∂ 
∂x

)
∇2 ψ − 

gH  

U 2 
p 

∂ρ 
∂ x 

= J
(
ψ, ∇2 ψ

)
(

∂ 
∂t 

+ Ū (z) 
∂ 
∂x

)
ρ + N 2 

∂ψ 
∂x 

= J (ψ, ρ) (6) 

Here, U (z) and N = H g 
/

g 
ρm 

dρ 
dz  is the buoyancy frequency. Note that, the right-hand 

side terms represent the nonlinear terms quadratic in perturbation variables, where J is 
the Jacobian determinant, defined as J ( f, g) = (∂ f /∂x)(∂g/∂z) − (∂ f /∂y)(∂g/∂x) 

The ratio between the squared buoyancy frequency (N2) and the squared flow 
shear rate (U/gh) is called the Richardson number, which is expressed as Ri = N2/ 

(U 
2 
p/gh). Note that, in the present paper, we consider the background density as 

uniform and stably stratified, i.e., d ρ /dz is a negative constant. Consequently, the 
Brunt-Vais¨al¨a frequency  ̈ frequency (N) and Richardson number (Ri) turn out to 
be positive constants. The perturbation stream function ψ and density perturbation 
ρ satisfy the Dirichlet boundary conditions at the top and bottom walls, i.e., ψ = ρ 
= 0 at  z = ±  1.
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3 Analysis of the Linear System 

We seek the solutions of (6) satisfying the Dirichlet boundary conditions at the 
walls using a regular perturbation series expansion in terms of a small dimensionless 
parameter ∈ of the form 

(ψ, ρ) = ∈
(
ψ(1) , ρ(1)

) + ∈2
(
ψ(2) , ρ(2)

) + . . . , (7) 

where ∈measures the relative magnitude of the nonlinear terms of the governing equa-
tion for perturbation variables. Substituting the expansion (7) into (6) and collecting 
the coefficients of O(∈) terms, we obtain the linearized system, which is expressed 
in the matrix form as follows:

[(
∂ 
∂t + Ū (z) ∂ 

∂ x
)∇2 − gH  

U 2 
p 

∂ 
∂x 

N 2 ∂ 
∂ x

(
∂ 
∂t + Ū (z) ∂ 

∂x

)
][

ψ(1) 

ρ(1)

]
= 0, (8) 

where ψ (1) and ρ(1) satisfy ψ (1)(±1) = ρ(1)(±1) = 0. 
The above-linearized system (8) and the boundary conditions do not explicitly 

depend on x and t; thus, we can seek a solution in terms of normal mode. The 
linearized stream function ψ (1) and density function ρ(1) are written as 

X (1) (x, z, t) =
[

ψ(1) 

ρ(1)

]
= 

∞∑
j=0 

X (1) 
j (z)eik  j (x−c j t) + c.c., (9) 

where X (1) 
j (z) =

[
ψ (1) j (z), ρ (1) j (z)

]
is the spatial amplitude of the perturbation, kj 

and cj represent the horizontal wavenumber and phase velocity of the j-th mode, 
respectively, where the index j takes integer values. 

Substituting the normal mode solution (9) into the linearized system (8) and 
equating the coefficients of eikj(x−cjt) on both sides, we get the following matrix 
eigenvalue problem for the j-th eigenmode 

L j X̂
(1) 
j = c j M j X̂

(1) 
j , (10) 

where L j =
[
Ū (z)

(
D2 − k2 j

)
−Ri0 

N 2 Ū (z)

]
, X̂ (1) 

j =
(

ψ̂ (1) j (z) 
ρ̂ (1) j (z)

)
, 

and M j =
[(

D2 − k2 j
)
0 

0 1

]
. 

The linear stability analysis of (10) shows that the system is neutrally stable and 
contains infinitely many discrete neutrally stable eigenvalues cj (with zero imaginary 
part) at each wave number kj for Ri > 0.25 [18]. Furthermore, the system (10) is  
symmetric, i.e., both (kj, cj) and (kj, − cj) pairs simultaneously satisfy (10). The
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vertical structures of eigenmodes corresponding to (kj, cj) and (kj, − cj) are  of  the  
form ψ (1) j (z) and −ψ (1) j (−z), respectively (for more details, see [19]). Furthermore, 
depending on the phase speed, the discrete eigenmodes present in the system can 
be classified into two categories: (i) forward propagating modes, which travel faster 
than the background shear flow U (z) (−1 ≤ U (z) ≤ 1), i.e., cj > 1, and (ii) the 
backward propagating modes traveling slower than the background shear flow, i.e., 
cj < − 1. The relation between kj and frequency (ωj = kjcj) of the  j-th mode can be 
expressed in the following compact form [20] 

D
(
ω j , k j, Ri

) =
|||| Iν

(−k j − ω j
)
Kν

(−k j − ω j
)

Iν
(
k j − ω j

)
Kν

(
k j − ω j

)
|||| = 0, (11) 

where Iν and Kν represent the modified Bessel functions of complex order ν = (0.25 
− Ri)1/2. 

This paper considers the resonant interactions among forward propagating 
neutrally stable internal wave modes. Thus, we consider Ri > 0.25 and the phase 
speed of the interacting modes cj > 1 At each horizontal wavenumber, the system 
contains various modes with different phase speeds (and vice versa). These modes 
can be arranged in descending order of their phase speed, and labeled as mode 1, 
mode 2, mode 3, and so on. The mode with the highest phase speed, or the fastest 
traveling mode, is mode 1. Here onwards, the suffixes m, n, and r shall be used to 
denote the mode number of the corresponding mode. 

As mentioned earlier, the objective of the present study is to show the existence 
of 1: 2: 3 resonances among forward propagating internal gravity wave modes by 
solving the linearized Boussinesq Navier–Stokes equation expressed as the gener-
alized matrix eigenvalue problem (10). We use the Chebyshev spectral collocation 
method with appropriately selected collocation points [21]. In the next section, we 
shall graphically illustrate the existence such resonances. 

4 Existence of 1:2:3 Resonances 

In this section, we will discuss the existence of 1: 2: 3 resonance interactions among 
IGWs, i.e., resonance interactions among the fundamental mode, and corresponding 
second and third harmonics. Under such resonances, the horizontal wavenumbers 
km, kn, kr and frequencies ωm, ωn, ωr of the fundamental mode and second and third 
harmonics, simultaneously, satisfy the spatial and temporal conditions km: kn: kr = 
ωm: ωn: ωr = 1: 2: 3, respectively, where the subscripts m, n, and r denote the mode 
numbers of the corresponding modes. These conditions can equivalently be written 
in terms of their phase speeds — defined as cm = ωm/km, cn = ωn/kn, and cr = ωr /kr 
— of the resonating modes as cm = cn = cr , i.e., under 1: 2: 3 resonance the phase 
speeds of the second and third harmonics must be the same as the phase speed of the 
fundamental mode.
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For illustration purposes, we choose the range for Richardson number (Ri), wave 
number of the fundamental mode (km) and the mode numbers of the interacting 
modes (m, n and r) as 1  ≤ Ri ≤ 10, 1 < km < 5, and 1 < m, n, r < 6, respectively. 
Here, we follow the following algorithm to find the wavenumber and frequencies of 
the resonating modes. 

Algorithm 1 To find (Ri, k) values for the 1:2:3 resonances 1: Discretize (Ri, k) 
plane in to nRi × nk grid points. At each point perform the following steps 

2: Compute the following sets at each grid point
Ωk = {ω|D(ω, k; Ri) = 0},
Ω2k = {ω|D(ω, 2k; Ri ) = 0},
Ω3k = {ω|D(ω, 3k; Ri) = 0}. 

3: Arrange each set Ωk , Ω2k , and Ω3k in the descending order and extract first six 
values ω from each set 

4: Denote the extracted elements as ωi 
k, ω

i 
2k , and ω

i 
3k respectively, for 1 ≤ i ≤ 6 

5: for i, j = 1 to 6 do  
6: compute Δ

(2) 
ij = 2ωi 

k − ω j 2k and Δ
(3) 
ij = 3ωi 

k − ω j 3k 
7: end for 
8: for i, j = 1 to 6 do  

9: If
|||Δ(2) 

ij

||| =
|||Δ(3) 

ij

||| = 0 or
|||Δ(2) 

ij

|||, |||Δ(3) 
ij

||| < δ  then 
10: i and ωi 

k correspond to resonance 
11: else 
12: Go to another index 
13: end if 
14: end for 

The conditions for 1: 2: 3 resonances reduce to
|||Δ(2) 

ij

||| =
|||Δ(3) 

ij

||| = 0. 

In other words, at a given Ri, each of the three pairs (ω, k), (2ω, 2k), and (3ω, 
3k) must satisfy the dispersion relation (11) simultaneously. However, due to the 

numerical calculations,
|||Δ(2) 

ij

||| =
|||Δ(3) 

ij

||| = 0 cannot be exactly obtained. Thus, we 

can say that 1: 2: 3 resonances exist if Δ
(2) 
ij and Δ

(3) 
ij are zero with a reasonably good 

approximation specified by an error tolerance δ. In this paper, without any loss of 

generality, we fix δ = 10−5, and we conclude 1: 2: 3 resonances exist if
|||Δ(2) 

ij

||| < δ  

and
|||Δ(3) 

ij

||| < δ. 

For various Richardson numbers Ri, obtained by varying the base state density 
gradient (strength of density stratification), a fundamental mode and its second and 
third harmonics satisfying the conditions for 1:2:3 resonance are identified using the 
algorithm mentioned above, and the results are summarized in Table 1. Specifically, 
at various Ri (listed in column 1), column 2 denotes the horizontal wavenumber 
and frequency pair (km, ωm) of the fundamental mode. Similarly, columns 3 and 4,
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respectively, show the wavenumber and frequency pairs for the resonating second 
and third harmonic wave, i.e., (2km, ωr 

2km) and (3km, ωr 
3km). Finally, the last two 

columns of the table display the quantities ωr 
2km/2ωm and ωr 

3km/3ωm, respectively, 
which reveal that how accurately (2ωm,2km) and (3ωm,3km) satisfy the dispersion 
relation. Note that for each Ri listed in the table, 1: 2: 3 resonance occurs among 
the waves whose wavenumbers and frequencies are listed in columns 2, 3, and 4. To 
what follows, using the above-mentioned algorithm for a wider range of Ri and k, 
one can identify the critical parameters (Ri, km, ωm) for 1:2:3 resonance. 

The existence of 1: 2: 3 resonances has been graphically demonstrated in Fig. 1. 
The blue, red, and magenta vertically aligned circles, respectively, represent the 
frequencies of different modes, obtained by solving the dispersion relation (11), at 
wavenumber km, 2km, and 3km, where km, 2km, and 3km are listed in the second, third, 
and fourth columns of the shaded row of Table 1. The horizontal reference lines from 
top to bottom (black, red, and magenta) represents frequencies of the fundamental 
mode (ωm), second harmonic (2ωm), and third harmonic (3ωm), respectively. The 
intersection point of a horizontal line and the same color vertically aligned circles 
are marked using the black ‘ + ’ symbol. The zoomed portions clearly show that each 
of the three pairs (km, ωm),

(
2km, ω2km 

r

)
, and

(
3km, ω3km 

r

)
(listed in the shaded row of 

Table 1) satisfies the dispersion relation (11) with reasonably good accuracy. Thus, 
the conditions for 1:2:3 resonance are satisfied for the parameters of the shaded row of 
Table 1. Following the same process, the existence of resonances can be graphically 
illustrated for other sets of parameters listed in the table.

The spatial structures of the resonating modes, identified using the algorithm 
explained above, having the horizontal wavenumber and frequency pair (km, ωm) = 
(3.305085, 3.304628), (kn, ωn) = (6.61017, 6.60925) and (km, ωm) = (9.915255, 
9.913893) at Ri = 2.525424, are presented in Fig. 2a–c, respectively. Note that the 
mode number of an internal gravity mode depends on the number of zero crossing 
as well as the number of extremum of the eigenfunction. In other words, if n is the

Table 1 Parameters corresponding to 1:2:3 resonances 

Ri (km, ωm)
(
2km , ω

2km 
r

) (
3km , ω

3km 
r

)
ω
2km 
r /2ωm ω

3km 
r /3ωm 

1.4211 (2.4211, 
2.4209) 

(4.8422, 
4.8419) 

(7.2633, 
7.2628) 

0.999998 1.00000 

2.47368 (5.2631, 
5.2631) 

(10.5262, 
10.52549) 

(15.7893, 
15.78826) 

0.999999 1.00000 

2.241379 (1.68965, 
1.68943) 

(3.3793, 
3.378856) 

(5.06895, 
5.068294) 

0.999993 1.0000012 

2.551724 (3.48276, 
3.48228) 

(6.96455, 
6.964546) 

(10.44683, 
10.44684) 

0.999999 1,000,000 

2.220339 (1.54237, 
1.54217) 

(3.084746, 
3.084332) 

(4.627119, 
4.626507) 

0.99999 0.99999 

2.525424 (3.305085, 
3.304628) 

(6.61017, 
6.60925) 

(9.915255, 
9.913893) 

0.99999 1.00000 
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Fig. 1 Variation of ω for three values of k, where the zoomed portion illustrates the evidence of 1: 
2: 3 resonance for the parameters corresponding to the shaded row of Table 1

mode number of the internal gravity mode, then the corresponding eigenfunction 
has n − 1 zero and achieves extremum n times inside the domain z ∈ (−1, 1). 
Thus, the modes with mode number one, two, three, and four cross the ψ̂ = 0 line 
(dotted line) zero, one, two, and three times, respectively, and reach extremities one, 
two, three, and four times, respectively. As seen in Fig. 2a–c, the mode numbers of 
the resonating fundamental mode, its second, and third harmonics are 3, 4, and 4, 
respectively. By observing the interaction pattern for various Ri, we can conclude 
that the mode numbers of the resonating higher order harmonics are less than the 
mode number of the fundamental mode. This observation is also in tune with our 
results for selfresonating case [9].

As seen in Fig. 2a–c, the mode numbers of the resonating fundamental mode, its 
second, and third harmonics are 3, 4, and 4, respectively. By observing the interaction 
pattern for various Ri, we can conclude that the mode numbers of the resonating 
higher order harmonics are less than the mode number of the fundamental mode. 
This observation is also in tune with our results for the self-resonating case [9]. 

5 Conclusions 

In this paper, we have presented the existence of 1: 2: 3 resonances among internal 
gravity waves (IGWs) in an inviscid uniform shear flow with stable density strat-
ification by solving the linearized Navier–Stokes equations under the Boussinesq 
approximation. The existence of such resonances among IGWs significantly influ-
ence the energy cascading process that finally leads to ocean turbulence and small-
scale ocean mixing. To the best of the authors’ knowledge, this is the first work,
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1 

Fig. 2 Spatial structures of the resonating modes at Ri= 2.525424. The wave numbers and frequen-
cies of the modes shown in panels (a), (b) and  (c) are listed in second, third, and fourth columns of 
the corresponding row (highlighted row) of Table 1, respectively

which considers the higher harmonic resonances among IGWs in a stably stratified 
uniform shear flow system. Here, we have provided an algorithm to show the exis-
tence of 1: 2: 3 resonances among IGWs, which can be further modified to present the 
existence of higher harmonic resonances in different flow configurations observed in 
nature, for instance, (i) ocean-like nonuniform stratified density profiles where the 
density varies rapidly in the vertical direction in a pycnocline region closer to the free 
surface, and (ii) estuarine complex velocity profiles, which is a combination of a free 
shear flow profile at the top and the boundary layer profile at the bottom. Further, the 
present study shows that the existence of higher harmonic resonances depends on the 
strength of density stratification and shear rate. Thus, the present study helps us to 
understand the energy cascade mechanism among IGWs of different wave numbers
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in a uniformly stratified uniform shear flow system. Higher harmonic resonances 
among interfacial and internal waves in three or multi-layered system could be a 
straightforward extension of this theoretical analysis. Moreover, the present work 
could serve as an initial step to studying resonant three-wave interaction problems 
in different types of stratified flow configurations; for instance, stratified flows of 
viscous fluid and compressible stratified flows, etc. 
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The Differences in the Near Wall 
Turbulent Structure Between a Uniform 
Flow and a Wall Jet 
with Co-Flow—A Numerical Study 

Prithwisha Nath and Animesh Patari 

Abstract The characteristic differences in the near wall turbulent structure and the 
shear stress pattern between a uniform flow and a wall jet with a co-flow stream over 
a flat surface have been numerically investigated in the present work. A uniform 
flow of free stream Reynolds number Re∞ = 8.64× 105 is considered to be flowing 
over a flat plate in one case. Separately, a wall jet with nozzle exit Reynolds number 
Re j = 18000 along with parallel co-flow stream of Reynolds no 8.64 × 105 is 
assumed for the investigation. Realizable k−ε model with an enhanced wall treatment 
scheme has been implemented to capture the near wall features with more details and 
accuracy. Numerical study reveals that the introduction of turbulent wall jet along 
with uniform co-flow stream increases the wall shear stress noticeably. The near wall 
flow structures on introduction of wall jet completely differ from that of the uniform 
flow. The turbulent fluctuations and the resulting turbulent stress components are 
found comparatively much higher in case of wall jet. 

Keywords Turbulent flow · Wall jet · Eddy Viscosity · Boundary layer ·
Numerical simulation 

Nomenclature 

u∞ Free stream velocity [m/s] 
u j Jet velocity at nozzle exit [m/s] 
ρ Density of air [kg/m3] 
ν Fluid kinematic viscosity [m2/s] 
μ Fluid kinematic viscosity [m2 /s] 
w Nozzle slot thickness [m]
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τwx Wall shear stress at location x [Pa] 
y1/2 Wall normal distance where the local stream-wise velocity (u) is half 

the maximum velocity [m] 
ym Wall normal distance where the local stream-wise velocity (u) is  

maximum. [m] 
δ Boundary layer thickness for the uniform flow over flat surface.[m] 
Re j = u j L 

ν
Jet exit Reynolds number 

Re∞ = u∞ L 
ν

Free stream Reynolds number based on plate length L 
Cfx = 2τwx 

ρu2 m 
Local skin friction coefficient 

Subscript 

∞ Free stream 
j Jet 
wx Position along the wall 
m Maximum value 
t Turbulent 

1 Introduction 

When a uniform flow is introduced parallel to a smooth flat plate, a boundary layer 
is formed attached to the plate across which the stream-wise velocity changes from 
zero at the wall to the free stream value at the edge of boundary layer. But if a 
turbulent jet is introduced parallel to the plate along with some external parallel co-
flow stream, the near wall flow pattern completely differs. In case of wall jet, two 
distinct shear layers are formed. In the inner layer, attached to the wall the stream-
wise velocity same way changes from zero to maximum. But, from this point onward, 
the velocity gradually starts decreasing and at some point asymptotically merge with 
the free stream velocity. This region is called outer layer in which a huge momentum 
exchange takes place due to turbulent fluctuation in the flow similar to a free shear 
layer. The inner layer may be assumed to be not same but synonymous to a boundary 
layer over a flat plate. 

2 Literature Review and Objective 

Wall jets find many important applications in engineering, for example in aero engines 
and stationary gas turbines, where wall jets are used for cooling of combustion 
chamber walls and the leading edges of the turbine itself. Wall jets are also used in
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drag reduction on air craft wing where the wall jet is ejected tangential to the wing 
along with the external stream. Such paramount application of wall jet along with its 
typical physical features attracts many scientists and engineers to do research on wall 
jet since last few decades. Accordingly, lot of experimental, analytical and numerical 
investigations were performed for wall jet with variety of configurations of walls, 
with or without co-flow stream. Launder and Rodi [1] reviewed that the maximum 
velocity in wall jet occurs at a non-dimensional wall normal distance of the range 
0.13–0.17. The mean flow and turbulent structure of wall jet without co-flow stream 
was experimentally investigated by Eriksson et al. [2] using LDV technique. Sigalla 
[3] experimentally determined correlation between the skin friction coefficient and 
the Reynolds number similar to the Blasius correlation applicable for uniform flow 
over flat plate. One of the most remarkable investigations on wall jet with co-flow 
stream on a flat and curved surface was the work by Dakos [4] who experimentally 
determined the turbulent structure of fluid flow and heat transfer quite in detail. He 
determined that the point of zero shear appears a little closer to the wall than the 
point of maximum velocity. The turbulent structure of boundary layer particularly 
in the near wall zone was experimentally investigated by Kline et al. [5]. Gunther 
et al. [6] measured the mean and fluctuating velocity components along with the 
turbulent stresses for a turbulent flow through a channel using LDV. Direct numerical 
simulation of turbulent channel flow was performed by Abe et. al. [7] to investigate 
the detailed turbulent structure and near wall turbulent as well as total shear stress 
profile. 

It can be realized after thorough survey of literature related to wall jet as well as 
turbulent boundary layer over a flat plate that in the near wall region, there are lot of 
similarities between the flow structure of turbulent boundary layer on flat plate and 
wall jet, such as formation of viscous sub layer, buffer layer and log layer, etc. But 
there are certain differences as well particularly between the boundary layer over a 
plate and the inner shear layer of wall jet. A few experimental research works on 
wall jet [1, 4] shade light on such disparities but explain mainly about the relative 
location of zero shear and maximum velocity, velocity log-law, the skin friction 
characteristics, etc. Addition of co-flow with wall jet will further influence the inner 
layer characteristics. Therefore, a comprehensive study can be performed to highlight 
such disparities in a comparative way between a flat plate turbulent boundary layer 
and the inner shear layer of wall jet with co-flow stream. 

In the present work, a comparative numerical study has been performed with the 
objective to understand the characteristics difference in the turbulent features as well 
as the shear characteristics of the near wall region between a uniform flow and a wall 
jet with co-flow over a flat plate.
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3 Numerical Methodology 

A steady incompressible turbulent jet of air of Reynolds number 18000 based on 
the jet exit velocity uj and the slot height w is supposed to be ejected through the 
slot tangential to a wall of length 80w. A two-dimensional rectangular flow domain 
of height 30w above the flat plate is considered for the numerical investigation as 
shown in Fig.  1. A co-flow stream of Reynolds number 8.64 × 105 based on free 
stream velocity measuring 60% of the jet exit velocity and the length of the plate is 
allowed to flow parallel to and over the jet. Two different uniform flow over a flat 
surface with respective free stream Reynolds number same as that of the co-flow and 
1.44 × 106 have been separately investigated under zero pressure gradient. Velocity 
inlet boundary conditions with zero-gauge pressure are used for the inlet and zero 
pressure is set at the outlet as well as the top boundary. 

All the numerical simulations were performed employing Realizable k − ε model 
coupled with enhanced wall treatment scheme using finite volume-based ANSYS-
Fluent 17.1 tool. The Reynolds average Navier–Stoke equations which are solved 
for the mean flow are as follows: 

Continuity : ∂u j 
∂x j 

= 0 (1)  

Momentum : ∂ui u j 
∂x j 

= 
1 

ρ 
∂ 

∂x j

[
τij − ρu′

i u
′
j

]
+ gi (2)

Fig. 1 Schematic diagram of the wall jet domain 
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In addition to that, in Realizable k − ε model, the following transport equations 
for the turbulent kinetic energy (k) and the turbulent dissipation (ε) are solved 

∂ku j 
∂x j 

= ∂ 
∂x j

{(
ν + 

νt 

σk

)
∂k 

∂x j

}
+ Pk + Pb − ε (3) 

∂εu j 
∂ x j 

= ∂ 
∂x j

[(
ν + 

νt 

σε

)
∂ε 
∂x j

]
+ C1Sε + C1ε 

ε 
k 
C3ε Pb − C2ε

2 

k + √
νε 

(4) 

Here, the turbulent production of k is Pk = −u′
j u

′
i 

∂xi 
∂u j 

and the term −ρu′
i u

′
j is known 

as turbulent stress and expressed as 

−ρu′
i u

′
j = −  

2 

3

(
ρk + μt 

∂uk 
∂xk

)
δij + μt

(
∂ui 
∂ x j 

+ 
∂u j 
∂ xi

)
(5) 

whereas the eddy viscosity is given as μt = ρCμk2/ε. The SIMPLE algorithm 
is used for the numerical computation employing second-order scheme for pres-
sure and second-order upwind scheme for momentum, turbulent kinetic energy and 
dissipation. A residual of 10−6 has been set for all the variables as the criteria for 
convergence. Default values are taken for all the model constants. 

3.1 Grid Independence Study 

In numerical simulation, whatever numerical schemes are used to solve a problem, 
the accuracy of the computed results is greatly affected by improper shape, size and 
distribution of the mesh elements over the computational domain. For the present 
investigation, the 2-D domain is discretized using rectangular non-uniform mesh 
elements. To apply the enhanced wall treatment approach, the near wall mesh has 
been resolved to very fine size maintaining the average y+ value of the wall attached 
cells less than 1. 

A representative near wall mesh structure is shown in Fig. 2. Three sets of mesh, 
namely coarse, medium and fine mesh are generated through systematic grid refine-
ment whose number of elements as shown in Table 1. These three sets of numerical 
data for any variable are then analysed for the Grid Convergence Index(GCI) values 
as explained methodologically in the literature [8–10] to check whether the numer-
ical results require further mesh refinement or not. The GCI values of the fine and 
medium grids are calculated for any variable φ using the formulation as given in 
the Table 1. Here, the details of the GCI calculation for the average skin friction 
coefficient, C f over the length of the wall are shown in Table 1. The apparent order 
of accuracy is iteratively calculated using the correlation
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p̂ = 
1 

ln r12

∣∣∣∣∣∣
ln

∣∣∣∣
ε23

ε12

∣∣∣∣ + ln

∣∣∣∣∣∣
r p̂ 12 − sign

(
ε23
ε12

)

r p̂ 23 − sign
(

ε23
ε12

)
∣∣∣∣∣∣

∣∣∣∣∣∣
(6) 

For the second-order numerical scheme adopted in this investigation, the apparent 
order of accuracy p̂ is calculated to be 1.978. The GCI analysis is also done for 
the local wall shear stress at 21 data points over the length of the plate. The local 
order of accuracy p̂ varies in the range 0.91–7.58 with an average of p̂av = 2.84. 
The uncertainty in the local values of shear stress are calculated using this p̂av and 
presented as error band over the fine grid solution in the Fig. 3. The maximum

Fig. 2 Representative near wall mesh structure 

Table 1 Grid Convergence Index for area average skin friction coefficient 

Grid Fine (1) Medium (2) Coarse (3) 

Number of elements, N 180,852 105,333 61,542 

φ = C f 0.004039 0.004059 0.004093 

Case 1–2 2–3 GCI23 
r p̂ 12GCI12 

= 0.995 
Refinement ratio r12 = (N1/N2)

1/2 1.3103 1.3092 

Apparent order of accuracy, p̂ 1.978 

Extrapolated value φex = r 
p̂ 
12φ1−φ2 

r p̂ 12−1 
0.00401 0.00401 

Relative error ε12 = φ1−φ2 
φ1 

× 100 % 0.49517 0.83764 

Extrapolated error εext = φex−φ1 
φex 

× 100 % 0.70547 1.20414 

GCI1 = 1.25 ε12 

r p̂ 12−1 
(%) 0.87567 1.48727 
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Fig. 3 Wall shear stress in coarse, medium and fine grids solution with discretisation error bar in 
fine grid 

uncertainty is found to be around 3.69%. Therefore, the numerical results obtained 
by the fine grid solution can be assumed to be grid independent. 

3.2 Validation 

The results of numerical computation are compared with some well-recognized 
experimental findings to test the accuracy and acceptability of the result for the 
purpose of validation. The stream-wise velocity has been chosen as a parameter to 
test the accuracy of the numerical simulation. Non dimensional velocity u/u0 has 
been plotted in Fig. 4 against a non-dimensional wall normal distance at stream-wise 
location X = 40. In case of wall jet u0 = um − u∞ and wall normal distance y/y1/2 
is taken, whereas for uniform flow u0 = u∞ and wall normal distance is taken as 
y/δ. The ratio of the ordinates of the two scales is set equal to δ/y1/2 = 0.60. The  
computed velocity profile for the wall jet is compared with the experimental findings 
of Dakos [4]. The non-dimensional velocities U+ = u/uτ for the wall jet and the 
uniform flow are also plotted in logarithmic (inner) scale

(
y+ = uτ y/ν

)
in Fig. 5 

and compared respectively with the experimental velocity profile of Dakos [4] and 
Kline[5]. Here, uτ = 

√
τw/ρ is known as friction velocity. It is very clear from the 

figures that there is remarkable agreement between the numerical and experimental 
velocity profiles. Though the ratio ym/y1/2 = 0.405 is found a bit higher than the 
experimental value of 0.354 of Dakos [4].
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Fig. 4 Stream-wise mean velocity in outer scaling 

Fig. 5 Stream-wise mean velocity in inner scaling 

4 Results and Discussion 

The numerical results obtained from simulations of three different cases of the investi-
gation are analysed in detail. The data related to the velocity, shear stress, skin friction 
coefficient as well as the turbulent stress components are graphically presented in 
the figures along with some well-recognized experimental data. The outcomes of the 
analysis are stated in the following segments.
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Fig. 6 Local skin friction coefficient in developed zone 

4.1 Skin Friction Coefficient 

The correlation for the local skin friction coefficient in case of turbulent flow over 
a smooth flat plate as given by Blasius is τwx 

1/2ρu2 m 
= 0.045

( um δ 
ν

)−0.25 
, which is found 

to be followed by the numerical skin friction coefficient data very well. Here, the 
maximum velocity um = u∞ for the boundary layer flow. However, Sigalla [3] 
proposed a similar correlation applicable for wall jet for downstream location beyond 
X = 20, , but the coefficient in the right side of the above equation should be changed 
to 0.0565. For wall jet as well, the skin friction data of numerical computation is 
supposed to comply with the correlation with acceptable accuracy (Fig. 6). Analysis 
of the numerical data for the local shear stress shows that the local shear stress for 
both the wall jet and the uniform flow with free stream velocity equal to the jet exit 
velocity is almost same, whereas the shear stress for the uniform flow with free stream 
velocity equal to the wall jet co-flow velocity (60% of the nozzle exit velocity) is 
comparatively lower, as shown in the Fig. 7.

4.2 Shear Stress Profile in Wall Layer 

The non-dimensional total shear stress τ/τwx is plotted against non-dimensional wall 
normal distance y/ym at a stream-wise position X = 40. In both the cases, ym is the 
wall normal distance where the stream-wise velocity becomes maximum (i.e., for the 
uniform flow ym = δ). The total shear stress consists of two parts—the viscous shear 
stress which is given by τvis = μ( ∂u 

∂ y + ∂v 
∂ x ), and the turbulent counterpart given by
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Fig. 7 Relative magnitude of wall shear stress

τturb = μt ( ∂u ∂ y + ∂v 
∂x ). The characteristics for the shear stress profile completely differs 

from that of a uniform flow when a jet is introduced in between the wall and co-flow 
stream. For turbulent wall jet, the total shear stress is much higher than that of the 
uniform flow throughout the inner layer. It is also observed from the numerical study 
that at the stream-wise location X = 40, the total shear stress reaches zero value in 
case of wall jet at around y = 0.992ym distance normal to the wall, which is a little 
earlier than the point of maximum velocity. The corresponding experimental value, 
however, was reported [4] to be around 0.946ym , a bit lower at the same stream-wise 
location, whereas, in the uniform flow over a flat surface, it is the boundary layer 
thickness δ, at which the velocity reaches 99% of the free stream value and the shear 
stress theoretically vanishes (Fig. 8).

4.3 Turbulence Characteristics 

The turbulent structure in a flow field is described in terms of the turbulent fluctuations 
of the field variables. The correlations among the fluctuating velocity components 
represent the turbulent stresses which can be quantitatively expressed with the help 
of eddy diffusivity hypothesis as explained in the literature [11, 12], using Eq. (5). 
Accordingly, the two normal stress components for incompressible steady flow can 
be expressed respectively as follows: 

u′u′ = 
2 

3 
k − 2νt 

∂u 

∂ x 
(7)
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Fig. 8 Viscous and turbulent shear stress in the inner layer

v′v′ = 
2 

3 
k − 2νt 

∂v 
∂y 

(8) 

The turbulent shear stress is represented same way as 

u′v′ = μt

(
∂u 

∂y 
+ 

∂v 
∂x

)
(9) 

The non-dimensional values of these stress components normalized with u2 0 are 
presented in the Fig. 9, 10 and 11, respectively, against a non-dimensional wall normal 
coordinate Y = y/y1/2 for the wall jet. The corresponding stress components for the 
uniform flow of Re∞ = u∞L/ν = 8.64 × 105, same as that of the co-flow in wall 
jet, are presented in the same figures but with a secondary scale, normalized by u2∞ 
to exaggerate the view of the turbulent stresses. For the cases of uniform flow, the 
distance from the wall is normalized by the boundary layer thickness δ.

It is evident from the graph that the order of magnitude of the turbulent normal 
stress components, stream-wise and cross stream both, for the wall jet are much higher 
than that of the uniform flow in the outer region. For uniform flow, the turbulent 
fluctuation is limited within the boundary layer, whereas in the inner shear layer 
of the wall jet, the turbulent normal stress gradually decreases up to the point of 
maximum velocity and again start increasing in the outer layer to reach another 
peak approximately near the jet half thickness y1/2 and then starts falling again and 
vanishes asymptotically in the outer region. 

The turbulent shear stress in uniform flow is again confined within the boundary 
layer and it is always negative. But in wall jet, the turbulent shear stress starts
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Fig. 9 Stream-wise turbulent normal stress 

Fig. 10 Turbulent normal stress across stream

decreasing from a maximum value very close to the wall (just outside the viscous 
sublayer) to zero value just before the point of maximum velocity and further it gains 
higher magnitude until it reaches to another peak and finally reduces towards zero 
value in the far away field.
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Fig. 11 Variation of turbulent shear stress

5 Conclusions 

The notable differences in the turbulent structure and the shear stress variation in the 
near wall region of a uniform flow and a wall jet with parallel co-flow stream have 
been reported here through numerical investigation. It is assumed to have equal values 
of free stream Reynolds number of 8.64 × 105 in both the cases. The free stream 
velocity is equal to 60% of the jet exit velocity, where the jet Reynold’s number is 
calculated based on the slot thickness of 6 mm to be 18,000. Qualitatively, the near 
wall turbulence characters are completely unmatched in the two cases considered. 
Firstly, the wall shear stress in case of wall jet is at least double of that for uniform 
flow. In wall jet, the maximum velocity is achieved much closure to the wall, at around 
35–38% of the boundary layer thickness of the uniform flow in the developed region 
(X > 30). The turbulent fluctuations are noticeable mainly within the boundary 
layer in case of uniform flow. But the behaviour of the turbulent stresses is completely 
different in the inner and outer layer of a wall jet. The point of zero shear is noticed in 
wall jet at a distance around 99% of the point of maximum velocity unlike a uniform 
flow. Therefore, it is found that the introduction of wall jet in between the wall and 
the co-flow stream enhances the shear stress quite appreciably. 
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Linear Stability Analysis of Phase 
Inversion-Induced Viscous Fingering 

Vinod B. Vanarse, Siddharth Thakur, Prathu Raja Parmar, Saurabh Dubey, 
Tapas Kumar Mandal, and Dipankar Bandyopadhyay 

Abstract When the less viscous fluid displaces the high viscosity fluid in a porous 
medium driven by the pressure gradient, the interface between them is likely to be 
unstable. In this study, we explore various salient features of such a system leading 
to viscous finger formation when phase inversion takes place via a linear stability 
analysis using lubrication approximation which is corroborated by experiments. The 
theoretical model developed here concerns the onset of instability point that results in 
morphological changes in the system. The theoretical predictions show system insta-
bility to the random perturbations to the interface on reducing the interfacial tension 
and increasing density difference (ρD). Also, higher viscosity ratio (μr > 1), drives  
the system toward stability. This estimate is attributed to the steep concentration 
gradient near the interface. The formulated model also predicts finger spacing (λ). 
This theoretical investigation corroborates well with the experimental observations 
of the viscous finger spacing in the radial geometry. 

Keywords Viscous finger · Porous medium · Interface · Stability · Phase inversion 

1 Introduction 

Mixing two or more liquids is ubiquitous in natural and industrial processes. Mixing 
often leads to a fascinating morphology at the liquid–liquid interfaces. The dynamics 
of the process at an interface between a pair of viscous fluids in the restricted geometry
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have been very well explored from various perspectives for almost five decades [1– 
6]. The study done in the Hele-Shaw cell geometry is one of the seminal works in 
the field that highlighted the phenomenon of viscous fingering when a low-viscosity 
fluid displaces the highly viscous one in a confined space separated by spacers [7]. 
At different times, engineers quested for secondary crude oil recovery [8], whereas 
physicists intended to uncover the physics of morphological instability resulting in 
interfacial pattern formation [9–14]. 

Owing to the advanced industrial importance of applications related to fluid inter-
action, this type of mixing has been studied extensively, with many experimental 
and theoretical works [15–17]. One of the pivotal works by Saffman and Taylor in 
1958 [1] opened up many possibilities to study the phenomenon of viscous fingering. 
The interfacial instability here is known as Saffman–Taylor instability arising from 
viscosity differences of the two fluids placed side by side or one top over the other. 
However, the morphological instability at the interfaces due to viscosity contrast in 
unconfined systems is also widespread in different natural and industrial settings 
compared to their confined counterparts in the Hele-Shaw cell [18]. 

In this study, experiments with a simple theoretical model uncover the physics 
of viscous finger formation, emphasizing the onset of instability point in an uncon-
fined system [19] where water is spilled over the CA–DMSO spin-coated on a glass 
substrate. An exchange between DMSO and water due to high affinity toward each 
other gets gelled up, forming a solid-like phase. This transformation from a homo-
geneous polymer mixture to a solid state in a controlled manner is known to happen 
because of the phase inversion process. Here, in this process, the initial uniformly 
mixed polymer solution later due to de-mixing results in the solid phase. An inter-
play between stabilizing and destabilizing forces is aroused because property contrast 
decides the morphological changes and the spacing between them at the interface 
resulting in a beautiful pattern. Finger spacing predicted by the model matches well 
with the experiments for different CA loadings in DMSO. 

2 Materials and Methods 

2.1 Experiment Formulation 

Cellulose acetate (CA) and dimethyl sulfoxide (DMSO) were purchased from Merck, 
India, and utilized without further preprocessing. The chemicals were of analytical 
grade quality. DI water was used for washing as well as experimental purposes. 
Leica microscope (2300 DM) was hired to capture the optical images chasing the 
development of viscous finger growth in a porous medium. 

Initially, the prepared glass substrates were spin-coated with the polymeric solu-
tion at different speeds of rotation in order to maintain the film thickness. The film 
thickness obtained was lower for different CA loadings at higher rotation speeds. 
The DI water is spilled over the coated substrate. After some time, DI water starts
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interacting with the spin-coated solution due to more affinity toward DMSO than CA 
in the solution. Initially, a thin layer formed at the top due to the steep concentration 
gradient at the interface when water started interacting with the polymer solution. 
Later, the convective cells set in due to a large concentration gradient that leads to 
interface destabilization. Later this destabilized interface starts expanding uniformly 
in radial directions forming strikingly regular structures. This morphological evolu-
tion of the interface ends up giving finger-like structures called viscous fingers. The 
inception of pore formation was initially observed when DMSO started leaving the 
solution. Finally, a set of distinct fingers were seen after the complete interaction of 
water with the solution coated on the substrate. 

2.2 Theoretical Formulation 

In order to analytically evaluate the viscous fingering phenomenon, a numerical 
approach has been undertaken with the primary objective of studying the interfacial 
variations with time. The linear stability technique has been adopted for analyzing 
the interface evolution. Following are the equations employed while defining this 
problem considering porous media where Darcy’s law is used in the porous medium 
for fluid layer 1. The fluid layer 2 goes with the standard governing equations using 
Navier–Stokes. The different variables utilized here are u, w (velocity components), 
x, z (spatial coordinates), h (vertical distance from the interface), t (time), p (pressure), 
μ (viscosity), κ (permeability), g (gravity), and ρ (density). 

The set of governing equations for respective layers where i = 1,2 for layers I 
and II, respectively, precisely contains continuity and momentum balance for x and 
z directions in the limit of low Re and Darcy’s law as, 

∇ ·  ui = 0, (ui = ui , wi ) (1) 

For layer II (water), 

− 
∂p2 
∂ x 

+ μ2

(
∂2u2 
∂x2 

+ 
∂2u2 
∂ z2

)
= 0, (2) 

− 
∂p2 
∂z 

+ μ2

(
∂2w2 

∂x2 
+ 

∂2w2 

∂z2

)
− ρ2g = 0, (3) 

As we seek an averaged description of the flow in a porous medium formed 
during water interaction with the coated polymer solution, Darcy’s law provides 
such a required description. The volume-averaged velocity in a porous medium is 
determined by Darcy’s law which is given as [20], 

For the layer I (porous medium)
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u1 = 
−κ 
μ1 

∇( p1 + ρ1gz). (4) 

A pair of superimposed Newtonian fluids has been assumed. The fluid interface 
is initially fixed at z = 0. The spatial resolution followed in the derivation has been 
fixed such that it is not much larger than the average porous length. 

At z = 0 (interface), continuity of velocities and normal stress balance conditions 
[21] can fulfill the purpose of solving the second-order equation obtained after all 
the algebraic simplifications, which is explained in the next section, and kinematic 
condition [21] to track the spatiotemporal movement of the interface are employed. 

u1 = u2; w1 = w2, (5) 

n.τ2.n − n.τ1.n = γ (∇.n), (6) 

where, n, τ, γ  are unit outward vectors normal to the interface, Newtonian stress 
tensor for respective layer, and interfacial tension. 

∂h 

∂t 
= −u 

∂h 

∂x 
+ w. (7) 

2.2.1 Linear Stability Analysis (LSA) 

Linearization of all the governing equations and boundary conditions done by 
implementing the normal modes 

u = ũeωt+ikx  , w  = V + w̃eωt+ikx  , p = p(z) + p̃eωt+ikx  , h = h0 + h̃eωt+ikx  (8) 

where, ω and k represent the linear growth coefficient and the wavenumber of the 
disturbance, respectively. In these normal modes, the variables ũ, w̃, and p̃ are the 
infinitesimal amplitudes perturbations to the corresponding variables and are func-
tions of z. The  h̃ symbol represents an infinitesimal height perturbation and p and h0 
base states of pressure and height. 

On solving the above equations of motion with the given set of boundary 
conditions incorporating normal modes results following fourth-order bi-harmonic 
equations for respective layers with the general solution given below: 

d4 w̃1 

dz4 
− 2k2 

d2 w̃1 

dz2 
+ k4 w̃1 = 0 (9)  

d4 w̃2 

dz4 
− 2k2 

d2 w̃2 

dz2 
+ k4 w̃2 = 0 (10)
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The general solution of the fourth-order equation is, 

w̃1 = (A1 + B1z)e
−kz  + (C1 + D1z)e

kz  (11) 

w̃2 = (A2 + B2z)e
−kz  + (C2 + D2z)e

kz  (12) 

We assume here that the disturbance decays far from the interface in +z and −z 
direction that gives the conditions such as, 

w1 → 0, z → −∞;  w2 → 0, z → ∞ (13) 

In this limit, we get rid of two constants each from both Eqs. (10) and (11), which 
then takes the form 

w̃1 = (C1 + D1z)e
kz  (14) 

w̃2 = (A2 + B2z)e
−kz  (15) 

Finally, using all the equations mentioned above and replacing these expressions of 
the variables, such as in the boundary conditions, we obtain five homogeneous linear 
algebraic equations with five unknown constants A, B, C, D, and h̃. The dispersion 
relation is attained from the determinant of the coefficient matrix of these alge-
braic equations. The dispersion relation with an analytical solution of a second-order 
algebraic equation ω is in the form ω = f (k). 

A necessary and sufficient condition for the instability (stability) of the inter-
face was ω >  0 (ω < 0). An interplay between the stabilizing and destabilizing 
influences in the system decides the fate of viscous fingering instability. We solved a 
cumbersome dispersion equation not given here due to its lengthy and complex form. 
We obtained the groups of terms those then categorized them based on their signs 
and nature. They are shown in the theoretical results as destabilizing and stabilizing 
forces in the system. The finger spacing (λavg), defined as a tip-to-tip distance between 
two fingers theoretically stated, was attained by evaluating the dominant growth rate 
(ωmax) using the criteria ωr,k = 0, wherein ωr is the real part of ω 26 and k at the 
base of the variable represented the differentiation concerning mentioned parameter 
unless otherwise mentioned. Analytically solving all these cumbersome algebraic 
equations and boundary conditions is performed using the symbolic commercial 
package MATHEMATICA™. Later, after identifying the crucial parameters in the 
system playing a vital role in systems stabilization and destabilizing, we figured 
out viscosity and density are those parameters and used them as viscosity ratio 
(μr = μ2/μ1) and density difference (ρD = ρ2 − ρ1) afterward by proper algebraic 
modification.
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3 Results and Discussion 

3.1 Experimental Section 

The droplet-initiated phase inversion process starts by placing water over the CA 
in a DMSO bath, as shown in Fig. 1a. Due to the very high affinity of the solvent 
(DMSO) in water compared to CA, the non-solvent (water) tends to mix with the 
solvent, leaving the polymer behind, i.e., analogous to the salting-out effect. In the 
presence of viscosity and density difference, along with the gravitational force acting 
upon the spilled water, instability is created along the droplet circumference (similar 
to Saffman–Taylor instability). The changing chemical potential within the system, 
along with the other fluid property contrast, leads to the growth of the perturbed 
interface, as shown in Fig. 1b. Initially, small porous structures (sponge pores) are 
present, indicating the apparent incorporation of non-solvent within the polymer 
solution. The creation of polymer-lean and polymer-rich regions took place. The 
presence of pores is attributed to the convection cells as they break the formed thin 
layer at the beginning of the process. The thin layer breakage allows the invading fluid 
structures to pass through the previously formed porous medium. However, beyond 
a certain period, it was observed that many such tiny pores merge to form finger-like 
structures, as shown in Fig. 1b. This gradient in polymer concentration leads to a 
rapid increase in the finger pore length. Finally, this drives the fingers to coalesce 
with one another and travel till equilibrium is attained between the polymer-lean and 
polymer-rich phases, as shown in Fig. 1c. Multiple perspectives of finger growth are 
present in the literature based on the different parameters such as geometry and pair 
of polymer–solvent used [22–24]. 

The optical micrograph in Fig. 3 depicts the finally formed viscous fingers when 
water availability for the DMSO vanishes. The remaining part outside the fingers

Fig. 1 Schematic diagram of the process steps involved in the viscous finger formation due to the 
phase inversion process. a DI water is spilled over the spin-coated polymeric solution over the 
substrate. b The inception of the pore-like finger formation occurs after some time when water 
interacts with the coated solution. c Distinct finger formation occurs when all the water in contact 
with the below polymeric solution interacts specifically with DMSO
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(a) 

(b) 

Fig. 2 Schematic representation of water placed over the CA–DMSO-coated solid substrate. a The 
image shows the typical computation domain used in theoretical formulation wherein the total 
thickness of the layers is d, and fluids are extended in the semi-infinite limit from z = +  h to z = -h. 
The right-hand side is the representation in the radial direction. The system is solved in Cartesian 
coordinates by rotating it through 90◦. b A simplified theoretical picture for the modeling in which 
an interface moves with uniform velocity V in the upward direction25

and where water is not reached to mix with DMSO became porous because of the 
humidity due to exposure to atmospheric conditions. 

Fig. 3 Experimental 
micrograph of the formed 
fingers in the phase inversion 
process
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Fig. 4 The variation of the 
experimentally obtained 
(λavg) and theoretically 
calculated (λmax) finger 
spacing with the different 
loadings of CA dissolved in 
DMSO, where the increased 
quantities show improvement 
in the finger spacing when 
the interface is destabilized 

As shown in Fig. 4, the loading quantity of the CA in DMSO is a critical factor 
that decides finger spacing. The increased CA leads to improved finger spacing over 
the period. This increment in spacing is attributed to the viscosity increase of the 
polymeric blend that increases the resistance when the water–DMSO mixture, after 
sufficient contact, starts to flow. As resistance increases due to the increased viscosity 
of the blend, the flow speed reduces. When the speed reduces, that offers more time for 
finger width to develop than the finger length, ultimately slowing down the fingertip 
speed. As a result, the distance between the fingers increases over the period. At 
the end of the process, the tip-to-tip distance between fingers becomes constant, as 
shown in Fig. 4. This increase in distance is attributed to water unavailability for the 
DMSO to mix and add up in both finger width and spacing, as well as the restricted 
movement of fingers due to higher resistance offered by elevated viscosity. 

3.2 Theoretical Section 

In this section, an attempt is made to unravel the physics of the finger formation 
with the help of the dispersion relation obtained from the linear stability analysis 
(LSA), and the dispersion curve is shown in Fig. 5. In order to check the accuracy 
of the formulation, we validated it with the existing work asymptotically. Figure 5 
shows that our formulation matches well with the Saffman–Taylor1 asymptotically 
when the terms corresponding to fluid 2 are absent, indicating the formulation’s 
reliability. As discussed below, a few parameters playing an essential role in the 
system are considered for the theoretical analysis. As mentioned earlier, an increased 
concentration of CA in polymer solution increases the viscosity offering higher 
resistance to invading fingers to overcome. The capillary pressure forces in the system 
support initially set convection cells promoting the viscous fingers. We refer to the
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difference in pressure across the interface as capillary pressure, and the expression for 
this is obtained by solving Eq. (6). Increased viscosity is always in a hurry to set the 
dominance of viscous forces in the system at every stage of the finger movements. 
Initiated fingers were initially supported by capillary force and then nurtured by 
inertial forces in the middle stage of the process, as seen in Fig. 4, where finger 
spacing started to increase drastically from 100 to 150 mg/mL. Inertial forces help 
the finger sustain in the middle stage as viscous forces dominate the process. In the 
last stage, viscous forces entirely owned the dominance by vanishing the effect of 
the other two forces, resulting in increased finger spacing. Over the period, system 
reaches the stage where viscous forces completely restrict the fingers, and the system 
gets saturated completely. 

Figure 4 also compares the experimental (λavg) and theoretical (λmax) finger 
spacing and their agreement. Here, we enveloped the experimental results between 
the theoretical findings showing the theory parameters span matching the experi-
mental observations. Of course, this calculation is extraordinarily gross and does not 
comprise the various parameters set. However, even this gross calculation indicates 
the first-hand parameters playing a vital role in driving the mechanism. 

The increasing density difference ρD decreases the maximum growth rate ωmax and 
its corresponding wave number kmax, as depicted in Fig. 6a. The plot (a) complements 
our claim of inertial forces as helping to sustain in the middle stage of the process 
as their existence destabilizes the interface and strives for continuous movement of 
fingers even if viscous forces try to dominate over them. In the dispersion relation 
ω = f (k) at different viscosity ratios, Fig. 6b shows viscosity as an instability-
suppressing parameter in the system upon increasing the viscosity ratio as it offers 
improved resistance to instability arising from surface movement. Theoretical results 
also follow the experimental findings discussed earlier in the above section. We

Fig. 5 An asymptotic 
validation. The 
Saffman–Taylor formulation 
represented by solid circles 
corresponds to the seminal 
work by Saffman and 
Taylor1. The solid line 
(green) represents 
asymptotic validation for the 
present theoretical 
formulation in the absence of 
fluid 2 (water) 
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Fig. 6 Dispersion curves obtained analytically show the variation of growth rate ω with wave 
number k using LSA. Plot a shows the dispersion curves at different density difference ρD values. 
Plot b shows the wave numbers and instability growth rate for different values μr . The parameter 
space used for the calculation is as g → 9.81, κ  → 1 × 10−5, V → 1 × 10−6, γ → 0.005 follows 

theoretically also observed the same system behavior shown at different viscosity 
ratios in the experiments resulting in increased finger spacing. 

4 Conclusions 

In this work, we explored viscous finger formation’s physics in the CA–DMSO-
coated substrate system when water is spilled over it. Experiments revealed that the 
CA loading in DMSO plays a pivotal role in finger spacing and width. An increase 
in the viscosity on increasing the loading offers more friction to the water–DMSO 
to slide over the solution, leading to the reduction in their movement ending with 
the fingers formed at a distance apart when compared with the low quantity of CA 
in the polymeric solution. Theoretical predictions also complement experimental 
conclusions of viscosity ratio and density difference variation. According to theory, 
as depicted in Fig. 6, an increment in the density difference leads to system destabi-
lization, which is reflected in the increased growth rate of the system instability. But 
the contribution of viscosity increase, on the other hand, leads to a system of stability 
as it offers high resistance to invading fingers leading to minimization of destabilizing 
influences of the system. Therefore, an interplay between the destabilizing influence 
of density and stabilization by viscosity decides the ultimate fate of finger formation 
and the spacing between them, which is the tip-to-tip distance between two fingers. 
With these two influential parameters, the system stability and, ultimately, the inter-
facial morphology can easily be controlled. The fingering phenomenon in this type 
of open system is also of great importance in many biological applications [25, 26], 
where the destabilizing influences need to be minimized in order to analyze their 
behavior. So, understanding the fingering phenomenon and the control parameters is 
very important where dendritic structure or fingering needs to be avoided. This type 
of study, where experiments complement the theoretical front, can significantly help
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and need to be profoundly investigated further. Due to the highly complex nature of 
the system of viscous finger formation in the case considered for the present work, it 
is tough to claim about the parameter behavior or the system physics strongly. That is 
the reason why only probable reasons are highlighted. The 3-D non-linear and CFD 
simulation can significantly help with a prior understanding to set the experiments 
and other aspects of the phenomena. 
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Nomenclature 

ωmax Maximum growth rate 
kmax Maximum wave number 
ρD = ρ2 − ρ1 Density difference 
μr = μ2/μ1 Viscosity ratio 
h̃ Perturbed height 
κ Permeability 
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Stability Characteristics of Linear 
Unstable Modes in Flow Past Elliptic 
Cylinders 

Deepak Kumar and Bhaskar Kumar 

Abstract Linear stability analysis of steady two-dimensional flow past elliptic cylin-
ders with different aspect ratios (Ar) has been conducted for Reynolds number (Re) 
up to 200. The main characteristics of the steady flow (bubble length, bubble width, 
drag coefficient, and maximum vorticity on the cylinder surface) have been presented. 
From the linear stability computations, we find that there are three sets of complex 
eigenmodes which become unstable with increasing Re. We refer to them as primary 
wake mode (PWM), secondary wake mode, and tertiary wake mode (TWM), respec-
tively. PWM and SWM have already been reported in the literature for flow past a 
circular cylinder. In this work, we report a new unstable mode (TWM) along with 
PWM and SWM in the wake of elliptic cylinders. The structure of TWM shows that 
it is not so prominent in the near wake but has the longest range of presence and 
extends all the way up to the downstream boundary. The critical Re for the onset 
of instability of these modes and the corresponding Strouhal number (St) have been 
computed. Least-square fit equations for critical Re and St as a function of Ar have 
also been presented. 

Keywords Steady flow · Linear stability analysis · Elliptic cylinders 

Nomenclature 

a Semi-major axis [m] 
b Semi-minor axis [m] 
Ar Aspect ratio [−] 
H Computational domain half width [−] 
LB Bubble length [−]
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WB Bubble width [−] 
CD Drag coefficient [−] 
ωmax Maximum vorticity on the cylinder surface [−] 
Re Reynolds number [−] 
St Strouhal number [−] 
λr Growth rate [−] 
PWM Primary wake mode [−] 
SWM Secondary wake mode [−] 
TWM Tertiary wake mode [−] 

1 Introduction 

Bluff body wakes have been of interest in fluid mechanics since a long time. Flow 
past an elliptic cylinder is the generalization of flow past a circular cylinder which 
involves a new variable: the aspect ratio (Ar). In the past, there have been several 
attempts to investigate this flow [5, 12–14, 20, 24, 26]. The dynamics of the wake of 
an elliptic cylinder is much more rich compared to the same for a circular cylinder. 
As we change the aspect ratio of the cylinder, the flow becomes more and more 
complex. For example, flow past an elliptic cylinder is characterized by the presence 
of a near wake vortex street (von Kármán vortex street) followed by the diffusion 
of vortices to form two parallel shear layers. As we go downstream in the wake, the 
oscillations in the shear layers intensify, finally causing the secondary vortex street 
to develop [19]. With a decrease in aspect ratio, the extent of the von Kármán vortex 
street reduces in the wake and the onset location of the secondary vortex street moves 
close to the cylinder. For low aspect ratios, the shedding pattern is very complex and 
chaotic with the appearance of vortex pairing and long wavelength wake oscillations 
[24]. 

The flow transition between steady to unsteady occurs at Re which depends on 
Ar of the cylinder. Several researchers [12, 17, 24] in the past have conducted linear 
stability analysis of steady flow past elliptic cylinders in order to investigate the tran-
sition phenomenon. Based on such studies, it is known that the cause and appearance 
of the Kármán vortex street could be related to the first instability of the wake. The 
first instability of the wake is related to the growth of the unstable mode, sometimes 
referred to as the Kármán mode. In the present work, we refer to it as PWM. This is 
therefore seen as the fundamental cause of unsteadiness in the flow. In the literature, 
the nature and characteristics of this mode is known for more than forty years. For 
flow past a circular cylinder, Barkley and Henderson [2] concluded that there is only 
one mode which becomes unstable leading to the primary wake instability in a two-
dimensional flow before the three-dimensionality appears. In contrast, Boppana and 
Gajjar [3] reported the presence of a second unstable mode before the onset of three-
dimensionality. We refer this mode as SWM. According to them, the second unstable 
mode loses stability somewhere between Re = 125 and 150. In the same year, Verma
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and Mittal [25] conducted a linear stability investigation of two-dimensional flow 
past a circular cylinder. They reported Re = 110.8 for the onset of instability of the 
SWM. They found that structure of SWM is very similar to PWM. However, SWM 
has a lower growth rate and higher St than PWM. 

In this work, we share the discovery of yet another mode which is unstable in 
flow past elliptic cylinders, apart from the two already known. We refer this new 
mode as TWM. Knowledge of the nature and characteristics of these modes is of 
great relevance in understanding the wake flows. The present work examines the 
characteristics of these modes. We conduct this study for varying Ar of the cylinder 
and different Re in the range 30–200. 

2 Methodology 

The governing equations for the fluid flow are the incompressible form of the Navier– 
Stokes equations. In this work, we use the stabilized finite element formulation to 
solve the Navier–Stokes equations as well as the eigenvalue problems emanating 
from the linear stability equations. The stabilized finite element (streamline-upwind/ 
Petrov–Galerkin and pressure-stabilizing/Petrov–Galerkin) method has been devel-
oped and used by several researchers in the past [4, 10, 11, 16, 23]. Mittal and Kumar 
[16] briefly describe the formulation and the numerical method employed here. 

Applying the finite element formulation to linear stability equations leads to a 
generalized matrix eigenvalue problem, and its solution results in the eigenpair. 
Since the numerical dimension of the problem is usually very large, we look for the 
few modes which have the largest real part. 

Figure 1 illustrates the flow configuration, the computational domain, as well as the 
boundary conditions. The elliptic cylinder is placed symmetrically in a rectangular 
domain with its major axis (2a) aligned with the flow direction. The cylinder center 
is considered the origin of the Cartesian coordinate system. Semi-major axis of the 
ellipse is taken as the length scale for presenting the results. The length of the minor 
axis is denoted by 2b, and b/a represents Ar of the cylinder. Nine different Ar values 
(= 1, 0.75, 0.5, 0.375, 0.25, 0.125, 0.0625, 0.03, 0.01) are used in this study. In 
the present work, the domain boundaries are located far enough so that there is 
no significant effect on the overall flow field. The distance of the downstream, the 
upstream, and the cross-stream boundaries are 700, 200, and 100 from the center of 
the cylinder. The finite element mesh employed in this work contains 249,165 nodes 
and 247,654 elements in the computational domain. Close to the cylinder surface and 
in the wake region, the mesh is kept fine enough to capture the separating shear layer, 
the boundary layer, the wake bubble of the steady flow, and the linear stability modes 
accurately. In the direction away from the cylinder, the mesh gradually becomes 
coarser. The details about the finite element mesh can be found in our recent article 
[15].

The following boundary conditions are used to compute the steady base flow. The 
velocity at the upstream boundary is given a free-stream value. In the downstream
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Fig. 1 Problem description: a computational domain and boundary conditions, where Ld and Lu 
represent the downstream and upstream boundaries location, and H denotes the half width of the 
cross-stream dimension. b elliptic cylinder geometry. The cylinder center is used as an origin to 
measure all the linear distances

boundary, a boundary condition of Neumann type is imposed on the velocity, which 
corresponds to a zero stress vector. The components of velocity normal to and stress 
vector along the lower and upper boundaries are assigned zero values. The cylinder 
surface is a no-slip boundary. Linear stability computations are based on the same 
boundary conditions except at the inflow border, where the velocity components are 
set to zero. 

The mesh convergence study is comprehensively discussed in one of our recent 
publications. Tables I and II of Kumar and Kumar [15] provide a detailed discussion 
of the mesh convergence study, and based on these results, it can be safely concluded 
that the mesh considered here is appropriate for performing the present study. Tables 
III and IV of Kumar and Kumar [15] compare the steady flow characteristics with 
the published data. The comparison reveals that the present results match very well 
with the earlier investigations on flow past elliptic cylinders. 

3 Results and Discussion 

3.1 Steady Flow Results 

Here, we display results for steady flow past elliptic cylinders for (nine) different 
Ar and for Re in the range 30–200. As of now, it is well established that, beyond a 
particular Re, the flow separates from the cylinder surface [5, 20], which causes the 
formation of the wake bubble. Figure 2 demonstrates the description of the separation 
wake bubble. The bubble length (LB) is characterized as the distance between the 
rear stagnation point and the wake stagnation point along the wake centerline of the 
cylinder. The bubble width (WB) is measured as the maximum distance between the 
lower and upper separation streamlines.
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Fig. 2 Description of the 
symmetric wake bubble: LB 
denotes the bubble length, 
while WB represents the 
bubble width 

L B = −0.7155 + 0.1301Re 
WB = 0.4788 + 0.2444Re0.5 
CD = 0.2938 + 7.6937Re−0.5 

ωmax = −2.9870 + 2.3980Re0.35 

⎫ 
⎪⎪⎬ 

⎪⎪⎭ 
(1) 

Figure 3 displays the variation of the bubble parameters with Ar and Re. For each 
Ar, it has been found that LB grows practically linearly as Re increases. The decrease 
in Ar causes bubble to substantially grow. A non-linear growth is observed for WB 

as Re increases while Ar decreases. The drag coefficient (CD) shows a monotonic 
decrease with increase in Re and Ar. The maximum vorticity on the cylinder surface 
(ωmax) increases with decrease in Ar and increase in Re. The least-square fit of the 
steady flow data shown in Fig. 3 indicates that for Ar = 1.0, LB, WB, ωmax, and 
CD vary linearly as a function of Re, Re0.5, Re0.35, and Re−0.5, respectively. These 
results agree with the characteristics of steady flow past a circular cylinder reported 
by several investigators in the past [6–8, 21, 22]. Theoretical study by Smith [22] 
showed that LB grows linearly with Re while WB increases like O(Re1/2). Fornberg 
[6] calculated the steady flow numerically up to Re = 600. He observed that LB 

increases linearly with Re, whereas WB grows as O(Re1/2) up to Re  = 300 and 
increases linearly after that. Recently, Sen et al. [21] reported the empirical relations 
for steady flow past Ar = 1.0 at low Re in the range 6–40. They found that LB, CD, 

and ωmax vary with Reynolds number as Re, Re−0.5, and Re0.5, respectively. The 
variation of ωmax is accurate for low Re. For Re > 30, we find Re0.35 gives better 
results.

The empirical equations obtained for the curve fit for Ar = 1.0 are given in Eq. 1 
for Re in the range 30–200. In general, with the decrease in Ar, it is observed that, the 
characteristics of the wake bubble vary in the same fashion as for Ar = 1.0, except 
that a higher-order polynomial fit is required. This shows that the non-linearity in 
the bubble properties increases with decrease in Ar. However, CD is one exception 
to this change. It shows linear variation with Re−0.5 even for smaller aspect ratios. 
The maximum percentage error between the actual value and the data obtained from 
the given equations are 0.88 for LB, 2.22 for  WB, 0.31 for  CD, and 0.53 for ωmax. 
The trends represented by the equations therefore are a good representation of the 
variation of the flow properties.
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Fig. 3 Steady flow characteristics: effect of Re and Ar on a LB, b WB, c CD, d ωmax on the cylinder 
surface

4 Linear Stability Analysis 

In the past, linear stability analysis of flow past an elliptic cylinder has been carried 
out by several researchers [12, 17, 24]. However, the results are very scanty and do not 
give a comprehensive view of the flow behavior. Here, we provide a detailed analysis 
of the related flow problem. The linear stability study is carried out for cylinders with 
different Ar and different flow Re. Our results show the presence of three different 
kinds of eigenmodes in the flow which become unstable with increase in Reynolds 
number. We refer to them as PWM, SWM, and TWM. These are identified based on 
their growth rate and modal structure in the flow field. The growth rate (λr) of PWM  
is the highest. It loses stability at relatively low Re and is responsible for shedding 
of von Kármán vortices. Upon increasing the Re further, first the SWM and then the 
TWM loses stability. However, TWM is not observed to become unstable for Ar = 
0.75 and 1.0. 

The parameters like Ar and Re significantly affect the flow behavior, and hence, 
their effect is studied in more detail. Figure 4 illustrates the variation of λr and St 
with Re for PWM, SWM, and TWM. For PWM, the λr curves for Ar = 1.0 and 0.75 
show a monotonic increase with Re. For other aspect ratios, it first increases and then 
passes through a maximum. It is found from these results that flow past a cylinder with 
low Ar exhibits higher growth rate at lower Re. Consequently, the critical Reynolds
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number (Rec) for the onset of vortex shedding decreases for cylinder with smaller 
Ar [13, 24]. Similar observations can be made for SWM and TWM. For SWM, the 
λr curve for Ar = 1.0, 0.75, and 0.5 increases monotonically with Re. For other 
aspect ratios, it shows a non-monotonic increase passing through a maximum. For 
TWM, the monotonic increase in λr is observed for Ar down to 0.25. Below this, the 
non-monotonic increase similar to that found with the other modes is observed. For 
the considered Re range, TWM remains stable for Ar = 1.0 and 0.75. It becomes 
marginally unstable for Ar = 0.5 at Re = 200. And for lower Ar, it becomes unstable 
over a range of Re. Bottom row of Fig. 4 displays the variation of St with Re for the 
three modes. For PWM, St curves show a non-monotonic variation for higher aspect 
ratio cylinders (Ar = 1.0, 0.75, 0.5). Similar observation has been reported for Ar = 
1.0 by several researchers in the past [1, 9, 18].  For lower  Ar, St of PWM  shows a  
non-monotonic decrease with increase in Re. SWM and TWM exhibit a monotonic 
decrease in St with increase in Re, for each Ar. There is however one difference in 
the St curves for TWM. Overall, the slope of the St curves, for TWM, is smaller than 
the other two modes, and therefore, the minimum which they reach, in the range of 
Re shown, is higher than that achieved by the other two modes. 

We determine the critical parameters (Rec and Stc) for PWM, SWM, and TWM, 
corresponding to their zero growth rate. 

Figures 5 and 6 show that the value of Rec and Stc for each eigenmode decreases 
as we decrease the cylinder aspect ratio. The possible reason for the decrease in Rec 
is because the flow past a cylinder with low Ar exhibits higher growth rate at lower Re 
(see Fig. 4). Our calculations show that TWM does not become unstable for Ar = 1.0 
and 0.75 below Re = 200. Thompson et al. [24] performed linear stability analysis of 
flow past elliptic cylinders with varying Ar. The critical parameters reported in their 
work for the onset of instability correspond to the same for PWM in our case. For 
Ar = 1.0, 0.75, 0.5, and 0.25, they reported Rec value as 47.2, 42.6, 38.8, and 35.6, 
respectively. In the present study, we find Rec value for Ar = 1.0, 0.75, 0.5, and 0.25 
as 46.9, 42.1, 38.3, and 35.1, respectively. Similarly, they reported the corresponding

Fig. 4 Variation of λr (top) and St (bottom) of PWM (left), SWM (middle), and TWM (right) with 
increasing Re for different Ar 
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Stc value for Ar = 1.0, 0.75, 0.5, and 0.25 as 0.1163, 0.1144, 0.1120, and 0.1074, 
respectively. We find Stc for the same values of Ar as 0.1167, 0.1150, 0.1126, and 
0.1082, respectively. The comparison shows that the results are in agreement. 

The work done by Boppana and Gajjar [3] on flow past a cascade of circular 
cylinder showed the presence of second unstable pair (SWM in the present nomen-
clature) which becomes unstable between Re = 125 and 150. The critical value was 
however not reported. Verma and Mittal [25] were the first to determine Rec value 
for the SWM for flow past a circular cylinder. Rec value reported by them is 110.8 
and Stc though not mentioned explicitly is close to 0.12. The data presented in Fig. 5 
depict a close match with these results. The difference in Rec value with the predic-
tion of Boppana and Gajjar [3] could be attributed to the use of different lateral width 
of the domain. Table 1 gives the least-square curve fit equations for Rec and Stc as a 
function of Ar. The maximum percentage error between the data obtained from the

Fig. 5 Variation of Rec with 
Ar for PWM, SWM, and 
TWM 

Fig. 6 Variation of Stc with 
Ar for PWM, SWM, and 
TWM 
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given equations of Rec and the actual value are 0.26 for PWM, 0.47 for SWM, and 
0.19 for TWM. 

Similarly for Stc, the maximum percentage errors are 0.07 for PWM, 0.41 for 
SWM, and 0.12 for TWM. 

Figure 7 presents the vorticity field for the real parts of PWM, SWM, and TWM 
for flow past a cylinder with Ar = 0.25 at Re = 180. The mode structures shown are 
typical and are observed to have similar features at other Reynolds numbers as well. 
The vorticity field of these modes is symmetric about the wake centerline. This is 
opposite to that of the base flow. From the figure, we can see that the strength and 
extent of the three modes vary in the flow field. Here, it should be noted that the range 
of the vorticity was kept same for all plots. PWM appears more prominent in the near 
wake and decays rapidly as we move downstream. Comparatively, SWM extends to 
a much larger distance away from the cylinder. Its strength seems to increase as we 
move downstream; however, there is a decrease in strength in the far wake. TWM 
is not so prominent in the near wake, but has the longest range of presence and 
extends all the way up to the downstream boundary. In general, it is found that the 
modes with larger growth rates come close to the cylinder and are shorter in their 
streamwise length compared to the modes which have lower growth rates. In other 
words, stronger modes tend to approach the cylinder and also contract, whereas the 
modes which are weaker tend to recede and elongate. Also, the size of the vortical 
structure in the modes decreases with increase in their oscillation frequency. These 
observations are in agreement with the wide range of calculations which we have 
conducted and can also be seen to agree with the images shown in Fig. 7.

Table 1 Least-square fit equations for Rec and Stc for PWM, SWM, and TWM, obtained as a 
function of Ar 

Rec Stc 

PWM 10.2144 Ar3–13.0845Ar2 + 18.7881Ar + 
31.0082 

0.0131 Ar3–0.0352 Ar2 + 0.0381 Ar + 
0.1007 

SWM 37.3984 Ar3–59.4328 Ar2 + 60.3704 Ar + 
72.3436 

−0.0131 Ar2 + 0.0472 Ar + 0.0857 

TWM 97.5631Ar + 148.410 0.0381 Ar + 0.0667 

For PWM and SWM, 0.01 ≤ Ar ≤ 1.0 and for TWM, 0.01 ≤ Ar ≤ 0.5 
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Fig. 7 Structure of the 
eigenmodes: vorticity fields 
(real parts) of PWM, SWM, 
and TWM obtained for Re = 
180 flow past a cylinder with 
Ar = 0.25 

5 Conclusion 

The linear stability analysis of two-dimensional steady base flow past elliptic cylin-
ders of varying aspect ratios (0.01 ≤ Ar ≤ 1.0) and Reynolds number (30 ≤ Re ≤ 
200) has been investigated. The steady flow parameters, like LB, WB, ωmax on the 
cylinder surface, and CD, have been presented, and their trends are discussed. Linear 
stability analysis of steady flow past elliptic cylinders yields the presence of three 
different eigenmodes (PWM, SWM, and TWM). It is observed that these modes 
show a non-monotonic variation of growth rate with Re for low Ar cylinders. This 
may also be true for higher Ar cylinders for a larger range of Re. Low Ar cylinders 
exhibit higher growth rate at lower Re. As a result, Rec value for the onset of vortex 
shedding decreases for smaller Ar. For PWM, the variation of St with Re is non-
monotonic for higher Ar. For SWM and TWM, St decreases monotonically with Re 
for all Ar. An interesting correlation exists between the structure of the eigenmodes 
and their growth rate and St. Modes which have larger growth rate reach close to the 
cylinder surface and have comparatively shorter length in the wake. Additionally, 
the size of the vortical structures present in a mode is large if its St is small and vice 
versa. The difference in the structure of PWM, SWM, and TWM among themselves 
can be related to the corresponding change in their growth rate and St. 

References 

1. Barkley D (2006) Linear analysis of the cylinder wake mean flow. Europhys Lett 75:750 
2. Barkley D, Henderson RD (1996) Three-dimensional floquet stability analysis of the wake of 

a circular cylinder. J Fluid Mech 322:215–241 
3. Boppana VBL, Gajjar JSB (2011) Onset of global instability in the flow past a circular cylinder 

cascade. J Fluid Mech 668:304–334 
4. Brooks AN, Hughes TJR (1982) Streamline upwind/petrovgalerkin formulations for convection 

dominated flows with particular emphasis on the incompressible Navier Stokes equations. 
Comput Methods Appl Mech Eng 32:199–259 

5. Dennis SCR, Young PJS (2003) Steady flow past an elliptic cylinder inclined to the stream. J 
Eng Math 47:101–120



Stability Characteristics of Linear Unstable Modes in Flow Past Elliptic … 311

6. Fornberg B (1985) Steady viscous flow past a circular cylinder up toReynolds number 600. J 
Comput Phys 61:297–320 

7. Fornberg B (1991) Steady incompressible flow past a row of circular cylinders. J Fluid Mech 
225:655–671 

8. Gajjar JSB, Azzam NA (2004) Numerical solution of the Navier-Stokes equations for the flow 
in a cylinder cascade. J Fluid Mech 520:51–82 

9. Giannetti F, Luchini P (2007) Structural sensitivity of the first instability of the cylinder wake. 
J Fluid Mech 581:167–197 

10. Hughes TJR, Brooks AN (1979) A multidimensional upwind scheme with no crosswind diffu-
sion. In: Finite element methods for convection dominated flows, Hughes TJR (ed). ASME, 
pp 19–35 

11. Hughes TJR, Franca LP, Balestra M (1986) A new finite element formulation for computational 
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Linear Stability Analysis of Open Cavity 
Flow Using OpenFOAM® 

Ravi Kant, Samarth Acharya, and Ramesh Bhoraniya 

Abstract Present paper deals with the modification of existing icoFoam solver (we 
name it—stabilityFoam) in OpenFOAM® (Open source Field Operation And Manip-
ulation—C++ based toolbox) to solve linearized Navier–Stokes stability equations 
for a two-dimensional open cavity flow. The objective of this work is to obtain the 
spatio-temporal perturbation field around the base flow of an open cavity flow. In 
this view, we construct a new modified solver called “stabilityFoam” by altering the 
standard incompressible solver i.e. icoFoam and its associated libraries to obtain 
the disturbance fields around the base flow solution. The numerical simulation is 
performed for two Reynolds numbers (Re = 1400 and 1900). At Reynolds number 
= 1400, the computation showed wake mode instability in the cavity region, whereas, 
at Reynolds no= 1900, it showed shear mode instability near downstream of the flow. 
At larger times, both the perturbation structure resembles the eigenvalue solution. 

Keywords Fluid flow instability · OpenFOAM® · Transitional flows · Open 
cavity flow 

1 Introduction 

A collection of CFD tools (including proprietary and open source solvers) are acces-
sible for academic and research purposes. The open-source tools include Open-
FOAM® [1], SU 2 [2], NEKTAR++ [3], NEK5000 [4], etc. The advantage of using 
open-source solvers allow it’s free to access and reproducible [5]. In the present 
scenario, the fluid flow instability study often relies on computational resources. The

R. Kant (B) 
Mechanical Engineering, Pandit Deendayal Energy University, Gandhinagar 382007, India 
e-mail: ravi.kant@sot.pdpu.ac.in 

S. Acharya 
Mechanical Engineering, BITS Pilani, KK Birla Goa Campus, Goa 403726, India 

R. Bhoraniya 
Mechanical Engineering, Marwadi University, Rajkot 360 003, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 2, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-5752-1_26 

313

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5752-1_26&domain=pdf
mailto:ravi.kant@sot.pdpu.ac.in
https://doi.org/10.1007/978-981-99-5752-1_26


314 R. Kant et al.

flow instability generally begins with receptivity followed by turbulent spots and its 
spatio-temporal evolution, ultimately undergoing a turbulent regime [6]. Jovanovic 
et al. [7] numerically studied the impulse response of linearized Navier–Stokes equa-
tion. We expedite the similar study of spatio-temporal evolution of initial perturbation 
in open cavity flow. Unlike another open-source packages such as NEK500 and NEK-
TAR + +  and in-house codes SIMSON [8], OpenFOAM® does not consist inbuilt 
solver to solve the linearized Navier–Stokes equation. With this motivation, we have 
modified the existing icoFoam solver and named it “stabilityFoam”. Linear stability 
analysis of fluid flows was first investigated by Osborne Reynolds [9], Lord Rayleigh 
[10], and Hermann Von Helmholtz [11]. Since then, several flow scenarios were 
examined such as linear stability of plane Poiseuille flow, Couette flow, boundary 
layer flow, open cavity flow, etc. Open cavity flows are characterized by flow over a 
square cavity (see Fig. 2). In real practice, these cavities range from small gap/crack 
in the vehicle, inconsistent roughness in a pipe, cargo bays on an airplane, even large 
flow circulation in an urban street canyon. There are several pieces of literature on 
stability of open cavity flow [12–19]. Fundamentally, there are two different modes 
of cavity instability present on top of the base flow. These modes are stated as shear 
layer mode and wake mode. In this article, we aim to construct a new modified solver 
to capture the instability structures such as shear layer and wake modes. We now 
discuss the flow set-up and governing equation based on theoretical fundamentals. 

2 Flow Set-Up 

A two-dimensional open cavity flow is set up in a stream-wise direction with length 
(L) and depth (D) of the cavity as shown in Fig. 1. The inlet flow is set up in a stream-
wise direction. The Reynolds number (Re) is defined as U inlet D/ν, where U inlet is 
the inlet velocity in the domain, D is the depth of the cavity, and ν is the kinematic 
viscosity of the fluid. The upper boundary is imposed with far-field condition.

Lower walls and cavities are chosen to be the no-slip condition. Also at the exit, 
the zero-gauge pressure outlet condition is imposed. Moreover, the ratio L/D = 2 is  
chosen for the study. To get the spatio-temporal evolution of disturbances, perturbed 
incompressible linear Navier–Stokes equation (LNSE) along with the perturbed 
continuity equation is considered, 

∇ ·  U = 0 (1)  

∂U 

∂t 
+ (UB ).∇U + U∇(UB) = −∇  P + 

1 

Re
∇2 U (2) 

where U = (Ux, Uy) is the perturbation velocity field, p is the perturbation field, 
Re is the Reynolds number based on U inlet, and D defined earlier. UB is the base 
flow velocity field that needs to be calculated a priori. After setting up the boundary
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Fig. 1 Computational domain for open cavity flow 

Fig. 2 Mesh visualization of open cavity flow domain using ParaView

conditions of “U” and “P” in the zeros folder, icoFoam solver is utilized for incom-
pressible base flow computations. The mesh is generated using simple grading with 
1000 elements in stream-wise and 100 elements in wall-normal direction as shown in 
Fig. 2. In OpenFOAM®, we perform the numerical simulation for base flow at two 
different Reynolds numbers (1400 and 1900). The contours for base flow velocity 
magnitude are shown in Figs. 3 and 4, respectively. We can observe the shear layer 
developing in both cases. Once we have the base flow computed results, we can then 
simulate for perturbation evolution over the base flow solution.

2.1 “Stabilityfoam”—A Modified Icofoam Solver 

The LNSE (linearized Navier–Stokes equation) perturbed set of equations are quite 
similar to the usual Navier–Stokes equation. The standard incompressible icoFoam 
solver can be easily modified, and the perturbation field solutions can be sought. The
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Fig. 3 Open cavity base flow solution at Reynolds no = 1400 

Fig. 4 Open cavity base flow solution at Reynolds no = 1900

usual compressible Navier–Stokes equation can be solved using an inbuilt Open-
FOAM® solver named “icoFoam”. The new modified solver i.e. “stabilityFoam” 
is capable of solving the linearized Navier–Stokes equation. They propose “stabil-
ityFoam” solver is obtained by modification a few files and folders. The modified 
folder structure is depicted as shown in Fig. 5. In the file structure of any Open-
FOAM® simulation case, one can find three basic folders, named 0, constant, and 
system. In the system directory, there are four files, which include the blockMesh-
Dict file, the control diet file, fvSchemes, and fvSolutions, and of these four, the 
first two is case-specific and the latter two govern the methods employed to iterate 
towards the solution. Apart from the three basic folders in any OpenFOAM® case 
files, additionally, we create a new folder named stabilityFoam. This consists of two 
files (creatFields.H and stability form. C) and a compiler folder. The stabilityFoam.C 
file is modified in the following manner. The usual icoFoam.C is copied from the opt/ 
solver folder, and inside the script, the momentum predictor (fvVectorMatrixUEqn) 
is modified and pasted in the stabilityFoam.C file as follows in the enlisting.

U is the perturbation velocity field and UB is the base flow velocity field. phi and 
phiB are the previous time step perturbed flow velocity field and previous time step 
base flow velocity fields, respectively. When we modify the standard solver by using
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Fig. 5 Folder structure of stabilityFoam solver

terms like UB, phiB, etc., we end up introducing new fields that the solver must read. 
In the structure of OpenFOAM, each code is accompanied by another file, which is a 
header file called createFields.H which includes all the associated variables that are 
to be utilized for the solution. Thus, for this purpose, we must define these quantities 
in the createFields.H file. These two new fields (UB and phiB) can be thus introduced 
as follows in enlisting Figs. 6 and 7.

Once stabilityFoam.C and createFields.H are defined and modified, several other 
files are also modified in similar manner. When adding a new field in the applica-
tion to be called, it is essential to specify the method of solving for those values in
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Fig. 6 Modification of code 
in stabilityFoam.C file 

Fig. 7 Modification of 
CreatFields.H file
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these files. In our case, we must make the following modifications in the fvSchemes 
and fvSolutions files, respectively. The modification in fvSchemes is done incorpo-
rating UB and phiB. Similarly, the fvSolutions file is also modified accordingly. The 
controlDict file is also modified with the application name same as stabilityFoam. 
Readers can look at the modified version of codes available at https://github.com/rav 
ikgpiit/Open-Cavity-Flow-Instability. 

The folder and the file structure are ready but not fit for compilation, since we 
have to source the environment to run the new stabilityFoam solver and also base 
flow solutions should be available beforehand. Following are intermediate steps to 
get solution of perturbation velocity field. 

1. First, solve the base flow case using a standard icoFoam solver to establish the 
base flow velocity field solution. 

2. After getting the base flow solution, call the field results (U and p) of the final 
time step of the standard icoFoam solution and initialize the perturbation field. 
The initialization is done by renaming the “U” file as “UB” in the “0” directory 
of stability Foam and also copying the file “p” file as it is. 

3. The folder should contain UB as well as U file. Create the new “U” file in the 
“0” directory to initialize the perturbed flow field. 

4. After sourcing the environment, run the stabilityFoam solver to get the perturba-
tion fields. 

5. The next step is to compile the solver to be able to run the application. But just 
before this site, the sourcing of the environment is done in the following way. The 
files in the make folder of the solver folder also need to be modified/renamed to 
use the command stabilityFoam in the terminal to call the application. Once that 
is done, the commands “wclear” and “wmake” in succession to compile the code 
and make it suitable to run it. The compilation is done by typing the previously 
mentioned commands in the terminal from the directory of the solver. We have 
put all the files and folders of stabilityFoam solver in the link (https://github.com/ 
ravikgpiit/Open-Cavity-Flow-Instability). The stabilityFoam solver is run for 1 s 
and the time step deltaT is kept to be 0.0001 s. The simulation is done for several 
grid sizes to ensure the grid convergence up to three decimal places. The final 
perturbation results are visualized in the associated data viewer ParaView. 

3 Results and Discussion 

The grid independence study was also performed, and the converged solutions were 
obtained for three decimal places. The perturbation and base flow variable contours 
were visualized in associated open-source package ParaView. The stream-wise Ux 
perturbation contours at different time steps for Reynolds number Re = 1400 are 
shown in Fig.  8. It shows the spatio-temporal evolution of stream-wise Ux pertur-
bation contours at time t = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1 s. The 
perturbation structure also matches with the contours depicted in the literature [5]. 
Figure 9 shows the wall-normal Uy perturbation velocity field contours at time t =

https://github.com/ravikgpiit/Open-Cavity-Flow-Instability
https://github.com/ravikgpiit/Open-Cavity-Flow-Instability
https://github.com/ravikgpiit/Open-Cavity-Flow-Instability
https://github.com/ravikgpiit/Open-Cavity-Flow-Instability
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0, 0.1, 0.2. 0.3, 0.4, 0.5, 0.6 s at Reynolds number = 1400. At this Reynolds number, 
the system leads to wake mode instability. The wake mode instability is associated 
with the internal cavity region of the flow set-up. The perturbation structure at the 
large time also matches with the eigenvalue solution depicted in the literature [5]. 
Although the magnitude of perturbations is of the order of 10–5 − 10–6, these small 
fluctuations may lead the laminar flow into transition. At a higher Reynolds number 
(Re = 1900), the perturbation structure resembles shear mode instability. The shear 
mode instability is dominant in the downstream region of the flow also depicted in 
Fig. 10. It shows the stream-wise Ux perturbation velocity field contours at time t 
= 0, 0.1, 0.2. 0.3, 0.4, 0.5, 0.6 s. Figure 11 shows the wall-normal Uy perturbation 
contours at different time steps (time t = 0.001, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 
0.9, and 1 s) for Reynolds number Re = 1900. At final time steps, we also observe 
that the perturbation fields resembles the eigenvalue solutions, which is also matches 
the eigenvalue solutions in the literature [5]. For both the Reynolds numbers, we 
observe perturbations dominating the base flow, eventually leading to transition. We 
get both wake mode and shear mode instability for Reynolds numbers1400 and 1900, 
respectively. Nevertheless, the disturbances were quite small as compared to the base 
flow magnitudes, and the dynamics of these disturbances are such that it may lead 
the laminar flow to undergo transition.

4 Conclusions 

In this article, we have constructed a new solver—stabilityFoam in OpenFOAM® to 
get the disturbance field around the base flow solution of an open cavity flow. This 
stabilityFoam solver essentially computes the linearized Navier–Stokes equation 
(LNSE) with prescribed boundary conditions. This stabilityFoam solver allows us 
to get the spatio-temporal evolution of disturbance fields. The simulations were 
performed at Re = 1400 and 1900, and at both Reynolds numbers, we observe 
perturbations taking over the base flow undergoing transition process. We get both 
wake mode and shear mode instability for different Reynolds numbers. Although the 
disturbances were quite small as compared with the base flow, the dynamics of these 
disturbances are such that it may lead the laminar flow to undergo into transition to 
turbulent.
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(a) At t = 0.001    (b) At t = 0.1  

(c) At t = 0.2    (d) At t = 0.3  

(e) At t = 0.4    (f) At t = 0.5  

(g) At t = 0.6    (h) At t = 0.7  

(i) At t = 0.8    (j) At t = 0.9  

(k) At t = 1  
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Fig. 8 Stream-wise Ux perturbation contours at different time steps (time t = 0.001, 0.1, 0.2, 0.3, 
0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1) for Reynolds number Re = 1400
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(a) At t = 0.001   (b) At t = 0.1  

(c) At t = 0.2   (d) At t = 0.3  
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(e) At t = 0.4    (f) At t = 0.5  

(g) At t = 0.6    (h) At t = 0.7  

(i) At t = 0.8    (j) At t = 0.9  

(k) At t = 1  
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Fig. 9 Wall-normal Uy perturbation contours at different time steps (time t = 0.001, 0.1, 0.2, 0.3, 
0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1) for Reynolds number Re = 1400



Linear Stability Analysis of Open Cavity Flow Using OpenFOAM® 323

(a) At t = 0.001    (b) At t = 0.1  

(c) At t = 0.2    (d) At t = 0.3  

(e) At t = 0.4    (f) At t = 0.5  

(g) At t = 0.6    (h) At t = 0.7  

(i) At t = 0.8    (j) At t = 0.9  

(k) At t = 1  
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Fig. 10 Stream-wise Ux perturbation contours at different time steps (time t = 0.001, 0.1, 0.2, 0.3, 
0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1) for Reynolds number Re = 1900
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(a) At t = 0.001    (b) At t = 0.1  

(c) At t = 0.2    (d) At t = 0.3  

(e) At t = 0.4    (f) At t = 0.5  

(g) At t = 0.6    (h) At t = 0.7  

(i) At t = 0.8       (j) At t = 0.9  

(k) At t = 1  
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Fig. 11 Wall-normal Uy perturbation contours at different time steps (time t = 0.001, 0.1, 0.2, 0.3, 
0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1) for Reynolds number Re = 1900
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Nomenclature 

L Length of cavity in stream-wise direction m
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D Depth of the cavity m 
Re Reynolds number [-] 
U inlet Inlet velocity in the domain m/s 
ν Kinematic viscosity of the fluid m2 s−1 

U Perturbed velocity magnitude field m/s 
Ux Stream-wise perturbation velocity m/s 
Uy Wall-normal perturbation velocity m/s 
P Pressure N/m2 

UB Base velocity m/s 
Phi Previous time step perturbed flow velocity field m/s 
phiB Previous time step base flow velocity field m/s 
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Impact of Roughness Strip Location 
on Improving Aerodynamic 
Characteristics of Circular Cylinder 

A. N. S. Prakash Kurakula, Sk Abdul Zakaria, B. Avinash Reddy, 
and Tamal Jana 

Abstract This present study aims to investigate flow over smooth and rough circular 
cylinders with a full rough surface and locally applied rough patches at different 
angular locations. The RANS simulation is conducted using commercial software 
ANSYS Fluent. The numerical investigation is carried out at a Reynolds number of 
25,000, and the associated flow (air) velocity is 37 m/s. It is observed that the rough 
cylinder is very effective in reducing drag when compared with the smooth cylinder. 
Further, the roughness strips, extended over 15° circumferential locations, are added 
separately at different angular orientations of 0, 22.5, 37.5, 52.5, 67.5, and 82.5 
degrees over the surface of the cylinder. It can be noted that, with the changes in the 
position of roughness, there is a significant change in the aerodynamic characteristics. 
When the surface roughness is implemented over the surface, there is a decrease in 
the coefficient of drag. Particularly, the roughness strip at 37.5° angular orientation 
shows a superior effect in reducing the drag. 

Keywords Bluff body · RANS simulation · Surface roughness · Drag · Lift 

Nomenclature 

Cl Coefficient of lift [−] 
Cd Coefficient of drag [−] 
D Diameter of cylinder [m] 
k Roughness height [m] 
θ Circumferential range of the roughness strip (θ = 15°) (°) 
α Angular location central point of the roughness strip with respect to freestream 

flow (°)
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1 Introduction 

Most of the structures created by humans are bluff bodies. The bluff bodies are of 
such types of shapes where pressure drag is prominent. It is well known that drag 
is one of the major reasons for the structural instability and decrease in the time of 
serviceability. The drag vortex shedding activities exhibited by the fluid medium over 
the bluff bodies are the primary reason for their less life span or even the structural 
failure. There is a need to investigate the control mechanism of the drag and vortex 
shedding activity in order to make the structures more stable and make it last long. 
There are several investigations conducted on bluff bodies over last few decades on 
different problems. However, there are many aspects which need further investigation 
for the proper understanding of the inherent flow physics. The current study aims 
to investigate the effects of surface roughness on flow over a bluff body. Lots of 
experiments and wind tunnel experiments are conducted on this topic. One of the 
earliest research projects was conducted by Baines [1] about flow over a bluff body 
in a wind tunnel. He tested different models of bluff bodies in wind tunnels. He 
observed distinct differences in the pressure distribution and streamline distribution 
for boundary layer type flow in the case of tall buildings, cubes, and walls with 
different aspect ratios. He stated some general rules for the consideration of wind 
loads in the case of building design. Baetke and Werner [2] tested the standard k–ε 
model for flow over a surface-mounted cube. They mentioned the need for improved 
second-moment closure for the RANS equations to attain accuracy in the numerical 
prediction of the wind engineering flows. 

In the experiment conducted by Achenbach [3], the impact of the surface rough-
ness is investigated for the flow over an axisymmetric cylinder. The study concluded 
that the subcritical flow region could not be affected by rough surface. Besides, 
the drag force abruptly decreases to a minimum value with the increase in Reynolds 
number, which is inside the critical flow region. Further increase in Reynolds number 
results in an increase in the drag force (supercritical flow regime) attaining a nearly 
constant value (trans-critical flow regime). Interestingly, in the trans-critical flow 
regime, the drag force increases with the surface roughness. 

Though several studies concentrated on the effect of roughness in drag reduction, 
applying the roughness value over the whole cylinder may not be the wise option as 
it will increase skin friction drag. Instead, a small roughness strip can be deployed 
over the cylinder surface and investigations can be carried out to find the optimum 
location of the roughness strip. Shruthi et al. (2019) investigated the effect of locally 
applied roughness height [4]. They found that the aerodynamic characteristics were 
significantly dependent on the roughness location. Therefore, further investigations 
are necessary on the roughness effect. Hence, the current study particularly aims 
to investigate the impact of the location of the roughness strip, extended over 150 

circumferential locations, over a circular cylinder in reducing drag.
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2 Computational Model and Validation 

For the current study, a 2-D geometry of a cylinder of radius 0.01 m is considered. As 
we need to add roughness to the circumferential surface of cylinder at certain angles, 
we divided the surface of the cylinder into 24 parts, where each part extends for 
angle θ = 150 over the circumference, as shown in Fig. 1. These parts can be called 
as roughness strips. α is the angle what a roughness strip makes with the incoming 
flow. 

The present numerical investigation is performed using commercial software 
ANSYS Fluent. Particularly, the computations are carried out using RANS with 
the SST k–ω turbulence model in order to determine the effects of surface roughness 
on the bluff body. Since the SST k − ω turbulence model is effective in predicting the 
separated flow region under adverse pressure gradient, as stated by Vu [5] and Pang 
[6], that particular model is utilized. At first, the investigations are carried out for the 
smooth cylinder and compared with the results obtained for a fully rough cylinder. 
Subsequently, the computations are conducted for the rough cylinders where the 
location of rough patches is provided at different angular orientations separately. 

A rectangular domain is created around the cylinder as shown in Fig. 2. From the  
center of the cylinder, the distances of the inlet and outlet of the numerical domain 
are 12D and 48D, respectively.

The appropriate meshing of the numerical domain is one of the most important 
aspects of a numerical simulation, and a good or optimal grid should be capable of 
capturing all details of the flow throughout the domain. A structured grid is more 
economical and more accurate than an unstructured grid. In this investigation, the 
mesh around the geometry is made coarser than that of the other places. The number 
of nodes used here is 181,700. The mesh generated looks as shown in Fig. 3. The  
domain is discretized by employing the quadrilateral mesh.

The second-order upwind scheme is used for pressure, momentum, turbulent 
kinetic energy, and dissipation. The transient formulation is second-order implicit. 
The velocity of air is calculated to be 36.7 m/s at the inlet. The monitors for drag

Fig. 1 Model geometry and test configuration 
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Fig. 2 Numerical domain (dimensions are taken from ref. [4])

Fig. 3 Mesh modeling

and lift are considered. Flow behavior is taken as transient in order to observe the 
flow at different time steps. For the smooth cylinder, the total surface of the cylinder 
is considered to be smooth. Different geometries are modeled with roughness strips 
positioned at α = 22.5°, 37.5°, 52.5°, 67.5°, and 82.5°. The ratio of roughness height 
to cylinder diameter (k/D) is taken as 75 × 10–5. Roughness height is added to 
each strip separately, and the results are observed and compared. In order to verify 
the observations, the coefficient of drag calculated from the present investigation is 
validated with Achenbach [3] and Sruthi [4] with roughness applied over the cylinder 
(Table 1).
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Table 1 Validation result of numerical results with experimental data of Cd for smooth and rough 
cylinders 

Reynolds number k/D Achenbach [3] Shruthi et al. [5] Present study 

25,000 Smooth cylinder 1.48 1.45 1.4 

25,000 75 × 10–5 1.385 1.4 1.31 

3 Results and Discussion 

The investigations on the aerodynamic structures particularly concentrate on the 
pressure distributions over the bodies. In the present numerical study, the lift and 
drag coefficients are compared for the smooth and rough cylinders. Furthermore, 
the rough patches are distributed at different angular orientations over the circular 
cylinder to optimize the location of the rough strip in order to reduce the pressure 
drag. The data obtained from the present numerical simulation of the flow around 
these structures can be used for better designing and construction of structures with 
a lesser aerodynamic load. 

The velocity contour for the smooth cylinder is shown in Fig. 4. The shed vortices 
are clearly visible in the velocity contour. It can be observed that the fluid velocity 
immediately behind the cylinder is very less, which is the wake region. 

Flow direction 

Fig. 4 Velocity contour for a smooth cylinder
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Flow direction 

Fig. 5 Velocity contour for a rough cylinder 

For a rough cylinder, the velocity contour obtained is shown in Fig. 5. It can  
be observed that the velocity is very less at the immediate front and back of the 
cylindrical body. The velocity close to the surface at 900 incidents to the cylindrical 
body is very high. 

The development of vortices, shed from the circular cylinder, is shown in Fig. 6. It  
is observed that, for a smooth cylinder at t = 0.01 s, there is no sign of separation or 
formation of the wake. However, the variation in velocity over the cylinder surface is 
visible from the contour plot. At t = 0.5 s, the attached separation bubble is visible 
for the smooth cylinder. It is interesting to note that for rough cylinder, at t = 0.5 s, 
the wake already started detaching. Maybe, due to an increase in surface roughness, 
the vortex shedding phenomenon accelerated. However, the reason behind the faster 
separation of wakes needs further investigation. At t = 1.0 s, the bubble increases 
its strength and size for the smooth cylinder. At t = 1.5 s, the separation bubble for 
the smooth cylinder starts oscillating. Consequently, at t = 2.0 s, the flow started to 
detach from the smooth cylinder. Reaching the flow time t = 2.5 s, the detachment 
and formation of wakes are clearly observed for both the smooth and rough cylinders.

When a streamline representation of flows over a smooth and a rough cylinder 
is observed (Fig. 7), we can see that there is a delay in the separation point of flow 
near the surface of the body in a rough cylinder compared to a smooth cylinder. 
This separation occurs due to huge momentum loss near the wall in the boundary 
layer moving downstream against an adverse pressure gradient. When roughness is
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Fig. 6 Time resolved flow field for both smooth and rough cylinders
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applied, the turbulent intensity increases which lead to rapid interaction between the 
near wall and freestream fluids. This essentially energizes the fluid particles near 
the wall. As a result, the resistance against flow separation increases. This leads to a 
delay in the separation point which thereby reduces the wake region and the pressure 
drag decreases. Also, it can be observed from Fig. 7 that the separation gets delayed 
for the rough cylinder when compared to the smooth cylinder. Since the energy added 
to the boundary layer fluid act as a resistance to flow separation, the separation gets 
delayed for the rough cylinder. 

The results of the coefficient of drag (Cd) are taken for a smooth and a completely 
rough cylinder and compared with the results of Achenbach and Heinecke [3] and 
Shruthi et al. [4] as shown in Table 1. The result of the present numerical study is 
in good agreement with both Achenbach and Heinecke [3] and Shruthi et al. [4]. 
The coefficient of drag (Cd) decreases when the rough surface is introduced over the 
cylinder. This essentially indicates that the rough cylinder is very effective in reducing 
drag. Further, it can be observed that the roughness level significantly influences the 
coefficient of lift as there is a decrease in coefficient of lift for rough cylinder when 
compared it with smooth cylinder.

Fig. 7 Streamline 
representations of the flow 
field over a rough cylinder 
b smooth cylinder 

(a) 

(b) 

Flow direction 

Flow direction 

Separation point 

Separation point 
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In this investigation, simulations are conducted for cylinders with roughness strip 
of k/D = 75 × 10–5 at different angular locations (α) on the circumference of the 
cylinder. A graph is plotted for coefficient of drag (Cd) obtained from the numerical 
simulations for cylinder with rough strip at different angular locations (α), as shown 
in Fig. 8. 

Besides, a graph is plotted for the coefficient of lift (Cl) obtained from numerical 
simulations for cylinders with the rough strip at different angular locations (α), as 
shown in Fig. 9. 

Figures 8 and 9 show that the value of Cd and Cl is low when the rough strip is at 
location α = 37.5° and then increases and reaches its highest value when the position

Fig. 8 Coefficient of drag (Cd ) versus different angular locations (α) of rough strip 

Fig. 9 Coefficient of lift (Cl) versus different angular locations (α) of rough strip 
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of the strip is at α = 67.5°. The plot for values of Cd and Cl falls after the strip 
angular position of α = 67.5°. From this observation, it can be noted that the ideal 
position of the rough strip is at α = 37.5° as the values of Cd is minimum compared 
to other angular locations of the rough strip. 

4 Conclusions 

In this investigation, the flow over the circular cylinder is numerically analyzed 
using ANSYS Fluent when the cylinder is considered to be smooth, fully rough, and 
partially rough with a rough strip, added at different angular orientations over the 
cylinder surface, at a subcritical Reynolds number of 25,000 and velocity of the air 
at 36.7 m/s. The aerodynamic behavior such as the drag and lift force coefficients 
is analyzed with respect to the roughness location. From the results of the current 
investigation, it can be concluded that. 

1. The rough cylinder is very effective in reducing drag when compared with the 
smooth cylinder. 

2. There is a delay in the separation point when roughness is induced over the 
cylinder surface. 

3. The time-resolved flow visualizations show the distinct flow development pattern 
for the smooth and the rough cylinder. 

4. The roughness strip (extended for θ = 15°) shows superior effects at α = 37.5° 
angular orientations since the coefficient of drag is minimum for that case. 
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Chaotic Onset in the Flow Past 
a Flapping Foil Depends 
on the Free-Stream Reynolds Number 

Sourav Dey, Dipanjan Majumdar, and Sunetra Sarkar 

Abstract Dynamical route to chaos and the corresponding transitional onset is very 
crucial for the efficient design of flapping-based aerial and underwater vehicles. 
Different size, shape, and flight speed of the wide range of natural flyers/swimmers 
manifest different Reynolds numbers (Re). The present study investigates the effect 
of Re on the dynamical behaviour of the flow field past a plunging elliptic foil. Numer-
ical simulations have been carried out using a discrete forcing immerse boundary 
method-based in-house flow solver. Different non-linear time series tools such as 
phase portrait and wavelet spectra have been employed to identify the dynamical 
characteristics of the flow field. Distinct difference is observed for the qualitative 
dynamics of the flow field at Re = 100 and Re = 300, though the dynamical plunge 
velocity (κh) was kept constant. 

Keywords Flapping foil · Unsteady wake · Dynamical transition · Chaotic onset 

1 Introduction 

Natural flyers/swimmers use the flapping motion of their wings/fins to simultaneously 
generate the necessary lift and thrust to fly in the air or propel through the water. 
Wing motion consists of a complex combination of three different flapping motions 
i.e., plunging, pitching, and surging, where plunging is studied simultaneously in 
the literature. An elementary understanding of the flapping mechanism is not only a 
crucial research interest but also important for the efficient design of futuristic micro-
aerial vehicles (MAV) and automotive underwater vehicles (AUV) [1]. The fluid 
forces (lift and drag) generated by a flapping foil and the corresponding wake pattern 
depend on the combined effect of kinematic parameters i.e., flapping frequency
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and amplitude, which can be better understood by the combined non-dimensional 
parameter, the dynamic plunge velocity, κh. Here, κ is the reduced frequency and 
h is the non-dimensional plunge amplitude. Depending on the parametric range, 
commonly three typical qualitative dynamical signatures are observed in the flow 
field of flapping foils. 

In the first type, wake structure is periodic and undeflected, with the average wake 
velocity profile being parallel to a mean horizontal line. This type of wake has been 
observed at a low value of κh (κh < 1.0) [2, 3]. The periodic wake pattern can further 
be of three subtypes namely, regular Kármán, reverse Kármán, and neutral wake [2, 
3]. Depending upon the different combinations of κ and h value, a variety of vortex 
patterns such as 2P, P + S, 2P + S, and 2P + 2S have also been reported in literature 
[4], where P and S denote the vortex pair and single vortex, respectively, shed in 
one plunging cycle. As the κh value increases beyond 1.0, downstream wake deflects 
about the mean horizontal line but the periodicity of the wake is not affected [2, 3]. 
Jones et al. [2] reported that the wake behind a plunging airfoil deflects upward and 
downward for κh > 1, showing a loss of symmetry but flow remains periodic. Similar 
deflected wake patterns for flapping foils are also reported by Godoy Diana et al. [5], 
Cleaver et al. [6], and Zheng and Wei [7]. 

Next, there exists a transition regime where the flow field behind a flapping foil 
gradually loses its periodicity and approaches towards aperiodicity and an irregular 
wake pattern. In this regime, the flow field becomes quasi-periodic [8–10] or exhibits 
sporadic chaotic bursts interspersed by windows of quasi-periodicity [11]. 

In the third category, at significantly high κh, periodic nature of the wake is 
completely lost and the flow field transitions into chaos. Lewin and Haj-Hariri [12] 
numerically showed that the vortex patterns and the aerodynamic forces can become 
aperiodic for a flow past plunging foil at κh = 1.5. Similar aperiodic flow patterns 
behind plunging and pitching foils have been reported extensively in the literature 
[8–10, 13–17]. 

Dynamical route to aperiodicity or chaos and corresponding transitional onsets 
are crucial for the design of man-made flapping devices. Aerodynamic loads may 
get affected due to chaotic interaction of vortices behind the foil and become unpre-
dictable in the long term. These chaotic loads can influence the motion of the body, 
which in turn become chaotic, posing difficulties to design suitable flapping devices. 
Thus, it is very crucial to have thorough knowledge about the transition onsets along 
the kinematic as well as geometric parameters. Earlier studies that discussed the 
dynamical route to chaos in the flow field of flapping foil mainly considered κh or  
Strouhal number (St) as the bifurcation parameter. Notable literature are by Vittori 
and Blondeaux [18], Blondeaux et al. [15], Ashraf et al. [14], Badrinath et al. [16], 
Bose and Sarkar [8], Majumdar et al. [9]. A quasi-periodic route to chaos was reported 
by Ashraf et al. [14], Bose and sarkar [8], and Majumdar et al. [9]. The primary cause 
of this aperiodic transition is the aperiodic formation and growth of the primary 
leading-edge vortex (LEV) and its subsequent interaction with trailing-edge vortices 
(TEVs) through different vortex interaction mechanisms namely, merging, splitting, 
collision etc. Bose and Sarkar [8] presented a chaotic flow field at κh = 2.5, for Re = 
1000. Majumdar et al. [9] investigated the flow field dynamics of a plunging elliptic
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foil and reported the chaotic onset to be at κh = 1.9 for  Re  = 300. An intermittency 
route to chaos for plunging airfoil was found by Badrinath et al. [16], who presented 
the chaotic flow field at κh = 2.4 for  Re  = 1000. Note that all the above-mentioned 
studies discussed the dynamical transition route and chaotic onset by varying the 
kinematic parameters keeping the flow Reynolds number to be fixed. However, the 
growth of the primary LEV and LEV–TEV interactions can get affected significantly 
by the free-stream Re, and therefore, the dynamical transition may get altered. It is 
an open question to test whether the chaotic onset reported earlier is independent of 
Reynoldsnumber or not. To the best of the authors’ knowledge, there is no such study 
that explores the effect of free-stream Reynolds number on dynamical transitional 
behaviour. The present study will take up this task in a systematic manner. 

2 Methodology 

A two-dimensional elliptic foil with thickness to chord ratio of 0.12 is considered 
here. Sinusoidal plunging motion is taken as the primary actuation for the foil. The 
kinematic equations, i.e. displacement and velocity of the foil, can be written in 
non-dimensional form as 

yc
(
t
) = h sin

(
κt

)
, ẏc

(
t
) = κh cos

(
κt

)
(1) 

where, h = (A/c) is non-dimensional plunge amplitude, κ = 2π fec is reduced 
frequency, and t = tU∞/c is the non-dimensional time. U∞ and c are the free-stream 
velocity and chord length of the foil, respectively. Unsteady flow past the plunging 
foil is considered as 2D laminar and governed by 2D incompressible Navier–Stokes 
(NS) equation which can be written in non-dimensional form as 

∂u 
∂t 

+ ∇.(uu) = −∇ p + 
1 

Re
∇2 u, (2) 

∇.(u) = 0 (3)  

Here, u = u/U∞ is the non-dimensional flow velocity, p = p/ρ f U 2∞ is the 
non-dimensional pressure, and ρ f is density of fluid. Re indicates the free-stream 
Reynolds number and defined as Re = ρ f U∞c/μ, μ being the viscosity of the fluid. 
Aerodynamic load coefficients are defined as 

CD = D 
1 
2 ρ f U 2∞c 

and CL = L 
1 
2 ρ f U 2∞c 

(4) 

where, D is the drag force (taken positive along positive x-axis) and L is the lift force 
(taken positive along the y-axis). The flow equation is solved using an in-house solver 
based on discrete forcing immersed boundary method (IBM). The NS equations are
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solved on a background Eulerian mesh taking primary flow variables (u, v, p) on stag-
gered arrangement, whereas the location of the plunging foil is tracked by a finite 
number of Lagrangian markers. A forcing term called ‘momentum forcing’ is added 
in momentum conservation equation. This forcing rebuilds the velocity field at all grid 
point inside the solid domain in such a way that the no-slip/no-penetration boundary 
condition is satisfied exactly at the solid boundary. Also, a source/sink term is incor-
porated in the continuity equation to confirm mass conservation across the immersed 
boundary. A finite volume based semi-implicit fractional step method is applied 
for time advancement. The convection and diffusion terms are discretized using 
Adams–Bashforth and Crank–Nicolson techniques, respectively. Further details of 
the in-house IBM flow solver can be found in our previous study [9]. A schematic 
diagram of the computational domain and the structured non-uniform Cartesian mesh 
used in this study are shown in Figs. 1 and 2, respectively. A uniform grid with size
Δx × Δy is taken in the body movement zone. Grid spacing is increased grad-
ually towards the outer boundaries following a geometric progression. Boundary 
conditions used in this study are as follows: uniform constant velocity (u = 1, v  = 
0) at inlet, convective flow boundary

(
∂ u 
∂t + us ∂u ∂ x = 0

)
condition at outlet, and slip 

boundary condition
(

∂u 
∂ y = 0, v  = 0

)
at top and bottom surface. The size of the 

computational domain has been taken as [−10c, 25c] × [−12.5c, 12.5c]. The grid 
size in the uniform region is considered as Δx = Δy = 0.004. A time-step size of
Δt = 0.0001 has been taken for all the simulation. Note that these computational 
domain, mesh, and time-step sizes are selected after performing appropriate conver-
gence tests. Details of these convergence results were already presented in an earlier 
work [9] by our group, and, therefore, not repeated here only for the sake of brevity. 
Moreover, a thorough validation of the current IBM solver can be found in [9]. 

Fig. 1 Computational 
domain



Chaotic Onset in the Flow Past a Flapping Foil Depends … 343

Fig. 2 Zoomed view of 
mesh near the body 

3 Results and Discussion 

The unsteady flow around the plunging foil has been simulated at κh = 1.9, keeping 
κ as constant at 4.0. Two different Reynolds numbers, Re = 100 and 300, are taken 
into consideration to study the effects of Re on the chaotic onset, i.e. if the chaotic 
onset along κh remains the same for different Re. Vorticity contour of the flow 
field and aerodynamic load coefficients are analysed to investigate the aperiodicity 
of the wake. To conclusively characterize different dynamical states based on the 
dynamical systems theory, several non-linear time series analysis tools such as phase 
portrait [19], fast Fourier transform (FFT), and Morlet wavelet transform [20] are  
employed. Advantage of these tools over the classical chaos theory-based measures 
(such as largest Lyapunov exponent, correlation dimension) is that these can identify 
the nature of dynamics conclusively even with a shorter length of the time history 
data. 

3.1 Chaotic Signature at Re = 300 

Figure 3 represents the time history of drag coefficient at κh = 1.9, and it shows 
an irregular aperiodic behaviour. CL–CD phase portrait shown in Fig. 4 depicts an 
unorganised phase space trajectory with long-term unpredictability, which confirms 
the dynamical behaviour as chaos. The FFT of CD time history shows the presence of 
a broad banded frequencies spectra of multiple dominant peaks in the signal (Fig. 5), 
further establishing chaos. Moreover, the Morlet wavelet transform of CD also shows 
multiple scattered frequency bands in the time–frequency scalogram plot (Fig. 6),
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confirming the existence of chaos. A similar chaotic transition was also presented in 
an earlier study by our group [9] at Re  = 300. The authors reported κh = 1.9 to be  
the chaotic onset at Re = 300. 

The flow field behaviour during this chaotic transition is presented in terms of the 
phase average vorticity plots [21], along with the quantitative values of the average 
correlation (ρ) of the vorticity field [9]. ρ is calculated as an average of the correlation 
values of last 20 flapping cycles. The phase average vorticity contour is obtained using 
the same number of flapping cycles as well. Figure 7 displays a completely blurry 
image of the average vorticity contour accompanied by ρ = 0.11. This indicates that

Fig. 3 Drag coefficient CD 
at Re = 300 

Fig. 4 Phase portrait at Re 
= 300 

Fig. 5 Fourier spectrum of 
CD at Re = 300
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Fig. 6 Morlet wavelet 
transform of CD at Re = 300

Fig. 7 Phase average 
vorticity contour at kh = 1.9 
for Re = 300 

there is almost no correlation between the flow fields at different cycles during chaos, 
and the long-term flow behaviour is unpredictable. 

3.2 Periodic Flow Field Behaviour at Re = 100 

Figures 8 and 9 depict the CD time history and the CL–CD phase portrait at κh 
= 1.9 and Re = 100, respectively. The time evolution of CD exhibits a periodic 
signature, and the CL–CD trajectory repeats on a close loop pattern. Fourier spectra 
of CD in Fig. 10 also represents a periodic dynamics with a dominant frequency 
peak at the double of the plunging frequency and the other peaks being the sub- and 
super-harmonics. Morlet wave transform of CD also confirms the periodic dynamics 
(Fig. 11), where the scalogram shows an organised pattern of two narrow frequency 
bands corresponding to the dominant peaks observed in the FFT plot (Fig. 10). As the 
flow field during periodicity repeats exactly in consecutive cycles, the phase average 
vorticity contour gives a prominent and crisp image of the organized downward 
deflected wake pattern at Re = 100 (Fig. 12). The corresponding average correlation 
of the vorticity field takes a value close to unity (ρ = 0.98) which signifies the flow 
fields in different cycles are correlated with each other and repeats quite closely. So,
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it is observed that the dynamical signature of the flow field around a flapping foil 
can vary with Re, despite the non-dimensional plunge velocity is kept fixed. At Re 
= 300, the trailing wake became chaotic at κh = 1.9, but at Re  = 100, it is still in 
the periodic regime. This indicates that the chaotic transition onset may have been 
delayed significantly for Re = 100. This can be attributed to the stronger viscous 
effects at the lower Re where the vortices are more stable and do not undergo complex 
interaction. As a result, any disturbance in the flow field eventually gets dissipated 
and the flow becomes regular, thus delaying the chaos. The findings of the current 
investigation clearly establish the dependence of chaotic transitional onsets on the 
free-stream Reynolds number. 

Fig. 8 Drag coefficient CD 
at Re = 100 

Fig. 9 Phase portrait at Re 
= 100 

Fig. 10 Fourier spectrum of 
CD at Re = 100
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Fig. 11 Morlet wavelet 
transform of CD at Re = 100 

Fig. 12 Phase average 
vorticity contour at kh = 1.9 
for Re = 100 

4 Conclusions 

Effect of Reynolds number on dynamical and flow behaviour of a flow past a harmon-
ically plunging elliptic airfoil has been investigated using a discrete forcing immerse 
boundary method-based in-house flow solver. The dynamical behaviour of the wake 
changes with Re indicating a definite dependence on Reynolds number. At lower Re 
value (Re = 100), flow field represents a periodic wake pattern resulting in periodic 
aerodynamic forces even at high ranges of κh = 1.9, whereas a clear signature of 
chaotic wake has been confirmed for Re = 300. This clearly signifies that the chaotic 
transition onset may get delayed substantially for lower Re, and the reason behind it 
is the consistent dominance of viscous force over inertia at lower Re. Due to strong 
viscous effects, vortices behind the foil are more stable and unable to do complex 
vortex interaction (e.g., merging, splitting, and collision), which are otherwise the 
key mechanism behind triggering chaos and sustaining it [8, 9, 16]. Therefore, in 
the absence of any significant disturbances, the flow field gradually becomes regular 
and periodic, thus delaying chaos. The results of current study demonstrate unam-
biguously the dependence of chaotic transitional onsets on the free-stream Reynolds 
number. 
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Wake Interactions Around a Pair 
of Porous Cylinders in a Side-By-Side 
Arrangement in Channel Flow 

Saqib Jamshed and Amit Dhiman 

Abstract In this study, we have investigated the flow around two side-by-side porous 
cylinders in a confined channel. The study reports various flow patterns as well as 
an absolute suppression of the vortex-shedding process at high permeability levels. 
An unsteady flow at Reynolds number Re = 150 at two different parameters, Darcy 
number (Da) and gap ratios (s/d) for the ranges of Da = 10–6−10–2 and s/d = 1.5–6, 
is found to exhibit asymmetric flip-flop and synchronized anti-phase wake patterns. 
A jet-like flow in the vicinity of cylinders, mainly on the gap side, controls the 
wake patterns. A jump in the flow characteristics in the intermediate range of Darcy 
number is also explained by means of backflow phenomena. The velocity profiles 
on the freestream sides, the gap side, and the surface pressure distribution curve are 
discussed to give insight into the formation and suppression of wakes. The effects of 
gap ratios and Darcy number on the drag coefficient are also examined. 

Keywords Darcy number · Porous cylinders · Gap ratio and wake patterns 

Nomenclature 

d Diameter of the porous cylinder 
dp Diameter of the particle constituting the porous body 
CD Drag coefficient 
Cp Pressure coefficient 
CF Forchheimer coefficient 
Re Reynolds number 
Da Darcy number 
u X-component velocity
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v Y-component velocity 
U Velocity magnitude 
ε Porosity 
κ Permeability 
ρ Density 
μ Dynamic viscosity 

1 Introduction 

Flow past a single porous cylinder or multiple ones generate various flow patterns, and 
it is more intriguing to understand the complex physics behind it [1–3]. Permeable 
cylinders are used to improve the physical interaction between the fluid and solid 
surfaces and to control the flow behavior by modifying the permeability level [3]. At 
low permeability, both inertial and viscous resistances work together and generate 
vorticity due to flow instability [4]. On the contrary, more fluid oozes through the 
cylinder at higher permeability (κ) and porosity (ε), which in turn suppresses the flow 
instabilities. Flow control and noise reduction using some passive control techniques, 
such as flow past permeable bodies, have gained much attention recently. Some 
experimental investigations [5–9] have been performed to facilitate the investigators 
with some facts and guidelines to empirically test the theory of porous media in 
practical applications; however, this area of research demands more manifestation. 

Permeable bodies are mainly employed for better interaction of fluid with solid 
surfaces and to control the flow using some highly porous material considering the 
fact that a large amount of fluid permeates through the body carrying off the suppres-
sion of flow instabilities which is a primary concern in the design of constricted 
structure such as cooling tower, bridge pilings, electronic cooling system, porous 
bioreactors, and aeroacoustic noise control devises [1, 10]. There are many investi-
gations dealing with the flow around a single permeable cylinder of various shapes 
[1, 11–17]. At a low Darcy number (Da ≤ 10–6), a very less amount of fluid passes 
through the body, and hence, the cylinder behaves like a solid cylinder [1, 11]. But 
at a higher Darcy number, fluid follows the tortuous path of the porous cylinder 
resulting in the reduction of forces and wake length [3, 11]. Bhattacharyya et al. [11] 
reported that the drag ratio (the ratio of the drag value of the porous cylinder to that 
of the solid cylinder of the same dimension) was found to be approaching zero from 
unity as Da is increased from a low to a high value (10–6 to 1.5). Although, a jump 
in the flow characteristics has been reported by Anirudh and Dhinakaran [1], for the 
intermediate range of Darcy number. 

Flow past two cylinders in side-by-side configuration demonstrate rich flow 
dynamics and complex physics despite basic configuration. The proximity of cylin-
ders affects the flow parameters, force coefficients, noise generation, and vibration. 
Flow study around a pair of cylinders has been published by many researchers [18– 
23], but the flow behavior around multiple porous cylinders is still unexplored. The
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work of Jamshed and Dhiman [3] is the latest to date in which they studied flow around 
two side-by-side porous square cylinders. Therefore, in this study, the authors are of 
the view of obtaining the details of the flow mechanism and the dependency of the 
design parameters for two side-by-side circular porous cylinders. 

2 Problem Statement and Related Equations 

In this present study, flow past a pair of porous cylinders in a side-by-side config-
uration kept within 11.11% transverse wall confinement is shown schematically in 
Fig. 1. The height of the computational domain is 18 times the diameter of the circular 
cylinder (d), as per the previous studies [3, 18, 19, 21]. The domain-independent 
tests are performed, and the optimum upstream and downstream lengths are found 
to be 15d and 50d, respectively. The optimal grid cell size of 0.01d is finalized on 
each cylinder. The computational domain is divided into the porous zone and the 
clear fluid non-porous zone. These zones are governed using the Darcy–Brinkman– 
Forchheimer model and Navier–Stokes equations [1, 3]. Also, the porous zones are 
supposed to be saturated with the same flowing fluid [1, 3, 16]. The inlet is assumed 
to be a fully developed laminar flow, and a constant mass flux condition is assumed 
at the outlet boundary. No-slip boundary condition is imposed on the confined walls 
existing in the domain. The following sets of 2-D equations are used in the present 
study: 

Momentum equations for the clear fluid domain: 

ρ
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Momentum equations for the porous zone: 
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The porosity (ε) and permeability (κ) are related through Kozeny–Carman 
equation [1, 4]: 

κ = 
1 

180 

ε3d2 
p 

(1 − ε)2 
(5) 

To maintain uniformity throughout the work, the non-dimensional size of dp/d is 
kept constant at 0.01 [1, 3]. 

The mesh was generated in Workbench tool and solved for the above governing 
equations with the boundary conditions given in [24]. By using QUICK and Green-
Gauss node-based scheme, the connective terms of momentum equation and gradient 
were discretized. Coupling of pressure–velocity was done by employing a SIMPLE 
scheme, and the unsteadiness during transition is taken care of with a second-order 
implicit approach. 

3 Results and Discussion 

The numerical methodology adopted in the present study is thoroughly validated first 
with a single porous cylinder at Da = 2.5 × 10–3 and compared with the results of 
Bhattacharya et al. [11] and the results match with a maximum of 1.67% deviation, 
as reported in our previous study [24]. The values of drag coefficient (CD) stay well  
within 1.5% of the values determined by Chaitanya and Dhiman [25], and Kang 
[23] in their investigation of flow past a pair of side-by-side circular cylinders in an 
unconfined domain with forced convection (Fig. 1). 

The simulation results of all the cases are reported following the initial transient 
condition being enabled to settle down, and every unsteady case is run for at least t = 
150 s flow time. It should be noted that the Reynolds number is based on the maximum
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Fig. 1 Schematic of a pair of side-by-side porous cylinders in a confined domain 
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inlet velocity [3]. The effect of Reynolds number has been investigated in our previous 
study [24]. Here, the results are reported at Re = 150, which sufficiently surpasses the 
critical Reynolds number (for the transition from steady to the unsteady regime) and 
is reasonably small to dodge any three-dimensional effects. Flow patterns for Re = 
150 at various permeability levels for all gap spacing are depicted in Fig. 2. The plots 
of flow patterns in Fig. 2 show that both asymmetric flip-flops as well as synchronized 
flow patterns are found. The unsteadiness in the flow appears due to jet-like flow in 
the gap of cylinders. The shedding process is completely suppressed as permeability 
is raised up to Da = 10–2; however, a special case of Da = 10–3 is discussed here 
because a jump in the flow characteristics can been seen here. Asymmetric pattern 
with flip-flopping mode is observed for s/d= 1.5, and synchronized anti-phase modes 
are observed for s/d = 3.5 and 6. Similar findings of synchronized vortex shedding 
are recoded in previous investigation [23] that  for all  s/d  ≥ 2.5, side-by-side circular 
cylinders exhibit an anti-phase mode. Further increase in Da > 10–3 delays the vortex-
shedding process and ultimately suppresses at for Da = 10–2, and the contours of 
vorticity are clustered and elongated toward the centerline (Fig. 2c, f, i). 

The formation and suppression of the vorticity can also be explained with the 
help of velocity profile. Figure 3 illustrates the mean x-velocity in the gap side and 
freestream sides of the cylinder (zoomed view of velocity profile for case of s/d = 1.5 
is also shown to get a clear picture of the gap velocity). A nonzero velocity, i.e., the slip 
velocity, exists at the porous surface. This slip velocity is responsible for delaying the 
flow separation from the surface and ultimately preventing the vortex generation [17]. 
A jet-type velocity profile is developed in the gap side for s/d > 1.5, and subsequently, 
the mean velocity becomes constant at the center with increasing gap implying the
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Fig. 2 Contours of instantaneous velocity fields for different Da for all s/d 
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termination of interplay between the two cylinders. It is also noticeable that the gap 
side mean velocity predominates the freestream side velocity for both extreme values 
of Da, signifying a higher shear rate in the gap side, and this anomaly can support 
the formation of bigger vorticity strands in the gap side at Da = 10–2.

Porous cylinders offer flow resistance because of the viscous and inertial forces [1, 
3]. By changing the porosity of the body, one can change the drag forces accordingly. 
At low Darcy number (Da = 10–6), the body acts like a solid body and receives high 
shear stress while obstructing the flow, and the fluid tends to recirculate near the 
cylinder. At a high Darcy number (Da = 10–2), fluid permeates through the cylinder, 
causing low pressure and low velocity gradient across the cylinders (as discussed 
earlier for the velocity profile). The variation of CD with Re is shown in Fig. 4 at 
different Darcy numbers. The impact of one cylinder on the other can also be seen 
in the figure. Drag values first increase up to s/d = 3.5, then started to decrease for 
s/d > 3.5, and this can further be explained with the aid of pressure coefficient plots. 
Agarwal et al. [18] suggested that the cylinders kept in proximity experience larger 
pressure because there exists a repulsive force in the gap between the cylinders. For 
all gap ratios, there is an increase in drag values on increasing permeability (Da = 
10–4-10–3), and this jump in CD is attributed to the surface roughness [26] or the  
backflow inside the rear side of the porous body [27].

The variation of pressure distribution from the front stagnant point to the rear 
stagnant point along the gap side of the upper cylinder is depicted in Fig. 5. There 
is an increase in Cp value for all gap ratios and Darcy numbers in between 90° and 
180°, due to the formation of recirculating wake behind the cylinder. The oscillatory 
pattern of Cp flattens as the permeability level is increased from Da = 10–4 to Da 
= 10–2. From the figure, it is evident that stagnation pressure at the porous cylinder 
is less because of the nonzero slip velocity on the porous surface. Also, the local 
minima in the pressure distribution curves are not observed for high permeability 
levels which are normally witnessed for solid cylinders.

Strouhal number St is often used to describe the frequency of vortex shedding in 
unsteady conditions, as shown in Fig. 6. Here, it also witnessed a slight increase in 
vortex frequency for Darcy number, which should have been reduced. In the flow 
control techniques, where the primary objective is the minimization of flow fluctua-
tion, this increase in shedding frequency at Da = 10–3 is undesirable. To maintain flow 
stabilization, larger permeability levels (10–3<Da<10–2) were suggested by Anirudh 
and Dhinakaran [1]. The value of St drops with an increase in transverse spacing 
because a stronger flow that is present in the gap side causes an increase in shedding 
frequency, as explained earlier.

4 Conclusions 

“The present case study attempts the flow around two identical side-by-side porous 
cylinders placed in a fully developed laminar flow using the Darcy–Brinkman–Forch-
heimer extended model. The effects of the control parameters, such as Darcy number
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Fig. 4 Variation in CD with 
Da for different s/d
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and gap ratios, are studied, and the different flow patterns have been discussed. It was 
conferred from the mean velocity profile for the gap side and freestream side that 
there exists a slip velocity at the porous surface; thus, at high permeability, this slip 
velocity is mainly responsible for the delayed onset of flow separation and vortex 
formation. A jump in CD values is observed for the mid-range of Darcy numbers, and 
this anomaly is conceivably caused by the increase in surface roughness [26] or the  
backflow in the rear side of the porous cylinder [27]. This property can be practiced 
where materials of light weight and strength are in demand. From this investigation, 
it can also be inferred that the porous bodies can be used to regulate the vibration 
and redundant flow characteristics by manipulating the permeability.”
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Fig. 5 Pressure coefficient 
Cp of upper cylinder for 
different Da and s/d
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Fig. 6 Strouhal number St 
at different Da for s/d = 3.5 
and s/d = 6
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A Study on the Aerodynamic 
Characteristics and the Flow Separation 
of a Circular Cylinder with Longitudinal 
Ridges 
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Abstract Any buff body subjected to a flow experiences flow separation. This flow 
separation occurs due to loss of momentum in the boundary layer as the flow 
progresses over the body. One main consequence of this flow separation is the 
retarding aerodynamic force called ‘Drag.’ Drag is the penalty for achieving the 
optimum aerodynamic performance of any object subjected to airflow; thus, it is of 
utmost importance to reduce drag, and this can be achieved by delaying the flow 
separation. Flow separation can be delayed using an active or a passive flow control 
device. In this experiment, we have used ridges, a passive flow control device, on a 
circular cylinder subjected to airflow in the subsonic wind tunnel at a wind speed of 
30 m/s corresponding to the Reynolds number of 1.015 × 105. Ridge ratios of 0.12, 
0.16, and 0.20 are used in the investigation. The ridges (tubes) were placed symmet-
rically on the top and bottom hemispheres at varying angular locations starting from 
75° to 105° (measured from the stagnation point) in the range of 15°. The pressure 
distribution over the circular cylinder before and after placing the ridges was obtained 
from the simultaneous ethernet-based scanivalve pressure scanner. The variation of 
the coefficient of pressure was plotted for various test cases. The angles of flow sepa-
ration and the coefficients of drag were obtained for all the cases considered (varying 
diameters and varying angular locations). It was observed that the maximum drag 
reduction occurs when the ridge is placed at 105°. It was also observed that the 
coefficient of drag was least for the 6-mm ridge placed at 105° among all the other 
modified cases. 
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1 Introduction 

Cylindrical structures are fundamentally used in various fields and have numerous 
applications, some of which are pillars of tall buildings, wind turbines, bridges, etc. 
Although the usage of cylindrical structures is aerodynamically efficient, it still has 
many drawbacks that affect the structures. The flow separation, drag force, vortex 
shedding, and vortex-induced vibration [1] influence the damage severity caused 
and the overall performance of the structure. By delaying the flow separation, we can 
reduce the drag induced and improve the aerodynamic characteristics of the structure. 
There are many studies concerning the delay of flow separation, and many methods 
have been implemented to do the same, some of which are the usage of passive flow 
control devices with various geometric modifications to attain the optimum result. 

At a low Re (Reynolds number), the flow can be considered steady, while with 
increasing Re, the symmetry between the upstream and downstream pressure disap-
pears as the flow becomes unsteady. From [2], flow separation is characterized by 
the detachment of streamlines from the cylinder surface usually downstream of the 
cylinder. The point from which the flow is separated from the surface of the cylinder 
is the separation point ‘S’ and the angular position is ‘θ s.’ There is also a low  Cp 

point where the resultant flow is perpendicular to the surface of the cylinder and then 
the flow accelerates and separates from the surface of the cylinder. 

The flow over circular cylinders had been subjected to intensive research for a long 
time. A circular cylinder produces large drag due to the pressure difference between 
the upstream and downstream directions of the flow. The pressure difference is caused 
by the periodic separation of flow over the surface of the cylinder. Periodic separation 
induces fluctuations in the flow and makes the cylinder vibrate. To reduce the amount 
of drag or the drag coefficient of a cylinder, various active and passive flow control 
methods have been employed such as cylinder with dimpled surfaces [3], cylinder 
with longitudinal grooves [4], and cylindrical rings [5]. In this experiment, we are 
planning to use a circular ridge over the surface of the circular cylinder along the 
longitudinal axis. 

In the study of Raatan et al. [6], circular ridges are placed on the airfoil surface 
to partially increase the momentum of the flow to overcome the adverse pressure 
gradient, thereby delaying the flow separation and reducing the drag. 

In many of the research works that are mentioned in the literature survey section, 
no one has proceeded with the use of circular ridges on a circular cylinder to delay 
the flow separation and drag reduction. 

2 Literature Review and Objective 

In the study by Yan et al. [3], flow over the circular cylinder with the introduction of 
dimpled surfaces has been studied both computationally and experimentally. In the 
simulation, the Reynolds-averaged Navier–Stokes equation (RANS equation) has
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been used to study turbulent flows. Experimentally, the PIV technique was adopted 
and all the necessary flow ratios such as vortex shedding, velocity field, pressure 
distribution, and force coefficient were analyzed. It was concluded that the introduc-
tion of dimples over the smooth cylinder can reduce the drag up to a maximum of 19% 
within a certain range of Reynolds number values. In the adverse pressure region, 
the flow velocity recovery was significantly higher for the dimpled cylinder case 
than for the smooth cylinder case. Due to the dimples, the vortex shedding frequency 
also dropped as a result of drag reduction. This drag reduction effect was found to 
reduce to as low as 12.16% when the number of dimples increased. It was also found 
that beyond a certain critical velocity of flow, yet again this drag reduction effect 
was found to be less effective. Due to the dimples, the vortex shedding frequency 
also dropped as a result of drag reduction. In the adverse pressure region, the flow 
velocity recovery was significantly higher for the dimpled cylinder case than for the 
smooth cylinder case. 

From Cetin Canpolat [7], flow over a circular cylinder with rectangular grooves 
had been analyzed. Six cases of rectangular groove patterns at varying angular loca-
tions on the cylinder starting from 0° (stagnation point) to 150° were tested. The 
tests were conducted using the PIV technique. Time-averaged data such as vorticity, 
streamline, and turbulent kinetic energy were collected and analyzed. The angular 
positions of the grooves significantly affect the symmetry of the flow ratios, and as an 
effect of the grooves, the Karman vortex shedding frequency was found to reduce on 
the grooved side of the cylinder, along with other frequencies of varying magnitudes. 

The objective of this work is to delay the flow separation by increasing the 
momentum of the flow by placing circular ridges at various angles along the longi-
tudinal axis of the cylinder and to study its effect on drag. As cylindrical structures 
are used everywhere, their stability is also important, as it has many aerodynamic 
drawbacks like drag force, flow separation, vortex shedding, and vortex-induced 
vibration. To reduce those, we are going with circular ridges on a circular cylinder. 

3 Materials and Methods 

The materials and devices used in this experiment are the subsonic wind tunnel, 
circular cylinder, tubes (Ridges) of varying diameters of 6 mm, 8 mm, and 10 mm, 
double-sided tape, 64-port Scanivalve pressure scanner, and a computing unit. 

The experimental procedure involves testing the cylinder model in the subsonic 
wind tunnel, subjecting it to a constant speed flow of 30 m/s at Re of 1.015 × 
105. Second, the flow characteristics over a plain circular cylinder were studied 
experimentally by calculating the surface pressure simultaneously (Fig. 1).

The pressure at various locations on the cylinder was measured using the Scani-
valve pressure scanner, by connecting the cylinder and the scanner with the 21 probe 
connectors. The ridges (tubes) of varying diameters of 6 mm, 8 mm, and 10 mm 
were taped-fixed on the cylinder’s surface at varying angular locations of 75°, 90°, 
and 105° from the stagnation point symmetrically on top and bottom of the cylinder.
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Fig. 1 Schematic representation of the wind tunnel setup

The subsequent pressures were measured with the 64-channel scanivalve pressure 
scanner for each case, and the CP values were calculated. Let the diameter of ridges 
be ‘R’ and the diameter of the cylinder be ‘Rc.’ Let ‘Rr’ be the ridge ratio which is 
defined as the ratio of the diameter of the cylinder to the ratio of the diameter of the 
ridge. 

Rr = 
R 

Rc 
(1) 

The CP distribution graphs were plotted for all of the cases, including the plain 
cylinder, and the separation points were obtained from these graphs. Finally, the drag 
coefficients were calculated for the above cases. With all of the obtained plots and 
calculated aerodynamic characteristic ratios, some key observations and inferences 
were recorded and a conclusion was drawn. For the calculation of the coefficient of 
drag (CD), we take all the horizontal components of the coefficient of the pressure 
value (CP), multiply it with the elemental area dθ, and integrate it as stated in [8]. 

CD = 
π ∫
0 
CP . cos θ.dθ (2) 

With this equation, all the CD values for all the cases are obtained and results are 
noted. 

However, continuous pressure data cannot be easily gathered over a given area. 
Instead, pressure probes are used to gather pressure data at given points. To adapt 
the continuous equation for discrete data points, an integral approximation method 
such as the trapezoidal rule must be used (Eq. 3), where CDi, is defined by (Eq. 4).
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CD ≈ 
N∑

i=1 

((CD,i+1 + CD,i )(θi+1 − θi ))/2 (3)  

CDi = CPi cos θi (4) 

4 Results and Discussion 

4.1 CP Distribution for Various Ridge Ratios 

The 6 mm, 8 mm, and 10 mm ridges were placed at 75°, 90°, and 105° on both the 
top and bottom surfaces of the cylinder. The Cp data obtained for the three cases of 
the ridges with a diameter of 6 mm are compared with the Cp data obtained for the 
smooth circular cylinder, and the flow separation angle and the coefficient of drag 
are calculated (Fig. 2, 3 and 4). 

Fig. 2 Comparative CP 
distribution for the cylinder 
with Rr = 0.12 and the plain 
cylinder 

Fig. 3 Comparative CP 
distribution for the cylinder 
with Rr = 0.16 and the plain 
cylinder



366 B. Kailashnath et al.

Fig. 4 Comparative CP 
distribution for the cylinder 
with Rr = 0.20 and the plain 
cylinder 

4.2 Flow Separation Analysis 

The experiments were performed for various ridge ratios and the flow separation 
angle for each case is tabulated in Table 1. 

From Table 2, it is observed that the flow separation is getting delayed with the 
addition of a ridge when placed at 105°. There is no change in the flow separation 
angle when the ridge is placed at 90° and the flow separation happens early when the 
ridge is placed at 75°. From Table 2, we can conclude that the flow separation angle 
is independent of the ridge ratio (Rr) considered for the investigation performed. 

Table 1 Ridge ratio 
Ridge diameter (R) 6 mm 8 mm 10 mm 

Ridge ratio (Rr) 0.12 0.16 0.20 

Table 2 Flow separation angles 

Ridge ratio Rr Ridge placement (θ ) Flow separation angle (θ S) 
Plain cylinder – 85°, 274° 

0.12 75° 68°, 291° 

0.12 90° 85°, 274° 

0.12 105° 102°, 257° 

0.16 75° 68°, 291° 

0.16 90° 85°, 274° 

0.16 105° 102°, 257° 

0.20 75° 68°, 291° 

0.20 90° 85°, 274° 

0.20 105° 102°, 257°
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4.3 Drag Analysis 

The bar graph makes it clear that the ridges irrespective of Rr , when placed at 75° 
and 90°, cause a slight increase in CD compared to the plain cylinder because the 
ridge placed is a geometrical modification of the actual cylinder which increases the 
effective area over which the net pressure difference (fore and aft of the cylinder) acts. 
This change in pressure difference combined with the early flow separation caused by 
the ridges directly translates to the net pressure drag acting. On comparison, we see 
that the maximum reduction in CD has occurred for Rr of 0.12, placed at 105°. This is 
primarily because of the delay in flow separation and the change in the effective area 
caused, compared to the other ridges, which is also smaller. The major inference is 
that CD is dependent not only on the angular location of the ridge placed but also on 
the ridge ratio Rr . From Figs.  5, 6 and 7, we can see that the drag is getting reduced 
as the ridge placement angle is increased, and from the figures, we get to see that the 
coefficient of drag is not only depend on the ridge placement but also depend on the 
ridge ratio (Rr), and the CD is low for Rr = 0.12 and is increased as the ridge ratio 
is increased. 

Fig. 5 CD versus theta for 
Rr—0.12 

Fig. 6 CDversus theta for 
Rr—0.16
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Fig. 7 CD versus theta for 
Rr—0.20 

5 Conclusion 

From this experimental study, we can say that the placement of circular ridges along 
the longitudinal axis of the cylinder had quite a profound effect on the flow separation 
and drag. 

1. The placement of ridges at 75° and 90° yields an early flow separation, but, when 
the ridges are placed at 105°, we can observe a significant delay in flow separation 
(θ S = 102.85°). This delay in the separated flow in turn has an effect on the drag 
force acting. 

2. For the angular locations of 75° and 90°, the increased drag coefficients are 
commensurate with the early flow separation caused by the ridges. However, the 
highlighting point would be the reduction of the drag coefficient at 105° degrees, 
compared to 75° and 90°. 

3. It is important to note that the coefficient of drag for Rr = 0.16 and Rr = 0.20 at 
105° is almost the same as that for a plain cylinder but we can observe that CD 

is least for Rr = 0.12, at 105°. 

Thus, we can conclude that when ridges of lower Rr values are placed at 105°, the 
flow separation is delayed as well as the drag coefficient can be reduced significantly. 
This delay in flow separation can be attributed to an increase in the upstream flow 
momentum which is in turn caused by a low-pressure region just downstream of the 
ridge. 

The coefficient of drag is less for an 8 mm ridge placed at 105° because the 
downstream pressure varies significantly for both cases and we conclude that this may 
be due to an increase in momentum across the ridges which reduces the wake region 
by increasing the downstream pressure. The flow separation angle is independent of 
the diameter in our case and is only dependent on the placement of the ridges. 

Further, repeating the same experiment between the angular locations of 90° and 
105°, with ridges of even lower Rr values, could provide us with a much more 
elaborate understanding of the results obtained in this work.
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Nomenclature 

Re Reynolds number [−] 
CP Pressure coefficient [−] 
CD Drag coefficient [−] 
VIV Vortex-induced vibration [−] 
PIV Particle image velocimetry [–] 
Rr Ridge ratio [−] 
d Diameter [m] 
Θ Pressure port angle (°) 
θ S Flow separation angle (°) 
S Flow separation point [−] 
R Ridge diameter [m] 
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Effect of Surface Roughness 
on Boundary Layer Thickness 

Saurabh Powar, Neha Chitrakar, Lalit Chacharkar, Prakhar Adarsh, 
Shankar Karhale, Rohan Patil, and Pramod Kothmire 

Abstract Surface roughness effects over a rough flat plate are compared for different 
surface roughness conditions using CFD techniques. Velocity readings were taken at 
equal intervals over the flat plate with a free stream velocity of 11.11 m/s. Velocity 
profiles are plotted at different sections along the boundary layer thickness. The 
growth of the boundary layer for different conditions gives us a brief idea of flow over 
the plate surface. Results such as eddy viscosity, turbulent kinetic energy, velocity 
variations and wall shear variations are presented. 

Keywords Flat plate · Boundary layer · Surface roughness · Wall shear · Near 
wall effects 

1 Introduction 

During the manufacturing process of fluid devices, the surfaces produced do not 
have ideal surface roughness due to some manufacturing defects or burr formation. 
The fluid interacting surfaces which are being used for different applications are 
analyzed for an ideal surface roughness condition. Hence, the boundary layer thick-
ness obtained is for the ideal condition. For real conditions, surface roughness may 
vary which impacts on changing the boundary layer thickness, wall shear and transi-
tion from laminar to turbulent boundary layer. The current study focuses on varying 
the surface roughness for different conditions and obtaining results based on that. 
The geometry used here is of a flat plate with different values of surface roughness. 

The model used in this study is the k-omega SST model which captures surface 
effects. Also, PISO Scheme is taken into use for solving governing equations. For 
surface roughness, roughness height and roughness constant are provided which 
determine irregularity of the surface. Inlet velocity is given to be 11.11 m/s over a 
flat plate. Four different manufacturing processes of plate are used namely as casting,
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forging, shaping and planning having different values of surface roughness and the 
corresponding results are compared. 

During literature review, the major gap identified was that the account of the 
surface roughness by different manufacturing processes was not taken into consid-
eration. Due to this, the experimental results were not validating with the practical 
results. So, here four differently manufactured plates having different surface rough-
ness values and compared their boundary layer thickness results. The CFD techniques 
are used in order to see how the surface roughness increases the overall wall shear 
and boundary layer thickness. Furthermore, understanding and predicting the effects 
of drag would help in the development and performance of some other applications 
whose parameters are changed and affected by surface roughness. 

2 Literature Review and Objective 

In some papers, experiments were conducted in slow-moving wind tunnel testing with 
velocity ranges of 10–25 m/s [1]. The wind tunnel is made up of a testing section in 
the center where its velocity in the air flow is nearly uniform [1]. Wu [2018] studied 
separating the turbulent boundary layer with LES (large eddies simulation) on a flat 
plate, which solves filtered equations of conservation of mass and momentum [3]. 
Usta [2013] used Reynolds Averaged Navier Stokes (RANS) solver for modeling 
incompressible, viscous, unsteady and turbulent layers. The governing equations 
were solved by using a realizable k-epsilon turbulence model [4]. Song [2020] used 
the roughness function in the wall function of CFD boundary conditions to represent 
surface roughness. The flow was modeled using the Unsteady Reynolds Averaged 
Navier Stokes (URANS) method, with second order upwind thermal scheme and 
first order sequential discretization for momentum equations. The SIMPLE algo-
rithm served as the foundation for the overall solution procedure [5]. Akbar Javadi 
[2020] conducted research on the DH turbine using NACA 0015 aerofoil. The CFD 
model was used to simulate the turbine in 6 different average roughness heights. 
The turbulence model was the k-(SST) model [6]. Mohamed M. El-Mayit conducted 
theoretical and experimental studies on the boundary layer properties across a flat 
plate. Smooth surface boundary layers were discovered to have denser boundary 
layers than rough surface boundary layers [7]. Walid varied the magnitude and posi-
tion of the roughness on the airfoil’s aerodynamic properties in order to study the 
impact of surface roughness. It was discovered that the airfoil model with the rough-
ness at the trailing edge exhibits the least amount of drag and the maximum lift [8]. 
Vivek Gupta investigated the effects of boundary layer inclination in a low-speed 
wind tunnel under various roughness conditions [1]. By Schultz, measurements of 
turbulence for boundary layers on a rough wall are shown and compared to those for 
a smooth wall. Using velocity-defect scaling, he found out that the mean velocity 
profiles for the smooth and rough walls reveal remarkable similarities in the outer 
layer [9]. Mohammadreza’s research concludes that the structure of turbulent flow 
is still not completely understood. This is primarily due to a lack of research studies
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on the structural system of turbulent flow, as well as the wide range of roughness 
that influences flow dynamics in roughness sublayers [10]. The effects of surface 
roughness on a separating turbulent boundary layer were investigated by Wen Wu. 
The separated shear layer has increased turbulent kinetic energy in the case of the 
rough-wall (TKE) [3]. Ibrahim studied the effect of surface roughness on turbulent 
flow. For various roughness values, CFD analysis is performed to determine how heat 
transmission and fluid properties change as roughness increases [11]. Mohammad 
found out that surface roughness has a significant impact on the resistance proper-
ties of flat plates [4]. Mohammad’s experimental and simulation-based analysis of a 
Darrieus hydro turbine shows that surface roughness degrades turbine performance 
and increases turbulence and reduces the active dynamic energy required to rotate it 
[6]. Joná discovered that the transitional zone gets shorter as the roughness number 
increases. He investigated the transition of flat plate boundary layers on surfaces 
near the acceptable roughness limit [12]. By comparing measurements taken over 
two rough walls to measurements taken from a boundary layer on a smooth wall, 
the effects of surface roughness on a turbulent boundary layer are examined by 
Krogstadt. The turbulent energy generation and the turbulent diffusion between the 
two rough surfaces were found to be considerably different [2]. R. A. Antonia inves-
tigated the impact of the surface roughness on the boundary layer and discovered 
that rough surfaces exhibit different turbulent transport features [2]. The impact of 
surface roughness on the vane endwall of an axial turbine’s heat transmission was 
studied numerically by Lutum [5]. 

3 Methodology 

In this study, CFD simulations were performed in order to simulate flow on a rough 
flat plate. To represent surface roughness in CFD simulations, roughness special wall 
functions were applied in boundary conditions. The objective of study was to see 
transition of flow from laminar to turbulent flow on the flat plate with variations of 
roughness affecting the transition region. Initial flow velocity and plate length was 
selected accordingly to render flow from laminar to turbulent region, with the flow 
velocity of 11.11 m/s and plate length of 2.2 m. Theoretical Reynolds number up to 
length 0.8 m had a value of 4 × 105 which is in the laminar region and from beyond 
that point the turbulent region would start. 

3.1 Software 

ANSYS Fluent 19.2 is a general-purpose computational fluid dynamics (CFD) soft-
ware that can be used to simulate fluid flow, heat and mass transfer, chemical reac-
tions, as well as other phenomena. Fluent has a modern, user-friendly interface which
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Fig. 1 Schematics of flat 
plate 

simplifies the CFD process from pre-processing to post-processing inside a single 
window workflow. 

3.2 Geometry 

The geometry used for this study is a rectangular surface geometry with dimensions 
of 2200 mm length and 80 mm height for 2D flow simulation in which the lower 
edge is considered as a rough flat plate (Fig. 1). 

3.3 Meshing 

Mesh size Edges 3 mm  

Surface 0.8 mm 

Mesh element Quadrilateral 

No. of nodes 86,990 

No. of elements 41,903 

The fine mesh was performed near the plate boundary to properly capture the 
boundary layer development and its transition from laminar to turbulent. 

Meshing was done in ANSYS software with size of face mesh 3 mm and at 
boundary, mesh size is 0.8 mm as shown in Fig. 2. 

Fig. 2 Meshing of flat plate
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Table 1 Surface roughness 
associated with machining 
processes 

Machining Roughness (Ra) (µm) 

Casting 500 

Forging 105 

Shaping and planning 25 

Surface grinding 6 

3.4 Boundary Conditions 

The 2D flow simulations were performed with control volume being cut plane in 
direction of flow. 

In boundary conditions, the inlet velocity of 11.11 m/s was given with flat plate 
treated as wall and roughness was provided with roughness height and roughness 
constant, latter giving how the roughness is distributed over flat plate. 

From the literature review, the surface roughness values for various machining 
operations were found and are listed in Table 1. 

3.5 Governing Equations 

∂(ρk) 
∂t 

+ 
∂(ρu j k) 

∂x j 
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ω
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∂ω 
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]
+ 
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ω 
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The k-omega SST model was selected to simulate the flow; the k-omega model is 
used to capture flow properties near the boundary. It used k-omega near the boundary 
and k-epsilon in the free stream. Shear stress transport model is used to model 
turbulence effects and hence it was included. 

To solve the governing equations, the PISO scheme was used, with a second order 
scheme for gradient, a second order upwind scheme for momentum equations, and 
a first order upwind scheme for turbulent kinetic energy.
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4 Results and Discussion 

After simulating flow over flat plate for 4 different surface roughness, comparison 
was done based on the boundary layer thickness and wall shear for each case. 

Initially, the flow is laminar (Re = 5 × 105 for flat plate) till x = 0.55 (for Ra = 
6 µm), then after that at x > 0.55, the flow becomes turbulent (Re > 5 × 105). This 
pattern was the same for all 4 cases that were studied. The eddy viscosity contour 
is a proportionality factor that describes the turbulent energy transfer caused by 
moving eddies. It is seen that after some distance, the eddy viscosity starts increasing 
indicating the starting of the transition region and then the turbulent region starts. 

For every case, the transition region was started around 0.25 m, with only in Ra 
500 µm case, the transition was delayed by 10–15 mm (Fig. 3). 

In contour for Turbulence kinetic energy, there is color distribution showing the 
mean kinetic energy per unit mass, associated with the respective eddy in a turbulent 
flow. It measures the intensity of turbulence in a flow. As shown in fig at x = 2.2 m, 
there is change in turbulence kinetic energy. As shown in Fig. 4c, the velocity contour 
has changed in velocity at the end of plate.

Figure 4a–c show the contours for Turbulent kinetic energy, Eddy Viscosity 
Contour, velocity at the inlet wind velocity of 11.11 m/s on a flat plate for surface 
roughness value of 6 Ra µm. 

4.1 Velocity Profile Graphs 

In the velocity graph for the Ra 6 µm case, velocity distribution profile along 
boundary layer at various locations of plate is observed. This distribution indicates 
how the boundary layer has developed over the length of the plate. From the velocity

Fig. 3 Reynolds number at 
various locations along plate 
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Fig. 4 a Turbulent kinetic energy contour. b Eddy viscosity contour. c Velocity contour
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Fig. 5 Velocity profile in Ra 
6 µm plate at various 
locations 

profile graph, as the boundary layer converts to turbulent region, the U99% increases 
with turbulence (Fig. 5). 

4.2 Boundary Layer Thickness 

In Fig. 6, the boundary layer thickness variation as the roughness of plate is changed, 
with BL thickness increasing with surface roughness. 

For the Ra 6 µm and Ra 25 µm, the BL thickness is closely matched with little 
variations, but for the Ra 105 µm and Ra 500 µm case, it can be seen that there is a 
variation in BL thickness.

Fig. 6 Boundary Layer 
thickness along plate for 
different plate roughness 
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Table 2 Wall shear with 
roughness of each plate Surface roughness (Ra) (µm) Unit wall shear (N/mm2) 

6 0.281691 

25 0.282081 

105 0.290569 

500 0.406072 

4.3 Wall Shear 

From Table 2, we can see trends similar to BL thickness, for the Ra 6 µm and Ra 
25 µm case, the wall shear has changed negligibly but the variation starts to occur 
with Ra 105 µm and Ra 500 µm case. 

5 Conclusions 

In this analysis, a 2-D rectangular flat plate is considered & variations of four different 
surface roughness values were done by which different results like the roughness 
increases and the disturbance in the boundary layer increases. It was observed that 
for surface roughness to have significant impact on BL thickness and wall shear 
minimum deviation should be around 100 µm. 

For transition from laminar to turbulent region, there was no significant impact 
due to surface roughness change, with only difference of Ra 500 µm causing to delay 
transition by 10–15 mm. 

Nomenclature 

Ra Roughness Average [µm] 
Re Reynolds number 
BL Boundary Layer 
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Effect of Secondary Swirl Strength 
on the External Aerodynamics of a Gas 
Turbine Fuel Injector 

Vivek Sahu, Devin Chugh, Deepanshu Mittal, and K. P. Shanmugadas 

Abstract The present work investigates the effect of the secondary swirler geometry 
on the gas flow field and the shear layer thickness in a counter-rotating gas turbine 
swirl injector. The counter-rotating swirl injector geometry consists of a primary 
swirler and a counter-rotating secondary swirler separated by a pre-filming thin 
surface. Three counter-rotating swirl injectors having different swirl numbers of the 
secondary swirler have been used for this study. The primary swirler’s swirl number 
is kept constant and within the strong swirl regime. The gas flow field in the axial 
and transverse plane is captured using particle image velocimetry (PIV) experiments. 
The geometry with a high swirl number has the highest axial, radial, and tangential 
velocities. The secondary swirler’s swirl strength affects the recirculation zone that 
the primary swirler creates at the injector outlet, and radial expansion in the central 
toroidal recirculation zone (CTRZ) has also been observed. 

Keywords Counter-rotating swirlers · Gas turbine fuel injector · Swirl number ·
Particle image velocimetry 

1 Introduction 

In gas turbine combustors, atomization and mixing of the liquid fuel are achieved 
by the highly turbulent swirling flows generated by the injector assembly [1]. The 
efficient performance of the fuel injector is critical to the successful operation of any 
combustion system [2]. The design and performance of gas turbine engines are greatly 
influenced by injector aerodynamics [3]. To stabilize the flame, a strong recirculation 
zone is required at the injector exit, which primarily originated from the primary 
swirler of the injector. Swirling flow characteristics enhance flame stabilization and 
air/fuel mixing. The flow field at the injector exit substantially influences the spray’s 
droplet size and spatial homogeneity [4].
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Fig. 1 Fuel injector 
arrangement with 
counter-rotating swirlers 

The present paper discusses the flow features of a typical piloted pre-filming 
airblast injector which is used in rich burn aero-engine gas turbine combustors [5]. 
The injector schematic is presented in Fig. 1. The main components of the counter-
rotating swirl injector assembly include the primary swirler, venturi, secondary 
swirler, and fuel nozzle. The pilot nozzle generates the primary spray, which is 
atomized by the primary swirler air. The primary swirler generates a central toroidal 
recirculation zone which originates from the pilot swirler exit plane and extends to 
the primary zone of the combustor [6]. The counter-rotating shear layer formed at the 
venturi exit by the primary and secondary swirlers atomizes the liquid rim formed 
at the tip, and a fine spray is formed at the injector exit. 

2 Design of Counter-Rotating Swirler 

The fuel–air mixer characteristics of rich burn gas turbine injectors are investigated 
in detail by a number of previous investigations [7]. Characteristics of the external 
spray structure and aerodynamics are captured under atmospheric and high-pressure 
conditions [8]. Mehta et al. conducted measurements in models to evaluate the effects 
of swirling directions (counter-swirl or co-swirl) on the generated flow field [9]. 

The external spray characteristics are dictated by the internal atomization charac-
teristics. The internal flow evolution inside such injectors is also investigated recently 
[10]. It is observed that the primary air swirl dictates the formation of the CTRZ [11]. 

Swirler configurations are shown to be effective for control of the flow field, 
and hence it can control emissions and combustion dynamics, but each has certain
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limitations. Even though elaborate investigations are done on a broader range of 
aspects related to the injector, the effect of secondary air swirl is not investigated 
much. The thickness of the shear layer and the accumulated liquid rim thickness at 
the rim decide the external spray characteristics [3]. It is known that the strength of 
the shear layer influences the atomization process, which depends on the primary 
and secondary swirl numbers. 

The present work aims to investigate the effect of secondary air swirls on the 
injector aerodynamics. Experimental investigations are conducted by varying the 
swirl number of the secondary swirler, keeping all other parameters constant. 

3 Experimental Setup and Diagnostics 

3.1 Geometrical Details of the Counter-Rotating Swirlers 
(G1, G2, and G3) 

Counter-rotating swirler assembly is manufactured using Nylon PA2200 material, 
with the help of the 3D printing SLS technique. Table 1 contains geometrical infor-
mation related to the swirler assembly. The swirler’s flow inlet areas are kept in 
such a way so that it allows 40% of air from the primary swirler and 60% from the 
secondary swirler to pass through. 

The primary and secondary swirlers are purely radial in nature. Vanes are arranged 
circumferentially at a particular angle to deflect incoming air to the desired degree 
of swirl. The rotation of the airflow causes the axisymmetric swirl to develop [12]. 
The entering air is rotated clockwise by the primary swirler and counter-clockwise 
by the secondary swirler in the configuration as shown in Fig. 2.

The flow split and swirl numbers are close to the injector hardware’s real values. 
The flare angle (2α) is kept as 90°. The primary swirler’s geometrical swirl number 
is kept at 1.22, while the secondary swirler’s swirl number is varied from 1.33 to

Table 1 Dimensional variation in counter-rotating swirler’s secondary swirler geometry 

Dimensional 
parameters 

Counter-rotating 
swirler-1 

Counter-rotating 
swirler-2 

Counter-rotating 
swirler-3 

Blade angle (°) 76.3 77.3 78.2 

Number of blade, n 14 14 14 

Inner diameter 
(mm) 

34 34 34 

Outer diameter 
(mm) 

50 50 50 

Blade height (mm) 8.2 7.7 7.4 

Blade thickness 
(mm) 

1 1 1 
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Fig. 2 Primary (clockwise) 
and secondary swirler 
(counter-clockwise) swirling 
directions

Table 2 Variation of swirl numbers primary and secondary 

Cases Primary swirler’s swirl number Secondary swirler’s swirl number 

G1 1.22 1.33 

G2 1.22 1.52 

G3 1.22 1.79 

1.79 as given in Table 2. The correlations, provided by Sheen et al., are employed 
for the computation of geometrical swirl numbers [13]. Geometrical swirl number 
can be written as, 

S = 0.28
(

1 

1 − ϕ

)(
tan θ 

1 + tan θ.  tan π/n

)
(1) 

where, S is the geometrical swirl number; θ is the blade angle; n is the number of 
blades; ϕ is the blockage factor. 

Blockage factor can be written as, 

ϕ = n.t 

(2.π.Rinner. cos θ)  
(2) 

where, t is the blade thickness (mm); Rinner is swirler inner radius (mm). 

3.2 Experimental Arrangements 

Experiments are conducted under atmospheric ambient conditions. A brief schematic 
of the test rig is presented in Fig. 3. The test rig includes two major segments: a 
liquid flow line (kept isolated while doing these tests) and an airflow line, which also 
includes an olive oil seeder. Swirler was fixed on a settling chamber such that the
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flare is exposed to the atmosphere. Airflow was controlled using Alicat MCR series 
gas mass flow controller (MFC) of range 0 to 4000 slpm. 

Experiments are conducted at scaled-down flow conditions following [3]. A 
simplex nozzle with a hollow cone spray angle of 900 and a flow rate of 1.15 g/ 
s is selected as the nominal condition to calculate the air flow rate. Test operating 
conditions are decided by varying the air-to-liquid ratio from 12 to 25, keeping the 
liquid flow rate constant. 

Operating test conditions are listed in Table 3. By adjusting the upstream pressure 
regulator and MFC, the airflow rate can be changed. For PIV investigations, the 
airflow is seeded using an olive oil seeder. The main air supply line’s seeding density 
is uniform due to the air supply arrangements and the olive oil droplet size, which is 
measured to be ~ 3 µm.

Fig. 3 a Schematic of the test rig b actual test rig 
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Table 3 Test operating 
conditions ALR Air mass flow rate (g/s) 

12 13.6 

14 16.1 

16 18.4 

18 20.7 

20 23.0 

25 28.8 

3.3 Laser Diagnostics 

The air velocity field is quantified using different laser diagnostic experiments. Axial 
plane PIV experiments are conducted to get the axial velocity field and recirculation 
zone characteristics. PIV experiments are performed using a 10 Hz, Nd: YAG laser 
(Litron Bernoulli Series). The laser beam is converted to a 1 mm thin light  sheet 
using one cylindrical plano-concave lens of -20 mm focal length and one spherical 
convex lens of the focal length of 2000 mm. The light sheet is directed axially to 
obtain the axial velocity. Similar to this, cross-plane PIV experiments are carried out 
at 3 mm and 10 mm from the flare exit while maintaining the light sheet in such a 
way that it was cutting the flow field in the transverse plane to acquire the radial, 
tangential velocity components, and shear layer thickness. 

A CCD double shutter camera (PCO Pixel fly) along with a 100 mm zoom lens is 
used to capture the images. The camera and laser are synchronized using a sequencer 
that was built in-house. Images are processed using the commercial PIV software 
DaVis. Axial plane experiments are conducted withΔt of 20 µs and transverse plane 
experiments are done at Δt of 6 µs. A total of 1000 double images are acquired for 
each flow condition. 

4 Results and Discussion 

4.1 Analysis of the Air Velocity Flow Field 

The air velocity field at the injector exit is measured using axial plane PIV and cross-
plane PIV experiments. When the primary air swirl undergoes a vortex breakdown 
under a strong swirl flow regime, a CTRZ is produced. The creation of the recircu-
lation zone at the injector outlet is seen in the axial velocity field. Figure 4 displays 
an ensemble-averaged axial velocity field.

The size of the recirculation zone is estimated as the maximum width of the CTRZ 
bubble, whose boundary is identified by the zero-velocity streamline. Variations in 
the width of CTRZ with air flow rate for different swirl injectors are shown in Fig. 5.
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Fig. 4 Average of axial air velocity (Vy) field of swirler-2 (ALR-18) at injector exit marked with 
CTRZ width (W)

Fig. 5 Variation in the width 
of CTRZ with air flow rate 
for different swirl injectors 

The width of the CTRZ increased with the air flow rate in the case of all injectors. 
The CTRZ formation is mainly dictated by the primary swirl air. It is observed that 
the secondary swirl strength affects the formation of CTRZ and the higher radial 
pressure gradients result in the expansion of the recirculation zone. This is evident 
as the increase in the width of CTRZ for the injectors: G3 as compared to the G1. 

Figure 6 represents the axial velocity variation at 10 mm from the injector exit 
plane for the three injectors. The G 3 provides a dominant flow pattern with peak 
negative velocities in the range of 9.46–18.84 m/s in the central region for different 
ALR conditions. The axial velocity in the shear layer region varies from 18.86 to 
24.02 m/s for similar operating conditions.

At the injector exit, the flow is predominantly swirling in the same direction as the 
secondary air swirl in all three cases. Variations in the radial and tangential velocities 
are captured using the cross-plane PIV experiments. A sample ensemble-averaged 
velocity field is shown in Fig. 7. The variation in tangential and radial velocities for 
all the geometries are presented in Figs. 8 and 9. Radial and tangential velocities
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Fig. 6 Axial velocity 
variation for three swirlers 
measured at 10 mm from the 
exit plane for different 
operating conditions (ALR 
12–25)

peak at the shear layer region. Tangential and radial velocities peaks are higher for 
the G3 injector as compared to other injectors for the different air flow rates.

4.2 Analysis of the Shear Layers 

The effect of an increase in the secondary swirl number can be captured by estimating 
the shear strength of the shear layer. The area of the shear layer is where vorticity and 
shear strength attain maximum values. The strength of the shear layer is represented 
by shear strength which is estimated as the eigen values of the matrix,

[
EXX  EXX  

EY X  EYY

]
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Fig. 7 Cross plane velocity field of swirler-2 (ALR-18) at 10 mm from injector exit, tangential 
velocity (Vθ ), and radial velocity (VR) 

Fig. 8 Tangential velocity 
variation for three swirler at 
different test operating 
conditions (ALR 12–25)
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Fig. 9 Radial velocity 
variation for three swirler at 
different test operating 
conditions (ALR 12–25)

in 2-D, it has the form a ± 
√
b with, 

b = EXY  − (EXX  − EYY  ) +
(
E2 

XX  − E2 
YY

)
/4 (3)  

when b is positive, it represents the shear strength. 
The variation of shear strength is estimated from the cross-plane PIV data and a 

sample case is presented in Fig. 10.
The shear layer thickness is depicted in Figure at various radial positions. The 

thickness of the air shear layer when there is a sharp gradient shift in the shear strength 
is known as the shear layer thickness. Using Davis software, this region was located 
from the shear strength contour plots and is shown in Fig. 11 as a binarized zone. 
Eight radial sites are used to assess the shear layer’s thickness, and the mean value 
is then provided. With an increase in air flow rate, the shear layer thickens as well 
as the shear strength increases. For three swirl injectors (G1, G2, G3), an increase in 
shear layer thickness is observed as the swirl number increases, as shown in Fig. 12.
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Fig. 10 Variation of shear strength in the transverse plane at 10 mm from flare exit

Fig. 11 Shear layer thickness at eight radial locations for airflow field at 10 mm from injector exit 

Fig. 12 Variation of shear 
layer thickness with 
increasing mass flow rate for 
different swirl numbers
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5 Conclusions 

The effect of an increase in the geometric swirl number of the secondary swirler 
of a rich burn gas turbine fuel injector is investigated experimentally. Three injector 
geometries are realized using additive manufacturing methods, varying the geometric 
swirl number of the secondary swirler. Three-component velocity field and the char-
acteristics of CTRZ and shear layers are captured by conducting PIV experiments 
in the axial and cross planes. The recirculation zone formed at the injector exit by 
the primary swirler is influenced by the secondary swirl strength. Larger pressure 
gradients generated by the secondary air swirl resulted in the radial expansion of the 
CTRZ. Axial, radial, and tangential velocity peaks are maximum in the case of high 
swirl number geometry. The strength of the shear layer is quantified from PIV data 
and results showed similar trends. 

Further experiments are planned to investigate the effect of shear strength on the 
atomization characteristics of the injector. 
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Nomenclature 

ALR Air to liquid ratio 
CTRZ Central toroidal recirculation zone 
hpri Primary swirler height [mm] 
hsec Secondary swirler height [mm] 
θ Angle of swirler blades [°] 
Nd: YAG Neodymium-doped Yttrium Aluminium garnet 
µm Micro-meter 
slpm Standard liter per minute 
CCD Charged coupled device 
µs Micro-seconds 
ML Mixing length [mm] 
E Shear stress [N/m2] 
X X-axis in cartesian coordinate 
Y Y-axis in cartesian coordinate 
α Flare angle [°]
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Effects of Flapping Frequency 
on the Aerodynamic Performance 
of the Elliptical Tandem Flapping Wings 

Rahul Ranjan, Akashdeep Singh, Jit Sinha, and Sunil Manohar Dash 

Abstract The present numerical study investigated the effects of the flapping 
frequency on the aerodynamic performance of two-dimensional tandem elliptical 
flapping wings in the presence of incoming flow at a Reynolds number of 5000. We 
have considered identical front and rear wings, keeping their aspect ratio fixed at 8. 
The spacing between the wings is fixed as 1c, where c is the wing chord length. The 
non-dimensional flapping frequency or Strouhal number, St, is varied from 0.1 to 0.7 
to investigate the thrust performance of the tandem flapping wings at various effective 
angle of attack amplitudes (α0 = 10°, 15°, and 20°). It is noticed that upon increasing 
the St, similar to an isolated wing, the time-averaged thrust coefficient of the front 
and rear wing increases up to the critical St (Stcr), and beyond that, it deteriorates 
significantly for all the α0 values. Moreover, the thrust performance of the rear wing 
is superior to the front wing and isolated wing in St < Stcr. However, the Stcr of the 
rear wing is found less compared to the front and isolated wing. The combined time-
averaged thrust of the tandem flapping wings is always observed to be higher than 
that of the isolated flapping wing. Additionally, we have thoroughly analyzed the 
flow physics associated with the aerodynamic performance of the tandem flapping 
wings. 

Keywords Tandem flapping wings · Strouhal number · ANSYS fluent · Dynamic 
meshing · Shear layer interaction 

1 Introduction 

Flapping wing-based Micro aerial vehicles (MAVs) and Unmanned underwater vehi-
cles (UUVs) are bio-inspired devices that mimick the locomotive techniques of 
aquatic and aerial animals. They have primary applications in defense, surveillance, 
deep sea terrain monitoring, earthquake detections, etc. Moreover, for better maneu-
verability and stealth capabilities, flapping-based MAVs and AUVs are preferred
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over fixed or rotary propeller types. In the realm of insects and aquatic animals, 
dragonflies and flying fish are classic cases of tandem wing system, where two pairs 
of wings/fins on either side of the body can flap independently but in a synchro-
nized manner. The tandem wings are advantageous than the single flapping wing in 
terms of propulsive performance. Furthermore, the flapping frequency (or St) of the  
natural fliers varies between 0.2 and 0.4, where the rear wing performs better than 
the single wing. But at higher St, the intense pitching rate of the wing changes the 
near wake flow pattern significantly, which may alter the propulsive performance. In 
this study, we focused on a wide range of St for tandem flapping wing’s aerodynamic 
performances. 

2 Literature Review 

In the past, studies like [1, 2] showed that the dragonflies use their pair of flapping 
wings on each side of their body to produce twenty times more lift force than their 
weight of the body. They also can cruise, hover, fly sideways and even backward 
[3–5]. Reference [6] experimented on two purely pitching hydrofoils and reported 
almost two times propulsive efficiency of the tandem wing than an isolated wing. This 
motivated many researchers to focus on the aerodynamic characteristics of tandem 
wings. There are five principal parameters in tandem wing studies; shape of the foil 
(shape of the cross-section, aspect ratio, size ratio), the phase angle between heave 
and pitch, phase difference between front and rear wings, wing spacing, and flapping 
frequency. The non-dimensional form of flapping frequency or Strouhal number (St) 
is defined as = fA/U∞, denoting the oscillating flow mechanisms like number of 
wing beats per second, where f denotes the oscillation frequency of the airfoil in Hz, 
i.e., f = ω/(2π ), and A is the characteristic width of the wake which is equal to double 
the heaving amplitude (h0), i.e., A = 2 h0 [7]. It is also known as maximum excursion 
of the tip of the wing during a full flapping cycle. Generally, a wing beat comprises 
of a downstroke for power and lift generation and an upstroke for recovery. In single 
flapping wing studies, [2, 8–11] analyzed the flapping frequencies of insects, bats, 
and birds during cruising and reported that they operate within a narrow range of 
St between 0.2 and 0.4, which gives better thrust performance due to formation of 
reverse Von—Kármán street. 

References [12–14] have analyzed the different near wake characteristics of the 
tandem foils both following pitching-plunging motions. It is observed that the wake 
of front wing strongly interacts with rear wing, which corresponds to enhanced aero-
dynamic forces and propulsive efficiency of the rear wing at some specific phase 
angles. [15] did a numerical and experimental investigation of the tandem wing by 
changing the phase angle and wing spacing. They have taken various phase angles 
ranging from −180° to 180° and four different wing spacing (1.5c, 2c, 3c, 4c), where 
c is the chord length of the front and rear wings. They found that a tandem wing can 
produce higher thrust than two single isolated wings together, but that depends on 
where and when the shear layers of the front wing interact with the rear wing. One
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of the wing–wake interaction types (constructive vortex interaction) is favorable to 
thrust generation, in which the sheded shear layer from the front wing crosses the 
rear wing and takes advantage of the increased effective angle of attack. This advan-
tageous interaction is highly effective during the onset of downstroke. In the other 
type of wing–wake interaction (destructive vortex interaction), the rear wing stays 
in front wing’s wake and experiences an increased effective angle of attack. Having 
said that, the wake-induced velocity sheds the LEV on the rear wing much earlier, 
consequently thrust performance reduces. The thrust performance of an oscillating 
airfoil in a tandem configuration is governed by how the vortex shed from the front 
wing interacts with the rear airfoil. Although previous studies primarily focused on 
the salient factors responsible for the thrust enhancement of flapping wings in single 
and tandem wing configurations, the detailed physics of wake interaction in tandem 
configuration is not fully understood. Hence, examining the flow physics behind the 
vortex interaction at different St would bridge the research gap and is the aim of the 
present study. 

3 Problem Statement 

The downstroke and upstroke of the front and rear wing in a flapping cycle are 
depicted in Fig. 1. The wings follow a sinusoidal pitching-plunging motion profile 
as per Eqs. (1)–(4). 

hF(t) = h0 cos(2π f t) (1) 

θF(t) = θ0 cos(2π f t  + φ) (2) 

hR(t) = h0 cos(2π f t  + ϕ) (3) 

θR(t) = θ0 cos(2π f t  + φ + ϕ) (4)

Here, h0 is the heaving amplitude (=0.75CF), θ 0 is the pitching amplitude, and f is the 
flapping frequency. hF, hR, θ F, and θ R represent the instantaneous heaving locations 
and geometric pitching angles of the front and rear wings, respectively. The phase 
difference (denoted by φ) between pitching and plunging motion is set as 90° because 
of higher propulsive efficiency in case of a single flapping wing [16]. The initial 
phase angle between the front and rear wing (denoted by ϕ) is selected as 0° degree 
(in-phase flapping) in this study. The chord length-based Reynolds number (Re) is 
considered to be 5000 and the corresponding freestream velocity (U∞) is calculated 
to be 0.125 m/s considering the fluid medium to water. The spacing between the 
wings (trailing edge of front wing to leading edge of rear wing, denoted by R) is  
taken as 1CF, which is = 0.04 m. The geometric parameters CF and CR are the
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Fig. 1 Schematic diagram showing the downstroke and upstroke of an elliptic airfoil following 
sinusoidal heaving and pitching motion in tandem orientation

chord length of the front and rear wings, respectively (see Fig. 1). Also, tF and tR 
are the thickness of the front and rear wings, respectively. The aspect ratio (AR) of 
the front and rear wings, i.e., CF/tF and CR/tR, is kept constant at 8. The size ratio 
is defined as SR = CF/CR = 1. The flapping frequency is varied between 0.1 and 
0.7 at an interval of 0.1 for an effective angle of attack amplitudes of 10°,15°, and 
20°. The pivot location for all the wings is fixed at their geometric center. Note that 
the pitching amplitude θ 0 for each St is determined following the effective angle of 
attack expression mentioned in [16]. 

3.1 Numerical Methodology 

Numerical simulation of the tandem airfoils was carried out with the help of the 
Finite Volume Method (FVM)-based CFD solver ANSYS® FLUENT v18.0. The 
present solver has proven to be highly efficient in solving flapping airfoil applications 
[17, 18]. In the present study, the conservative integral form of the incompressible 
governing equation in the Arbitrary Lagrangian–Eulerian (ALE) formulation [19] 
[see Eq. (5)] is solved in an inertial reference frame. 

∂ 
∂t

{

cv 

ρψdV +
{

cs 

ρn · (
ν − νg

)
ψdS −

{

cs 

ρΓψn · ∇ψdS =
{

cv 

Sψ (ψ)dV (5) 

In Eq. (5), cν and cs correspond to a random control volume and its boundary 
or control surface. Fluid density, fluid velocity, and mesh velocity are denoted by ρ, 
ν, and νg respectively. Γ ψ is the diffusion coefficient, Sψ is the source term of ψ 
per unit volume, and n is the normal unit vector to the control surface. Fixing the 
values of ψ to 1 and v, the mass and momentum transfer equations can be obtained
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Fig. 2 Shows the schematic 
drawing of the rectangular 
computational domain 

from the general transport equation (i.e., Eq. 5). Similar to the study in [19], we 
considered the present flow regime turbulent at Re = 5000. Here, the one-equation 
Spalart–Allmaras (SA) turbulent model was used for the unsteady simulation to 
capture the flow field evolution. To couple the pressure and velocity, a second-order 
Pressure-Implicit with Splitting Operators [19] (PISO) scheme is utilized. For spatial 
discretization, a second-order upwind scheme and for time discretization, first-order 
implicit were used [20, 21]. Double-precision fluent setting is selected to minimize 
the PC-round-off. For better convergence, the mass and momentum residuals are 
selected in the order of below O(10−5). 

The present numerical simulation of the tandem wings is carried out on a rectan-
gular shaped domain of size 60CF × 40CF, as shown in Fig. 2. The dynamic mesh 
technique has been utilized to update the mesh around the moving wings inside the 
dynamic mesh zone. Additionally, mesh deformation and position around the airfoil 
were controlled by diffusion-based smoothing method setting the diffusion factor as 
1. An in-house built user-defined function (UDF) was compiled to get the desired 
sinusoidal flapping motion of the tandem wings as per Eqs. (1)–(4). Left and right 
side of the domain is given free stream velocity inlet and zero-gauge pressure outlet 
boundary conditions, respectively (see Fig. 2). The solution was initialized with the 
inlet velocity. 

3.2 Computational Domain, Mesh Details, and Validation 

For the validation of the present CFD solver, an identical tandem flapping wing case 
in the ref [20] was considered. Here, the parameters h0, θ 0, f , φ, U0, Re, St, and CF 

= CR = R are defined as 0.03 m, 30°, 0.667 Hz, π /2, 0.125 m/s, 5000, 0.32, and 
0.04 m, respectively. Unstructured mesh around the airfoils, along with the inflation 
layers shown in Fig. 3, was followed in this study. To further check the influence of 
the mesh resolution on the results, four different meshes (Mesh_1–4) are considered, 
as shown in Table 1. As shown in Table 1, for Mesh_2, the error percentage of the 
time-averaged CT value of the rear wing is below 1%.
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Fig. 3 Close-up view of the 
unstructured mesh and 
inflation layers around the 
tandem elliptic airfoils 

Table 1 Shows the mesh independency study to check the influence of mesh sizes. The error % of 
the time-averaged CT of the rear wing is compared for different mesh sizes 

Mesh type Element size No. of elements Average CT % Error 

Mesh_1 0.0005 723,390 0.634042 – 

Mesh_2 0.0010 202,972 0.631206 0.449218 

Mesh_3 0.0020 652,340 0.628034 0.956643 

Mesh_4 0.0040 259,620 0.619299 2.380559 

Hence it is selected for the rest of the tandem wing simulations. In addition, 
we have used Turbulence Intensity (TI) of 5% and 10% for the solver validation. 
Figure 4 shows the plot of transient thrust (CT) for the SA model with 10% TI is in 
good agreement with the experiment results of [1], and it has been used in all our 
present simulations. 

Fig. 4 Comparison of the 
transient CT profiles of rear 
wing, obtained in the present 
numerical study having 5 
and 10% turbulence Intensity 
(TI) with that of an 
experimental and numerical 
study of [1]
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4 Results and Discussion 

4.1 Time-Averaged Thrust Variation 

In the present study, the flapping frequency (St) of the tandem flapping elliptical wings 
varied from 0.1 to 0.7 at an interval of 0.1 for various effective angles of attack. The 
plot in Fig. 5 represents the time-averaged CT as a function of St for single (isolated 
wing configuration), front, rear, and combination of tandem wings (i.e., an average of 
the front and rear wing CT) for  α0 = 10°, 15°, and 20°. It shows that the time-averaged 
CT increases with St up to the critical Strouhal number (Stcr, vertical dotted lines in 
Fig. 5); beyond that, it decreases significantly. This trend of the time-averaged CT 

variation is observed for the single, front, rear, and combination of tandem wings 
in the considered parametric space. The front and single wings generate almost the 
same thrust with minor variations for the entire set of parameters. Whereas, the time-
averaged CT of the rear wing is higher than the single or front wing up to a certain St. 
At very high St, the rear wing thrust performance deteriorates more than that of the 
single or front wing. Also, notice in Fig. 5 that Stcr for the rear wing appears before 
the single wing despite generating higher thrust. It is worth noting that the Stcr and 
the peak value of the time-averaged CT increase with the increase in αo. In addition, 
we have evaluated the time-averaged CT of the combined front and rear wing, and it 
follows the same distribution pattern with St as the rear flapping wing. 

Fig. 5 Plot representing the time-averaged CT variation of the single, front, rear, and combination 
of tandem wings with St (0.1 to 0.7) at α0 = 10°, 15°, and 20°. Dotted vertical lines denote the 
respective critical St (Stcr)
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Table 2 Categorization of the transient CT profiles 

Transient CT profile types Characteristics 

Type 1 A parabolic transient CT profile with a single peak in one flapping 
stroke 

Type 2 A parabolic transient CT profile with a single peak and flat-edge 
near the starting of the flapping stroke 

Type 2a A parabolic transient CT profile with a flat-edge and near the 
starting of stroke 

Type 3 A parabolic transient CT profile with two valleys in one flapping 
stroke 

We will investigate the transient CT profiles and associated flow patterns to explain 
further the time-averaged CT performance of the tandem flapping elliptic airfoils. 

4.2 Transient Thrust Variation 

The transient CT profiles of the front, rear, and single (isolated) wing are primarily 
categorized into four types, namely Type 1, Type 2, Type 2a, and Type 3. Here, 
we have considered representative cases to discuss the salient features of different 
transient CT profiles (refer to Table 2 and Fig. 6). Type 1 transient CT profiles can 
be seen in low St (< Stcr), where the time-averaged thrust distribution is parabolic 
with St, which means increases monotonously and then decreases. On the contrary, 
the Type 2 transient CT profile is reported at low-medium St (≤ Stcr). Like Type I, 
Type II is also similar except a flat edge near the stroke reversal with a higher peak 
value. Type 2a transient CT profile mainly occurs at a high-flapping frequency (St 
> Stcr) and has one peak and one valley region in one stroke with decreasing trend 
of time-averaged thrust value. Type 3 transient (CT) profile is observed at a much 
higher flapping frequency (St >> Stcr) and possesses multiple peaks and in-between 
valleys in one flapping cycle (upstroke or downstroke). In the upcoming sections, 
we will try to find out the rear wing’s aerodynamic performances compared to the 
single wing at three different St (St = 0.2, 0.4, and 0.6) as representative cases.

4.3 Near Wake Flow Pattern at St = 0.2 

To understand the flow physics at St = 0.2, we investigated the pressure and vorticity 
contours (see Fig. 7) for isolated and tandem wing systems at α0 = 15° and t* = 0.2. 
Here, a Type 1 transient CT profile is observed for the front, rear, and single wing. 
It is reported that both the front and isolated (single) wings show similar leading 
edge vortex (LEV) strength toward the leading edge. However, for the front wing, 
the LEV formation is more delayed than the single wing; that’s why the transient
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Fig. 6 Different types of transient CT profiles of the front, rear, and single flapping wing at α0 = 
15° at St = 0.2, 0.4, and 0.6. t* = 0.2 is the time instance where vorticity and pressure contours are 
discussed

peak for the front wing attains a higher peak than the single wing. On the other hand, 
in the presence of the front wing wake, the enhanced LEV on the rear wing creates 
a higher peak in the transient profile, thus producing a better time-averaged thrust.

At St = 0.4, t* = 0.2, similar to St = 0.2, the front and single wing exhibits 
similar LEV strength (refer Fig. 8), which results in the nearly identical transient 
Type 1 profile. But for rear wing, Type 2 profile is observed. It is important to note 
that a shear layer shredded from the front wing interacts with the rear wing near the 
half-chord length, favoring thrust formation (Constructive vortex interaction).

The enhanced LEV on the rear wing and this constructive vortex interaction create 
a higher transient CT peak and yield higher time-averaged CT. For  St = 0.6, t* = 0.2, 
the rear wing shows a low-strength LEV on the upper surface and a thrust-reducing 
suction region on the bottom surface (see Fig. 9). A similar flow regime was observed 
in [16], where they identified the thrust-reducing suction region formed due to the 
high pitch rotation rate of the wing at a high-flapping frequency.

In the case of tandem wing arrangement, an intense drag-generating valley region 
is formed compared to the front or single wing transient profile. As a result, the rear 
wing aerodynamic performance substantially deteriorates compared to the front and 
single wing at the high-flapping frequency (St >> Stcr). At this high St, for front and 
single wing, typically Type 3 is observed, but for the rear wing, Type 2a is reported. 
Details of Type 3 can be referred from [16] and are not discussed here for brevity. 

In Fig. 10, we have summarized the observed transient CT for the front and rear 
wing with the variation of St and α0 values considered.
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Fig. 7 Pressure and vorticity contours for isolated and tandem wing arrangement at α0 = 15° at St 
= 0.2, t* = 0.2

In summary, the generation of these transient CT profiles is mainly due to two 
factors: around airfoil wake region and pitch velocity. For low-moderate St, the  
positive impacts of the vertical structures dominate but at St > Stcr, the diminishing 
effect of wing pitch velocity becomes prominent, which results in multiple peaks 
and valleys in the CT distribution that results in time-averaged thrust reduction. The 
thrust-reducing valley in the temporal CT profile augments with increasing St. It is  
also observed that upon increasing α0, the critical Strouhal number (Stcr) is also  
postponed to a greater St (see Fig. 10). This corresponds to higher thrust production 
even at higher flapping frequency, and that delays the shift of the transient profile 
from Type 1 to Type 2a and then to Type 3 transient CT profile. 

5 Conclusions 

The present study investigates the time-averaged and transient thrust performance of 
the flapping wings in tandem orientation by varying St in the range of 0.1–0.7, α0 = 
10°, 15°, and 20° at Re= 5000. It is observed that rear wing’s time-averaged CT in the 
tandem flapping arrangement is substantially higher than that of the identical wing in
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Fig. 8 Pressure and vorticity contours for isolated and tandem wing arrangement at α0 = 15° at St 
= 0.4, t* = 0.2

a single flapping setup. The increased propulsive performance in the tandem flapping 
wing is attributed to the constructive relation between shedded shear layer within 
the front and rear wing and enhanced LEV strength of the rear wing in the presence 
of the front wing’s wake. These are absent in the single flapping mode. Beyond the 
critical flapping frequency (St > Stcr), there is a sharp decrease in the time-averaged 
CT of the rear wing compared to the single flapping case due to lower strength LEV 
which makes the intensified drag-producing valley region in the transient profile. 
Furthermore, we have classified the transient (CT ) profile into four types based on 
St and α0; Type 1 corresponds to (St < Stcr), Type 2 (St ≤ Stcr), Type 2a and Type 
3 correspond to (St > Stcr). Further studies on the characterization of different flow 
types will be done in future work.
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Fig. 9 Pressure and vorticity contours for isolated and tandem wing arrangement at α0 = 15° at St 
= 0.6, t* = 0.2

Fig. 10 Characterization of different types of transient CT profiles of the front and rear wing with 
the variation of St and α0
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Nomenclature 

A Width of the wake (m) 
c Chord length (m) 
CT Thrust co-efficient 
f Flapping frequency (Hz) 
h0 Heaving amplitude 
hF(t) Heaving kinematics of the front wing 
L Span of airfoil v 
Re Reynolds number 
St Strouhal number 
t Physical dimensional time (sec) 
T’ Physical flapping cycle time (sec) 
U∞ Free stream velocity (m/s) 
ω Angular flapping frequency (rad/s) 
θ F(t) Pitching kinematics of the front wing 
α0 Effective angle of attack amplitude (°) 
θ 0 Pitching amplitude (°) 
φ Phase angle (°) 
CF Front wing chord length (m) 
tF Thickness of front wing (m) 
R Spacing of the tandem airfoil (m) 
SR Size ratio 
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from Dragonfly Gliding Flight for MAV 
Application 

Rajosik Adak, Arindam Mandal, and Sandeep Saha 

Abstract The design of micro air vehicles (MAVs) involves optimizing aerody-
namic performance challenges due to the small size and, consequently, the low 
Reynolds number (O(104–5)). MAVs are often inspired by the flight capability of 
insects and birds; and are mimicked for the design of MAVs. The dragonfly frequently 
uses a gliding flight mode relative to the other small fliers and operates at a range of O 
(102–4). The literature suggests that the corrugated profile improves the aerodynamic 
efficiency around Reynolds number at 104. It allows us to investigate the aerodynamic 
advantages of tandem corrugated airfoil inspired by the dragonfly wing. In this paper, 
we perform direct numerical simulations of flow past bio-inspired corrugated wing 
to understand the impact of the tandem wing configuration. The horizontal distance 
between the wings is fixed, and the vertical distance varies. The results reveal that 
the forewing/hindwing interaction increases the lift of the forewing relative to the 
isolated wing for all the case studies. The combined drag coefficient drops by ≈ 7%, 
and overall efficiency drops by ≈ 13% relative to an isolated wing for a case study 
with zero vertical spacing between forewing and hindwing at 3° angle of attack, fixed 
for both wings. With no vertical gap, the aerodynamic efficiency matches close to the 
isolated wing with the decrease in tandem wing combined drag coefficient compared 
to an isolated wing. 

Keywords Micro aerial vehicle · Dragonfly · Corrugated wing · Tandem 
configuration 

1 Introduction 

Micro aerial vehicles (MAVs) are designed to perform a wide range of tasks, such 
as aerial surveillance, inspection of infrastructure, and search and rescue missions. 
The MAV provides a valuable asset in gathering real-time data, enabling one to act
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appropriately in hostile situations. An effective MAV is a crucial requirement for the 
coming generation with its increasing use in defence and disaster management. The 
key requirement for MAV development is low cost, portability, small size, and ease 
of operation. MAVs come in different configurations, including fixed-wing, rotary-
wing, and flapping wing, each suited for specific requirements. The fixed-wing MAVs 
are used for long-range missions due to their gliding flight mode limitations. The 
rotary and flapping wings are primarily designed for low-speed indoor conditions. 
This paper focuses on fixed-wing MAVs. The MAVs are limited to less than 15 cm 
and have an operational speed of around 10 m/s [3]. The flow around the fixed-
wing MAVs lies in the regime of Re around O(104)–O(105). The use of conventional 
aircraft wings degrades its performance at this low Re [20]. Thus, there is a require-
ment for an optimized airfoil design for the MAV wing. These provide an opportunity 
to understand the aerodynamics of the natural fliers, which already possess an opti-
mized wing. The regime of operating Re for insect’s flier is in O(102)–O(104), which 
is close to MAVs operating Re [12]. Among the insects, dragonflies, locusts, and 
butterflies use a gliding mode of flight more frequently and show better steady-state 
aerodynamics than other insects [19]. Dragonflies have two sets of wings: Forewings 
and hindwings can move independently, allowing them to outmaneuver other insects 
[13]. Also, the dragonfly glides up to forty-chord lengths per flapping cycle, more 
significantly than any other insect. This low-cost gliding flight allows them to migrate 
across the Indian sub-continent to eastern Africa [1]. Investigation of the gliding mode 
of flight in the operational range of MAVs is required for adaptability for MAVs. 

The dragonfly wing has distinct corrugated textures due to the network of veins and 
cuticle membrane [6]. Studies on the corrugated airfoil wing inspired by dragonflies 
found negative and positive feedback regarding its comparison to profiled airfoil and 
flat plate in aerodynamic efficiency. Investigation at low Re ≤ 2000 has produced 
no significant advantage over a flat plate or profiled airfoil [4, 9, 10, 15, 17]. At low 
Re, the flow over the airfoil remains attached and does not cause separation. The 
trapped vortices in the valley increased pressure drag and thus decreased the lift-to-
drag ratio for the corrugated airfoil. With the increase of Re, there is an increase in 
the separation region over all the airfoil. At moderate Re of O (104), the corrugated 
at the leading-edge acts as a turbulent generator, which promotes early transition 
to turbulence [17]. These vortices trapped in the valley extract energy from the 
free stream to provide into the boundary layer to discourage separation and exhibit 
goodstall characteristics. These cause improvement in the performance of corrugated 
wings [2, 7, 16, 17]. Murphy and Hu [11] conducted an experimental investigation 
and found better performance at Re ≤ 105. The previous studies suggest exploring 
the feature of preventing large flow separation of the corrugated wing in the regime 
of Re in O (104) for  MAVs.  

Studies on the corrugated wing are done on a single lone airfoil. The dragonfly in 
gliding mode involves the interaction of forewings and hindwings. Previous studies 
on tandem wings are mostly done to understand the wing’s interaction in the flap-
ping mode of flight. The reader can refer to the review paper on the characteris-
tics of tandem and corrugated wings [9]. Zhang and Lu [21] investigated tandem 
plate configuration for Re ≤ 2000. They reported that the tandem configuration had



Aerodynamic Performance of a Tandem Wing Configuration Inspired … 411

enhanced the lift and reduced drag compared to the isolated wing. It encourages an 
investigation of the corrugated wing in the tandem configuration at the range of Re 
~ 104. In this paper, we have done a direct numerical solution (DNS) for a corru-
gated wing inspired by the dragonfly wing in the tandem configuration to analyze 
the forewing–hindwing interaction and its performance relative to the isolated wing. 

2 Methodology 

Direct numerical simulations (DNS) are performed with Incompact3d (www.inc 
ompact3d.com). Incompact3d is an open source, MPI-based fortran90 code, incom-
pressible flow solver with spatial discretized with a sixth-order finite difference 
compact scheme and third-order Adams–Bashforth scheme for time discretization, 
combined with immersed boundary method [8]. The governing equations are the 
forced incompressible Navier–Stokes equations. 

∂u/∂t = −∇  p − 
1 

2 
[∇(u ⊗ u) + (u.∇)u] + ν∇2 u + f (1) 

∇.u = 0 (2)  

where p (x, t) is the pressure field (for a fluid with a constant density ρ = 1) and u 
(x, t) is the velocity field. In these forced Navier–Stokes equations, the forcing field 
f (x, t) is used through an immersed boundary method. 

2.1 Mesh Design, Boundary Condition, and Simulation Setup 

Initially, DNS for an isolated wing inspired by the dragonfly wing was performed. 
A grid size of  nx × ny × nz = 9601 × 801 × 6, equivalent to 46 million nodes, is 
used for the solution for an isolated dragonfly at low Re. The mesh is uniform on the 
x-axis and z-axis, and stretched on the y-axis. The domain was 16c × 20c × 0.02c in 
the x, y, and z directions, respectively, where c denotes the chord length of the airfoil. 
A convective boundary condition at the outlet and free-slip condition on the side of 
the domain with the uniform flow at the inlet is employed. The periodic boundary 
condition is set for the spanwise direction of the wing. The simulation has produced 
results for Re = 1000, similar to the literature (ref. Figs. 1 and 2). The analysis of an 
isolated dragonfly wing was done for further analysis and comparison to the tandem 
configuration at our selected operating Re at 104.

A methodology is adapted for DNS to use the RANS solution as a Dirichlet 
boundary condition. This methodology has shown excellent results for the low angle 
of attack and away from the stall [5, 18]. Initially, a RANS solution was performed 
using SU2 open source code (https://su2code.github.io/). The RANS simulation

http://www.incompact3d.com
http://www.incompact3d.com
https://su2code.github.io/
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Fig. 1 Numerical results 
performed for an isolated 
corrugated profile: time 
average lift (CL) versus α 
(ref. [4, 7, 14]) 

Fig. 2 Numerical results 
performed for an isolated 
corrugated profile: time 
average Lift (CD) versus α 
(ref. [4, 7, 14])

involves a large extended domain (refer Fig. 3). This RANS result is used to extract 
velocity distribution at near-field flow. These data are imposed as Dirichlet boundary 
conditions for DNS. Results from the DNS with this adapted methodology (DNSR) 
and the DNS results (≈ 46 million) from a previous study on an isolated wing are 
compared, as shown in Fig. 4.

2.2 Problem Definition 

The Corrugated profile is obtained from Kesel et al. [6]. RANS for two-dimensional 
tandem configuration is conducted with 146,979 elements. The maximum y+ value is 
3.4 on the surface of the airfoil. The velocity distribution for boundaries of the DNS 
domain is interpolated from RANS results. Note that the outlet boundary condition 
is set with a convective boundary condition. The computational domain for DNSR 
is set with 9c × 4c × 0.02c in the x, y, and z-axis (ref. Fig. 3) with a grid size of  nx 
× ny × nz = 4801 × 801 × 6 (23 million). The finest mesh spacing is 0.001c in 
the center of the domain. In this paper, the DNS for tandem configuration with the 
horizontal distance between the tandem airfoil is fixed at G = 1.2c. The vertical gap 
varies from −0.2c to 0.1c. The angle of attack for both of the tandem airfoils is kept 
the same in each case study, i.e., α1 = α2 = α.
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Fig. 3 Problem statement for the flow past a tandem corrugated wing. The schematic diagram for 
the direct numerical simulation. Down: the computational domain for RANS simulation. Up: the 
computational domain for the DNS with Dirichlet boundary values interpolated from the RANS 
solution 

Fig. 4 Comparison of the time history of CL, CD in between the DNS- and RANS-assisted Dirichlet 
boundary value DNS
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3 Results and Discussion 

The effect of tandem configuration with vertical spacing was investigated. The chord 
Reynolds number is set at 104. For all the case studies, the horizontal difference 
between the wing is fixed at 1.2c. Here, we emphasize understanding the effect of the 
vertical offset in the tandem configuration at a low angle of attack. The methodology 
uses the RANs results as Dirichlet boundary conditions for the DNS allowed us to 
reduce the computational mesh point and thus reduce the computational time. Time 
average lift and drag coefficient of forewing and hindwing for various values of H, 
and at α = 3°, 5°, are shown in Fig. 5. The simulations have been run for 12.8 chord 
flow time units. The last ten chord flow units have been considered for calculating 
the average value. 

In Fig. 5, looking into the case study of α = 5°, the lift of the forewing has 
drastically deteriorated with an increase in value of H, while the hindwing shows a 
negligible change in lift. A similar trend is observed for α = 3°. Note that the negative

Fig. 5 Time average aerodynamic coefficient ((a) CL, (b) CD) and efficiency (CL/CD) in tandem 
configuration in comparison to an isolated wing. The right-hand figures represent the case study for 
α1 = α2 = 5°, whereas the left-hand figure represents the case study for α1 = α2 = 3° 
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value of H indicates that the hindwing is relative in the lower vertical position with 
respect to the forewing. The drag characteristic shows the forewing drag successively 
reducing with the increase in value of H. Except at H = 0.1c, in the case study of 
α = 3° the CD has increased from its previous value at H = 0c. For the hindwing, 
the drag coefficient dips for H = 0, indicating fore/hind wing interaction leading to 
more chaotic shedding of the vortex. The vortex shedding from the forewing pairs 
with those shedding from the hindwing, as shown in Fig. 6. In the cases of H = 
0.2c, the vortex shedding from each of the individual wings remains distinguishable 
downstream of the flow. Whereas in the case of H = 0c, the vortices from the forewing 
seem to interact with the hindwing, releasing combined vortices. 

A comparison has been made to an isolated wing, where the wing area of the 
isolated wing is considered the same compared to the tandem configuration. The lift 
generated on the forewing is higher w.r.t the isolated wing in all scenarios. Whereas 
the hindwing generates lesser lift w.r.t the isolated wing. Also, the forewing experi-
ences less drag w.r.t to the isolated wing for α = 3°. In Table 1, a case study has been 
shown. With tandem configuration, the lift of the forewing increases along with a 
decrease in drag relative to the isolated wing. With the vertical distance between the 
wing reduced to zero, the drag characteristics have changed drastically. Interestingly, 
the drag of the combined tandem wing produced is lesser than that of an isolated wing 
without compromising much of its efficiency. This observation has pointed out to 
possible understanding that the tandem arrangement of the wing allows for reducing 
the drag while possessing enough lift for its weight to glide. 

Fig. 6 Vorticity plot of the tandem corrugated wing configuration at two different value of H. (Left)  
α = 3°, (Right) α = 5° 

Table 1 Comparison of 
isolated wing to tandem wing 
at α = 3°, H = 0.0c 

CL CD CL/CD 

Forewing 0.4420 0.0321 13.7695 

Hindwing 0.2024 0.0395 5.1241 

Combined wing 0.3222 0.0358 9.00 

Isolated wing 0.399 0.0384 10.39
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Table 2 Comparison of 
isolated wing to the combined 
tandem-wing at α = 3° 

H CL CD CL/CD 

0c 0.3222 0.0358 9 

−0.1c 0.3480 0.0392 8.89 

−0.2c 0.3825 0.0398 9.6 

0.1c 0.3295 0.0402 8.2 

Isolated wing 0.3990 0.0384 10.39 

In Table 2, the comparative study of the aerodynamic performance is done on the 
isolated wing w.r.t the combined wing for α = 3°. The averaged value of the combined 
efficiency drops by ≈ 12% relative to the isolated wing for the non-positive value of 
H, and the average value of the drag coefficient is similar to the isolated wing. At H 
= 0.1c, the efficiency drops by ≈ 21%. These results reflect that the configuration 
with the hindwing at the lower vertical distance w.r.t the forewing shows better 
aerodynamics. 

4 Conclusions 

A Direct numerical simulation is conducted on the tandem corrugated wing inspired 
by the dragonfly. Understanding the natural selection of gliding as a frequently used 
flight mode for dragonflies is likely to result in using the tandem configuration for 
MAVs. A methodology is adapted to use the results of the RANS simulation as a 
near-boundary velocity field for DNS. The results are verified with the DNS in a large 
domain. The tandem configuration is compared to the isolated wing to understand 
its advantages. The paper reported an increase in the lift for the forewing in the 
presence of the hindwing. Whereas the lift drops for the hindwing relative to the 
isolated wing. A reduction in the overall drag coefficient w.r.t the isolated wing for 
zero vertical distance between the forewing and hindwing is reported. The interaction 
between the forewing/hindwing has increased at a vertical distance close to zero. For 
the case study, with the hindwing positioned below the forewing at α = 3°, the 
average combined efficiency drops by ≈ 12% relative to an isolated wing. Whereas 
the combined wing drag remains equivalent to the isolated wing. Exceptionally at 
zero vertical position, the combined wing drag drops by ≈ 7%. Thus, the tandem 
configuration reduces drag in specific arrangements during the gliding mode of flight, 
in addition to excellent maneuverability known from the literature. 
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Nomenclature 

CD Drag coefficient 
CL Lift coefficient 
H Vertical Gap between the tandem airfoil (c) 
α Angle of attack (°) 
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of the Supersonic Free Jet at Mach 
Number 1.6 
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Abstract The goal of this research is to look at the aeroacoustic properties of 
optimum and non-optimum expansion characteristics of a Mach 1.6 free jet. The 
single jet of cold flow has been studied to better understand its aerodynamic and 
acoustic properties. To demonstrate the various expansion modes of the jet, the nozzle 
pressure ratios (NPRs) that were considered are 3.25, 4.25, and 5.25. The acoustic 
oscillations produced by these jets illustrate that the NPR has a substantial impact on 
the jet’s acoustic signature. The shock-cell behavior of the off-design operating jet 
was evaluated using the centerline Mach number decay and numerical shadowgraph 
methods. The overexpanded and underexpanded jets’ severe Mach number fluctua-
tion virtually starts at X/De = 4; the variations travel downstream until the jets are 
fully expanded. The oscillation ends at X/De = 9 for the overexpanded jet, but at X/ 
De = 13 for the underexpanded jet. The total shock-cell length of the underexpanded 
jet is 37% longer than the overexpanded free jet. The observed sound pressure level 
(SPL) for various microphone locations demonstrates the jet’s directivity. The SPL 
at 45° fluctuates significantly all across the frequency scale. The angles from 15° 
to 90° exhibit maximum SPL values between 125 and 170 dB. As the angle of the 
microphone increases from 15° to 90°, the maximum value of the SPL decreases. 
Also, the nature of variations of the SPL is virtually identical for the microphone 
locations of 30°, 60°, and 90°, whereas the remaining locations show a different trend 
along the frequency scale. 
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1 Introduction 

The aviation sector has seen tremendous expansion in the past and present, paving the 
way for the development of high-thrust-to-weight-ratio jet engines for commercial 
and military use. To achieve the high thrust demand, these engines require proper 
expansion of the exhaust jet into the still environment. The contact of these high-speed 
jets with atmospheric air, on the other hand, can cause a large pressure fluctuation, 
which can result in sound waves. The three primary noise components that dominate 
the acoustic nature of these free jets are shock-associated noise, turbulent mixing 
noise, and screech. The ability to fine-tune jet intensity requires a deeper under-
standing of these noise component properties, and noise reduction can be beneficial 
to the environment. In recent years, the problem of jet noise prediction has been 
numerically solved through a wide range of methods. 

Barbarino et al. [2] performed the computational aeroacoustics approach (i.e., 
Stochastic Noise Generation and Radiation), based on CFD Reynolds averaged 
Navier–Stokes (RANS) solutions to noise prediction and reduction from the subsonic 
jets. The 3D model was solved using RANS equations with turbulence accounted for 
through K-ε and K-ω Shear Stress Transport (SST) models. The results show that the 
RANS analysis results are in fairly good agreement with experimental data and the 
Large-Eddy Simulations (LES) results of the free jet. Andersson et al. [3] carried out 
the analysis on the axisymmetric model by the LES combined with Kirchhoff surface 
integration. The turbulent kinetic energy prediction close to the nozzle exit using LES 
is slightly higher than the measured values and one from the RANS, which leads 
to the prediction of the shorter region of potential flow. Furthermore, the predicted 
sound pressure levels (SPLs) obtained using the RANS method were shown to be 
fairly lower than the measured levels of the free jet. Niklas et al. [4] explored the 3D 
LES of a compressible jet of Mach 0.75 with the Reynolds number 5.0 × 104. Two  
conditions were simulated, an isothermal and a higher temperature jet. SPLs in the 
far-field were evaluated using Kirchhoff surface integration. Predicted SPLs were in 
excellent agreement with the measured values for both jets using the RANS method. 
Mankbadi et al. [7] investigated the ability of LES for predicting flow features and 
noise from a supersonic jet. The 2D axisymmetric model was used to qualitatively 
evaluate the free jet flow behavior and its acoustic signature. The time-dependent 
flow structures were recorded to represent the sound source; Lighthill’s theory was 
utilized to calculate the far-field noise, with the sound source obtained from the calcu-
lated time-dependent near field. Tide et al. [5] carried out the numerical simulations 
of 3D round, compressible, turbulent jets of Mach 0.75 using the SST K-ω model to 
understand the acoustic benefits of the chevron effect. The three-dimensional calcu-
lation is done using a tetrahedral mesh with 0.9 million cells. Two jets, one cold 
and hot, are simulated; SPLs at far-field observer locations have been calculated 
using Ffowcs Williams–Hawking’s (FWH) acoustic model equation. The Unsteady 
Reynolds averaged Navier–Stokes (URANS) calculations are not able to predict the 
absolute values for the overall SPL but predict trends reasonably well. Moreover,
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the present simulation shows that the SST K-ω model can predict mean, turbulence 
quantities as well as trends in acoustic quantities of the free jet. 

Rajarshi Das et al. [6] explored the induced pressure fluctuations by cavities under 
different thermal conditions at Mach 2.08. Steady and unsteady simulation is done 
using density-based URANS formulation; the density-based solver is adopted due to 
the compressible nature of high Mach number flows. The gathering of mesh was done 
near the wall to give a y + ~1 for the steady solutions. The Power Spectral Density 
(PSD) was calculated using Fast Fourier Transform (FFT). Chen et al. [8] performed 
the LES simulation to study the flow field and acoustic characteristics of a rectangular 
supersonic jet. The focus is to study the high-temperature effects on the jet. The 
multi-block structured mesh was used, the grid points are amassed in the jet region 
where large flow gradients are possible, and it is stretched slowly in both the axial 
and radial directions in the mesh domain. Also, the mesh has a first layer thickness 
with a y + ~ 1. Martelli et al. [1] studied the complex turbulent flow separation for 
sub-scale parabolic nozzles. The analysis of the nozzle flow field is performed by 2D 
axisymmetric time-accurate perfect gas RANS solver. The subsonic inflow condition 
is imposed at the nozzle inlet (i.e., total temperature and total pressure), adiabatic 
wall, assigned pressure, and non-reflecting boundary condition on the upper and on 
the right side, respectively. Hence, complex phenomena (i.e., free jet aerodynamic 
and aeroacoustic) can be simulated using the 2D axisymmetric model with sensible 
accuracy. Indeed, a minimum first cell distance normal to the nozzle wall (i.e., y + 
) is preferred for along the nozzle wall to where the viscous and gradient effects are 
significant. 

2 Computational Methodology 

The research technique is separated into two parts. The first component involves 
running steady and unsteady simulations to record mean-flow characteristics and 
time-series acoustic pressure data. The SPL of an input from all microphones is 
calculated in the second section using time-series pressure data and the FFT. To 
reach the design Mach number of 1.6, the nozzle contour was created using the 
method of characteristics (MOC) for an area ratio of 1.24 (i.e., Ae /At = 1.24). 
Using the Area-Mach number relation, the area ratio for the relevant design Mach 
number has been determined by Eq. (2). Three different Nozzle Pressure Ratios (i.e., 
NPR) of 3.25, 4.25, and 5.25 are used to simulate the over, ideal, and underexpanded 
jet. For this investigation, a 2D axisymmetric model is preferred. In addition, to 
ensure far-field, the computational domain is expanded up to 40De on the XY plane. 
Figures 1 and 2 show the entire domain as well as near-wall mesh details. Similarly, 
Fig. 3 depicts the boundary condition in further detail. Near the wall, a fine mesh is 
desirable because it allows the solver to realistically capture flow behavior near the 
wall (i.e., boundary layer growth). Similarly, fine mesh is used to anticipate free jet 
growth downstream in places such as the core-jet and shear layer (i.e., large pressure 
gradients). Correspondingly, a smaller first cell distance along the nozzle wall is
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desirable [1, 6, 8], and in this study, it was kept below or equal to 5 (i.e., y + ~ 5).  
The aspect ratio is the cell’s longest length to shortest length and the ideal aspect 
ratio is 1 [6, 8]. The average aspect ratio of the mesh was maintained at 3 which 
ensures the quality of the mesh element and the worst cell was found to be only one 
element with an aspect ratio > 4. The nozzle inlet was subjected to a pressure inlet 
condition, and the total pressure was computed using the isentropic relation 1. The  
nozzle wall has a no-slip adiabatic wall condition, whereas the remaining boundaries 
get an atmospheric condition. With an ideal gas assumption of a total temperature 
of 300 K (i.e., Cold flow), the density-based solver is used; Sutherland’s law with a 
three coefficient model for viscosity estimation is enabled throughout the simulation. 

The RANS equation, in combination with the SST K-ω model, can reasonably 
predict the aerodynamic and acoustic characteristics of a supersonic free jet, as per 
literature [2–5, 7]. Also, 2D axisymmetric simulations were found to be reliable for 
analyzing the compressible jets’ aeroacoustic characteristics. As a result, over the 
entire simulation, the RANS equations with turbulence accounted for using the K−ω 
SST model are used. Up to a residual of 10−6, all equations are solved. TECHPLOT 
360 was used to post-process the solution after it had converged. For all of the 
nozzle’s NPR values, the numerical shadowgraph is used to illustrate the shock 
pattern, shock-cell length, and shear layer development. For all situations, an unstable 
RANS simulation is used with a time step of Δt = 1.0 × 10−5 s and a total duration

Fig. 1 Domain mesh details
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Fig. 2 Near wall mesh details 

Fig. 3 Boundary conditions

of 0.5 s. According to the literature [2, 3, 5, 8], the microphones should be placed 
at a specific distance from the acoustic source (i.e., Free jet) to avoid the near field 
effect (i.e., Nonlinear). To ensure the far-field impact, R/De should be adequate (i.e., 
30 ≥ R/De ≤ 50). The acoustic pressure (i.e., dynamic pressure) data is captured on 
the microphones at R/De = 40 for each time step. There are six microphones in total, 
each having a 15° angle of separation. The corresponding microphone arrangements 
can be seen in 4. Time-series acoustic pressure values were processed in MATLAB 
using the FFT approach to calculate an Amplitude-frequency spectrum of the acoustic 
signal, and the corresponding SPL was calculated using the 3. For NPR values of 3.25 
(i.e., Overexpansion), 4.25 (i.e., Ideal-expansion), and 5.25 (i.e., Ideal-expansion), 
the free jet Mach number is plotted along the nozzle axis (i.e., Under expansion). For 
the relevant NPR, the subsequent events were used to visualize the characteristics of 
Mach number decay as well as shock-cell formation (Fig. 5).
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Fig. 4 Microphone location 
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3 Results and Discussion 

Figure 5 represents the centerline Mach number decay of three expansion modes 
(i.e., ideal, under, and overexpansion) of free jet. At X/De = 4, the overexpanded 
jet’s oscillations continue until the pressure at the centerline equals the atmospheric 
pressure (i.e., backpressure). Whereas, except for a minor change in Mach number at 
X/De = 4, the fluctuations in the optimally expanded jet are essentially non-existent. 
Also, obtained Mach number at the exit of the nozzle for the ideal case is almost 1.59 
which is very close to the ideal design Mach number of 1.60. Hence, the result shows 
a minimal difference between the isentropic exit Mach number (i.e., ideal) and the 
computational result. The same can be utilized for validation. Figure 5 also shows 
the expansion through the nozzle, which allows for an isentropic expansion (zero 
oscillations in the Mach number curve) within the nozzle. Significant Mach number 
oscillations are observed in the case of the overexpanded jet for X/De between 4 
and 9 (i.e., 4 ≥ X/De ≤ 9), after which the jet Mach number drops monotonically 
downstream. Likewise, Mach number fluctuations were seen for the underexpanded



Aeroacoustic Characteristics of the Supersonic Free Jet at Mach Number … 425

Fig. 5 Mach number 
variation along the nozzle 
axis for the ideal, over, and 
under expansion modes 

for X/De between 5 and 13 (i.e., 5 ≥ X/De ≤ 13). As a result, the overall shock-
cell length of the underexpanded jet is 37% longer than that of the overexpanded 
free jet. When a longer segment of a quasi-periodic shock-cell interacts with jet 
vortices, a powerful auditory signal (i.e., noise) is released into the atmosphere. An 
overexpanded jet with a shorter shock-cell length, on the other hand, is projected to 
produce weaker acoustic waves than an underexpanded jet. Due to the added shock-
induced noise component, off-design expanded jets are more likely to generate a 
higher acoustic signal than ideal jets. 

The numerical shadowgraphs for the NPR: 4.25, 3.25, and 5.25 are shown in 
Fig. 6a, 6b, and 6c, respectively, in order to visualize the nature of shock-cell and 
potential core formations. Even for the ideal expansion, Fig. 5 shows a marginal 
wavering in exit Mach number, and a weak expansion fan can be seen at the nozzle exit 
of Fig. 6a (i.e., Ideal expansion), providing the answer to the minimal Mach number 
fluctuation of the ideally expanded jet seen in figure Apart from the infinitesimal 
expansion fan, there was no visible discontinuity in the jet, which is compatible 
with Mach number degradation of ideal expansion observed in Fig. 5. To match the 
reduced jet exit pressure (i.e., Pe) with the atmosphere back pressure (i.e., P∞), a 
significant oblique shock formation can be seen from the nozzle exit in Fig. 6b. The 
shadowgraph image of the overexpanded jet (i.e., NPR = 3.25) also revealed multiple 
follow-on shock-cells. The NPR of 5.25 demonstrates under expansion behavior, as 
seen in Fig. 6c, with an expansion fan formation at the nozzle outlet and subsequent 
shock-cell forms. Overall, shadowgraph images make it much easier to examine the 
mechanism of shock/expansion fan formation as well as the length of the potential 
core of the jet.

Microphones located at the 15°, 30°, 45°, 60°, 75°, and 90°, concerning the jet axis, 
are used to record dynamic pressure fluctuations. Figure 7a depicts SPL fluctuations 
at 15°; all three expansion types (i.e., ideal, over, and under expansion) display the 
highest values for lower frequency values, then descend to the minimum as frequency
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(a) NPR 4.25 

(b) NPR 3.25 

(c) NPR 5.25 

Fig. 6 Numerical shadowgraph for the ideal, over, and underexpanded free jet of Mach 1.6

increases. Between 245 and 350 Hz, the SPL value of the under expansion mode drops 
to 135 dB from 148 dB, indicating a significant fluctuation. Except for the initial 
peak, the SPL values for a jet in under expansion mode closely match and sometimes 
exceed the SPL values of an ideal jet up to 5000 Hz, then show the marginal drop 
values all across the range of frequency. For the initial frequency values, the SPL 
values of the overexpanded jet nearly match those of the other expansion modes (i.e., 
ideal and under expansion), but then show a significant drop all along the frequency 
scale. Figure 7b shows that the SPL values of off-design expanded jets (i.e., under 
and overexpanded jets) outperform the ideal jet across the entire frequency range. 
Figure 7 shows that there is a difference of more than 30 dB between the off-design 
and ideally expanded jets. The formation of shock-cells and their quasi-periodic 
fluctuations are the primary causes for this substantial SPL difference [1], as shown 
by the numerical shadowgraphs in Fig. 6b and c (i.e., the development of shock/ 
expansion waves).
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(a) Microphone at 15° (b) Microphone at 30° 

(c) Microphone at 45° (d) Microphone at 60° 

(e) Microphone at 75° (f) Microphone at 90° 

Fig. 7 Acoustic characteristics of an overexpanded jet of Mach 1.6
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Figure 7c exhibits the SPL variation for the 45° microphone location. The over and 
underexpanded jets experience considerable fluctuations up to 2500 Hz, with no such 
fluctuation from the ideally expanded jet. The SPL characteristics of over and ideally 
expanded jets are closely matched between the frequencies 2500 and 25,000 Hz. In 
addition to that, the underexpanded jet experiences a higher value of SPL all along the 
frequency scale than both the ideal and overexpanded jet. In Fig. 7d, it can be observed 
that the trend of the SPL curve (i.e., microphone at 60°) for all three jets is almost 
identical to the microphone location at 30° (i.e., Fig. 7). The SPL variation at 45° is 
depicted in Fig. 7c. The over and underexpanded jets exhibit significant fluctuations 
up to 2500 Hz, whereas the ideally expanded jet exhibits no such fluctuation. Between 
2500 and 25,000 Hz, the SPL characteristics of over and ideally expanded jets are 
nearly identical. Furthermore, the underexpanded jet has a higher SPL value all along 
the frequency scale than both the ideal and the overexpanded jet. Figure 7d shows  
that the trend of the SPL curve (i.e., microphone at 60°) for all three jets is nearly 
identical to the microphone location at 30° (i.e., Fig. 7). Similarly, SPL characteristics 
at 75° show an improved match when compared to SPL at 30°. SPL values for 90° 
(i.e., Fig. 7f) show different trends than the other microphone locations. Off-design 
expanded jets are nearly dominating, with the ideally expanded jet having slightly 
higher SPL values across the frequency spectrum. Overall, the SPL characteristics of 
off-design expanded jets are almost always higher than the ideal case for all measured 
microphone locations, except the 15° location. Furthermore, the SPL characteristics 
differ for each measured angle, ensuring the free jet’s directivity. 

4 Conclusion 

Computational fluid dynamics was used to investigate the aerodynamic and acoustic 
aspects of a Mach 1.6 free jet. As per the axial Mach number decay plot, the under-
expanded jet has a maximum theoretical core length that is roughly 37% longer than 
the overexpanded jet. Likewise, numerical shadowgraph images make it easier to 
investigate the nature of shock and expansion fan formation, as well as the jet core 
length. The observed shock/expansion phenomenon of the NPR from 3.25 to 5.25 
demonstrates the reason for the Mach number decay, which can influence the acoustic 
signature of the jet. At 45°, SPL fluctuates significantly all along the frequency scale. 
But in case of the remaining angles (30° to 90°), SPL fluctuates minimally. After 
that, it decays monotonically for the remainder of the frequency scale. The SPL 
characteristics ensure the directivity of the free jet. 

Nomenclature 

NPR Nozzle Pressure Ratio 
SPL Sound Pressure Level [dB]
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CFD Computational Fluid Dynamics 
RANS Reynolds Averaged Navier–Stokes 
SST Shear Stress Transport 
LES Large-Eddy Simulations 
M Mach number 
URANS Unsteady Reynolds Averaged Navier–Stokes 
FWH Ffowcs Williams–Hawking 
PSD Power Spectral Density [W/Hz] 
FFT Fast Fourier Transform 
MOC Method of Characteristics 
P∞ Atmosphere back pressure [Pa] 
Pe Jet exit pressure [Pa] 
y + First cell distance 
3D Three dimension 
2D Two dimension 
Δt Time step [s] 
X Axial distance along the nozzle axis [m] 
De Nozzle exit diameter [m] 
Ae/At Nozzle area ratio 
P’ 

rms Root mean square value of sound pressure [Pa] 
Pref Reference pressure [20 μPa] 
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Aerodynamic and Thermal Optimization 
of Plate Heat Exchanger Fin 
Arrangements 

Pratyush Padmanabhan, Sanatkumar Samvit Rajagopalan, 
and Chennu Ranganayakulu 

Abstract Plate-fin heat exchanger systems today are exceedingly prevalent but 
greatly unoptimized because of the use of off-the-shelf heat exchangers, which 
considerably affect system efficiency. This study aims to provide a methodology 
for a plate-fin heat exchanger’s aerodynamic and thermal optimization to create a 
bespoke cooling solution based on given constraints and operating conditions. The 
authors studied a radiator to cool the EMRAX 208 electric motor to develop the 
requisite analytical and numerical models. A literature review was undertaken to 
compare and shortlist the best configurations, optimized through a MATLAB algo-
rithm, and analysed and iterated in Ansys Fluent on a case-by-case basis. The results 
of the study point towards the superiority of serpentine fins over the other kinds, 
with approximately 40% higher heat transfer coefficients (at 80kmph) compared to 
the triangular finned models, which results in an indirect reduction in the frontal 
area and, subsequently, lower drag and pressure losses. The study concluded with 
the serpentine finned cylindrical tube heat exchanger as the best cooling solution. 
The exact dimensions and layout of the heat exchanger, along with the optimal fin 
distribution, can be obtained with the combination of the created algorithm and CFD 
analysis. 

Keywords Radiator · CFD · Serpentine fins · MATLAB · Forced convection 

1 Introduction 

Forced convection is a heat transfer mechanism through a fluid in the presence of 
bulk fluid motion initiated by external means [1]. This is the scientific basis of 
the functioning of a heat exchanger. A heat exchanger is a device that allows for
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heat exchange between two fluids at different temperatures without intermixing. 
It works on a hybrid convection process in each fluid and conduction through the 
wall separating them [2]. A heat exchanger utilizes the immense variety of cooling 
capacities of two fluids, air and oil/water. Because of their compactness, they find 
numerous applications in the refrigeration industry, cryogenics, and spaceflight. 

Today, the most industrially relevant heat exchangers are the plate-fin and tube-fin 
heat exchangers. These are characterized by densely packed fins winding between 
plates or cylindrical tubes carrying heated fluid, whose heat is then convected away 
by incoming air. Their compactness and high-thermal coefficients make them ideal 
for refrigeration and cryogenic purposes and use in spacecraft and aeroplanes. 

Due to its availability and industry presence, this study chose to focus on the 
automotive radiator as a model to analyse these heat exchangers. Specifically, a radi-
ator was to be modelled to sufficiently cool an EMRAX 208 electric motor in BITS 
Pilani’s Formula Student vehicle. To help determine the most optimal radiator layout, 
this study chose to start with the geometric constraints and cooling requirements, 
consider a range of ambient temperatures, and then work backwards to determine 
the ideal spacing of the radiator’s components. 

Previous contributors to the topic of FSAE radiators provided either completely 
analytical output [3] or based their calculations on plate-fin heat exchangers [4]. 
During this study, the authors found that no analysis allowed one to obtain information 
about the layout of the fins with a degree of customization. On the occasions that fins 
were discussed, there was no analytical calculation done—instead, CFD analysis of 
a CAD model of an existing radiator was carried out [5]. Given the cooling load, a 
study that optimized the layout of the tubes and fins was needed. There has also been 
an overwhelming lack of verification of pressure drop across these heat exchangers, 
which is essential to understanding the aerodynamics of a vehicle. 

The objective of the following analysis was to design a plate finned heat exchanger 
by starting with a given set of weather conditions and geometric constraints and 
ending up with an optimal arrangement and size of fins through iterative optimization. 
The authors chose this methodology because most practical applications of a heat 
exchanger involve using a top-down approach and expect having prior knowledge 
about the heating and cooling requirements. 

2 Methodology 

A. Governing Equations 

The design criteria representing the constraints of the study are given by the motor 
characteristics, which include the cooling load required, the motor power (heat) 
generation, optimal working temperature, coolant (specified as water) and coolant 
flow rate [6]. These define the cooling required, the resulting temperature, and the 
outlets for both air and water.
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The inlet and outlet temperatures define the Logarithmic mean temperature differ-
ence. LMTD is the logarithmic difference between a heat exchanger’s hot and cold 
outlets and is used to quantify the heat transfer rate across a heat exchanger [2]. For 
a cross-flow heat exchanger (like the radiator), LMTD also requires the inclusion of 
a geometric correction factor, which quantifies the deviation of the heat exchanger 
under study from an ideal counter-flow heat exchanger with identical inlet and outlet 
temperatures. The governing equations to obtain the LMTD are presented below. 

Q̇ = maCpa

(
Tco − Tci

) = mwCpw

(
Tho − Thi

)
(1) 

Q̇o = U ∗ A ∗ (LMTD) (2) 

LMTD =
((
Thi − Tco

) − (
Tho − Tci

))

ln
[
Thi −Tco 
Tho−Tci

] (3) 

ṁa = ρa Afrontalv (4) 

ṁw = ρw V̇ (5) 

Using ram temperature is essential in defining air inlet temperature to accurately 
incorporate compressibility’s effects on air temperature (especially at higher Mach 
numbers). It can be determined from the following equation [6]: 

Tci = Tram = Tstatic
(
1 + 

γ − 1 
2 

Ma2
)

(6) 

To determine the convective surface area, Eq. 7 is first used to find the overall heat 
transfer coefficient for the radiator. An overall heat transfer coefficient is required 
since the heat is being convected through two different surfaces, i.e., the cylindrical 
tubes and the finned surface area. Equation 8 obtains the Nusselt number for the air 
convecting heat across serpentine fins [7, Eq.  16], and Eqs. 9–11 are employed for 
the triangular finned case [8, Eqs. 4, 8 and 9]. Equation 12 [9, Eq. 2.3.1], defined as 
the Dittus-Boelter equation for fully developed flows, is used to calculate the Nusselt 
number for the interior pipe flow of the coolant. Finally, Eq. 13 [1, Eqs.  6–5] is used  
to associate the Nusselt number, characteristic dimension and thermal conductivity 
with the convective heat transfer coefficient. 

U = 1 

hi Ai 
+ 1 

ho Ao 
(7) 

Nuo, serpentine = 10.415 ln[Rea − 46.081]Pr0.33 a (8)
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ha,triangular = JaGaCp,a/Pr
2/3 
a (9) 

Ja = 0.174/Re0.383 a (10) 

Ga = μaRea/Dx (11) 

Nui = 0.023Re0.8 w Pr
0.3 
w (12) 

hx = 
Nux .Kx 

Dx 
(13) 

Using Eq. 2, the total heat transfer area can be found. The area ascertained is greater 
than Ao. This study now constrains the cylindrical tube radius to a fixed quantity to be 
able to focus on fin optimization. Thus, the radiator’s fins contribute to the additional 
heat transfer area (A − Ao). Using an optimization program written in MATLAB that 
considers weather, geometric, and heating load constraints, successive iterations are 
carried out to obtain the minimum surface area and the maximum possible U that 
can be derived. The algorithm also communicates the optimized fin curvature and 
density using the formula below. 

fin density = 
Number of fins 

Afrontal
(
in cm2

) (14) 

This completes the analytical heat transfer solution. The aerodynamic portion is 
simplistic and is governed by a single equation, i.e., the isentropic Mach relations, 
which relate the free stream pressure and the local static pressure based on the Mach 
number of the free stream as given below [7].

ΔP = Pstatic ∗
[(

1 + 
γ − 1 
2 

Ma2
) γ 

γ −1 

− 1

]

(15) 

The usage of the above equation is valid since a free stream flow can be assumed 
to be isentropic, and the static pressure is generated because of the fluid coming to 
rest isentropically. 

B. Geometry and Approximation 

The investigation begins with two 30 cm × 30 cm × 3.2 cm and 30 cm × 21.5 cm × 
3.2 cm automotive radiators with three layers of tubes and fins stacked one on top 
of the other. These dimensions, which corresponded to the dimensions of commonly 
available radiators on the market, became the ideal starting point. Because this is an 
optimization problem, all possible fin and tube configurations are taken into account.
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Six cases are identified, each with two different fin and three different tube configura-
tions. Flat and cylindrical tube configurations, as well as wavy/triangular, rectangular/ 
vertical, and serpentine fin configurations, are all included. 

Based on the results presented in [11], the flat plate geometry is eliminated from 
the study. Another factor to not research further is the more prevalent supply and 
manufacturing of cylindrical tubes. However, it is essential to note that the MATLAB 
code can accommodate the flat tube geometry or any other plate geometry the user 
finds necessary. 

Next, the vertical finned configuration is eliminated due to its lower thermal 
capability than the triangular fins [12]. Finally, the heat transfer characteristics of 
serpentine and triangular fins are compared. Equations 9–11 are used to calculate the 
Nusselt number and heat transfer coefficients, which are then optimized in MATLAB. 
The triangular fins are impractical because the program specifies a fin angle of 89z, 
whose manufacturing costs far outweigh the benefits. As a result, the serpentine 
finned cylindrical tube radiator is the only case considered for the CFD analysis. 

The EMRAX 208 motor’s specifications sheet and weather charts give informa-
tion about total and average power generated, water circulation temperature, motor 
efficiency and volumetric flow rate [6]. Ambient temperature and vehicle speed are 
assumed. From here, the total heat load required to be taken up by the radiator is 
determined to be 9640 W. This is a conservative estimate, as upper limits on motor 
efficiency and operating speeds are considered. 

According to Eq. 15, the 30 cm × 30 cm model has 23 tubes and the 30 cm × 
21.5 cm model has 16 tubes. The tubes themselves are 8 mm in diameter, as specified 
on the radiator’s specifications sheet. For this study, a distance of 5 mm between two 
adjacent radiator tubes and an ideal fin width of 3 mm are assumed. 

Radiator width = 8n + 5(n − 1) (16) 

The only two unknowns are the total area and the overall heat transfer coefficient, 
which are iterated by the MATLAB program. Because of the algorithm’s flexibility, it 
can analyse a triangular fin setup to optimize the fin angle. After excluding the trian-
gular fins case, the study only considered the two remaining cases with differences 
in radiator size and, as a result, fin arrangement. 

A CAD model with the desired fin radius and length is created based on the results 
of the MATLAB optimization program. However, due to computational constraints, 
only the most optimal geometry is used for the CFD analysis. The analysis design 
includes only a portion of the original radiator. It is made up of all three layers of 
tubes (absolute depth), but with a repeating unit that has a smaller frontal area. This is 
possible because the pressure analysis is performed without using any energy or heat 
equations. To make use of this smaller cross-section, spatial marching in the x and y 
directions is used, as the pressure drop across a representative area is representative 
of the pressure drop and aerodynamics of the airflow across the entire radiator. As 
described in the following section, the smaller model size allows for the use of much 
finer elements, resulting in a more accurate mesh.
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Table 1 Mesh Statistics for 
30 cm × 21.5 cm radiator Average values 

Element quality 0.885 

Aspect ratio 1.98 

Orthogonality 0.978 

Skewness 0.03135 

C. Computational Setup 

At this point, it is essential to reiterate that due to computational power limitations 
and access to a licensed ANSYS workstation, only the two best cases out of the 
six that are shortlisted can be thoroughly analysed in the allotted time frame for 
simulations. 

To analyse the pressure drop and flow characteristics, the model was imported into 
Ansys Workbench. Owing to the small size and frequent curvature of the radiator 
fins, the Cartesian Cutcell assembly meshing method is used to generate the mesh, as 
seen in Fig. 2. The Cutcell assembly method, as opposed to the conventional meshing 
strategies, is not limited to complete elements. Instead, individual cells are spliced 
where the boundary walls cut through them. This also implies that the boundary 
wall contours are maintained (not skewed due to cell shape), which ensures better 
near-wall and boundary layer flow accuracy [13]. Further, the addition of inflation 
layers minimizes any irregularities during the analysis. 

A body sizing of 4e-3 m and 10 inflation layers with a first layer height of 2.25e-5 m 
are employed. These values are obtained after performing a mesh independence study, 
shown in Fig.  3, which determines that approximately 3.88 million nodes are required 
to ensure the analysis and results are not influenced by the mesh characteristics. 

The quality characteristics for the resulting mesh used for simulation on Fluent 
is presented in Table 1. 

The setup is processed in Fluent with an air density of 1.225 kg/m3 and uses the 
k-∈-realizable viscous model with scalable wall functions and curvature correction 
enabled [14]. A velocity inlet and an ambient pressure outlet boundary condition 
are implemented. The inlet velocity is parameterized in order to iterate the Fluent 
solution. The pressure drop across the enclosure and velocity at the exit is measured 
in post-processing. 

Both models, representing the results from the two tested radiator geometries, are 
simulated in a high-performance workstation with an AMD Ryzen 5 3600X 6-core 
processor with an Nvidia RTX 2060 Super with 32 GB of RAM running Ansys 18 
Academic.
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3 Results and Discussion 

It is evident from Fig. 4 that the heat transfer coefficient of the triangular finned 
radiator lags far behind the serpentine finned radiators. This is enough to omit the 
triangular fins from the study further, which would require either a much larger 
surface area or an impractically high-fin angle to obtain the same cooling load. This 
supports the earlier analytical observation regarding the triangular fins. 

Further, it can be observed that the variation for both serpentine finned radiator 
sizes is largely similar, with the two curves almost overlapping. These two observa-
tions give rise to the theory that fin shape, rather than fin density, is the defining factor 
in heat transfer at similar cross-sectional areas. As shown in Table 2, the 113% rise 
in fin density for the smaller radiator (30 cm × 21.5 cm) is responsible for the heat 
transfer coefficient being always maintained to satisfy the cooling requirements of 
the motor. The corresponding changes bring about higher fin density seen in the fin 
geometry with the diameter of the curved portion, as seen in Fig. 1, reducing from 
0.31 cm to 0.14 cm. 

Figure 4 also implies the marginally sharper decline in heat transfer rate for the 
30 cm × 30 cm case. This can be hypothesized by a similarly reduced radiator 
efficiency with a sparser fin layout. However, this will have to be reviewed after 
further simulations. 

The deciding factor for the radiator choice becomes the pressure drops for each 
case, as explained in Fig. 5.

Post-processing the data obtained numerically for a wide range of air speeds 
reveals that the pressure drop increases with the velocity as expected. Although it 
can be observed that the slope for the 30 cm × 30 cm radiator is much higher than 
the other case, which points to a worsening situation at higher speeds. At the highest 
tested velocity (90 km/h), the 30 cm × 30 cm heat exchanger had a peak pressure 
drop of 339.04 Pa. In contrast, the 30 cm × 21.5 cm heat exchanger generated a 
much smaller peak pressure drop with a value of 298.27 Pa. At lower velocities, the 
differences gradually reduce until a difference of just 1.5 Pa at 30 km/h. 

The proportionality of ΔP to the square of the Mach number of air gives rise to 
the polynomial characteristic of the curve whose behaviour has the same variation 
pattern as is obtained numerically (as seen in Fig. 5). However, the deviation in results 
increases with operating speeds, as evidenced in Table 3, at 30 km/h (approximately 
the turning speed), the deviation between the numerical and analytical results is 
within acceptable limits. At 80 km/h (average speed of the car), the CFD results 
achieve an equivalency of up to 91% to the analytical derivations for the 30 cm × 
30 cm case and an 83% equivalency for the 30 cm × 21.5 cm case. Figure 6 confirms

Table 2 30 cm × 21.5 cm and 30 cm × 30 cm optimized results 

A (m2) Fin density (fins/cm2) Fin dia (cm) 

30 cm × 21.5 cm 1.70 16 0.14 

30 cm × 30 cm 1.64 7.51 0.31
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Fig. 1 CAD model created in Fusion 360, with one column of tubes and fins, reduced length-wise 
elements, and absolute depth 

Fig. 2 Sectional view of fluid domain
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Fig. 3 Mesh independence 
study 

Fig. 4 Variation of heat transfer coefficient with velocity for 30 cm × 30 cm and 30 cm × 21.5 cm 
serpentine fin models, and the 30 cm × 21.5 cm triangular fin model

the increasing deviation at higher velocities. This slight divergence between the 
numerical and analytical results exists primarily due to the inherent assumption that 
air comes to rest isentropically in Eq. (15), which represents the ideal situation.

In reality, a portion of the air flows through the heat exchanger at reduced velocities 
and interacts with the curvature of the tubes and fins. It then re-joins the free stream 
behind it, causing the pressure drop across the heat exchanger to be slightly lower 
than predicted, as visualized in Fig. 7, where the inner convex curvature of the fins 
causes a higher pressure drop than other points in the local region. A potential reason 
for this could be that a higher fin density leads to a more streamlined flow through the
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Fig. 5 Comparison of numerical and analytical pressure drop for the 30 cm × 30 cm and the 30 cm 
× 21.5 cm radiators

Table 3 Pressure drops as per numerical and analytical methods for multiple radiator geometries 
and air speeds 

Velocity (kmph) ΔP (numerical) (Pa) ΔP (analytical) % Difference 

30 cm × 21.5 cm 

30 37.36 40.69 Pa 8.18 

80 240.17 289.62 Pa 17.07 

30 cm × 30 cm 

30 39.92 41.87 Pa 4.65 

80 270.62 298.03 Pa 9.19

radiator. In comparison, the greater free volume within the 30 cm × 30 cm radiator 
causes more significant disturbances in the flow.

Further, through the comparison of the variation in area A with the overall heat 
transfer coefficient U presented in Fig. 8, it can be verified that the optimized values 
for the selected radiator still conform to the pattern indicated by the analytical heat 
exchanger relation.

However, this is shown to be an effective validation method even at high speeds 
since the CFD results follow the same trend as the theoretical ones, and because of 
maintenance of relatively high-simulation accuracy which can be used to arrive at 
a preliminary design. Most importantly though, simulations can be undertaken at a 
tiny fraction of the original computational requirement due to the incorporation of 
the spatial marching technique.
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Fig. 6 Analytical and numerical result deviation

Fig. 7 Pressure contours of tested geometry
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Fig. 8 Variation of optimized heat transfer surface area with effective heat transfer coefficient

4 Conclusions 

The study determines the 30 cm × 21.5 cm serpentine finned radiator as the most 
suitable geometry to cool an EMRAX 208 electric motor. Since the cooling load 
is being maintained, the deciding factor is the form drag being generated. A 12% 
decrease in peak pressure drop combined with a 28.33% reduction in the frontal area 
demonstrates the superiority of the smaller radiator. 

Across the two cases, the involved methodology yielded a median equivalency 
of 87% with the analytical solution, making it a promising fin evaluation technique 
given the computational constraints. 

Although the benefit of increased fin density is obvious, the extent to which it can 
be increased and whether manufacturing constraints will be a limiting factor have 
yet to be investigated. 

There are two such potential sources of improvement for the obtained results. 
First is to use a larger simulation model incorporating the energy equation. The 
computational power for this was unfortunately not available during the project’s 
time frame, which would greatly improve understanding of the effect of fin shape on 
turbulence, leading to more accurate results. 

The second, more robust option is to increase the number of iterative variables in 
the MATLAB program. Implementing a more comprehensiveΔP governing equation 
in the algorithm can aid in achieving minimal deviation. The algorithm’s adaptability 
ensures that the technique is suitable for most plate-fin heat exchanger applications 
and allowing for the incorporation of additional design variables such as fin width 
and tube diameter. Furthermore, the code has the potential to include additional
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constraints such as economic, manufacturing and supply chain constraints to create 
a completely customized heat exchanger solution. 
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Nomenclature 

Terminologies 

A Frontal Area [m2] 
Cp Specific Heat Capacity [J kg−1 K−1] 
D Characteristic linear dimension [m] 
G Mass velocity [kg m−2 s−1] 
h Convective heat transfer coefficient [W m−2 K−1] 
J Colburn factor 
K Conductive heat transfer coefficient [K] 
k Turbulent kinetic energy [J kg−1] 
kmph Kilometres per hour [km h−1] 
LMTD Logarithmic mean temperature difference [zC] 
ṁ Mass flow rate [kg s−1] 
Ma Mach number 
n Number of radiator tubes 
Nu Nusselt number 
P Pressure [Pa] 
Pr Prandtl Number 
Q̇ Rate of heat transfer [J s−1] 
Re Reynolds number 
T Temperature [K] 
U Overall heat transfer coefficient [W m−2 K−1] 
V ˙ Volumetric flow rate [m3 s−1] 
v Velocity [m s−1 

Greek Letters 

Γ Heat capacity ratio
Δ Difference
∈ Turbulent dissipation rate [J kg−1 s−1]
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μ Dynamic viscosity [Pa s] 
ρ Density [kg m−3] 

Subscripts 

a Air 
w Water 
i Inlet 
o Outlet 
Co Cold fluid outlet 
Ci Cold fluid iutlet 
ho Hot fluid outlet 
hi Hot fluid iutlet 
frontal Frontal surface area 
ram Ram property 
static Static (at rest) property 
serpentine Relating to serpentine fins 
triangular Relating to triangular fins 
x Variable 

Appendix 

Iterative serpentine fin code developed in MATLAB 

q=9640; f=0.97; l tube=0.3; t gap=0.005; do=0.008; di=0.0075; lmtd=13.629; 

d_curv=0.001625; %initial curvature dia is 1.625 mm 

l_straight = t_gap-(d_curv); l_curv = pi*(d_curv/2); 

n_1row = l_tube/d_curv; 

a_fins_init=(n_1row-2)*(l_curv+l_straight)*0.01*69*2+ 2*(l_curv+l_straight+d_ 
curv/2)*0.01*69*2; 

atubes = 69*pi*do*l_tube; ao = a_fins_init + atubes; 

ai = 69*pi*di*l_tube; hi=18361.025; ho=288.659; u=(ho*hi*ao*ai)/(ho*ao+hi*ai); 

a=q/(u*f*lmtd); 

while (a < ao − 0.0001)∥(a > ao + 0.0001) u=(ho*hi*a*ai)/(ho*a+hi*ai); ao=a; 

a=q/(u*f*lmtd);
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end 

u_final = u 

a_final = a 

afins=a-atubes 

a_1row=afins/69 

r_curv_new = 1/(200*((a_1row/(0.01*l_tube)+1-pi))) 

d_curv_new = r_curv new*2 

n_serpents_1row = floor((l_tube/d_curv_new)) 

n_serpents_total = n_serpents_1row*69 
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Computational Study on Wingtip Fluid 
Injection for Enhancing Wing 
Performance 

Vishwanath Nagaraj, Darshan Purushan, Ashish Patra, Nimal Prakash, 
and V. Krishna 

Abstract Wingtip vortices arise from the pressure difference between the top and 
bottom surfaces of the wing, and stimulate downwash of the airflow. This results in 
additional drag, known as lift-induced drag, which significantly adds to the overall 
drag on the aircraft. It also results in the reduction of effective lift. Several wingtip 
devices such as winglets are used to improve wing performance by the mitigation 
of wingtip vortices. The goal of this study is to analyse a method of increasing the 
lift to drag ratio of finite wings, at transonic conditions. A non-conventional method 
of improving performance, wingtip fluid injection is studied. Computational fluid 
dynamics tools were used to examine the improvement in wing performance, and 
it was observed that a higher lift to drag ratio was present for wings with fluid 
injection. This can be translated into better fuel economy, higher range or more 
payload capacity. 

Keywords Wingtip fluid injection · Induced drag · Lift coefficient · Drag 
coefficient ·Wingtip vortices 

1 Introduction 

A wing is generated from an airfoil profile, whose shape is optimised to produce 
high lift and low drag. Lift is produced by speeding up the air above the wing, thus 
reducing pressure relative to the lower part of the wing and producing a net upward 
force. Drag can be split into two components: pressure drag which is caused due 
to the overall chordwise pressure on the wing and skin friction caused due to the 
shearing force of the air neighbouring the airfoil. 

In 3-dimensional flow, the pressure difference between the top and bottom surface 
of the wing has the tendency to try to equalise over the wingtip. In this process of 
high pressure air “leaking” to the top surface, a trailing vortex is generated, which is 
linked to downwash. Downwash is the change in the direction of the relative wind,
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which causes the lift vector on the wing to tilt backward, thus increasing drag and 
reducing lift. 

Conventional wingtip devices such as winglets are commonly used to prevent this 
phenomenon but have several limitations; they add to the weight of the wing and 
aircraft, and thus have a negative effect on the fuel efficiency and also add bending 
stress on the wing. They also tend to be fixed rigid structures, not optimised to every 
different flight condition. In this regard, an unconventional approach was considered: 
wingtip air injection. 

Thimmegowda et al. [1] conducted CFD analysis on wingtip vertical fluid injection 
for the reduction of induced drag. Their findings on the NACA 0012 at subsonic 
velocities showed that there was an improvement in L/D and a reduction in drag. The 
aim of this study is to apply the concept of wingtip injection to 3D transonic flow, 
and examine its viability. 

A typical Boeing 737 wing was imitated, with a NACA 2412 airfoil as the profile 
for the wing whilst the operating conditions were set to mimic that of cruising flight. 
Various fluid injection velocities were tested at 0 and 2.5 degrees angle of attack and 
the corresponding lift and drag coefficients were found. This analysis was done for 
both, a clean wing and a wing with a blended winglet. 

2 Literature Review and Objective 

2.1 Literature Review 

Thimmegowda et al. [1] analysed a fluidic winglet as an alternative for a rigid winglet. 
In their model, air was injected in the vertical direction, from a slot at the tip of the 
wing. The effect of fluid injection on the efficiency of a 3D wing at velocities of 10, 20, 
and 30 m/s was analysed using the numerical approach at angles of attack 6°, 8°, and 
10°. It was observed that for these angles of attack, CL remains relatively constant for 
every injection velocity. However, the value of CD reduced with increasing injection 
velocity, and thus provided a better L/D ratio. This effect was especially noticeable 
at higher angles of attack. 

Zacara et al. [2] studied the effectiveness of a synthetic jet actuation on the wingtip 
vortices in an unswept, rectangular wing. The wing was investigated experimentally 
and a synthetic jet was operated at different actuation frequencies and amplitudes. 
A PIV setup was used to analyse the formation of the wingtip vortices in the near 
wake at a distance equal to 3 times the length of the chord from the wing trailing 
edge. The results implied that the actuation of synthetic jets significantly affected 
the wingtip vorticity distribution, causing an outward diffusion which increased with 
the frequency of actuation, with a maximum reduction of 46%. 

Manni et al. [3] performed CFD analysis on a NACA 0012 airfoil, the k-omega SST 
model was used as a turbulence model for this study. The Mach numbers of M = 0.5 
and M = 0.7 were evaluated using simulations and the free stream total temperature



Computational Study on Wingtip Fluid Injection for Enhancing Wing … 449

was set to 311 K. Calculations were done for an angle of attack α = 1.55°. The 
airfoil profile meshes were created using structured meshes of quadrilateral elements. 
The resolution of the mesh was kept higher in regions where greater computational 
accuracy was needed, such as the region near the airfoil. 

De Mattos et al. [4] reviewed the current understanding and techniques used 
in winglet design. Trailing vortices, downwash, and their behaviour with various 
wingtip devices were assessed and evaluated. Studies on various CFD methods were 
used and validated with existing experimental research, and it was established that, 
if designed correctly, wingtip devices irrefutably improve wing performance. 

Öztürk et al. [4] reviewed the effects of different types of winglets and wingtip 
devices on the aerodynamic performance of the aircraft. CFD analysis using various 
turbulence models and experimental studies were compiled. It was found that the use 
of winglets and wingtip devices significantly reduces vortex formation which leads 
to an increase in lift force and a decrease in induced drag which further increases the 
fuel economy of the aircraft. 

Devenport et al. [5] carried out a study on the structure and development of 
a wingtip vortex produced by a conventional wing. Experimental study of vortex 
characteristics for a given airfoil, with measurements of flow velocities up to 30 
chord lengths behind the wing was conducted. Mathematical models were developed 
for predicting the flow in the given conditions. The experimental results supported 
the mathematical models, even with vortex wandering. 

2.2 Mathematical Modelling 

The equations describing the primary aerodynamic coefficients are given below by 
(1) and (2). The lift-induced drag varies with the square of the lift coefficient, and 
the target variables to reduce induced drag are the Oswald efficiency factor (e) and 
the effective aspect ratio. 

CD = 2D 

ρV 2S 
(1) 

CL = 2L 

ρV 2S 
(2) 

CD,Total = CD,0 + C2 
L 

πeAR  
(3)
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2.3 Objectives 

The main aim of this study is to apply the concept of wingtip fluid injection to 
commercial airplane wings, and analyse the performance of the aerodynamic coeffi-
cients of these wings. This concept has shown promise as an alternative to winglets 
for low aspect ratio wings at low subsonic speeds, this work explores the effectiveness 
of this concept at the transonic conditions of commercial airplane flight. 

3 Materials and Methods 

3.1 Geometry 

The wing geometry was designed by taking the approximate dimensions of the wing 
of a commercial narrow body jet. The wing was based on the NACA 2412 airfoil, 
which is suitable for transonic flight and was designed using SHAPR3D. The test 
section was created around it, and sufficient space was given around the wing. Greater 
importance was given to the region behind the wing, so as to allow the flow to 
fully develop and reach convergence easily. Figures 1, 2, 3 and Table 1 give all the 
geometric details of the wing and test domain. 

Fig. 1 Dimensions of the clean wing
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Fig. 2 Blended winglet 
dimensions 

Fig. 3 The test domain 

Table 1 Wing details 
Wing parameter Value 

Airfoil used for wing generation NACA 2412 

Root chord 5 m  

Tip chord 1 m  

Sweep angle 25° 

Dihedral angle 0° 

3.2 Meshing 

The model was meshed using ANSYS Workbench meshing software. A polyhedral 
mesh was created, with inflation layers and face sizing being added to capture the 
flow on the wing accurately. A polyhedral mesh was chosen over tetrahedral because 
of its lower sensitivity to cell stretching and improved numerical stability. Significant
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Fig. 4 The polyhedral mesh 

Fig. 5 Mesh on the winglet face 

effort was used to obtain a mesh that was accurate and Figs. 4 and 5 show the mesh 
which was used. Grid independence study found that 2.5 million elements were 
sufficient to give accurate results. 

3.3 Setup 

Due to the flow being in the transonic regime, several considerations were needed. 
The density of air was no longer constant due to compressibility effects, thus the ideal 
gas model was selected. The Sutherland model of viscosity was also incorporated, 
to account for viscous heating. ANSYS FLUENT was used to solve the domain. 

The density-based solver was chosen, with the Spalart–Allmaras turbulence 
model, both of which are suitable for this type of flow. Both full multi-grid (FMG)
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initialisation and solution steering were employed to maintain stability and reach 
convergence. 

3.3.1 Boundary Conditions 

The external surfaces of the fluid domain were taken as far-field pressure, and the 
wing surface was taken as a wall with zero slip condition. The injection port at the 
wingtip was taken as a velocity inlet, ejecting air from the wing, into the atmosphere. 
The operating conditions were similar to a flight in cruising condition at 9000 m. In 
this regard, the ambient static temperature was chosen as 216 K and the static density 
as 0.466 kg/m3. The complete boundary conditions are given in Table 2. 

Fluid injection in the case of the clean wing was done spanwise, with a backward 
sweep of 25° to keep consistency with the shape of the wing. In the case of the wing 
with a winglet, injection was done upwards, with a backward sweep of 25°. Figures 6 
and 7 show the direction of injection. 

Table 2 Boundary conditions 

Name Boundary condition Value 

Test domain external surfaces Far-field pressure 230 m/s, 0 Pa gauge pressure 

Wingtip injector Velocity inlet 0, 50, 100, 150 m/s 

Wing external surface No slip wall Standard wall roughness 

Fig. 6 Visualisation of fluid injection for the clean wing
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Fig. 7 Visualisation of fluid injection for the wing with winglet 

4 Results and Discussion 

4.1 Aerodynamic Coefficients Behaviour 

The CFD results indicate that fluid injection had tangible improvements in the lift 
force produced and in the lift to drag ratio. The injected fluid is hypothesised to 
reduce the loss of low pressure and mitigate downwash, and therefore induced drag. 
However, it also adds to total drag, and thus must be optimised for ideal performance. 

A baseline for comparing ejection velocity was created by finding the lift and drag 
coefficients for a (i) clean wing, and (ii) wing with a blended winglet, where there 
was no fluid injection. Fluid ejection was then conducted for 50, 100, and 150 m/s. 
It can be seen from Fig. 8 that fluid injection consistently helps increase lift as the 
injection velocity increases, for the clean wing at 0°. At 2.5° AoA, the improvement 
is negligible after 50 m/s. 

Fig. 8 Coefficient of lift versus injection velocity for clean wing
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Fig. 9 Coefficient of lift versus injection velocity for wing with winglet 

Lift generated by a wing is majorly due to the low pressure on the top surface 
rather than the high pressure on the bottom surface. The injected fluid acts as a 
barrier that safeguards the low pressure on the top surface of the wing from being 
diminished by the vortex. It seems intuitive that as the injection velocity gets higher, 
the effective barrier would become stronger, but the obtained results indicate that 
this effect diminishes beyond 50 m/s. 

Figure 9 shows the variation for CL with injection velocities and it can be noted 
that it reduces beyond 50 m/s. This may be attributed to the distinction that the 
fluid injection here is vertically upward, creating a reaction force that counteracts 
the benefit of weakening the wingtip vortex. As the injection velocity increases, the 
reaction force increases with the square of the velocity, and is the possible reason 
behind the reduction in lift beyond 50 m/s. 

The drag coefficient universally increases with increasing injection velocity as 
seen in Figs. 10 and 11. There is a significant increase from 50 to 100 m/s for both 
the clean wing and the wing with a winglet. From these results, it is clear that fluid 
injection causes excess drag, and could be attributed to form drag or interference 
drag due to the introduction of the air from the wingtip to the ambient air.

For fluid injection velocity from 50 to 100 m/s, the increase in the drag coefficient 
is much more significant for the clean wing as compared to the wing with a winglet. 

Figure 12 shows the variation of lift to drag ratio with injection velocities for 
a clean wing, indicating that at 50 m/s injection velocity, the best performance is 
achieved. For injection velocities higher than this, the L/D ratio falls lower than even 
the clean wing without any fluid injection.

As seen in Fig. 13, the variation of the lift to drag ratio for a wing with winglet 
shows similar characteristics to the clean wing, with an increase in lift to drag ratio 
from 0 to 50 m/s, but a subsequent drop in performance from there on. This pattern 
is consistent with the behaviour of the variation of the lift coefficient.
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Fig. 10 Coefficient of drag versus injection velocity for clean wing 

Fig. 11 Coefficient of drag versus injection velocity for wing with winglet

Fig. 12 L/D versus injection velocity for a clean wing
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Fig. 13 L/D versus injection velocity for wing with winglet 

The effect of fluid injection has a significantly larger improvement for the wing 
with a winglet, than the clean wing. There is a 4.54 and 2.44% increase in L/D at 0° 
and 2.5° angle of attack respectively, for the wing with the winglet. The clean wing 
only yields a 1 and 1.32% increase for the same angles of attack. 

The pressure contours also indicate better lift distribution with the presence of 
fluid injection, especially close to the wingtip, as seen in Fig. 14. This is likely due to 
the injected air mitigating the action of relatively high pressure air next to and under 
the wing, on the top surface of the wingtip. It acts like a fluidic winglet in this regard 
and mitigates the effect of the wingtip vortex. 

Figure 15 shows the complex flow physics involved in fluid injection and external 
mixing. The formation of the vortex can be clearly seen with this method.

Fig. 14 Contours of Static 
pressure for (i) wing without 
fluid injection and (ii) wing 
with 150 m/s fluid injection 

i) 

ii) 
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Fig. 15 Path lines of the air injected at 150 m/s for a clean wing at 2.5° 

4.2 Cost of Fluid Injection 

Since the ideal injection velocity is shown to be 50 m/s, calculations were done to 
estimate the pumping power required for this method of flow control. The estimation 
is done by assuming the most energy intensive case, that is, the air is accelerated 
from 0 to 50 m/s, before being pumped through a tube passing through the span of 
the wing. The curved section of the winglet contributes to the minor losses. The total 
power required in this scenario is 10 kW, which is well within the capacity of the 
aircraft’s 50 kW generator. 

Thus, fluid injection at 50 m/s appears to be a viable option for enhancing 
wing performance. Beyond this velocity, the pumping power drastically increases 
whilst the wing performance also reduces, making it unsuitable for improving wing 
performance. 

Structurally, the wing is a complex component with provisions for storing fuel 
and housing various mechanisms for the control surfaces. Thus, adding a narrow 
fluid injection tunnel with the width of the wingtip would not pose a massive design 
challenge nor would it severely compromise existing functions. Large reservoirs 
would not be needed to store compressed air or limit the fluid injection, rather a 
separate intake in the engine could be utilised for the continuous collection of air for 
the purpose of injection.
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5 Conclusions 

Fluid injection is shown to be a good alternative and supplement to winglets. At 
both 0° and 2.5° angle of attack, fluid injection improved the coefficient of lift for all 
injection velocities. It also increased the L/D ratio when limited to 50 m/s. For both 
lift and drag coefficient, there is negligible change in the value from 100 to 150 m/s. 

It contrasts from a conventional winglet in that it increases total drag on the wing, 
rather than reducing it at a fixed angle of attack. This implies that the fluid injection 
concept is a viable option during the landing and take-off phases of flight, where 
maximising the lift is a priority, even at the cost of increased drag. However, it could 
still be used by aircraft in cruise flight by using the improved L/D for lower drag at 
the same lift as in the case of no fluid injection. 
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Nomenclature 

e Oswald efficiency factor 
AR Aspect ratio 
CD Coefficient of drag 
CL Coefficient of lift 
CP Coefficient of pressure 
α Angle of attack (°) 
ρ Density of air [kg/m3] 
L/D Lift to drag ratio 
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Numerical Studies of the Influence 
of Strouhal Number on the Flow 
Characteristics of Synthetic Jet 
Impingement 

Pawan Sharma, Dnyanesh Mirikar, Jitendra K. Choudhary, 
Raghuvamsi Bokka, Jay Joshi, Santosh K. Sahu, and Harekrishna Yadav 

Abstract In this work, the efficacy of synthetic jet impingement has been investi-
gated for cooling applications. Numerical study is being carried out for two different 
Strouhal numbers (Sr) = 0.03 (low) and 0.43 (high) at constant Re = 3215 for 8 mm 
orifice diameter. In the present study, the SST k–ω model is used for the computa-
tional study along with the user-defined functions (UDF) to describe the movement 
of the diaphragm. The results showed that the jet’s Sr plays a significant role in the 
flow behaviour of SJ. At low Strouhal number (i.e., Sr = 0.03), the synthetic jet 
flow field is characterized by primary vortex ring followed by a trailing jet. Each 
vortex ring impinges on the surface separately due to the large wavelength between 
the coherent structures. However, high Sr jet flow field is exhibited by the train of 
primary vortices, which accumulate and even break up into smaller structures before 
impinging on the surface. At an intermediate surface spacing (z/d = 6), jet with high 
Sr exhibits a 9.9% higher heat transfer rate at the stagnation point than a low Sr 
jet. The intermittent vortex pairing in high Sr jet causes the breakdown of naturally 
occurring vortices and promotes a higher heat removal rate. 

Keywords Synthetic jet · Frequency · Strouhal number · Flow recirculation ·
Numerical · Flow morphology 

1 Introduction 

The ever-increasing demand of compact-sized electronic gadgets has created chal-
lenges for the thermal management of such devices. Many technologies have been 
devised to sort out the problem of their thermal management. Amongst them, cooling 
by synthetic jets has gained rapid attention from the engineers and developers in 
recent time. A synthetic jet (SJ) is developed using an actuator which consists of an

P. Sharma (B) · D. Mirikar · J. K. Choudhary · R. Bokka · J. Joshi · S. K. Sahu · H. Yadav 
Department of Mechanical Engineering, Indian Institute of Technology, Indore, India 
e-mail: phd1901203008@iiti.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
K. M. Singh et al. (eds.), Fluid Mechanics and Fluid Power, Volume 2, Lecture Notes in 
Mechanical Engineering, https://doi.org/10.1007/978-981-99-5752-1_38 

461

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5752-1_38&domain=pdf
mailto:phd1901203008@iiti.ac.in
https://doi.org/10.1007/978-981-99-5752-1_38


462 P. Sharma et al.

oscillating mechanism like a piston-cylinder arrangement, speaker, or piezoelectric 
diaphragm. There are two strokes in the synthetic jet: suction and ejection strokes. 
The mass of fluid sucked into the cavity during the suction stroke is expelled from 
the cavity during the ejection stroke. The unique characteristics of synthetic jets i.e., 
zero-net-mass flux and non-zero momentum flux [3], no external flow requirement, 
low power consumption, and ease of integration with complex devices make them 
a viable option in various applications. Recent studies on the flow mechanism of 
impinging synthetic jets have shed light on the influence of Strouhal number w.r.t 
flow field characteristics of SJ. This motivates our investigation into the effects of 
jet’s Strouhal number on the flow and heat transfer characteristics of synthetic jet 
impingement. 

2 Literature Review and Objective 

The synthetic jet technology has attracted many researchers for cooling of compact-
sized electronic devices due to their compact size and high reliability. In many studies, 
it has been found that excitation frequency and corresponding Strouhal number play 
a critical role in the thermal characteristics of impinging jets. Pavlova and Amitay 
[1] studied the excitation frequency ( f = 420 and 1200 Hz) effect on SJ cooling 
performance. They argued that at the lower orifice to surface distance (z/d < 10), the 
high-frequency jet ( f = 1200 Hz) outperformed the low-frequency jet. However, at 
a higher surface distance (z/d > 15), a low-frequency jet ( f = 420 Hz) dissipates 
more heat w.r.t to high-frequency jet. According to them, for low-frequency jets, 
vortex rings impinge on the surface individually due to large wavelengths between 
coherent structures. In contrast, for high-frequency jets, vortex rings come apart and 
fuse. Vejrazka et al. [2] explored the effect of excitation frequency corresponding 
to Strouhal number, Sr = 0.2–4 and Re = 10,000 at a low surface distance (z/d = 
2). They explored that low-frequency excitation causes large-sized vortices to form 
compared to those without excitation. 

Tianshu and Sullivan [3] studied the excited impinging jet at a small distance (z/ 
d ≤ 2). They observed that at a frequency excitation of Sr = 0.85 forms bigger and 
structured vortices which causes a local reduction in heat transfer. However, heat 
transfer is increased by exciting at Sr = 1.6, which induces arbitrary and irregular 
small-size vortices. Gharib et al. [4] studied the size of vortices formation for different 
Strouhal numbers. They found that with increasing the Sr, the size of vortex core 
diameter decreases. They also argued that with a large stroke length, L (low Sr), the 
SJ flow field comprises of a primary vortex ring trailed by a trailing jet. However, 
the flow field arises from small L (high Sr) jet showed only a single vortex ring. 
The transition between these two distinct cases occurs at approximately Sr = 0.25 
(termed as formation number). The maximum circulation for the vortex ring is also 
attained at Sr = 0.25. Greco et al. [5] analysed the behaviour of a turbulent impinging 
synthetic jet for different dimensionless stroke lengths and orifice-to-plate distances. 
At low dimensionless stroke lengths, no trailing jet is present, and the flow field is
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characterized by the simultaneous presence of multiple primary vortex rings, which 
impinge on the plate, separately. At high dimensionless stroke lengths, the synthetic 
jet flow field consists of two main structures: the trailing jet and the primary vortex 
ring. 

In the literature, there is no study which presents the flow morphology of synthetic 
jet at different Strouhal numbers for constant input power. So, in the present study, 
the flow characteristics of the impinging synthetic jets are studied numerically for 
Strouhal number of 0.03 and 0.43 at a constant Reynolds number of 3215, jet to 
surface spacing z/d = 2–16. 

3 Materials and Methods 

3.1 Numerical Methodology 

In current study, the numerical simulation is carried out based on the exit flow 
parameters of a loudspeaker-based SJ actuator. The entire study is carried out on 
a 2-dimensional geometry of the numerical set-up using commercially available 
software, ANSYS FLUENT. In this study, orifice diameter d = 8 mm, orifice thick-
ness ho = 2.5 mm, and surrounding size = 30d (laterally) are chosen as per Jain 
et al. [6]. The value of axial spacing (z) is varied in a certain range of z/d = 2–16 
keeping other geometric parameters same. The schematic geometry used for present 
simulation has been shown in Fig. 1 along with the boundary conditions. 

Fig. 1 Schematic diagram of axisymmetric 2D geometry showing the boundary conditions
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3.2 Numerical Solver and Procedure 

This section describes the procedure and physics used in commercially available 
ANSYS FLUENT software to study the flow characteristics of the synthetic jet with 
different strokes lengths. The rapid change in pressure/density due to the oscillatory 
motion of the diaphragm creates the synthetic jet flow as compressible and turbu-
lent. To account for this, the unsteady Reynolds-averaged Navier–Stokes (RANS) 
equations are generally used as governing equations. According to a study by Yoo 
and Lee [7], Menter’s shear stress transport (SST) turbulence k–ω model accounts 
for the turbulent characteristics of the synthetic jet flows. Added, a k–ω model offers 
a more accurate solution near the wall boundary. So, in the present study, the SST 
k–ω model is used for the computational study along with the user-defined func-
tions (UDF) to describe the movement of the diaphragm. The pressure-based, segre-
gated, unsteady solver with axisymmetric geometry is used with a first-order implicit 
time scheme that is stable with the time step size. The SIMPLE pressure–velocity 
coupling scheme describes the iterative corrections for pressure and velocity. The 
Second-order upwind spatial discretization is used for the momentum, turbulent 
kinetic energy, and turbulent dissipation rate. 

3.3 Mesh and Its Independence 

In the present simulations, quadrilateral mesh topology is used as shown in Fig. 1. 
The grid size is kept such that y+ values at the impingement surface are always 
below one during the simulations and the corresponding first cell height of 2.5e-5 is 
chosen for the impingement wall. Three meshes with different number of elements 
have been tested for mesh independence as shown in Table 1. 

To check the effect of grid size on the important parameters, simulation was run 
on each mesh for 0.5 s, for  Sr = 0.03; z/d = 6. Figure 2 shows the variation Nu on 
the impinging surface for different mesh sizes. From the Fig. 2, the error between 
the successive mesh size reduces gradually. For the optimum simulation time and 
accuracy, the mesh m2 with 104,400 elements was selected for further simulations.

Table 1 Different sizes of 
meshes considered in the 
mesh independence study 

Mesh sizes Number of elements 

m1 51,156 

m2 104,400 

m3 176,436 
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Fig. 2 Mesh independence 
study for three different 
mesh sizes 
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3.4 Experimental Methodology 

The experimental setup comprises a Synthetic Jet Actuator (SJA) assembly, hot-wire 
anemometry, an IR thermal imaging setup along with a heated foil. The SJ actuator 
assembly uses a loudspeaker of 73 mm diaphragm size and an 8 mm diameter orifice 
plate. A power oscillator (SI-28DR) supplies the input sinusoidal signal to the SJ 
actuator. The amplitude of the input signal is maintained constant (= 4V rms). A 
constant temperature hot-wire anemometer (Mini CTA 54 T42) with a single wire 
probe is employed to measure the flow velocity at the orifice exit. A 120 mm × 
120 mm size matte finish test foil (SS material, AISI-304) is heated by a direct 
current power source for a constant heat flux of 2.5 kW/m2. The back side of the 
test surface is painted with flat black paint to achieve uniform emissivity (∈ = 0.95). 
The thermal imaging technique with an IR camera (FLIR: A655sc) is used to study 
the heat transfer characteristics by gauging the temperature of the test surface. The 
IR camera measures temperatures from 0 to 2000 °C with an uncertainty of 1.5%. 
A calibration technique elaborated in [8] is employed to obtain the emissivity of 
0.95 from the IR camera setup. More details of the experimental procedure and data 
reduction can be found in our previous study on SJ impingement [8]. 

3.5 Data Reduction 

The mean time-averaged centreline velocity is computed by integrating the instan-
taneous velocity (u(t)) during the ejection phase and averaged over a whole cycle 
time period (T ) [9] and it is labelled as
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U0 = 
1 

T 

T /2∫

0 

u(t) dt (1) 

Based on the centreline mean time-averaged velocity at the orifice exit, Reynolds 
number (Re) is computed as follows [10] 

Re = 
ρ U0 d 

μ 
(2) 

where d is the orifice diameter, and the dynamic viscosity of the working fluid is 
denoted by μ. 

The dimensionless Strouhal number describes the oscillating flow mechanism or 
the flow fluctuations. As per definition, the Strouhal number is a measure of the 
ratio of the inertial forces by virtue of the local acceleration (flow unsteadiness) to 
the inertial forces due to convective acceleration. It is the inverse of dimensionless 
stroke length 

Sr = 
f × d 
U0 

(3) 

where f is vortex shedding frequency (or Strouhal frequency). 
For the heat transfer calculations, the local convective heat transfer coefficient 

(hi) and the equivalent Nusselt number (Nui) can be computed for ith control volume 
based on the following equations 

hi = qconv,i 
Ai

(
Ts,i − Ta,i

) and Nui = 
hi d 

k f 
(4) 

Here, T s,i denotes the surface temperature of the test foil, and T a,i is the temperature 
of the ambience/surrounding for the ith control volume. More details can be found 
in our latest article [8]. 

4 Results and Discussion 

4.1 Validation Study 

As discussed in the literature review, the velocity for the vibrating diaphragm has 
been modelled using, 

U = U0 sin(2π f t) (5)
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Fig. 3 Experimental and 
numerical comparison for 
the flow velocity at the 
orifice exit 
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The values obtained numerically are compared to our own experimental data. 
Experiments are conducted by using an acoustic actuator with constant orifice diam-
eter of 8 mm. Due to paucity, the complete details of experimental procedure and its 
data reduction can be found in our previous study on SJ impingement [8]. Figure 3 
shows the comparative plot for the velocity between the numerical and experimental 
studies. It is clear from Fig. 3 that the velocity model for the numerical analysis is 
correct and valid for the inlet condition. 

Heat transfer effects on the impinging plate by the SJ have been studied for the 
different dimensionless stroke lengths. The average Nusselt number (Nuavg) has been 
monitored with the axial surface spacings and numerical results are being compared 
to the experimental findings for dimensionless Strouhal number, Sr = 0.03 (Fig. 4). 
The maximum deviation between the numerical and experimental results is found to 
be ±9.89% at z/d = 2.

4.2 Effects of Strouhal Number on Vorticity Magnitude 

The effects of Strouhal number (Sr) been studied w.r.t the flow characteristics of SJ 
impingement Table 2. From Fig.  5, it can be inferred that at low Strouhal number 
(i.e., Sr = 0.03), the synthetic jet flow field is characterized by primary vortex ring 
followed by a trailing jet [4, 5]. The vortex ring impinges on the surface separately due 
to the large wavelength between the coherent structures. A trailing jet can further be 
interpreted by a region of the potential core with low turbulence intensity bounded by 
a zone of shear layer [38]. Furthermore, the primary vortex rings and their successive 
Kelvin–Helmholtz vortex rings generate secondary vortex rings along the impinging 
plate during the sweeping phase [1, 5–11]. However, the flow mechanism in a high 
Strouhal number (Sr= 0.43) jet is entirely different. High Sr jet flow field is illustrated
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Fig. 4 Average Nusselt 
number variation at z/d = 6 
for Sr = 0.03
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Table 2 Actuating parameters of the input signal for different stroke length 

Actuating frequency, f 
(Hz) 

Mean ejection velocity, 
U (m/s) 

Reynolds number (Re) Strouhal number (Sr) 

20 12.18 3215 0.03 

330 12.18 3215 0.43

by the train of primary vortices, which accumulate and even break up into smaller 
structures before impinging on the surface. Here, no trailing jet is found due to very 
less wavelength between the successive primary vortices. 

4.3 Pressure Variation at Different Surface Spacing 

The static pressure has been monitored for two different Strouhal no. (St = 0.03 and 
0.43) at varied orifice to surface spacing. The static pressure variation of two such Sr 
jet is studied in the near-field and far-field region (i.e., z/d = 2 and 10) respectively 
(Fig. 6). From Fig. 6, it can be inferred that the mean static pressure of high Sr jet 
is higher than the low Sr jet at the stagnation region for z/d = 2. However, at higher 
surface spacing of z/d = 10, low Sr jet (Sr = 0.03) exhibits significantly higher 
static pressure on the impinging plate at r/d ≤ 2. It is also observed that the pressure 
distribution is almost identical at a distance far from the stagnation region (r/d ≥ 2) 
in both the cases of Sr. Shu Lee et al. [36] observed a similar pressure variation 
over the impinging plate with the radial positions. The pressure variation along the 
radial direction also shows the negative pressure for the Sr = 0.43. It shows that at 
low surface spacing, high strength vortices impinge at the surface which causes flow 
separation [11].
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Fig. 5 Instantaneous flow field of an impinging SJ at a) low Sr (Sr = 0.03) (left) and b) high Sr 
(Sr = 0.43) (right)

4.4 Average Nusselt Number Variation for Different Strouhal 
Number 

Figure 7 shows the variation of the average Nusselt number (Nuavg) with normalized 
surface spacings for two different Strouhal numbers (Sr = 0.03 and 0.43) jet. In near 
surface spacing of z/d = 2, the heat transfer characteristics of low Sr are obtained to 
be higher than the high Sr SJ. These result shows the opposite trend as obtained with 
continuous and pulsatile impinging jets, i.e., for lower surface spacing, a high Sr jet
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Fig. 6 Static pressure 
variation of SJ impingement 
at two different Strouhal 
number
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exhibits better cooling characteristic and vice-versa. The cause for the lower cooling 
performance of high Sr in near spacing is due to the negative impact of recirculation 
which occurs majorly with high Sr SJ. At an intermediate surface spacing of z/d = 
6, the cooling performance of high Strouhal no. (Sr = 0.43) jet shows more heat 
transfer rate than the low Sr jet. At z/d = 6, a high Sr jet exhibits 9.9% more average 
Nu compared to a low Sr jet (Fig. 7). At intermediate surface spacing (z/d = 6), 
the effect of recirculation diminishes as also observed by Yadav et al. [12]. So, with 
a high Sr jet, the frequency of intermittent vortex formation is close to the natural 
frequency of jet formation. This adds to the high heat transfer rate of high Sr jet 
compared to low Sr jet at such spacing.

Further, at high surface spacing, the jet operating at low Sr overcomes the high 
Sr jet in terms of the cooling effect. Since the frequency of vortex passing reduces
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Fig. 7 Variation of average 
Nusselt number for different 
z/d at two different Sr jet
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with moving in downstream [13]. So, when the jet is excited at low Sr, vortex passing 
frequency is about the natural frequency of jet formation at such high surface spacing 
(z/d ≥ 10) which adds in their high thermal performance. At z/d = 16, low Sr jet 
exhibits 36.7% enhancement in heat transfer rate as compared to high Sr jet. 

5 Conclusions 

In the present experimental study, heat transfer characteristics of synthetic jets with 
different Strouhal numbers (Sr = 0.03 and 0.43) are studied for an 8 mm orifice at Re 
= 3215. At low Strouhal number (Sr = 0.03), the SJ flow field comprises of primary 
vortex rings followed by a trailing jet. Each vortex ring impinges on the surface 
separately due to the large wavelength between the coherent structures. However, 
high Sr jet flow field is illustrated by the train of primary vortices, which accumulate 
and even break up into smaller structures before impinging on the surface. Here 
no trailing jet is found due to very less wavelength between the successive primary 
vortices. w.r.t. heat transfer characteristics, a high Strouhal number (Sr = 0.43) jet 
exhibits 17.5% higher average Nusselt number compared to a low Sr jet. At an 
intermediate surface spacing of z/d = 6. It occurs because the high frequency of 
intermittent vortex formation in high Sr jet is close to the natural frequency of the 
vortex formation, which adds to their high heat transfer rate at such surface spacing. 
Further, at the higher surface spacing of z/d = 16, the low Sr (Sr = 0.03) jet exhibits 
15.3% better heat transfer as compared to the high Sr (Sr = 0.43) jet. This occurs 
because a low Sr jet promotes the stable vortex pairing, and such large-scale vortices 
excite near to the natural frequency of jet formation at such high spacing and dissipate 
more heat compared to a high Sr jet.



472 P. Sharma et al.

Acknowledgements The present work is partially supported by the Science and Engineering 
Research Board, India [grant number: CRG/2021/005458]. 

Nomenclature 

d Orifice diameter (mm) 
Sr Strouhal number 
t Orifice plate thickness (mm) 
Nuavg Average Nusselt number 
Re Reynolds number 
T s Surface temperature of test foil (°C) 
T a Ambient temperature (°C) 
z/d Dimensionless orifice to surface distance 
SJ Synthetic jet 
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Aerodynamic Analysis of Stretched 
Trailing Edge Over NACA 0020 Airfoil 
at Various Turbulence Intensities 

E. Livya and S. Nadaraja Pillai 

Abstract To understand how the stretched trailing edge customizes the airfoil aero-
dynamics in an experimental approach, the present work studied the symmetrical 
NACA 0020 airfoil subjects to the incoming airflow at higher intensities of freestream 
turbulence (i.e. 12%). The Reynolds number was fixed as Re = 2.4 × 105, the airfoil 
was tested under various turbulence intensities of 0.3, 7 and 12%. The trailing edge of 
the airfoil has been stretched for the extension (h) of 10%, 20% and 30% of chord (c) 
and the test carried for the angle of attack varies from 0° to 35°. It has been realized 
that stretching the airfoil trailing edge can augment the lift with a less significant 
increment in drag. The stretched trailing edge is simply an add-on thin plate fixed 
together with the airfoil at the trailing edge without altering the elemental structure 
of the conventional airfoil benefits to advance the aerodynamic performance. The 
obtained results direct that revising the airfoil trailing edge revises the flow pattern 
over the airfoil. The modification in terms of stretching the trailing edge acts as a flow 
control tool and aids to maintain the performance even operating at higher freestream 
turbulence. 

Keywords Stretched trailing edge · Freestream turbulence intensity ·Wind tunnel 
experiment · Pressure scanner · Stall delay 

1 Introduction 

Airfoils operating in the region are frequently subjected to an immense range of 
imminent flow circumstances, notably within the limit of the earth’s atmosphere. For 
instance, aircraft approach to take-off and landing, wind turbine blades employed in 
the windmill etc. Within the earth’s boundary level, the instability taking place in the 
flow is unpredictable due to the existence of surface roughness, and various landscape 
and climatic conditions. During certain circumstances, the aerodynamic properties
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of the airfoil may undergo possible alterations. The test done by [1] observing the 
magnitude of the T.I. present in the surrounding environment initially from 50 to 
150 m of altitude from the earth’s surface measures to be more or less 35%. The 
measurement was taken in Australia. The aerodynamic properties of the airfoil can 
surely be affected when operating in the regional zone. F.S.T was generated by [2] 
inside the wind tunnel by using the fine mesh screen placed 20 cm before the test 
model. Knowingly, this was the initial study to obtain knowledge on how the aero-
dynamic properties are affected by the F.S.T. The NACA 0021 (symmetric) airfoil 
profile was tested, and the results say a rise in the T.I. will improve the lift parameter 
and even delay the effect of a stall [19]. The lift measures along the straight linear 
regime stay consistent. The Clark-Y (camber) airfoil exhibits the identical behaviour 
as mentioned for the symmetrical airfoil, but the lift gradient tends to decrease with an 
increase in turbulence intensity. In conflict with the symmetric and cambered airfoil, 
the thin NACA 0006 (thin and symmetric) exhibits independence from turbulence 
intensity. Research like [3] targets the transition of airflow from laminar to turbu-
lent behaviour in range over the surface boundary layer. The analysis is necessary 
for the design of subsonic airfoils employed in low-range Reynolds number of the 
boundary layer remains laminar. Test conducted by the [4] with NACA 0015 airfoil 
at five distinct turbulent intensities from 0.3 to 12%. They induced the turbulence by 
using the passive turbulent grid using a set of rods. The lift co-coefficient increases 
till the turbulent intensity reaches 9%, after there exists a minimum rise in the lift 
factor. Report [5] shows the behaviour of the NACA 0021 airfoil at the various T.I. 
of 0.5, 4 and 6% at the freestream velocity of 35 m/s. The stall angle gets delayed 
considerably. However, there exists no important change in the lift factor. A wind 
turbine test conducted by [6, 7] with the airfoil profiles of DU93-W210 and NREL 
S809 at different turbulent intensities observed that the lift gets maximized with no 
stall delay. PIV results in displays at α = 14°, the separation point gets delayed to 
further at greater turbulent intensities. The test with NREL S826 by [8] shows that a 
lift improvement occurs at the Reynolds number range of 104, when increasing the 
Reynolds number to 105 range, there is no improvement. 

Wind turbine airfoil self-developed by [9] tested at maximum turbulence intensity 
of 13% at the Reynolds number of 2 × 105. The results display that lift increases at 
higher angles and the lift gradient is not changed in the narrow region. The flow homo-
geneity is an important factor. The airfoil model was tested in non-homogeneous 
conditions [10], they suggest as the measured values are either direct or integrated 
forms of pressure distribution, hence the aerodynamic parameter are sensitive to flow 
uniformity. In the case of non-uniform flow, the values will vary along the span. The 
net results are an integrated form of the entire span. It directly mentions that the 
properties depend on the level of flow uniformity. 

To produce high lift, industries try to design high-lift generating devices attached 
to the wing. Existing base flaps will produce the heavy drag usually exposed during 
aircraft approaches to take-off and landing but not matched during cruise flights. 
Micro-flaps [11–13] are tested at both low speed [14] and high speed [15]. The 
specially designed flaps will improve the aerodynamic characteristics of aircraft by 
lift augmentation and delay the flow separation. The flap fitted to the airfoil as an
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Fig. 1 Schematic view of 
airflow over the airfoil 
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add-on device with a slot undergoes deflection and is mentioned as the flap deflection 
angle. The flap deflection will also change the aerodynamic properties. An expanded 
review of trailing edge tools and other existing flow control devices as mentioned in 
the reference paper [16]. 

The wing of the owl and merganser has a thin feather extended from a base 
airfoil, this event represents the structure of the avian wing, and this impresses the 
thought of STE. The conventional airfoil stays unaltered but it is simply stretched to a 
certain amplitude at the trailing edge using a thin stainless steel plate. As mentioned 
in Fig. 2, the structural specification of the conventional airfoil is airfoil chord c and 
amplitude of STE (h). In the recent working environment, our STE is fixed in line 
with the base airfoil trailing edge rigidly. STE plates are not deflected and vibrated 
during measurement. The impact of STE on the airfoil aerodynamics is primarily 
due to the alteration that takes place in the flow behaviour of the trailing edge. The 
lift augmentation due to the stretched airfoil is mainly because of the camber effect. 
Currently, stretching the airfoil at the rear will increase the camber of the airfoil 
reflected in a larger revision in the flow momentum around the airfoil, changing the 
value of ΔP (pressure difference) results in rising in the lift [18] and the minor drag 
penalty is noted for STE. Drag comparison made focused on the base airfoil.

The work initially tested the base airfoil and STE under the mentioned conditions. 
In addition, for real case operation and to observe the effect of T.I. on the airfoil 
performance, the measurement is taken for the conventional and STE airfoil in the 
turbulence level of 0.3, 7 and 12%. The lift augmentation is achieved by STE, the 
L/D ratio remains mostly similar. The stretched trailing edge airfoil helps to sustain 
the aerodynamic properties even at a very higher level of turbulence intensity. 

2 Experimental Method and Equipment Detail 

The aerodynamic properties of the stretched trailing edge airfoil at different 
freestream turbulence were tested at the subsonic low-speed open type wind tunnel 
available at Aerodynamics Laboratory, SASTRA Deemed University [17]. The 
NACA 0020 series airfoil was chosen with a chord measuring 10 cm hooked with 
the stretched trailing edge exposed to the freestream velocity of 30 m/s related to the
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Fig. 2 Illustration of 
stretched trailing edge airfoil 
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STE h=20%c 

STE h=30%c 
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+ 
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Fig. 3 Cp distribution along 
dimensionless chord (x/c) for  
the conventional airfoil at 
various α

Reynolds number of 2.4 × 105. The angle of attack was altered from 0° to 35° with
Δα of 5° at each step.
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2.1 Wind Tunnel Facility 

The experiment was carried out with the aid of a subsonic wind tunnel [17]. The 
volume of the test section measures height × breadth × length as 30 cm × 30 cm 
× 150 cm. A symmetrical airfoil of NACA 0020 was selected for the study. The 
honeycomb followed by the narrow segment (contraction cone) filters the dust particle 
for the air and passes to the test section with increased airstream speed. The available 
tunnel can attain an airspeed of 60 m/s extremes. The air velocity can be altered by 
adjusting the motor fan rotating RPM displayed in the control unit. The readings are 
taken with the decided air speed of 30 m/s in the test section. 

2.2 Airfoil and Stretched Trailing Edge Design Detail 

A symmetrical airfoil of NACA 0020 was selected for the study. The conventional 
airfoil measures 10 cm total chord length from the leading edge to the trailing edge 
where the maximum thickness of 1 cm lies at 15% of the entire chord gauging from 
the leading edge. Primarily, the airfoil was fixed in the test section preciously at 0° 
in line with the incoming flow direction with the support of a prolonged aluminium 
circular hollow rod provided at the two sides of the airfoil. The F1 mm diameter 
ports are provided over the airfoil with the Δc of 0.35 cm in the count of 25 ports 
separately at both airfoil upper and lower sides (Total 50 pressure ports). The provided 
pressure ports help to collect the air samples passing over the airfoil surface from 
the respective location. 

To examine the stretched trailing edge, the 2 mm thick stainless steel plate was 
shaped out in form of a rectangle where the breadth matched with infinite airfoil span 
i.e. 30 cm and the length is stretched to three different amplitudes of 10%c, 20%c 
and 30%c. The clear specification of adapted STE is mentioned in Fig. 2. 

2.3 Turbulence Formation 

A square grid frame measuring 30 cm × 30 cm was designed. The hollow cylindrical 
PVC pipes of different counts and diameters have griped in a parallel manner [19]. 
To induce the required amount of turbulence into the freestream entering the test 
section. The passive kind of turbulence-generating grid is developed, which requires 
no additional energy to stimulate the required amount of turbulence. The details of 
the grid arrangement and achieved turbulence magnitude are discussed in Table 1.
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Table 1 Specification of the accuracy of aerodynamic independent variables 

No. of the hollow pipes Diameter of the pipe (cm) Obtained T.I. in % 

– – Wind tunnel calibrated turbulence intensity 
0.3 

5 2 7 

4 3 12 

2.4 Pressure Scanner 

The transient miniature multichannel (64-channel) Scanivalve model piezo-electric 
pressure scanner [17] is used to sense the magnitude of pressure acting over the airfoil 
surface acting at the respective ports. The sample air collected from each tap runs 
to the specially designed flexible transparent tube of 1 mm diameter connected to 
scanner channels. When the air hits the scanner diaphragm provided at each channel, 
the diaphragm will expand or contract according to the respective pressure. This 
mechanical movement will pass an electrical signal. The electrical signal is recorded 
and sent to the A/D converter. Finally, the digital pressure values are stored for the 
future estimation of aerodynamic properties. 

3 Results and Discussion 

The consequence of turbulence present in the freestream over conventional NACA 
0020 airfoil and a stretched rear edge measuring the amplitude of h = 10%c, 20%c 
and 30%c is studied for the fixed Reynolds number of 2.4 × 105 [20], α was changed 
from 0° to 35° in a step of 5°. The intensity of turbulence varied from 0.3, 7 and 12% 
to examine the aerodynamic significance of the conventional and stretched trailing 
edge, airfoil models. The obtained results indicate stretching the trailing edge in the 
existence of high turbulence level, displays significant alteration in the aerodynamic 
flow properties. 

3.1 Effect of STE Over Pressure Distribution 

Figures 3 and 4 sketch the local surface pressure acting over the airfoil at respective 
ports of conventional and STE and its behaviour at the angle of attack varying from 
5° to 35°. For a case of conventional airfoil, rising the angle will have no speakable 
change in the lower side pressure. The pressure measurement on the upper surface 
shows a speakable pressure variation concerning α. Figure 3, Cp over the top surface 
for α = 15°, maps the peak negative pressure (Cp = −1.7). On behalf of magnified 
flow acceleration, peak negative pressure indicates the pressure loss, the pressure
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loss takes place at x/c = 0.03 followed by abrupt pressure recovery towards the 
trailing edge. It indicates the flow separation and reattachment process as shown in 
Fig. 1. Nearly at the rear edge, the pressure at the top and bottom surface matches 
identically. Elevating α further from 25° to 35°, the pressure loss taken place is 
minimal, very minimal, and the pressure becomes plateau towards the trailing edge. 
The lift increment from 25° to 35° is due to the higher pressure acting on the bottom 
surface for 35° than the 25°. Figure 4 reads the pressure distribution data of the 
STE airfoil, the peak pressure reads at α = 5° itself (Cp = −1.4), in contrast to 
conventional airfoil at 15°, the pressure loss seems very less and becomes plateau 
towards the trailing edge. This indicates the earlier stall taking place may be around 
12° from Fig. 5. However, the CL value will get augmented due to reduced pressure 
loss compared to the conventional airfoil. Figure 5 supports the above statement. 

Fig. 4 Cp distribution along 
dimensionless chord (x/c) for  
the STE airfoil at various α 

Fig. 5 Relating CL 
distribution along α at T.I. = 
0.3% and its effects over STE
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3.2 Effect of Turbulence Intensity on Conventional and S.T.E 
Airfoil 

Figures 6 and 7 display the obtained lift coefficient for concerning α at respective 
T.I. of 0.3, 7 and 12% for the conventional and STE airfoil. The CL for conventional 
airfoil reads a maximum of 0.8 at 15° at 0.3%, on measuring the values in presence of 
turbulence intensity, the value of CL slightly decreases to 0.78 but shows improved 
performance in the post-stall region at the moderate T.I. of 7%. At a higher T.I. of 
12%, the lift co-efficient got damaged with the advantage of the delayed stall. All 
the effects are seen in Fig. 7. On stretching the TE to h = 10%c, the CL value raised 
to 1.05 for the stretched case at 0.3% T.I. with deep stall action at 12°. On 7% of T.I. 
The deep stall is turned into a smooth stall phenomenon. On further testing at higher 
T.I. of 12%, the value of CL dropped but not more than the conventional airfoil in a 
similar range of T.I. The stall got delayed. 

A similar concept is observed for the stretched airfoil of amplitude h = 20% 
c and h = 30%c as shown in Figs. 8 and 9. The lift has been increased to 1.2 
and 1.3 at 12° respectively at moderate T.I. of 7% on increasing to 12% the lift got

Fig. 6 Relating CL with the 
corresponding α for the 
conventional airfoil and its 
behaviour at various T.I. 

Fig. 7 Relating CL with the 
corresponding α for 
stretched trailing edge airfoil 
of amplitude h = 1 cm at  
various T.I. 
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Fig. 8 Relating CL with the 
corresponding α for 
stretched trailing edge airfoil 
of amplitude h = 2 cm at  
various T.I. 

Fig. 9 Relating CL with the 
corresponding α for 
stretched trailing edge airfoil 
of amplitude h = 3 cm at  
various T.I. 

decreased but matches with the conventional airfoil operating at 0.3% T.I. Altogether, 
the stretched airfoil supports very well in moderate T.I. = 7% and also tries to sustain 
the aerodynamic properties at a higher T.I. of 12%. 

The tendency of the CD curve for all the cases of stretched T.E remains similar. 
At the T.I. of 7% and 12%, the slight increment in drag exists behind 20° from 
Figs. 10, 11, 12, 13 and 14. This is due to the drag polar (induced drag is directly 
proportional to the square of the CL) noticed from the CL graph of the same condition 
which displays the makeable lift increment.

4 Conclusions 

The test is conducted to analyse the consequences of stretching the airfoil trailing 
edge of the NACA 0020 airfoil. The trailing edge of an airfoil had been stretched 
to the extension (h) of 10%c, 20%c and 30%c in form of a rectangular thin plate. 
Time series local pressure around the airfoil surface were gathered for 700 Hz using 
64-channel pressure scanner. The readings are utilized to predict the aerodynamic
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Fig. 10 Relating CD with 
the corresponding α for the 
conventional airfoil and its 
behaviour at various T.I. 

Fig. 11 Relating CD with 
the corresponding α at T.I. = 
0.3%and its effects over STE 

Fig. 12 Relating CD with 
the corresponding α for 
stretched trailing edge airfoil 
of amplitude h = 1 cm at  
various T.I.

forces for the α ranges from 0° to 35°. The below-listed conclusions are made from 
the experiment.

• There is a direct rise in the lift coefficient (CL) by around 28% for the STE airfoil.
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Fig. 13 Relating CD with 
the corresponding α for 
stretched trailing edge airfoil 
of amplitude h = 2 cm at  
various T.I. 

Fig. 14 Relating CD with 
the corresponding α for 
stretched trailing edge airfoil 
of amplitude h = 3 cm at  
various T.I.

• The stall took place 3° earlier for the STE airfoil compared to the conventional 
airfoil as compensation for lift increment.

• The abrupt pressure loss taken place for the conventional airfoil had overcome by 
the STE airfoil.

• In presence of turbulence intensity, the aerodynamic performance of the all-
designed STE improved.

• Overall, the stretched trailing edge airfoil performs well even in turbulent regimes. 

Acknowledgements This research work was supported by the Science Engineering Research 
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CRG/2021/005720. 

Nomenclature 

T.I. Turbulent Intensity (%) 
TE Trailing edge
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STE Stretched trailing edge 
c Chord (cm) 
F.S.T Free stream turbulence 
Re Reynolds number 
L/D Lift-to-drag ratio 
h Amplitude of stretched trailing edge (cm) 
Cp Pressure coefficient 
CL Lift coefficient 
CD Drag coefficient 
α Angle of attack (°) 
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Control of Flow Separation Using 
Hemispherical Protuberance 
on the Leading Edge 

Pradeep Singh, Ravi Kumar, and S. Sarkar 

Abstract The boundary layer separation control by a hemispherical protuberance 
near the leading edge has been discussed here. The protuberance is placed on the 
leading edge of a modelled aerofoil at an angle 60◦ from the theoretical stagna-
tion point. The experiments are performed at a Reynolds number (Re) of 1.6 × 105 
and freestream turbulence ( fst) of 1.2%. For the surface without protuberance, the 
flow separates near the leading edge evolving normal vortex shedding and forming 
a two-dimensional separation bubble. The application of protuberance significantly 
modifies the flow field by generating the streamwise vortices that interact with the 
shear layer downstream. These interactions augment the local turbulence, resulting 
in a three-dimensional separation bubble where the bubble length is reduced by 31– 
78%. Further, the separation bubble length, vortex shedding, and turbulence statis-
tics become highly asymmetric in the spanwise direction, whilst the influence of 
protuberance is felt up to 6 k. 

Keywords Laminar separation bubble · Vortex dynamics · Transition ·
Turbulence · Protuberance 

1 Introduction 

The laminar boundary layer generally separates near the leading edge of an aerofoil 
at relatively high angles of attack. The flow separation is also encountered in low-
pressure turbine (LPT) blades, sailplanes, and micro air vehicles (MAV) when the 
developing laminar boundary layer is exposed to the strong positive pressure gradient. 
The shear layer reattaches to the surface downstream as a turbulent boundary layer 
after undergoing a rapid transition process, forming a laminar separation bubble 
(LSB) [1]. Sometimes, the shear layer fails to reattach, known as a bubble bursting. 
The transition of an LSB is highly susceptible to fst, and thus the shear layer is
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inherently unstable. Any modification in fst modifies the topology of an LSB that 
dictates the downstream boundary layer, enhancing the drag and adversely affecting 
the stall characteristics of an aerofoil [2–4]. Hence, the prevention of boundary layer 
separation improves the aerodynamic performance, which allows the application of 
more aerodynamically loaded airfoils. Therefore, the investigation of flow separation 
control is of prime importance in enhancing the aerodynamic performance of an 
airfoil. 

2 Literature Review and Objective 

Several studies have reported that the shear layer is excited by external disturbances in 
the control of an LSB. The excitation induces the earlier transition and reattachment of 
the shear layer, resulting in reduced separation extent. By applying 3D forcing, Jones 
et al. [5] suppress the flow separation over a NACA0012 airfoil and thus improves 
its aerodynamic performance [5, 6]. It has also been observed that the implication 
of acoustic forcing enhances the lift-drag ratio of the Eppler 387 airfoil by 70% [7]. 
DeMauro et al. [8] completely remove the LSB over NACA0009 airfoil by exciting 
the K-H instability using electro-active polymers. When a two-dimensional impulsive 
disturbance is introduced on an LSB, a convective amplification of perturbations is 
observed along the shear layer evolving wave pockets [9]. Introducing the harmonic 
disturbances, upstream of separation often eliminates the separation bubble if forcing 
amplitude is high [10]. Singh and Sarkar [11] excite the shear layer by introducing the 
surface roughness of different heights, where pre-transitional perturbations induce 
the earlier transition and reattachment of the leading-edge separation bubble. 

Moreover, many researchers have employed vortex generators of different shapes 
and sizes to control the flow separation. The vortex generator re-energizes near-wall 
flow by injecting the higher momentum fluid from the far wall region [12]. The 
vortex generator developed cross-stream vortices that suppressed the boundary layer 
separation and reduced the losses by 50% [13]. Further, Sarkar et al. [14] described 
an LSB excitation to the periodic passing wakes near the leading edge using LES. 
During the wake-induced path, the transition involves the formation and convection 
of coherent vortices, where the viscous effect is substantial. 

Furthermore, the boundary layer separation is often controlled by employing an 
isolated leading-edge protuberance of different shapes and sizes. The protuberance 
generates the streamwise vortices that interact with downstream flow and positively 
affect the performance of an aerofoil, mainly in the post-stall regime. Johari et al. [15] 
experimentally investigated the influence of sinusoidal protuberances at the leading 
edge. The protuberance enhanced the lift coefficient almost up to 50% in the post-
stall region, whereas the drag was almost invariant. Miklosovic and Murray [16] 
also reported similar observations where the wavy leading-edge aerofoil exhibited 
improved aerodynamic characteristics in the post-stall region with a maximum incre-
ment in CL and L

/
D of 54.5% and 67.7%, respectively, with a reduction of CD by 

6.7% [17]. Further, the protuberance with a larger amplitude to wavelength ratio has



Control of Flow Separation Using Hemispherical Protuberance … 491

better flow separation control [18]. Recently, Singh and Sarkar [19] studied the exci-
tation of leading-edge separation bubble under the wakes of the hemispherical protu-
berance. The protuberance almost kills the separation along the mid-plane, whereas 
away from the protuberance, a three-dimensional separation bubble reappears. 

The protuberance sheds the streamwise vortices that augment the local turbulence 
near the leading edge and affect the flow field in streamwise and spanwise directions. 
A hemispherical protuberance is placed at the leading-edge upstream of separation 
to investigate the three-dimensionality of flow features and flow separation control. 
The experiments have been conducted for the surface with and without protuberance 
using ESP, hotwire and flow visualization with the help of particle image velocimetry 
(PIV). 

3 Experimental Setup 

The experiments are conducted in an open-circuit blowing wind tunnel, where the 
air speed varies in the range of 3–30 m/s in the test section. A diffuser immediately 
downstream to a blower guides the flow to a flow-conditioning chamber comprising 
honeycomb and three wire meshes to break up the large-scale eddies. It is then 
followed by a two-dimensional contraction cone of a 6:1 area ratio and guided to 
the test section, which has a cross-section of 0.610 m × 0.230 m and a length 
of 0.750 m. The surface pressure was measured with the help of an electronically 
scanned pressure (ESP) transducer. ESP measures the differential pressure at the 
multiplexing frequency of 20 kHz within a range of ± 2.5 kPa. A NI-PXI interface 
was used to acquire data at the rate of 400 samples/sec/port for 10 s. The uncertainty 
of surface pressure measurements was within 0.07%, whereas static error in each 
port whilst calibration was within ± 0.05%. 

A planar PIV made of Dantec Dynamics was employed to conduct the flow visu-
alizations at the mid-span of the modelled aerofoil. The measuring plane was illumi-
nated by a laser sheet of 532 nm wavelength and about 1 mm thick with a repetition 
rate of 15 Hz from a set of two Nd:Yag Litron laser cavities. 2048 × 2048 pixels 
charged coupled device (CCD) camera with 50 mm Carl Zeiss T* planar lens with 
a maximum aperture of f1.4 has been used to acquire images. The time delay is 
estimated considering a particle displacement with the freestream velocity in an 
image pair equivalent to 10–12% of the interrogation area. The adaptive correlation 
technique has been adopted to evaluate the instantaneous velocity field over an inter-
rogation area of 32 × 32 pixels, resulting in uncertainty of 0.368 pixels. It gives 
an uncertainty of about 4.0% in velocity measurements with PIV. The measuring 
surface was painted black to reduce the surface reflection. 

The hotwire boundary layer probe of Dantec Dynamics, consisting of 5 µmdiam-
eter platinum wire, was operated in constant temperature mode to measure the instan-
taneous velocity. 215 instantaneous data were acquired at each measuring location 
for 6.55 s at a 5 kHz sampling frequency. The calibration of hotwire was performed
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against the micro-manometer. In the present study, the uncertainty associated with 
the velocity measurement was less than 1.3% following Yavuzkurt [20]. 

4 Results and Discussion 

The augmentation of local turbulence originated by applying the hemispherical protu-
berance near the leading edge and led to the development of an axis-symmetric three-
dimensional separation bubble. In appreciation of this, the experiments have been 
conducted for the surface with and without protuberance. An isolated hemispher-
ical element is placed at the leading edge of a constant thickness model aerofoil 
upstream of separation. The investigation is carried out on a model aerofoil with a 
semi-circular leading edge of diameter (D = 100 mm) followed by a flat plate and 
a tail flap downstream of 4D and 2D, respectively. The reason for choosing such an 
unconventional aerofoil is to develop an LSB of sufficient length and height, which 
is the prime requisite for the present investigation. The protuberance of diameter (d) 
6 mm or height k = 3 mm, is placed at the mid-span and 60◦ from the theoretical 
stagnation point illustrated in Fig. 1. The origin 30◦ downstream to an element is the 
location where the curved portion blends tangentially with the flat plate. The coor-
dinates, x, y and z, represent the streamwise, wall-normal and spanwise directions. 
Moreover, the shaded region shown in Fig. 1 depicts the three-dimensional separated 
region, where the onset of separation is almost invariant near the origin. However, the 
reattachment moves downstream as the flow approaches away from the protuberance 
in the spanwise direction. Thus, flow features with the application of a protuberance 
become the function of space and time. 

Fig. 1 Schematic of the 
leading edge with 
protuberance. The hatched 
region indicates the 
axis-symmetric 
three-dimensional separation
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4.1 Pressure Measurement 

The normalized pressure (Cp) distribution along the mid-plane (z/d = 0) for the 
surface with and without protuberance is presented in Fig. 2. The  Cp is evaluated as 
2( p − p∞)/(ρU 2∞). The point of maximum Cp corresponds to the theoretical stag-
nation point, from where the flow accelerates along the leading edge and approaches 
a minimum pressure at S/c = 0.093. Thereafter, the Cp starts rising, elucidating that 
the flow passes the adverse pressure gradient region and a constant pressure plateau 
downstream. The beginning and end of the plateau indicate the onset of separation 
and onset of transition, respectively. Also, the region corresponding to the plateau 
signifies the dead air region where almost no flow velocity exists. At the end of the 
plateau, pressure again starts rising until it settles down gradually, known as pres-
sure recovery or transition region. After that, a constant pressure region indicates 
the attached flow. Interestingly, the protuberance kills the adverse pressure gradient 
before separation. This was also indicated by Singh and Sarkar [11], where the surface 
roughness removed the adverse pressure gradient before separation. 

The onset of separation, transition and reattachment are determined using the 
intersection of best-fit lines drawn across the pressure data [11, 21]. It is illustrated 
in Fig. 2, where the lines are indicated for the surface with the protuberance. For 
the smooth surface, the separation occurs at S/c = 0.121 and reattachment at 0.241, 
which gives the bubble length of about 78 mm. However, the protuberance shortens 
the bubble length by 47.5%, where the onset of separation appears almost unchanged 
(S/c = 0.123), and reattachment moves upstream to S/c = 0.186. Here, S is the surface 
length measured from the theoretical stagnation point. It is also to be noted that a 
small separation bubble is detected over the protuberance elucidated by a constant 
Cp, encircled in Fig. 2.

Fig. 2 Normalized static 
pressure variation along the 
chord length for the smooth 
surface and the surface with 
protuberance 
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4.2 Instantaneous Flow Characteristics 

The change in instantaneous behaviour of a shear layer when the protuberance is 
applied at the leading edge is illustrated in Fig. 3, by presenting the streamwise 
velocity contours superimposed with vectors. The data shown in Fig. 3, along the 
plane z/d = 0, 3 and 5, are obtained using PIV. For the surface without protuberance, 
the flow accelerates along the leading edge, attributing to a favourable pressure 
gradient. It is then encountering an adverse pressure gradient which forces the laminar 
flow to separate near the origin. The enhanced receptivity of the shear layer attributing 
to the roll-up of vortices that convects and evolving the normal vortex shedding near 
the reattachment [11]. 

For the surface with the protuberance, the flow is highly chaotic from the begin-
ning, illustrating almost the turbulent flow along the plane z/d = 0. The protuberance

Fig. 3 Instantaneous 
contours of streamwise 
velocity superimposed with 
vectors 
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Table 1 Mean onset of separation and reattachment locations at different z/d planes obtained from 
PIV 

Surface Planes Separation (x/c) Reattach. (x/c) Bubble length (mm) 

Smooth z/d = 0 0 0.115 75.14 

Protuberance z/d = 0 −0.034 0.002 23.40 

z/d = 1 0 0.026 17.09 

z/d = 3 0 0.065 42.25 

z/d = 5 0 0.080 52.00 

lifts the boundary layer and reattaches immediately near the origin leading to higher 
vortical activities in the outer layer with abundant small-scale eddies, Fig. 3a. This 
led to complete suppression of the separation bubble downstream along the plane z/ 
d = 0. However, away from the protuberance at z/d = 3 and 5, the separation bubble 
gradually reappears where the irregular vortex shedding is visible in the vicinity of 
reattachment. The influence of protuberance is felt even at z/d = 5. Moreover, the 
onset of separation and reattachment evaluated from the time-averaged PIV data is 
given in Table 1. The bubble length becomes the function of spanwise coordinate 
where its length varies between 0.3 and 0.69 times that of the smooth surface. The 
onset of separation and reattachment is evaluated using (∂u/∂ y)y=0 ≈ 0, apart from 
visual inspection of u-profiles. 

4.3 Excitation of Flow 

The urms contours from PIV data at different z/d-planes for the surface with the 
protuberance are presented in Fig. 4. For the smooth surface, the growth of urms 

occurs along the shear layer attributing to the formation of an LSB that becomes 
maximum near 70% of lb followed by saturation of turbulence. With the protuberance, 
the amplification of urms is significantly changed. The lift-up and break down of the 
shear layer in the vicinity of protuberance augment the local turbulence that alters 
the flow field in streamwise and spanwise directions. At z/d = 0, the turbulence 
level is significantly high from the beginning, suppressing the downstream boundary 
layer separation. Since the turbulence intensity decreases as the flow progresses in 
the spanwise direction, the separation bubble gradually reappears. The bubble length 
starts increasing away from the protuberance but is still less than the smooth surface 
even at z/d = 5. Thus, the flow features become the function of spanwise coordinate 
where the influence of protuberance is still prevalent at z/d = 5.

The u and corresponding urms profiles at different streamwise locations for z/d 
= 0 and 5 with the protuberance obtained from hotwire are projected in Fig. 5. The  
data for the smooth surface are also superimposed to illustrate the difference. For the 
smooth surface, the appearance of velocity deficit almost from the origin suggests 
the flow separation till x/c = 0.11, where the deficit recovers and the boundary
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Fig. 4 Augmentation of 
turbulence in the streamwise 
direction at different 
spanwise planes

layer reattaches to the surface, forming an LSB of about 72 mm length. urms grows 
along the shear layer after the separation due to augmentation of fst and becomes 
maximum near x/c = 0.086. The breakdown occurs attributing to three-dimensional 
motions with an active outer layer. u-profiles with the single protuberance depict 
the attached flow throughout the chord length for a plane z/d = 0. Away from the 
protuberance, u-profiles for z/d = 5 tend to blend the profiles of the smooth surface. 
The high values of urms near the wall for z/d = 0 illustrate augmentation of turbulence 
immediate downstream to the protuberance. However, in the outer layer, the urms 

exhibits lower values than the smooth surface attributing to the attached flow. For 
the plane z/d = 5, the profiles of urms suggest the formation of a separation bubble, 
where the peak value and its location of occurrence approach the smooth surface. 
Thus, flow characteristics vary along the spanwise direction with the appearance of a 
three-dimensional separation bubble when the protuberance is applied on the leading 
edge.
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Fig. 5 a Streamwise velocity profiles and b corresponding urms-profiles, for the surface with and 
without protuberance 

5 Conclusions 

The application of protuberance at the leading edge of a model aerofoil upstream 
of separation excites the boundary layer and consequently reduces the extent of 
the separated region. For the smooth surface, the boundary layer separates near the 
origin, evolving the normal vortex shedding in the vicinity of reattachment, where 
the three-dimensional motions are evident. However, the immediate augmentation 
of turbulence due to the protuberance led to the development of a three-dimensional 
separation bubble near the leading edge. The flow features become the function of 
space and time, where the bubble length varies between 0.3 and 0.69 times that of 
the smooth surface. 

Nomenclature 

c Chord length [mm] 
d Diameter of protuberance [mm]
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D Leading-edge diameter [mm] 
H Shape factor 
k Protuberance height [mm] 
S Surface length [mm] 
u Time-averaged streamwise velocity [m/s] 
U Local free stream velocity [m/s] 
Cp Coefficient of pressure 
U∞ Inlet free stream velocity [m/s] 
p Surface static pressure [Pa] 
p∞ Wind tunnel static pressure [Pa] 
Re Reynolds number, U∞c/υ 
x, y, z Cartesian coordinates 
δ∗ Displacement thickness [mm] 
θ Momentum thickness [mm] 
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4. Durović K, De Vincentiis L, Simoni D, Lengani D, Pralits J, Henningson DS, Hanifi A (2021) 
Free-stream turbulence-induced boundary-layer transition in low-pressure turbines. ASME J 
Turbomach 143(8):081015 

5. Jones LE, Sandberg RD, Sandham ND (2008) Direct numerical simulations of forced and 
unforced separation bubbles on an airfoil at incidence. J Fluid Mech 602:175–207 

6. Marxen O, Henningson DS (2011) The effect of small-amplitude convective disturbances on 
the size and bursting of a laminar separation bubble. J Fluid Mech 671:1–33 

7. Yang SL, Spedding GR (2013) Separation control by external acoustic excitation at low 
Reynolds numbers. AIAA J 51(6):1506–1515 

8. DeMauro EP, Dell’Orso H, Zaremski S, Leong CM, Amitay M (2015) Control of laminar 
separation bubble on naca 0009 airfoil using electroactive polymers. AIAA J 53(8):2270–2279 

9. Michelis T, Yarusevych S, Kotsonis M (2017) Response of a laminar separation bubble to 
impulsive forcing. J Fluid Mech 820:633–666 

10. Yarusevych S, Kotsonis M (2017) Steady and transient response of a laminar separation bubble 
to controlled disturbances. J Fluid Mech 813:955–990 

11. Singh P, Sarkar S (2021) Excitation of shear layer due to surface roughness near the leading 
edge: an experiment. ASME J Fluids Eng 143(5) 

12. Gad-ek-Hak M, Bushnell DM (1991) Separation control: review. ASME J Fluids Eng 133:5–33 
13. Lengani D, Simoni D, Ubaldi M, Zunino P, Bertini F (2011) Turbulent boundary layer separation 

control and loss evaluation of low profile vortex generators. Exp Thermal Fluid Sci 35:1505– 
1513 

14. Sarkar S, Babu H, Sadique J (2016) Interactions of separation bubble with oncoming wakes 
by LES. ASME J Heat Transf 138(2):021703, 1–12



Control of Flow Separation Using Hemispherical Protuberance … 499

15. Johari H, Henoch C, Custodio D, Levshin A (2007) Effects of leading-edge protuberances on 
airfoil performance. AIAA J 45(11):2634–2641 

16. Miklosovic DS, Murray MM (2007) Experimental evaluation of sinusoidal leading-edges. J 
Aircr 44(4):1404–1407 

17. Zhang MM, Wang GF, Xu JZ (2014) Experimental study of flow separation control on a low-re 
airfoil using leading-edge protuberance method. Exp Fluids 55(1710):1–13 

18. Wei Z, New TH, Cui YD (2015) An experimental study on flow separation control of hydrofoils 
with leading-edge tubercles at low Reynolds number. Ocean Eng 108:336–349 

19. Singh P, Sarkar S (2021) Excitation of a laminar separation bubble by a hemispherical protuber-
ance near the leading edge, Paper No. IMECE2021-73068. In: ASME international mechanical 
engineering congress and exposition, November 1–5, 2021, Virtual Online 

20. Yavuzkurt S (1984) A guide to uncertainty analysis of hotwire data. ASME J Fluids Eng 
106(2):181–186 

21. Gerakopulous R, Boutilier MSH, Yarusevych S (2010) Aerodynamic characterisation of a 
NACA 0018 airfoil at low Reynolds numbers. AIAA Paper No. 2010-4629



Numerical Investigation to Study 
the Effects of Wing Flexibility 
on the Store Trajectory Using MSC 
CoSim 

Varun Palahalli, R. Ganesh Pawar, Nuza Nigar, and T. Praphul 

Abstract Traditional flight testing and wind tunnel testing require expensive 
resources in terms of time and cost. Safety and cost concerns in the testing of store 
separation necessitates the need for a numerical analysis. This paper studies the effect 
of wing flexibility on store separation trajectory by coupling the fluid dynamics of 
the airflow with the elastic structural behavior of the wing. The co-simulation is 
performed by using the MSC CoSim engine that couples structural behavior simu-
lated in MSC Nastran and fluid dynamics simulated in Cradle CFD. The simulation 
Mach number for this analysis is 0.95. The Eglin Test Model of a flexible wing is 
used for analysis at Mach number 0.95. The objective of the paper is to investigate 
the flexibility effects of the wing on the store trajectory. The solver has been validated 
using a rigid wing of the Eglin Test Model for store drop and then extended to perform 
the store drop simulation from a flexible wing. The study focuses on comparing the 
linear and angular displacements of the store dropping from the rigid wing and the 
flexible wing. It was observed that the trajectory of the store for the flexible wing 
case showed deviation from the trajectory of the store for the rigid wing. 

Keywords Multiphysics · Eglin test model · Flexible wing · Reynolds averaged 
Navier stokes equation · Fluid–structure interaction 

1 Introduction 

The separation of the store from the air vehicle is a critical issue in terms of the missile 
integration process. Whenever a store separates from the aircraft during flight it is 
essential that it does not come in contact with the aircraft [1]. Traditionally, flight 
tests were performed to test the store separation, however, they were very time-
consuming and often required years to certify a projectile [2]. In the 1960s, wind 
tunnel testing was done to perform the store separation tests. However, such testing
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had long lead times and limited accuracy. The method used in such a wind tunnel 
test is known as the Captive Trajectory System [3]. Since the CTS system had no 
accuracy in time, it couldn’t account for the inherent unsteadiness encountered by the 
store during separation. The usage of small-scale models often leads to a reduction in 
accuracy due to the scaling issues [4]. The development of High Parallel Computing 
and numerical algorithms have paved the path to numerical simulation for store 
separation. Such numerical modeling and simulations have reduced the certification 
cost and increased experimental validity [5]. Trajectories of stores released from 
internal weapons bays have been shown in recent tests to diverge from predicted 
paths. Unsteady aerodynamics induced on the store due to wing flexibility results in 
a change in the trajectory. 

2 Eglin Test Model 

The EGLIN Test Model [3] is made up of three parts that were created using SOLID-
WORKS. The first is a delta wing with a constant NACA 64A010 airfoil section 
and a 45° sweep, the second is a pylon with ogive-shaped leading and trailing edges. 
The third is a finned store body with a standard missile profile. The wing’s trailing 
edge has no sweep angle and a taper ratio of 0.133. On the store are four identical 
fins made of a clipped delta wing of a constant NACA 0008 airfoil section with a 
45° sweep. Fins have leading and trailing edges with sweep angles of 60° and 0°, 
respectively. The pylon and the store body are separated by 35.6 mm. 

The length and diameter of the store are 3017.5 and 508.1 mm, respectively, 
as shown in Fig. 1. The store is ejected with a specified force to begin a safe initial 
separation. The ejector forces act for a duration of 0.052 s. Also, the store is subjected 
to aerodynamics and gravity loads [3].The model orientation is such that the gravity 
is in the Z direction, the flow is in the negative X direction and the span of the wing 
is in the Y direction as seen in Figs. 2 and 3.

3 Computational Methodology 

The study involved validation of the Eglin Test Model of a rigid wing against the 
paper “Numerical Simulations of Store Separation Trajectories Using the EGLIN 
Test”, by Sunay et al. [3]. The analysis was then extended to study the effect of the 
flexibility of the wing on the store trajectory (Fig. 4).
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Fig. 1 Dimensions of the store [1] 

Fig. 2 Geometry of Eglin wing, pylon, and store [1] 

Fig. 3 Angular orientation of the Eglin test [2]
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Fig. 4 scFLOW model used in the analysis 

3.1 Computational Fluid Dynamics 

Unsteady Reynolds Averaged Navier Stokes Equation describes how pressure, 
temperature, and density are related to a moving fluid. They consist of a set of coupled 
partial differential equations; one continuity equation for mass conservation, three 
equations for momentum conservation, and one equation for energy conservation, 
all of which are time dependent. 

To simulate flows around moving objects, scFLOW employs the Arbitrary 
Lagrangian–Eulerian (ALE) method [6], which handles both the moving coordi-
nate system and the fixed coordinate system at the same time. The effect of mesh 
movement is added to the equation of the fixed coordinate system in the moving 
region, and the fixed and moving coordinate systems are calculated simultaneously. 
Moving condition setting for a moving region as well as the selection and setting of 
the connection method for both static and moving regions are required in the simul-
taneous calculation with the ALE method. By applying the moving condition to the 
volume region containing the object, the moving object is developed. Translation 
and rotation are examples of settable motions. The static and moving regions can be 
connected by an overset mesh. 

The Eglin Test Model consists of the wing, the pylon, and the store is modeled as 
shown in Fig.  2, to which an external flow domain is added, known as the computa-
tional domain where the external flow over the model will be analyzed. The dimen-
sions of the domain are a length and breadth being 747.6 m each. The depth of the 
domain is 347.6 m. The size of the computational domain must be large enough so 
as to not have any far field flow perturbation influence on the store. A subdomain 
domain of length, breadth, and depth of 5.02, 2.91, and 2.91 m, respectively, are 
created and centered on the center of gravity of the store which is used to create 
overset mesh over the domain. The total number of mesh elements is 2201265. The
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mesh contains its spatial hexahedral meshing with prism elements at the walls and 
polyhedral at the transition between hex and prism elements (Figs. 5 and 6). 

The wing pylon body and the missile body are modeled as obstacles. The fluid 
around the obstacles is modeled as compressible air at 20°C, due to which the density-
based solver is used. The turbulence model employed for this study is the standard 
k-EPS model [7]. The k-EPS model is a 2-equation closure model which includes 
two additional transport equations, which are the Turbulence Kinetic Energy k and 
the Turbulence Dissipation ε. 

A steady-state analysis is performed for the model without the motion initiation 
of the store to stabilize the solution. The results of the steady-state simulations are 
adopted as the initialization for the transient state calculation for the store drop

Fig. 5 Mesh of the model in scFLOW 

Fig. 6 Polyhedral meshing of the full model in scFLOW 
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Table 1 Flow parameters 
used in the study [3] Parameters Value 

Static temperature (K) 236.7 

Reference pressure (Pa) 36,042 

Mach no. 0.95 

Turbulence model RANS, k-epsilon 

Time-step (s) 1e-04 

No. of elements 2.2 million 

Table 2 Rigid body dynamic 
characteristics for the store 
[3] 

Parameters Value 

Mass (kg) 907.185 

Center of mass 1417.3 mm (aft of STV nose) 

Ixx (kg-m2) 27.1163 

Iyy (kg-m2) 488.0944 

Izz (kg-m2) 488.0944 

Forward ejector force (N) 10,676.01 

Aft ejector force (N) 42,703.0 

trajectory analysis using a rigid wing. The same steady-state simulation is also used 
for the transient state analysis using CoSim for the flexible wing. For this study, the 
steady-state simulation was run for 2000 cycles. The default temperature is set at 
236.7 K. The flow parameters are shown in Table 1. 

Second-order accuracy with a limiter is used for the accuracy of the convective 
terms for the mass, momentum, energy, turbulence, and diffusion equations. First-
order accuracy of Time Derivative is used. The Least Square Method is used for 
Gradient Calculation. 

The simulation has been performed in the transonic regime. The Mach number 
under consideration is 0.95 [3]. The 6 DOF Parameters used are specified in Table 2. 

3.2 Computational Structural Mechanics 

To simulate the flexible wing FEM Model, MSC Nastran is used. This study uses 
Implicit Non-Linear Analysis [3]. Mid-surfacing is used to represent the wing and 
pylon and the equivalent model is meshed using shell elements. CTRIA 6 [8], a 
Higher-order quadratic element, is an isoparametric triangular shell element, is used 
for meshing the wing and pylon. The material properties of the Eglin Wing are given 
in Table 3.

An assumed linear isotropic material is used for the flexible structural model in 
the analysis. The root of the wing has all the 6 DOF constrained. Nodal points for
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Table 3 Material properties 
of Eglin wing Parameter Value 

Youngs modulus (MPa) 68.9 E03 

Poisson’s ratio 0.33 

Shear modulus (MPa) 25,902.256 

Density (t/mm3) 2.7 E-09

the reaction forces to act on the wing are created corresponding to the location of the 
ejector forces applied to the store. The wing surface and the structural shell surface are 
coupled for data exchange in the CoSim engine. The weight of the store is modeled 
as loads being supported by the ejectors at the pylon, ejector forces are applied on 
the store, and corresponding equal and opposite reaction forces are applied on the 
wing pylon as shown in Figs. 7 and 8. The store itself is modeled as a rigid body in 
CFD and is not modeled in the flexible wing FEA model. 

Fig. 7 Structure model developed in MSC apex 

Fig. 8 2D structure meshing on wing and pylon
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Fig. 9 MSC CoSim data exchange between MSC Nastran and scFLOW 

3.3 Multiphysics Co-Simulation Using MSC CoSim 

MSC CoSim [4] creates an interface to replace the arbitrary pressure applied in 
MSC Nastran with the CoSim search parameters. Interpolation functions map the 
CFD outputs to the structure and structural outputs to CFD to form a strong, two-way 
coupling in real-time. MSC CoSim is used to establish the co-simulation coupling 
between CFD Solver and Nastran as shown in Fig. 9. The two-way coupling happens 
through the surface where the data mapping region is the upper and lower surface of 
the wing and the sides of the pylon. The pressure and velocity data are transferred 
from scFLOW to Nastran and the displacement vector is received from Nastran 
to scFLOW. The method of mesh deformation is selected as Linear Displacement 
Combination [5] (LDC). 

4 Results and Discussion 

For the flexible wing, wing oscillations are observed upon ejection of the store. The 
oscillations are caused by the ejection forces that act on the wing. The elasticity of 
the wing causes oscillations that affect the surrounding fluid, thus altering the store’s 
trajectory. As a result, the trajectory of the store ejecting from the flexible wing shows 
a deviation when compared to the trajectory of the store ejected from the rigid wing. 

X, Y, and Z displacements of the store are shown in Figs. 10, 11 and 12. A small  
difference in the X trajectory and Y trajectory was observed.

The X trajectory of the store dropping from the flexible wing of assumed stiffness 
appears to be a closer match to the experimental case which also has some flexibility 
than the X trajectory of the store dropping from the rigid wing. 

The Y trajectory of the store dropping from the rigid wing appears to be a closer 
match than the store dropping from the flexible wing. 

The effect of the flexibility of the wing on the store’s translation in Z is seen to 
be negligible. The effects of the ejector and gravity forces dominate the effect of the 
aerodynamic forces in the Z direction [2]. The graph for the store trajectory dropping
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Fig. 10 Linear displacement 
versus time graph in x 
direction comparing flexible 
and rigid wing 

Fig. 11 Linear displacement 
versus time graph in y 
direction comparing flexible 
and rigid wing 

Fig. 12 Linear displacement 
versus time graph in z 
direction comparing flexible 
and rigid wing

from the fixed wing as well as the rigid wing is in good agreement with the graph of 
the experimental data as depicted in Fig. 12.
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Fig. 13 Pitch versus time 
graph comparing flexible and 
rigid wing 

The store angular orientation is shown in Fig. 3. Figures 13, 14 and 15 compares 
the store angular orientations with respect to the time of the experimental, rigid, and 
flexible wing cases. 

Fig. 14 Roll versus time 
graph comparing flexible and 
rigid wing 

Fig. 15 Yaw versus time 
graph comparing flexible and 
rigid wing
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The pitch-up motion observed in the angular orientation graph for both rigid and 
flexible wing cases is due to the action of the ejector force. However, with an increase 
in time, the pitching trend of the flexible wing case differs from that of the rigid wing 
case. Approximately after 0.15 s, the store begins to pitch down as shown in Fig. 13. 
This behavior may be attributed due to the onset of aerodynamic and gravity forces 
upon store separation. 

It is observed from Fig. 13 that the pitching angle of the store’s trajectory, ejected 
from the flexible wing is pronounced from that of the rigid and experimental cases. 
Additionally, the experimental case’s pitching angle curve can be seen to lie between 
that of the rigid wing’s store and the flexible wings. This is inherently due to the 
experimental wing having flexibility. The marked deviation in the flexible CoSim 
case’s store trajectory is due to the assumed stiffness value owed to the lack of 
literature stating the exact stiffness or construction of the experimental wing. 

The rolling motion of the rigid wing shows much proximity to the experimental 
results as compared with the flexible wing. The yaw motion for the flexible wing case 
and rigid wing case shows a similar trend with respect to each other. This is also due 
to the assumed stiffness of the flexible wing taken. The rigid wing case shows a close 
match with the experimental case which too has some amount of unknown stiffness. 
However, if the stiffness of the wing for the flexible case matched the stiffness of 
the wing of the experimental case, the discrepancy could have been avoided which 
is also a scope of work in the future. 

An aeroelastic test can be performed as a further scope of this study to ascertain 
the effects of wing stiffness. 

5 Conclusions 

Numerical analysis using the Eglin Test Model for the flexible and rigid wing cases 
successfully shows that there is a deviation in the trajectory of the store for the 
flexible wing case when compared to the trajectory of the store for the rigid wing 
case. This paper provides scope to perform this Multiphysics simulation with a 
validated wing stiffness that is obtained either through experimental investigation of 
a physical model or from additional literature. Additionally, grid-independent studies 
are ongoing for this analysis and may show changes in the values of the trajectories 
for the store. Multiphysics computational analyses similar to the one performed in 
this study help predict real-world flight conditions, ease the testing during weapon 
integration, reduce costs and time, improve accuracy, and thereby reduce the risk 
involved in the testing operations. 
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Aerodynamics of Flapping Fin Inspired
from Manta Ray

Dharambir Poddar, Nitin Kumar, Javed Mohd., and Debopam Das

Abstract We developed a scaled-down model of a Manta ray in order to obtain a
greater understanding of the flow dynamics that govern this large animal’s movement
so thatwe could implement it in underwater robots. Flexible foil-basedflappingwings
mimicking the Manta ray are fabricated using Mylar sheets. This research focuses
mostly on modelling the sheet’s kinematics, which is determined by trial and error
by altering the thickness of the sheet. We compare the qualitative motion of actual
Manta rays in order to validate our result. Additionally, PIV was utilised to explore
the prominent flow structures present in the flow of flexible foil. Presence of a strong
tip vortex has been observed similar to the fish generated pair of moveable vortices
that propel them forward (Guo et al. in Hydrodynamic analysis of propulsion process
of zebrafish. Phys Fluids 34(2):021910, [10]).

Keywords Manta rays · Rays · Biomimicry · Underwater robotics

1 Introduction

Manta rays are one of the ocean’s largest creatures, with a maximum length close to
eight metres and a weight of approximately 1400 kilogrammes, despite inhabiting
all of the world’s water temperatures [1]. Marine biologists continue to be unfamiliar
with it, and our knowledge of it approaches ignorance. The first reported sightingwas
in 1798, and since then it has remained a strange animal. Researchers and scientists
are investigating the movement of aquatic animals and striving to emulate it in order
to develop a propulsion system that utilises the least amount of energy possible. As
people become more aware of the need to protect the environment, there has been a
substantial surge in interest in the creation of novel underwater vehicles that utilise
propulsion technologies inspired by biological processes. According to fish [2], such
vehicles have the potential to boost mobility, efficiency, and speed, as well as provide
new mission options.
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Earlier study with rigid fin shows (Clark and Smits [3]) that the efficiency
and thrust production by oscillatory motions with constant flow velocity is higher
compared to flapping motion. However, this study does not replicate the flexible
motion of the flapping fin and hence, the exact nature of Manta ray fin kinematics are
not modelled. The wide, flat bodies ofManta rays assist them to retain stability while
swimming. This permits them to prevent their body and caudal fins from oscillating.

In this study, we aim to study the flow field due to swimming of this marine
behemoth which has been optimised by natural selection over the millions of years.
We will discuss the details of the experimental model with the particulars of the
kinematics and fin design, and subsequently discuss the significance of the design in
relation to the Manta ray swimming. In addition, we will qualitatively compare the
lab model and real Manta ray model.

2 Experimental Methodology

This section presents the details of the manta ray inspired flexible foil model
fabrication.

(A) Design of Transmission Mechanism

With the assistance of the Arduino Uno, a low-friction and easy-to-manage
transmissionmechanismwas developed in order to convert the spinningmotion
of the servo motor (MG958) into the flapping motion of the fins. The seesaw
mechanism was selected as the preferred option. The advantage gained from
this mechanism’s most notable characteristic is that it makes it possible to
exercise exact control over the parameters that establish the amplitude and the
rate at which the fins flap. The amplitude and frequency of the flapping may be
varied by varying the delay in the Sweep code and the voltage that is given to
the Arduino Uno.

The mechanism (Fig. 1) was designed using a CAD software. The housing,
linkage, and hinge were then 3D printed. As a fin material, Mylar sheets of
four different thicknesses were employed. Housing was designed based on the
overall vertical amplitude of link 2. Link 1 and link 2 are connected to the hinge
at the opposite ends as shown in Fig. 2. This figure shows a schematic front
view of an upstroke in which the fin rises from the mean position to the extreme
position (top dead centre). Where length of link 1 is OB and length of the link

Fig. 1 Extreme location of the fins a at the end of downstroke b at the end of the upstroke
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Fig. 2 Geometry of link mechanism for flapping amplitude calculation

2 is OC. If link 1 rotate θ degree anticlockwise then amplitude of link 1 from
mean position will be AB.

Now according to the Pythagoras theorem

AB = sin(ϕ)

OB

Amplitude of link 2

(CD) = sin(θ) ∗ OC

= AB ∗ OC

OB

Link 1’s total vertical amplitude between its bottom dead centre and top dead
centres will be, as shown in Fig. 2.

= 2 ∗ AB

= 2 ∗ sin(ϕ)

OB

Finally, link 2’s total vertical amplitude between its bottom dead centre and top
dead centres will be

= 2 ∗ CD

= 2 ∗ AB ∗ OC

OB

(B) Fin Design
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A Manta ray can be recognised by its flat, diamond-shaped body. The shape
and size of its two fins, as well as the streamlined shape of its body, are essential
for swimming. By flapping its pectoral fins, it produces lift and propulsion. The
fins of the project were modelled after the fins of Manta ray. The only variable
in this project is the fin thickness, which spans from 0.03 to 0.125 mm; the
fin area and aspect ratio are also set. The fins of a Manta ray are seen in a
scaled image in Fig. 3. The fin span is twice the body length. Four fins with
varying thicknesses and the same area are employed in the current work. Their
thicknesses are 0.03, 0.5, 0.8, and 0.125 mm, respectively. Detailed schematics
of the four fins are shown in Fig. 4.

(C) Setup

Fig. 3 Manta ray scaled
diagram. The two fins’ and
body’s measurements are
standardised to the fin span

Fig. 4 Fins with different fin thickness a 0.125 mm b 0.08 mm c 0.5 mm d 0.03 mm
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In the Unsteady Aerodynamics Laboratory of the Aerospace Engineering
Department at IIT Kanpur, the experiments were designed and carried out.
By analysing the velocity field, flow visualisation, and aerodynamic forces
generated during the flapping process, the researchers aimed to gain a greater
understanding of the nature of flapping motion. We are utilising PIV to achieve
a visualisation of the prominent flow structures. Figure 5 illustrates the experi-
mental setup with PIVmeasurement arrangement. Examining the chord section
of a fin to determine the vortices pertinent to this situation. After the model has
been equipped with a load cell and prepared for force measurement, a modi-
fication to the model’s fins and a change in frequency due to a change in the
servo motor delay are necessary. In contrast, PIV measurements are performed
using a water tank, with the model placed in the middle of the tank to eliminate
the boundary effect. Fifty micrometre-sized seeding particles are utilised to
visualise the flow. Using injection, seeding particles are injected into the tank,
and settling time is provided as part of the process to eliminate any undesirable
velocities that may be introduced during the injection of seeding particles. It
is necessary to acquire information through trial and error in order to estimate
the quantity of seeding particles that should be placed inside the chamber, and
the most successful trial must be repeated multiple times in order to obtain the
velocity.

(D) Flow Visualisation

Fig. 5 Experimental setup
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Flow is “visualised” by introducing dye, smoke, or pigment into the flow in the
area under investigation. The primary advantage of this method is its capacity to
explain a model’s flow without requiring extensive data reduction and analysis.
For the investigations, we employ the dye visualisation approach with a 150 cm
by 50 cm by 75 cm water tank. Using a sodium fluorescent dye, the fluid
path was traced. This type of turbulent flow often possesses complex flow
characteristics dominated by vortical patterns. By injecting dye at appropriate
spots over the fin, researchers have attempted to detect and explain the role
of this vortex-dominated flow during flapping flight. In order to produce a
suitable visualisation, the injection volume and site are calculated through trial
and error. Using a light sheet, a portion of the flow field under observation is
lighted. Using a video camera positioned perpendicular to the light sheet, the
entire occurrence is recorded in this plane. Figure 6 illustrates the captured
image at the trailing edge of model. We also ensure that the model (Manta Ray)
is fully submerged during the upstroke and the downstroke Fig. 5.

(E) PIV Measurement

The PIV tests are conducted in a water tank. Measurements are taken in a cross-
sectional plane along the chord of the fin at the same spanwise point for each
fin. Because the fins are linked to the dc servo motor by linkages, the current
and voltage (5 V) supplied to the motor are maintained constant, which also
keeps the constant frequency of flapping. Flow field was illuminated using a
diode-pumped solid-state continuous laser of wavelength 532 nm and power

Fig. 6 Sodium fluorescent
dye visualisation on manta
ray
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1 W. The Polyamide Seeding Particles (PSP) of 50 µm provided by Dantec
Dynamics® are used near the edge of the flapping fins. Please note that all the
fluid in the experimental tank was not seeded since at this preliminary stage
we are only interested in the flow structure near the fin edge. The PIV images
were acquired using the camera (Nikon D5200, 24.1 MP, 60 fps). For velocity
data calculation, the open-source PIV tool PIVlab (Thielicke and Sonntag) [4]
is utilised. The image is preprocessed with contrast limited adaptive histogram
equalisation (CLAHE) with a 20-pixel window size. For image smoothing,
a two-dimensional (2D) adaptive noise-removal filter with a window size of
3 pixels was used. Using a fast Fourier transform (FFT) window deformation
PIV technique, the cross-correlationwas computed. The analysiswas conducted
using two runs with an interrogation window of 128 × 128 pixels and 64 ×
64 pixels with a 50% overlap, respectively. A Gaussian function is used to
estimate the cross-correlation intensity peak at the subpixel level.

(F) Force Measurement

To obtain quantitative readings of the force created by fin flapping, the model
is secured to the ATI Gamma load cell with the necessary attachments and
then placed within the tank. This is crucial for ensuring that the actual lift
forces are effectively transmitted to the Gamma load cell. Since it requires
changing frequency, the servo motor is powered by a direct current source.
By altering the delay setting on the servo, we can achieve a range of flapping
frequencies. To explore the effect of fin thickness on the formation of lift,
various fin thicknesseswere tested, however herewe provide the data for a single
thickness (0.125 mm) fin that most closely resembles kinematics. Figure 7 is a
schematic depiction of the experimental environment. On an ATI Gamma load
cell, the model was secured. The load cell is connected by cable to the NI card,
which is then connected to the system’s central processing unit (CPU). On the
other hand, fishing wires connect model linkages to the servomotor. By giving a
reciprocating motion to the fishing wires, which are attached to the servo motor,
this enables the model to have a flapping motion. This pattern of flapping will
eventually produce a response force. According to our interests, we have only
caught the significant lift and thrust forces. This force data was acquired by the
installed load cell and subsequently transformed into the plot depicted in the
Fig. 8.

3 Results and Discussion

Prior to the experiment, the movement of the Manta ray is observed in great detail.
We attempted to simplify its mechanism without compromising the kinematics of
the pectoral fin. The shape and variation in geometry of the pectoral fin of the Manta
ray are crucial for imitating its motion [5]. Thus, our study demonstrates that it is
possible to reproduce the kinematics of a real Manta ray using a flexible foil or sheet.
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Fig. 7 Visualisation of the
tip vortex at the fin edge
using PIV

The developed model shows a moving wave [6] through the flexible foil fins
similar to the one found in the real Manta rays. In the preliminary analysis this has
been verified by visual inspection of the real Manta rays swimming videos [1] and
comparing it to our model motion. A qualitative comparison of the kinematics of the
model and real Manta ray has been presented in Fig. 9.
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Fig. 8 Load cell force measurement showing the lift and thrust component

Flapping motion of the fish fins is often associated with the generation of alternate
vortex pairs [7–9]. Therefore, to get an insight into the main flow features present
during the swimming of the Manta ray, we initially performed a flow field visualisa-
tion using fluorescent dye as shown in Fig. 6. Where we can see a counter-clockwise
vortex at the tip of the fin during its upward motion in top panel and a clockwise
vortex at the tip during a downward motion in the bottom panel. Further, to see the
flow structures in terms of quantitative velocity field near the tip of the flexible fin,
PIV measurements were performed. A continuous laser was used to illuminate the
flow. By analysing the particle images we can reconfirm the presence of a counter
rotating leading edge tip vortex [10] as seen in Fig. 7 which directly related to fish
propulsion [10], however to completely understand the dynamics of flow structures,
further experiments need to be performed.



522 D. Poddar et al.

Fig. 9 Kinematic similarity (a wave-like motion on the wings) betweenManta ray model (left) and
actual Manta ray (right) [1]

After confirming the similarity in the flow field using qualitative and quantitative
flow visualisation as discussed above, we performed direct force measurement using
a load cell to see the lift and thrust force generated by the model. The load cell data as
shown in Fig. 8a demonstrates that the overall net lift force and thrust force Fig. 8b
throughout the cycle is positive, and that the net thrust force is generated during
flapping, which is directly related to our flow visualisation results.
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4 Conclusions

In this study, we fabricated a Manta ray like flexible foil flapping model with simpli-
fied transmission mechanism to be used in the development of underwater robots.
Due to the spanwise variation in deflection of the flexible foil-body and the smooth
trailing edge from which both spanwise and streamwise components of vorticity are
shed, the Manta ray geometry generates an unusual wake structure [11], which can
be observed quantitatively in our scaled-down model too. A wave-like motion on
the wing of the model was observed and qualitatively compared with the real Manta
ray swimming pattern. Furthermore, the presence of counter-clockwise and clock-
wise tip vortex was confirmed using flow visualisation with fluorescent dye and PIV.
Finally, the load cell results confirmed that the model produces a net lift and thrust
force while swimming with wave-like motion on the wings. Further experiments
will be performed in the future to get more insights into the effect of different foil
thickness and flapping frequency on the lift and thrust generation.
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Internal and External Aerodynamics 
of a Lean Burn Gas Turbine Fuel Injector 

Preetam Jamod, Ayush Divyansh, Harish Pothukuchi, 
and K. P. Shanmugadas 

Abstract The internal aerodynamics of a lean burn gas turbine fuel injector confined 
is numerically investigated to understand the recirculation zone characteristics and 
shear layer interaction. The injector design is based on lean burn fuel injection 
concepts adopted in aero-engine combustors. Geometry involves a pilot and main 
mixer assembly which contains co-rotating and counter-rotating swirler arrange-
ments separated by multiple fuel passages. The CFD formulation was based on the 
standard k-ε model. The model was then numerically resolved using methods of area-
mass-flow rate-based techniques with preconditioning and calculated average veloc-
ities and turbulence characteristics. The central toroidal recirculation zone (CTRZ) 
formation by the pilot and main swirlers is captured and the shear layer structure is 
quantified at different axial locations. 

Keywords Lean burn combustor · Swirl injector · Central toroidal recirculation 
zone · Shear layer · Turbulent kinetic energy 

1 Introduction 

Recent interests in lean burn combustion concepts (TAPS [Twin Annular Premixing 
Swirler] [1, 2], LPP [Lean, pre-mixed, pre-vaporized] [3], LDI [Lean Direct Injec-
tion]) [4] are primarily driven by the growing demand for compact low emission 
micro gas turbine engines for drones and localized power generation. A typical lean 
burn combustor employs a complex fuel injector assembly to mix the combustor 
air and fuel effectively for a wide range of operating conditions. The fuel injector 
assembly admits 70–80% of the combustor air and it requires elaborate arrange-
ments within the fuel injector to generate the desired primary zone aerodynamics for
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mixing, atomization, and flame stabilization [2]. Typical injector geometry consists 
of pilot and main swirler block assemblies and the fuel is injected using a pilot nozzle 
(simplex or dual orifice type) or using dedicated annular passages [5, 6]. 

At IIT Jammu, an initiative is launched to develop compact combustor concepts 
for a 1 KN thrust drone engine. Development of the fuel injector is taken up as the first 
step, adopting a lean burn fuel injector technology similar to the existing aero-engine 
injector concepts. The injector is realized using additive manufacturing techniques 
considering the geometrical complexities and geometrical accuracy required. The 
design of the injector focuses on two important aspects: (a) design of the swirler 
assembly to achieve the desired injector aerodynamics that will help for proper 
flame stabilization and atomization. (b) design of the fuel injector/injection passages 
that provide proper atomization and mixing at all power levels with appropriate fuel 
staging. 

An injector assembly is realized as shown in Fig. 1. The injector’s pilot assembly 
consists of co-rotating and counter-rotating axial swirlers separated by a curved pre-
filming surface. A simplex nozzle of flow number 1.1 is used as the pilot injector 
to generate a 90° cone spray, which supplies the initial droplets to the pilot mixer. 
These droplets get atomized by the primary air, and part undergoes wall filming 
on the prefilmer. A counter-rotating shear layer forms at the prefilmer tip which 
atomizes the accumulated liquid rim and provides a uniform spray at the exit. The 
primary air swirl of the primary swirler generates a central toroidal recirculation zone 
(CTRZ) which extends farther downstream of the injector. The main mixer consists 
of an axial and radial swirler assembly. A liquid jet ensues from the inner wall of 
the radial swirler and it mixes with the axial and radial air flows. This forms a jet in 
swirl cross-flow atomization mechanisms inside the main swirler. The internal flow 
features are complicated and involve multiple flow phenomena. The primary zone 
aerodynamics at the injector exit is dictated by the internal flow evolution. The CTRZ 
and shear layer characteristics of the pilot and main mixers will dictate the atomiza-
tion and mixing characteristics of the flow. A detailed understanding of the internal 
flow characteristics is critical for the design of advanced mixer concepts. However, 
experimental investigation of the internal flow of such injectors is quite challenging 
considering the geometrical and flow complexities inside. Hence a numerical inves-
tigation approach is adopted to understand the internal and external airflow charac-
teristics of the injector. The present work focuses on the CTRZ, streamline pattern, 
and shear layer characteristics of the pilot and main injector assemblies.

2 Injector Geometry and Flow Conditions 

The injector is designed based on the existing lean burn combustor design method-
ologies in the literature [5]. A turbojet cycle analysis is conducted considering an 
engine thrust of 1 KN, and the corresponding air and fuel flow rates are estimated. 
The flow through the injector is split into the pilot and main swirlers based on the
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Fig. 1 Cut section view of 
the injector with four swirler 
arrangement

1-Primary Axial swirler. 
2-Secondary Axial 
swirler. 
3-Tertiary Axial swirler 
4-Primary Radial 
swirler. 
5-Primary venturi. 
6-Secondary venturi. 
7-Flare exit. 
8-Nozzle Gap. 

Pilot: (1+2+5+8+6). 
Main: (3+4+6+7). 

Table 1 Mass flow rate and 
area ratio of pilot and main Part Mass flow rate 

(kg/s) 
Area ratio 

Pilot mixer 0.0405 0.32 

Main mixer 0.0852 0.68 

Table 2 Parameter of 
swirlers of pilot and main Part Geometrical swirl number Swirler type 

Primary pilot 0.44 Axial 

Secondary pilot 0.47 Axial 

Primary main 0.42 Axial 

Secondary main 1.54 Radial 

area ratio. Simulations are performed for flow conditions as mentioned in Table 1. 
The total injector flow rate is 0.125 kg/s. 

As shown in Fig. 1, the injector assembly is divided into two parts viz., Pilot 
and Main. The Pilot consists of primary and secondary axial swirlers, and the Main 
consists of tertiary axial and primary radial swirlers, as labeled in Fig. 1; Table 2. 

3 Numerical Methodology 

This section presents the detailed numerical methodology for performing 3D CFD 
simulations to analyze the internal and external aerodynamics of a lean burn gas 
turbine fuel injector [7]. Air is considered as the fluid passing through the pilot and 
main passages. A finite volume-based commercial solver, ANSYS Fluent is used for 
performing the simulations. The following are the governing equations that represent 
the conservation of mass and momentum [8]. 

Continuity equation:
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∂ρ 
∂t 

+ ∇  ·  (ρ�v) = Sm (1) 

Momentum equation: 

∂ 
∂t 

(ρv) + ∇  ·  (ρ�v�v) = −∇  p + ∇  · (
τ
) + ρ �g + �F (2) 

To account for the turbulence, Reynolds Average Navier–Stokes (RANS)-based 
two-equation model, namely the Standard k-ε model is employed. From the literature 
[9], it is evident that k-ε model a better solver for the study of complex swirl flows 
with recirculating zones and shear layers. The transport equations [8] for the standard 
k-ε model are given as, 

∂ 
∂t 

(ρk) + ∂ 
∂ xi 

(ρkui ) 

= ∂ 
∂ x j

[(
μ + 

μt 

σk

)
∂k 

∂x j

]
+ Gk + Gb − ρε − YM + Sk 

(3) 

∂ 
∂t 

(ρε) + ∂ 
∂xi 

(ρεui ) 

= ∂ 
∂x j

[(
μ + 

μt 

σ∈

)
∂ε 
∂ x j

]

+ C1ε 
ε 
k 
(Gk + C3εGb) − C2ερ 

ε2 

k 
+ Sε (4) 

3.1 Computational Domain for Lean Burn Fuel Injector 

The schematic of the 3D computational domain of the injector assembly is presented 
in Fig. 2. The fuel injector is considered to be enclosed inside a cylinder of 100 mm 
diameter and 100 mm long. Downstream the exhaust of the injector, a cylindrical 
domain of 100 mm diameter and 150 mm long is considered to capture the recircula-
tion zone. It is assumed that there is a total variation of 4% (4053 Pa) of atmospheric 
pressure in the upstream gauge pressure inlet condition and zero-gauge pressure at 
the exit face [9, 10]. Hybrid meshing is performed for the discretization of the compu-
tational domain with a total number of 2.1 million elements. The cut section of the 
computational mesh is presented in Fig. 3, showing the fine mesh near the Main 
section for resolving the detailed 3D flow field characteristics. The pressure and 
velocity coupling are achieved using a SIMPLE algorithm. Second-order numerical 
schemes are chosen for solving the momentum, turbulent kinetic energy, and turbu-
lent dissipation rate. At the inlet, the mass flow rates are defined (see Table 1), whereas
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Fig. 2 The schematic of the 3D computational domain of the Lean burn fuel injector 

a pressure outlet condition is defined at the outlet. A no-slip boundary condition is 
imposed on the solid walls (Table 3). 

Fig. 3 Hybrid mesh for the lean burn fuel injector 

Table 3 Parameters of inlet and outlet domain 

Parts Inlet domain 
diameter 
(mm) 

Inlet domain height 
(mm) 

Outlet domain 
diameter 
(mm) 

Outlet domain height 
(mm) 

Total 100 80 200 150 

Main 100 100 100 150 

Pilot 80 70 100 150
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3.2 Grid Independence Study 

A systematic grid independence study is performed for different mesh configurations 
with 1.1, 2.1, and 3.1 million elements as shown in Table 4. The comparison of axial 
variation of the velocity along the injector is presented in Fig. 4. It can be inferred 
that there is no significant change in the axial velocity profile for mesh configurations 
2 and 3. Hence, mesh 2 is chosen for the rest of the simulations. Considering a fully 
turbulent flow, the first cell height of 0.5mm is specified for a y+ of 45 for the near-wall 
treatment [10]. 

Table 4 Different mesh 
configurations and their 
respective number of 
elements 

S.No Configurations Number of elements 

1 Mesh 1 1,127,416 

2 Mesh 2 2,147,037 

3 Mesh 3 3,157,755 

Fig. 4 Comparison of axial velocity with axial distance for different mesh configurations
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4 Results and Discussion 

The internal aerodynamics of the injector is quite complicated, and it involves the 
interaction of complex flow structures. The internal airflow is captured systematically 
considering the geometry in 3 parts: (a) pilot mixer alone, (b) main mixer alone, and 
(c) fuel injector assembly (pilot + main). The subsequent sections discuss the flow 
characteristics for the three configurations. 

4.1 Pilot Mixer Flow Characteristics 

See Figs. 5, 6 and 7. 
Figure 5a and b show the velocity contours and streamline pattern through the pilot 

mixer assembly respectively. Primary and secondary air streams are counter-rotating. 
Simulation results show that the air enters through the primary and secondary 
swirlers, and a strong swirl flow is generated at the exit. The primary air flow under-
goes vortex breakdown, and a central toroidal recirculation zone is formed at the 
exit. The size of the recirculation bubble is shown in Fig. 7 as an iso-surface of zero 
axial velocity. The CTRZ originates 41 mm from the exit plane and extends 28 mm 
toward the exit of the injector. The flow gets axisymmetric as it accelerates through 
the venturi region. The wall shear stresses are high in the inner region of the venturi. 
The primary and secondary air streams interact at the venturi tip and form a thick 
shear layer. The turbulent kinetic energy is maximum at the venturi tip and decays

Fig. 5 The velocity field in the pilot injector assembly a Contour plot, b Streamline pattern ( ṁp = 
0.0405 kg/s)
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Fig. 6 TKE variation in the 
pilot injector assembly ( ṁp 
= 0.0405 kg/s) 

Fig. 7 Iso-surface of zero axial velocity, showing the recirculation bubble
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Fig. 8 The velocity field in the pilot injector assembly a Contour plot, b Streamline pattern ( ṁm 
= 0.0852 kg/s) 

as the flow proceeds downstream. Figure 6 shows the TKE variation inside the pilot 
mixer. 

4.2 Main Mixer Flow Characteristics 

See Figs. 8 and 9.
The main mixer involves a radial and axial swirler assembly which is counter-

rotating. The flow rate through the main mixer is around 0.0852 kg/s and the bulk 
velocities are observed in the range of 28–40 m/s. The flow through the annulus 
generates a strong shear layer at the exit, a recirculating flow structure is formed at 
the exit. However, the recirculation zone is weak and the flow is more axisymmetric 
toward the downstream region. The TKE variation shows peak regions at the interac-
tion zones of the axial and radial swirl flow, which further leads to the formation of 
an expanding shear layer in the downstream region. No toroidal recirculation bubble 
is formed in this case. 

4.3 Fuel Injector Flow Characteristics 

See Figs. 10, 11, 12 and 13.
The combined airflow field generated by the pilot and main mixer assemblies is 

simulated using the fuel injector configuration. The velocity contours and streamline
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Fig. 9 TKE variation in the 
main injector assembly ( ṁm 
= 0.0852 kg/s)

Fig. 10 TKE variation in cross plane at 10 mm from exit plane of the injector assembly ( ṁt = 
0.125 kg/s)

pattern of the injector flow is shown in Fig. 11a and b, respectively. The flow structures 
show the dominance of the main mixer flow on the pilot mixer flow field. The CTRZ 
formed at the pilot mixer exit gets elongated under the influence of the main mixer 
flow. Peak velocities are observed in both the pilot and main mixer shear layer regions. 
The TKE and vorticity distribution at 10 mm from the mixer exit plane is presented 
in Figs. 10 and 12. Both plots show the strong dominance of the main mixer shear 
layer over the shear layer formed by the pilot mixer.
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Fig. 11 The velocity field in the pilot injector assembly a Contour plot, b Streamline pattern ( ṁt 
= 0.125 kg/s) 

Fig. 12 Vorticity variation in injector assembly ( ṁt = 0.125 kg/s)
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Fig. 13 TKE variation in 
the injector assembly ( ṁt = 
0.125 kg/s)

5 Conclusions 

The internal and external aerodynamics of a complex lean burn gas turbine fuel 
injector is investigated numerically. The formation of recirculating flow structures in 
the pilot and main mixer assembly is captured in the present work. The primary air 
swirl of the pilot mixer develops a CTRZ and it gets elongated under the influence 
of the main mixer shear layer. Regions of high TKE are observed near the venturi tip 
and near the exit region of the main mixer due to the interaction between counter-
rotating air swirls. Further works are planned to improve the mesh resolution and 
also to identify the appropriate turbulence models for better prediction accuracies. 
Particle image velocimetry experiments are in progress to capture the exit velocity 
field of the injector and the data will be used to validate the CFD results. 

Nomenclature 

C1ε 1.44 – 

C2ε 1.92 – 

Cμ 0.09 – 

Eij Rate of deformation s−1 

F External body force N 

Gk Turbulent kinetic energy due to mean velocity gradient J/kg 

Gb Turbulent kinetic energy due to buoyancy J/kg 

g Gravitational acceleration m/s2 

k Turbulent kinetic energy J/kg

(continued)
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(continued)

ṁm Air flow rate through main kg/s 

ṁp The air flow rate through pilot air kg/s 

ṁt Flow rate through main and pilot kg/s 

p Static pressure Pa 

Sk Source term – 

Sm Mass of vaporized liquid kg 

Sε Source term – 

ui Velocity component m/s 

v Velocity m/s 

Y Axial distance m 

Ym Dilatation dissipation – 

ε Rate of dissipation m2/s3 

μ Dynamic viscosity Pa-s 

μt Eddy viscosity kg-m/s 

ρ Density of air kg/m3 

σ k 1.0 – 

σ ε 1.3 – 

τ Stress tensor Pa 
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Aero-Thermal Investigation 
on Commuter Category Turboprop 
Aircraft Engine Nacelle 

C. A. Vinay, G. N. Kumar, S. Venkat Iyengar, and T. Pugazhendhi 

Abstract In aircraft industry, the development of composite materials for increased 
strength and reduced weight is always a priority. The external body of aircraft, i.e. 
fuselage, nacelle, wings etc., is made of Al alloy and composites. A nacelle of 
a light turbo-prop tractor-configured aircraft, houses hot components like engine 
and subsystem. The nacelle is also made of thermally sensitive composite material; 
hence, it requires specified thermal management study. Thermal ventilation is done 
by inlet scoops and louvre outlet which keeps the engine and nacelle bay region in 
lower temperature safe for nacelle surface. Aero-thermal analysis is performed on the 
engine and nacelle bay ventilation, and the temperature results of the computation 
fluid dynamics (CFD) analysis is used in assessing the suitable material and its 
mechanical properties degradation with respect to temperature. For numerical study, 
a simplified nacelle, engine, and subsystem geometry are considered. ANSYS ICEM 
CFD™ and CATIA commercial software is used for geometry preparation and tetra 
meshing. ANSYS Fluent is used as a solver with SST k − ω viscous model to capture 
thermal values at the geometry surfaces. 

Keywords Aero-thermal · Bay-ventilation · Louvers · Nacelle · Turboprop 

1 Introduction 

A fast growth is seen in the present days of aircraft manufacturing, and there is a rising 
demand for lightweight, high strength materials. Figure 1 shows the typical turbo-
prop commuter aircraft with tractor propeller configuration which is considered in 
the present study. It consists of a nacelle and ducts made up of aluminium alloy 
sheet and composite material. Tensile yield strength (F ty) of this aluminium alloy is
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Fig. 1 Turboprop commuter aircraft with tractor propeller configuration 

sensitive to temperature. With the temperature raise from 204 to 276 °C, the tensile 
yield strength of the material drops from 60 to 40% of F ty (100% F ty considered 
at room temperature). The nacelle is expected to have a material with higher heat 
resistive capacity, as it houses the engine and its auxiliary components which dissipate 
heat energy at different temp ranges in conjugated manner and reach at elevated 
temperature. As the nacelle is made of Al alloy sheet, it cannot withstand high 
temperature dissipating from the engine. Hence, the bay region presents between 
engine and nacelle need to be ventilated to circulate the air which enhances the heat 
transfer and reduces the amount of heat reaching the nacelle. 

Through numerical simulation, the heat transfer rate and hence the nacelle surface 
temperature can be estimated for any flight conditions inside the bay region based 
on sizing of NACA flush inlet and louvres outlet. The inlet and outlet for the air 
circulation inside the bay area needs to be placed on the nacelle surface by using 
appropriate analytical and experience-based method. 

2 Literature Review and Objective 

Segal (1997) This paper presented of an engine bay idea for a military aircraft demon-
strated the engine bay’s effective cooling and ventilation both static and in flight [1]. 
Balland et al. (2008) Airbus and Snecma jointly investigated the nacelle bay area 
using an aero-thermal technique. In that investigation, they concentrated on radiative 
and convective heat transport in an aircraft engine’s nacelle core compartment. They 
used real-time engine data to validate the results [2]. Olejnik et al. (2021) In order 
to accurately model the internal and exterior flow, determine the cooling system’s 
current state, and investigate the effects of modifying the engine cover’s baffles, 
computational fluid dynamics tools were employed in this article. Additionally, two 
different cover types with various inlet and output cross-sectional areas are put to the 
test [3]. Buonomo et at. (2013) this article describes a thermo-fluid-dynamic analysis 
of the flow field surrounding an aircraft nacelle powered by a small pusher turbine 
engine to determine the thermal field on the nacelle surface [4]. Łapka et al. (2014)
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in this research, numerical simulations of fluid flow and heat transfer in the engine 
compartment of a small aircraft with a tractor configuration were carried out for 
various air intake circumstances and air inlet and outlet configurations. The simula-
tion results showed that the intake surrounding the spinner mount is advantageous 
and ensures effective exhaust system cooling. Additionally, they recommend using 
additional inlets in place of the outlet in the landing gear bay, which is positioned in 
the rear of the hot compartment above the engine and in the cool part of the nacelle 
[5]. They further reduced the issue and contrasted the outcomes from one dimen-
sion with those from three dimensions. It was determined that the results of these 
two ways were agreeable, and a subsequent iteration employing a 3D model was 
conducted. Heat from the engine exhaust gas jet that transfers to the aircraft body 
was compared between two tractor-configured aircrafts [6]. 

3 Materials and Methods 

The engine bay consists of three parts which was separated by a firewall called L-
and M-frame. Hot section compartment with engine, front bay and relatively cold 
section, rear bay is containing other systems; mid part is plenum section, centre bay 
(compressor region) shown in Fig. 2. 

3.1 Geometry Creation 

The model for numerical analysis is created using CATIA V5 software. Complex 
systems like oil cooling ducts, fuel ducts, engine control cables, etc., are not consid-
ered in the geometry as they do not significantly contribute as a heat source. The

Fig. 2 Three different zones 
with firewall 
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Fig. 3 Simplified geometry from complicated geometry 

geometry is simplified to reduce the computational and meshing time shown in 
Fig. 3. 

The region inside the nacelle and the engine surfaces are divided into three zones/ 
bay, viz. front, centre, and rear zone which are separated by L-frame and M adiabatic 
frames. The front zone consists of exhaust stubs on each side of the nacelle and 
also reduction gear box, propeller governor, magnetic chip detector is present. In 
the centre zone, which is a compressor zone, there is no external air circulation/ 
ventilation in this bay region. The rear zone consists of auxiliary gear box, fuel 
control unit, oil scavenging pump is housed. 

3.2 Mesh Generation 

The mesh generation was done by using ANSYS ICEM CFD. Grid consists of 
13,001,440 control volumes and 26,675,090 faces. To obtain an undisturbed flow, a 
large cylindrical domain is considered around the engine–nacelle geometry of length 
5000 mm upstream and 40,000 mm downstream (larger domain distance downstream 
is to capture turbulence generated by the propellers downstream), and the domain 
diameter of 15,000 mm is considered shown in Fig. 4. The domain sizing is finalized 
by observing turbulent intensity regions in the preliminary study.

3.3 Mathematical Model 

The simulations were done for complete aircraft having nacelle and propeller, 
utilizing ANSYS Fluent software which provides finite volume code. The three-
dimensional flow was solved using Reynolds-averaged Navier–Stokes equation, 
in that k − ω SST model [7] was selected, and then spatial discretization of the 
governing equations was solved by second-order upwind method. The pressure– 
velocity coupling was achieved by SIMPLE scheme, and all other computations
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Fig. 4 Domain sizing and simplified nacelle and engine model used for simulation

were generated with double-precision arithmetic scheme. The averaged equations 
for conservation of mass, momentum, and energy are as follows: 

SST k − ω Equations: 
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Turbulent Kinetic Energy:
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Specific Dissipation Rate of Kinetic Energy: 
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Two-equation eddy-viscosity, a mixture of the Wilcox k-omega and k-epsilon 
models that are utilized in several aerodynamic applications, is a component of the 
k-SST turbulence model [8]. The Wilcox model close to the wall and the k-epsilon 
model in the free stream can both be activated using the integration function. To take 
into consideration the transport implications of the primary turbulent shear stress, it 
has a modified turbulent viscosity formulation. The k-SST model typically forecasts 
the size and timing of separation under adverse pressure gradients. 

3.4 Simulation Set-Up 

The air surrounding the nacelle is assigned as external fluid, which is present in the 
entire domain, the engine bay, viz. front, centre, and rear are provided with sepa-
rate working fluid, and to account for propeller suction, a rotating fluid is provided 
surrounding the propellers, and all the fluid are made as tetra volume mesh. Engine is 
considered as constant wall temperature with three different temperatures shown in 
Fig. 5. Nacelle is considered as wall thickness of 0.0012 m to avoid ANSYS Fluent 
default setting for wall as thermal resistance as shown in Table 1.

4 Results and Discussion 

The result contour is plotted after evaluating the proper development of the flow 
around the nacelle by considering mass balance and energy balance at the domain 
entry and exit. Figure 6 shows the section location over which the temperature
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Fig. 5 Temperature 
distribution on engine 
surface 

Table 1 Boundary 
conditions S. No Domain Boundary conditions 

1 Domain inlet Velocity inlet 

2 Domain outlet Pressure outlet 

3 Domain Wall 

4 Engine Constant temperature wall 

5 Exhaust annular ring Interior 

6 Exhaust stub Wall 

7 L-frame Wall 

8 Louvres Interior 

9 M-frame Wall 

10 NACA inlets Interior 

11 Nacelle Wall (t = 0.0012 m) 

12 Nacelle entry Interior 

13 Propeller blades Wall 

14 Rotating domain Interior 

15 Spinner Wall

contours will be plotted in the results. The results on these plane show the behaviour 
of the fluid inside the nacelle.

In this paper, two critical case results were discussed as tabulated in Table 2. 
Maximum cruise condition, case 3 with maximum speed, i.e. 0.47 Mach and Ground 
static take-off condition, case 8 with maximum OAT 50 °C. Temperature results 
observed at all the three zones are tabulated in Table 3.
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Fig. 6 Cross-section planes where engine surface temperature was taken

4.1 Case 3 (Maximum Cruise) 

In this case, the altitude of the aircraft is 25000 feet, and the free stream total pressure 
and ambient temperature for the corresponding altitude is 43743 Pa and − 34.5 °C 
(238.65 K), respectively. The speed of the aircraft is 0.47 Mach (159.94 m/s) with 
propeller speed of 1700 rpm. 

Total temperature and static pressure contour on nacelle surface were shown in 
Figs. 7 and 8, respectively. The engine surface temperature at different plane locations 
was shown in Fig. 9.

4.2 Case 8 (Ground Static Take-Off) 

In this case the altitude of the aircraft is 3000 feet, and the free stream total pres-
sure and ambient temperature for the corresponding altitude is 91709 Pa and 50 
°C (323.15 K), respectively. The speed of the aircraft is 0.02 Mach (6.8 m/s) with 
propeller speed of 1700 rpm.
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Table 2 Boundary conditions input values 

Flight case Altitude 
m (ft.) 

Free stream total 
pressure 
Pa 

OAT 
°C (K) 

Speed 
m/s (M) 

Propeller speed 
rpm 

Case 1 
(min. climb) 

1371 
(4500) 

88,578 6.1 
(279.25) 

71.46 
(0.21) 

1700 

Case 2 
(best rate of climb) 

3810 
(12,500) 

66,222 − 9.75 
(263.4) 

88.47 
(0.26) 

1700 

Case 3 
(max. cruise) 

7620 
(25,000) 

43,743 − 34.5 
(238.65) 

159.94 
(0.47) 

1700 

Case 4 
(economy speed 
cruise) 

7620 
(25,000) 

41,983 − 34.5 
(238.65) 

136.2 
(0.4) 

1700 

Case 5 
(economy speed 
cruise) 

4572 
(15,000) 

61,661 − 14.5 
(258.45) 

112.3 
(0.33) 

1700 

Case 6 
ground run (take-off 
condition) 

914.4 
(3000) 

91,709 34 
(307.15) 

6.8 
(0.02) 

1700 

Case 7 
(flight idle condition) 

914.4 
(3000) 

91,709 34 
(307.15) 

6.8 
(0.02) 

1020 

Case 8 
(ground static 
take-off condition) 

914.4 
(3000) 

91,709 50 
(323.15) 

6.8 
(0.02) 

1700 

Table 3 Numerical temperature results at different locations 

Flight cases Temperature observations 

Hot section 
(front nacelle) 
°C (K) 

Plenum section 
(centre nacelle) 
°C (K) 

Inlet section 
(rear nacelle) 
°C (K) 

Max Average 

Case 3 85.79 
(358.94) 

41.92 
(315.07) 

− 27.61 
(245.54) 

− 16.36 
(256.79) 

Case 8 149.9 
(423.05) 

100 
(373.43) 

50 
(323.1) 

50 
(323.1)

Total temperature and static pressure contour on nacelle surface were shown in 
Figs. 10 and 11, respectively. The engine surface temperature at different plane 
locations was shown in Fig. 12.
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Fig. 7 Total temperature contour on nacelle surface 

Fig. 8 Static pressure contour on nacelle surface

5 Conclusions 

The numerical analysis of the zonal and bay ventilation methodology and its effec-
tiveness over the nacelle surface temperature distribution is carried out in the study. 
SST k − ω turbulence model is utilized for the numerical study of internal flow of 
air through the inlets and outlets over the nacelle surface. 

As mentioned earlier nacelle is made of aluminium alloy sheet, and intake ducts 
made of composite materials. Tensile yield strength (F ty) of this aluminium alloy is 
sensitive to temperature variations. With the temperature raise from 477 K (204 °C)
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Fig. 9 Total temperature contour on engine surface

Fig. 10 Total temperature contour on nacelle surface
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Fig. 11 Static pressure contour on nacelle surface 

Fig. 12 Total temperature contour on engine surface
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to 549K (276 °C), the tensile yield strength of the material drops from 60 to 40% of 
F ty (100% F ty considered at room temperature). 

From the temperature distribution over the nacelle, it can be observed that the 
peak temperature is not higher than the material yield temperature shown in Table 3. 
Thus, the bay ventilation design scheme is effective in reducing the heat transferred 
from engine to the nacelle. 

Thus, the overall analysis is quite reliable with the present numerical model and 
set-up. It is proposed to carry out validation of the numerical model developed by 
experimentation on the aircraft with appropriate instrumentation. Results obtained 
from CFD are used as a preliminary design data for selecting the suitable material 
specification for nacelle and associated subsystems. Hence, the present numerical 
method can be used for various flight operating conditions like taxi, take-off, and 
cruise. Further improvement can be made by including the radiation model in the 
CFD solver. 

Nomenclature 

F ty Tensile yield strength N/m2 

NACA National advisory committee for aeronautics 

OAT Outside air temperature K 

RPM Revolutions per minute 

SST Shear stress transport 
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Design, Analysis and Manufacturing 
of Twist Morphing Wing for UAV 
Purpose 

Shivang Patni, Kaushal Mahant, Saumya Shah, Anand Makwana, 
and Jignesh Vala 

Abstract The main obstacle in the design of an effective fixed-wing aircraft is the 
reduction of induced drag, which is a significant factor in the total drag experienced at 
low speeds. One approach to address this issue is by implementing a twist morphing 
wing, which aids in minimizing wing tip vortices and eliminating drag caused by 
gaps and discontinuities between the wing and control surfaces. This research study 
primarily focuses on examining the aerodynamic properties of a twist morphing wing 
specifically tailored for unmanned aerial vehicle (UAV) flight characteristics. Numer-
ical analyses are utilized to conduct an analytical comparison between a conventional 
fixed wing and the morphed wing design. Additionally, a functional prototype of the 
twist morphing wing, complete with an actuating mechanism, is developed. 

Keywords Induced drag · Twist morphing · UAV aerodynamics 

1 Introduction 

The performance of a typical rigid wing is limited in multi-purpose mission require-
ments, and traditional hinged control surfaces tend to create flow separation when in 
use [1]. To address these issues, researchers turned to the twist morphing technology 
used in the Wright Flyer. 

By changing its shape depending on the situation, the morphing wing can achieve 
high-performance aerodynamics and increase lift-to-drag ratio in all flight condi-
tions [2–4]. This idea was inspired by birds, who efficiently use their wings without 
using too much energy [4]. Mimicking their approach, morphing technology mini-
mizes the use of thousands of mechanical components, reduces weight, and improves 
performance [5]. 

Morphing wing technology has been around since the era of the Wright Brothers, 
who used the twist morphing type to roll their aircraft with great success [6]. A prime
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example of this technology is the Morphing Flap system made by Flexsys for the 
Gulf Learjet [6]. In this study, we focus on airfoil profile adjustment type morphing, 
specifically the span-wise twisting of the trailing edge, to improve aerodynamic 
performance and prevent drag penalties caused by discontinuities in conventional 
hinged mechanisms. 

We propose a twist morphing concept for a UAV wing using the SD-7037 airfoil, 
chosen for its characteristics and usage in low Reynolds number UAVs. The wing 
has a 20 cm chord and a rectangular cross-section with a flexi-rib structure to reduce 
yield stiffness and provide calibrated trailing edge deflection. 

We analyse and visualize the aerodynamic improvements obtained with the 
morphing configuration in comparison with the hinged configuration, for low 
Reynolds numbers, as well as to improve manoeuvrability criteria. We examine 
the wing’s performance under different conditions and observe improvements with 
the morphed configuration in relation to changing requirements. 

2 Literature Review 

The paper titled “Effectiveness of Wing Twist Morphing in Roll Control” by R. 
Pecora, F. Amoroso, and L. Lecce from the University of Naples “Federico II”, 80125 
Naples, Italy [7], expresses that these findings are highly encouraging and serve as 
motivation for further exploration of wing twist morphing technology. The focus 
lies in defining a suitable structural layout for practical implementation. The study 
emphasizes that the small twist angles required for inducing roll and the potential 
to design a more flexible and stable wing structure make wing morphing feasible 
through compliant structures. 

In the initial investigation conducted by Benjamin King from Sutton Woods 
College of Engineering and Michael from Friswell College of Engineering, a concept 
called Fishbone Active Camber (FishBAC) [8] is introduced. This mechanism allows 
for continuous and substantial alterations in airfoil camber, requiring minimal energy 
input through a compliant structure and actuation mechanism inspired by biology. 
Analytical predictions of the aerodynamic performance demonstrate significant 
improvements in the lift-to-drag ratio of the FishBAC, compared to a NACA 0012 
airfoil with or without a discrete trailing edge flap. 

According to the state-of-the-art review titled “Morphing Aircraft Based on Smart 
Materials and Structures” by Jian Sun, Qinghua Guan, Yanju Liu, and Jinsong Leng, 
any modification in an aircraft’s configuration, particularly its wings, has an impact 
on its aerodynamic performance [9]. Optimal configurations can be achieved for each 
flight condition, and morphing technologies offer aerodynamic advantages across a 
wide range of flight conditions.
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3 Airfoil Selection 

For the proposed case of low Reynolds number UAV application, two typical airfoils, 
namely NACA2415 and SD7037, have efficient characteristics. 

SD 7037 airfoil 

NACA 2415 airfoil 

4 Computational Modelling and Analysis 

Both airfoils are analysed with the help of computational fluid dynamics. 
Value of y + was kept below 1 over the airfoil in both cases. 
To obtain precise result near the wall, SST KW model is used with convergence 

criteria of 104. 

5 Operating Condition for Both Airfoils 

Chord length (m) 0.2 

Velocity (m/s) 15 

Reynolds number 2,00,000 

Operating pressure (atm.) 1
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Cp graph of SD7037 airfoil 

Cp graph of NACA 2415 airfoil 

More lift on upper surface of SD 7037 can be seen in Cp graph as compared to 
NACA 2415 airfoil. Formation of high pressure on lower surface of SD7037 is also 
higher as compared to NACA 2415. 

6 Results 

As per the computational results, SD7037 provides better results for the corre-
sponding Reynolds number.
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Airfoil name Cl (AoA = 0) Cd (AoA = 0) 
SD 7037 0.3850 0.00929 

NACA 2415 0.2279 0.01085 

7 Computational Modelling of Hinged and Morphed Airfoil 

SD 7037 airfoil is selected for this study. 
In hinge airfoil hinge is provided at 60% of the chord with 16° in downward 

direction which gives resultant angle of attack 6.5°. Coordinate of morphed airfoil 
is extracted from XFLR5 software. 

And hinged airfoil is designed in CATIA v5 software. 

Meshing of hinged airfoil
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Mesh around hinge of hinge 

Meshing of morphed airfoil 

8 Velocity Contour of Morphed and Hinged Airfoil 

Chord length (m) 0.195 

Velocity (m/s) 15 

Reynolds number 2,00,000 approx 

Operating pressure (atm.) 1 

Turbulence model SSK KW 

Convergence criteria 104
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Velocity contour of hinged airfoil 

Velocity contour of morphed airfoil
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Velocity contour at hinge location 

From velocity contour it can be seen that flow separation is high in hinged airfoil 
and flow also tries to move from lower surface to upper surface from hinge (gap) due 
to pressure difference which contributes in overall drag. 

9 Pressure Contour of Hinged and Morphed Airfoil



Design, Analysis and Manufacturing of Twist Morphing Wing for UAV … 561

Pressure contour of hinged airfoil 

Pressure contour of morphed airfoil 

Pressure contour at hinge location 

In hinged airfoil pressure contour graph, more than one stagnation point can be 
observed which causes drag to increase. In morphed airfoil pressure contour graph,
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formation of lower pressure on upper surface is on large portion of airfoil as compared 
to hinge airfoil which leads to more lift production. 

Cp graph morphed versus hinged airfoil 

Cp graph of both airfoil shows that on upper surface of morphed airfoil pressure 
is lower as compared to hinged airfoil and also on lower surface pressure is higher 
as compared to hinged airfoil which shows that lift production in morphed airfoil 
would be larger as compared to hinged airfoil. 

Airfoil Cl Cd Cl/Cd 

Hinged airfoil 0.51 0.0771 6.619924 

Smooth (morphed) 1.35 0.034 39.62457 

10 Wing Design 

Wing is designed in such a way that it produces 2 kg of lift with flap condition (A.O.A 
= 6.5°) at velocity around 9.6 m/s, with aspect ratio of 5. Dimensions are decided 
trial and error method and using below equations: 

l = 1 
2 

∗ ρ ∗ v2 ∗ s ∗ cl 

b2 = A . R ∗ s 

where 

l lift
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ρ density 
v free stream velocity 
s surface area of wing 
cl coefficient of lift 
b span of wing 
A . R aspect ratio 

Parameters Values 

Lift (kgs) 2 

Chord (cm) 20 

Hinge axis from L. E 60% of chord 

Deflection (Ø) ± 16° 
Wing span (cm) 100 

Aspect ratio 5 

Half wing plan-form area (cm2) 1000 

11 Parameter of Wing 

11.1 Wing CAD Model 

Wing with flap condition 

Above model is for half wing span (starboard wing or port wing). After analysing 
this wing in XFLR5 software and considering that data as initial data, new twist
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morphing wing case is designed which is most efficient among other wing for 
production of 2 kg lift. 

Vortices simulation of morphing wing with flap condition 

Vortices simulation of new designed twist morphing wing 

Angle of attack in twist morphing wing is not same throughout span. Root is at 
6.5° A.O.A, and tip is at 0° A.O.A to minimize wing tip vortices causes reduction in 
induced drag which is major contributor in overall drag at low speed. 

Name CL CD Vel. A.O.A Drag (N) Power consumption 
(W) 

Morphed wing 
with flap 

1.736 0.196 9.61 0 (6.5) 1.108 10.64 

Span wise twist 
morphed wing 

0.682 0.03 15.32 0 (root-6.5 and 
tip–0) 

0.4312 6.605984

(continued)
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(continued)

Name CL CD Vel. A.O.A Drag (N) Power consumption
(W)

12 Prototype Mechanism and Manufacturing 

12.1 Flexible Rib 

The flexi-rib is designed taking reference from fish rib a novel airfoil morphing 
structure known as the Fishbone Active Camber (FishBAC) [8]. This design employs 
a biologically inspired compliant structure to create large, continuous changes in 
airfoil camber and section aerodynamic properties. 

Design of flexible rib 

The flexi-rib is developed for high flexibility and the reduce modulus of rigidity. 
The structure consists of a thin chordwise bending beam spine with stringers 
branching off to connect it to a pre-tensioned elastomeric skin surface [10].
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12.2 Leading Edge Support 

To maintain the parametric shape of airfoil and to provide rigid support to morphing 
components, the L.E block is designed, which also acts as a support to the actuators. 

Design of leading support block 

12.3 Assembled Part 

Design of assembled wing in SolidWorks
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The components are assembled, and a reference CAD model for prototype 
manufacturing is developed. 

12.4 Prototype Manufacturing 

Manufactured prototype of flexible rib 

Manufactured prototype of wing with mechanism 

Two pair of servomotor is used to actuate wing with the help of push rod 
mechanism. 

Leading edge support is prepared by 3D printed material (PLA), ribs are made up 
of 5 mm PVC sheet, and trailing edge spar is made up of 3 mm carbon fibre rod.
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13 Conclusion 

Twist morphing wing can eliminate disadvantage associated with rigid wing in 
small UAV by removing hinge and maintaining continuity throughout surface. Twist 
morphing wing can be actuated as flap and also as an aileron. Angle of attack at 
root and tip can be controlled according to requirement which helps to increase 
aerodynamic efficiency and aircraft performance throughout flight path. 
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Experimental Validation 
for Vortex-Induced Vibration of Circular 
and Square Cylinders of Low and High 
Mass Damping 

Parth Patel, Amit Agrawal, Atul Sharma, and Rajneesh Bhardwaj 

Abstract Vortex-induced vibration (VIV), a branch of fluid structure interaction 
(FSI), is an efficient technique to extract power from rivers/streams at low velocity. 
The phenomena happens when the submerged body in the flow is elastically mounted. 
In present study, the response of circular cylinders having low and high mass damping 
and the square cylinder is analyzed experimentally. The experimental facility uses a 
water channel with particle image velocimetry (PIV) for flow visualization. In order to 
record the VIV response of these cross-sections, the experimental setup is developed 
using air bearings to reduce the damping and springs to simulate the spring-mass 
system. The high mass damping ratio circular cylinder shows two-branch response 
(initial and lower branch). While the response of circular cylinder with low mass 
damping parameter is a three-branch response. A maximum of 1.25D of amplitude 
is observed in the upper branch. In the initial branch, the amplitude rises quickly, 
while it is highest in the upper branch, and in the lower branch, it decreases gradually. 
The response of a square cylinder is similar to galloping. The amplitude of oscillation 
rises as the reduced flow velocity increases. All the responses are compared with the 
literature, and they resemble the same trend and characteristics. 

Keywords Fluid structure interaction (FSI) · Vortex induced vibration (VIV) ·
Galloping · Particle image velocimetry (PIV) 

1 Introduction 

Depleting conventional energy sources has led to non-conventional energy sources 
of prime importance in today’s era. The non-conventional energy sources such as 
windmills, water turbines, and solar panels are used widely. As the need for energy 
of humankind is increasing, the decrease in the availability of conventional energy 
resources has led many researchers to search for new ways to extract energy from
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non-conventional energy resources. Water turbines are an excellent way to extract 
energy from a flowing fluid. However, the disadvantage is it requires high pressure or 
the flow velocity of water, thus making it unsuitable to use in small rivers or streams. 
When the flow occurs around the structure because of the obstruction in the flow 
path, the fluid exerts a force on the structure. The structure may be rigid or elastically 
mounted; this phenomenon of coupling between the laws of fluid dynamics and 
structural mechanics is termed vortex-induced vibration (VIV). 

VIV has several branches depending on the behavior and the cross-section of the 
submerged body. Rostami and Armandei [1] presented a detailed article classifying 
different branches of FSI. Among this flutter, galloping and vortex-induced vibration 
(VIV) have the capability of harvesting energy at low flow speeds up to 0.5 m/s. The 
mass ratio, defined as the ratio of oscillating mass to the displaced fluid mass (m∗), 
and the damping ratio (ζ ) are the critical parameters affecting the system. Earlier 
the lock-in regime was defined as the match of natural frequency of the system 
and the body oscillation frequency. Sarpkaya in 2004 [2] redefined the definition as 
the match in vortex shedding frequency and the frequency of body oscillation as a 
lock-in regime. Feng in 1968 [3] was the first to carry-out experiments to capture 
VIV phenomena in the wind tunnel. Feng observed two branches in the synchro-
nization/lock-in regime, and the first is the initial branch and the lower branch. The 
oscillation amplitude quickly rises in the initial branch and drops gradually in the 
lower branch. Later Khalak and Williamson [4] prepared a hydro-elastic experi-
mental facility in 1996. The authors used air bearings to minimize the damping of 
the system. As the water channel is used for experiments, the mass ratio and damping 
were much lesser than in the experiments conducted by Feng. The response at low 
mass damping parameter (m∗ζ ) indicated three-branch response (i.e., initial, upper, 
and lower branches). The amplitude of oscillation quickly rises in the initial branch. 
In the upper branch, the amplitude of oscillation is highest, up to 0.6D of maximum 
amplitudes are reported. The amplitude decays with the reduced flow velocity in the 
lower branch. Govardhan and Williamson in 2000 [5], published an extensive anal-
ysis of the system at low and high mass damping (m∗ζ ) parameter. The high mass 
damping case has two-branch response. The initial branch has 2S mode of vortex 
shedding and 2P mode of vortex shedding in the lower branch. Besides the mode 
of vortex shedding ψ, termed as the phase angle between the vortex shedding and 
body oscillation. The lower branch has a phase difference of 180° while in the initial 
branch it is in phase. The low mass damping case exhibits three-branch response. The 
initial branch shows 2S mode of vortex shedding and 2P mode of vortex shedding is 
observed in the upper and lower branch. There is a jump of 180° in the phase between 
vortex and body displacement during the switching of initial to upper branch, while 
the total phase between the force and body oscillation remains in phase. During the 
switching of the upper to lower branch, the vortex phase remains the same, but the 
total phase between the total force and body displacement changes to almost 180°. 
Decreasing the mass ratio further, there is an increase in oscillation amplitude. This 
led to the discovery of the critical mass of the cylinder. Govardhan and Williamson in 
2002 [6] conducted experiments to find the critical mass of the cylinder. The authors 
reported beyond an m∗ of 0.54 the lower branch of the VIV disappears and the
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cylinder experiences VIV forever even at high reduced velocities. The cross-sections 
other than cylinders have also been investigated by several researchers [7–10]. The 
square cross-section at a different angle of attack is investigated by Nemes et al. in 
2012 [11]. The authors found the cross-section at even zero angle of attack expe-
riences galloping, i.e., the amplitude and the body oscillation frequency increases 
as the reduced flow velocity is increased. Ding et al. [12] numerically investigated 
PTC cylinder, Q trapezoid, square, and triangle numerically. The passive turbulence 
control technique applied to the cylinder is by attaching the roughness strips upstream 
to the cylinder. This technique is deeply investigated by Chang and Bernitsas [13]. 

The PTC-treated cylinder experiences galloping, and up to 3.5D of oscillation 
amplitude is reported. Cyber-physical fluid dynamics (CPFD) facility is developed 
by Mackowski and Williamson in 2011 [14]. The advantage of the facility is that 
the experiments with any mass ratio, stiffness, and damping can be conducted by 
giving the system parameters as input to the LAB view software where control laws 
are defined. The only physical change required is the cross-section experiencing 
VIV; this facility gives the flexibility to simulate the nonlinear stiffness and damping 
behavior. 

The present study aims at developing the experimental facility to experimentally 
study the VIV phenomena. The study also aims at measuring the response of circular 
cylinders at low and high mass damping (m∗ζ) and that of the square cross-section. 
The PIV experiments are in progress and will be presented in next research article. 

2 Experimental Facility 

The non-dimensional parameters used in the study of VIV are as follows: 

Re = 
U∞ D 

ν f 
(1) 

m∗ = m 
π 
4 ρ f D2L 

(2) 

ζ = c 

4πmfn 
(3) 

U ∗ = 
U∞ 

fn D 
(4) 

fn = 
1 

2π 

/
k 

m 
(5) 

where D is the hydraulic diameter of the cylinder, U∞ is the free stream velocity, m 
is the total mass of oscillating components, ν f is the kinematic viscosity of the fluid, 
L is the length of the submerged body, ρ f is the fluid density, the damping constant
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of the system is c, f n is the natural frequency, and the stiffness of the springs is k. 
The nondimensional parameters are as follows: Re is the Reynolds number, m∗ is 
the mass ratio, ζ is the damping ratio, and U∗ is the reduced flow velocity. 

Figure 1 shows the water channel facility used for the experiments to capture VIV 
phenomena. The water channel has a test section of length of 1500 mm and 400 × 
400 mm2 cross-sectional area. The water is circulated in a closed circuit. The water is 
seeded with glass particles of size 8–10 μm for illumination. Nd:YAG double pulse 
lasers (Beamtech, China; energy: 200 mJ/pulse, wavelength 532 nm, repetition rate: 
15 Hz). The images are captured using a CCD camera (PCO Pixelfy, Germany) at a 
frequency of 5 Hz and image resolution of 1392 × 1024 pixels. As flow speed varies 
the time interval between two images is varied from 1.5–40 ms. The displacement of 
the submerged body experiencing VIV is measured using a non-contact laser sensor 
(microepsilon, range: 100–600 mm, sampling rate: 4 kHz) with a sampling rate of 
4 kHz.  

The experimental setup is first modeled using SolidWorks to get a thorough idea 
of the placement of components and the components required, as shown in Fig. 2a. 
The experimental setup is assembled in a similar way as modeled in SolidWorks as 
shown in Fig. 2b. The air bearings are used to minimize the damping of the system; 
they create a thin film of air between the bore of the bearings and the shaft. The 
mounting block houses the air bearings and provides mounting attachments to attach 
the mounting plate. The mounting block is used to house end mounts that support 
the shaft. The mounting plate houses spring clamps, mounting blocks, and the mount 
for attaching the submerged body experiencing VIV.

Fig. 1 Water channel facility 
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(a) CAD modelling of experimental setup 

(b) Assembled experimental setup 

Fig. 2 Development of experimental setup 

3 Results and Discussion 

The VIV experiments are carried out for three different cross sections. The first 
is 25 mm diameter cylinder, second is 70 mm diameter cylinder, and the third is 
square cylinder having 25 × 25 mm2 cross-section. The detailed system parameters 
are given in Table 1.

The system is initially given a defined amplitude and allowed to oscillate freely to 
measure the natural frequency and damping ratio of the system in the air. Fast Fourier 
transform (FFT) will determine the natural frequency of the system, and the curve
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Table 1 System parameters 

Cylinder 1 Cylinder 2 Cylinder 3 

Hydraulic diameter D (mm) 25 70 25 

L/D 14.9 4.3 15.3 

Mass ratio (m∗) 10.49 2.07 8.69 

Damping ratio (ζ ) 4.5 × 10−3 3.9 × 10−3 4.9 × 10−3 

m∗ζ 0.048 0.0081 0.042 

Natural frequency ( fn) 0.259 0.1983 0.251 

Reynolds number (Re) 350–2100 1700–12,500 300–3100

fit of the peak amplitude will determine the damping ratio of the system. Figure 3 
shows the response of the cylinder, the cylinder resemblance free-damped response. 
The red line shows the curve fit to determine the damping ratio. 

As the flow velocity is increased in the water channel, the submerged cylinder 
in the flow becomes susceptible to vortex-induced vibrations. Figure 4 shows the 
displacement of the system as the flow velocity is increased and the cylinder begins 
to experience VIV. In Fig. 4a, the lock-in region is not reached, yet oscillations with 
small varying amplitude and at various frequencies are observed. As the reduced flow 
velocity is further increased, the amplitude of oscillation gets constant, as shown in 
Fig. 4b. In the lock-in regime, the system vibrates with constant amplitude and 
frequency as shown in Fig. 4c.

The response of various cylinders experiencing vortex-induced vibration is shown 
in Fig. 5. Figure 5a shows the cylinder response having high mass damping 
(m∗ζ = 0.048). The system response falls in between the experiments conducted 
by Khalak and Williamson [4] (m∗ζ = 0.013) and Feng [3] (m∗ζ = 0.38). It is 
important to note that the system response is a two-branch response. The initial

Fig. 3 Free-damped 
response of circular cylinder 
(25 mm diameter) 
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Fig. 4 Amplitude versus 
time response of circular 
cylinder (25 mm diameter) 
a Unsynchronized regime 
b On the onset of lock-in 
c Oscillations in lock-in 
regime

branch where amplitude quickly rises and the lower branch where the amplitude of 
oscillation falls gradually.

As the diameter of the cylinder is increased from 25 to 70 mm, the displaced fluid 
mass increases considerably more than the oscillating mass. This decreases the mass 
ratio considerably from 10.5 to 2.07. With cylinder 2, the mass damping parameter 
(m∗ζ ) decreases in order to obtain three-branch response. The system response for 
cylinder 2 is shown in Fig. 5b. Three-branch response, i.e., initial, upper, and lower 
branch, is observed. In the initial branch, the amplitude of oscillations increases 
rapidly, while in the upper branch, the system experiences maximum amplitude 
of oscillations. Maximum amplitude of up to 1.25D is observed. As the current 
system mass damping parameter (m∗ζ ) is 0.0081 which is less than the experiments 
conducted by Khalak and Williamson [4] (m∗ζ = 0.013), the upper branch experi-
ences a higher amplitude of oscillation. The response of cylinder 3 is different from 
that of cylinder 1 and 2. As the cross-section of cylinder 3 is square, its response 
should be similar to galloping. Figure 5c shows the response of the square cylinder. 
The response falls under the experiments conducted by Nemes et al. [11]. As the 
present system mass damping parameter (m∗ζ ) is 0.043 is higher than that of Nemes 
et al. (m∗ζ = 0.0065), the amplitude response is lesser. It can be noted that the 
trend followed by Nemes et al. and that of the present study resemblance similarity. 
The amplitude of oscillation increases as the reduced flow velocity is increased. A 
maximum amplitude of 1.92D is observed at a reduced flow velocity of 25D.
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Fig. 5 Response of 
cylinders experiencing VIV

(a) Response of circular cylinder (25 mm diameter) 

(b) Response of circular cylinder cylinder (70 mm 
diameter) 

(c) Response of square cylinder (25 mm hydraulic 
diameter) 
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4 Conclusions 

The present paper compares the response of cylinders with high and low mass 
damping (m∗ζ ) and square cross-sections experiencing vortex-induced vibration 
(VIV) experimentally. A water channel is used to simulate the flow of water, and to 
obtain the flow field, particle image velocimetry (PIV) is used. The experimental 
setup to allow movement of submerged cross-section experiencing VIV at least 
damping is developed. Air bearings are used to minimize the damping, and springs 
are used to model a spring-mass system. The response of three cylinders experi-
encing VIV is analyzed. Cylinder 1 and 2 are circular in cross-section having 25 
and 70 mm diameter, respectively. Cylinder 3 is of square cross-section with 25 × 
25 mm2 cross-sectional area. The first cylinder has a high mass damping parameter 
(m∗ζ = 0.048), and its response is a two-branch response. In the initial branch, 
amplitude of oscillation rises quickly, and in the lower branch, it falls gradually. The 
second cylinder has low mass damping parameter (m∗ζ = 0.0081). Three-branch 
response is observed in this case. In the initial branch, the amplitude of oscillation 
increases quickly, while the maximum amplitude of oscillation is observed in the 
upper branch. A maximum of 1.25D amplitude is recorded in the upper branch. In 
the lower branch, the amplitude of oscillation drops gradually. The response of a 
square cylinder is similar to galloping. The amplitude of oscillations increases as the 
reduced flow velocity is increased. 

Nomenclature 

U∞ Free stream velocity (m/s) 

D Hydraulic diameter of cross-section (m) 

m Mass of oscillating body (kg) 

L Length of the submerged body (m/s) 

ζ Damping ratio – 

t Time (s) 

m∗ Mass ratio – 

U∗ Reduced velocity – 

μ Kinematic viscosity (m2/s) 

ρ Density (kg/m3) 

D Hydraulic diameter (mm) 
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Experimental Investigation 
of Vortex-Induced Vibration of a Circular 
Cylinder Mounted on a Cantilever Beam 

Deepak Kumar Rathour and Atul Kumar Soti 

Abstract Experimental investigation of vortex-induced vibration of a bluff body 
usually requires the use of air bearings that allow motion with negligible friction. 
The use of air bearings allows us to conduct experiment at very low mass damping. 
However, air bearing systems are costly and require continuous supply of pressurized 
air. The pressurized air is supplied through a tube that can act as a source of external 
damping as the tube vibrates with the system. In this work, we present an alternate 
and cheap method of conducting vortex-induced vibration experiments while keeping 
very low mass damping. We use a cantilever beam for the elastic support of the bluff 
body. The cantilever beam provides restoring force and frictionless motion for the 
system. In our experiments, we tested one long cantilever beam made of mild steel 
and one short cantilever beam made of stainless steel. We compared the vibration 
response of the circular cylinder with the existing literature. For sufficiently long 
cantilever beams, the vibration response is found to be comparable to that of an 
air bearing mounted cylinder free to vibrate transverse to the flow. In case of MS 
cantilever beam, three response branches, initial, upper, and lower branches, are 
observed. The maximum amplitude of vibration occurs at U ∗ = 4.92, and it is 
A∗
max = 0.79D. For SS cantilever beam, only two response branches, initial and 

lower, are observed, and the peak amplitude of vibration A∗
max = 0.70D occurs in 

the lower branch at U ∗ = 5.26. It is observed that on reducing the length of the 
cantilever beam, the peak of the amplitude reduces. 
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1 Introduction and Literature Review 

When a bluff body is placed across the fluid flow, the vortex formation will occur due 
to the pressure difference between the fore and aft of the cylinder. Vortices are shed 
from the rear end of the bluff body. Due the formation of vortices, the bluff body 
experiences fluctuating lift and drag, which causes the vibration of bluff body. The 
vibration of elastically mounted bluff bodies caused by the flowing fluid is called 
the flow-induced motion. In this case, if the cylinder is free to vibrate, then the 
cylinder will start oscillating vortex-induced vibration is a resonance type of flow-
induced vibration in which vortex shedding frequency becomes equal to the natural 
frequency of oscillation of the oscillatory structure. The first experimental study on 
vortex-induced vibration was carried out by Feng [1]. CC Feng conducted the exper-
iments in the wind tunnel for a cylinder with a high mass ratio (m∗ = 248). Feng [1] 
studied the VIV response of circular and D-shaped cylinder by employing the elec-
tromagnetic eddy-current-based damper. He observed only two response branches, 
initial and lower, in VIV response. In his experiments, there was no discontinuity 
observed between the initial and lower branch. Khalak and Williamson [2] conducted 
the experiments for low mass ratio (m∗ = 2.4), and they observed three response 
branches: (1) Initial branch corresponding to pseudo periodic amplitude of vibration 
(2) Upper branch corresponding to the aperiodic amplitude of vibration (3) Lower 
branch corresponds to the periodic amplitude of vibration. The maximum amplitude 
of vibration was observed in upper branch, and it was one cylinder diameter [3]. The 
transition from one response branch to other is associated with the vortex shedding 
mode and the phase angle. The transition from initial branch to upper branch is due 
to change in the vortex shedding mode from 2S (two single vortices per cycle) to 2P 
(two pairs of vortices form in each cycle of body motion). The transition from upper 
branch to lower branch is due to the change in total phase angle from 0° to 180° in 
the phase of lift force. For the detailed analysis of the branching behavior, numerical 
simulation has been done by Leontini et al. [4] and Willden and Graham [5] for  a Re= 
200 and 50 to 400, respectively. Luxor and Zhao have done numerical studies for a Re 
= 3000 and 1000, respectively. The transition of VIV response from three branches 
to two branches was shown by Klamo et al. by conducting experiments for increasing 
damping [6]. They observed that the three response branches occurred at low mass-
damping and high Reynolds numbers. Klamo, in 2009, suggested using the eddy-
current-damping to study the VIV of circular cylinder [7].  Soti et al.  [8] conducted 
experimental studies on the single degree of freedom vortex-induced motion of an 
elastically mounted single cylinder for different damping ratios. They observed that 
the amplitude of vibration starts decreasing with an increasing damping ratio. Exper-
iments on 2 DOF VIV of a circular cylinder by using a pendulum arrangement had 
been done by Jauvtis and Williamson [9]. They observed that the maximum ampli-
tude of vibration for mass ratio 6 or greater was close to the single degree of freedom 
cylinder. However, a super upper branch was observed for a mass ratio of less than 
6, and the maximum amplitude of vibration was 1.5D, where D is the diameter of 
the circular cylinder. The cylinder mounted with a cantilever beam acts as a 2 DOF
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nonlinear system. For this system, 2T type of vortices were observed in the super 
upper branch by Li and Ishihara [10]. Due to the 2T type of vortices, the peak of the 
maximum amplitude of vibration increases. 

2 Experimental Methodology 

2.1 Experimental Apparatus 

The experiments presented here were conducted in the open surface recirculating 
water tunnel of the Fluid Mechanics lab at IIT Guwahati. Water tunnels are preferred 
over wind tunnels for flow measurements because, compared to air, the kinematic 
viscosity of water is smaller by a factor of about 15, yielding a higher Reynolds 
number at lower flow velocities. Simultaneously, the time scales of flow structures 
are increased, thus leading to an improved determination of transient effects with 
more ease and accuracy [11, 12]. The use of water as a fluid medium allows us to 
achieve a lower mass ratio. The water tunnel was designed and developed at IIT 
Guwahati. The flow velocity in water tunnel can be varied from U = 0.08 to 0.50 m/ 
s. The flow speed in the water tunnel was varied by changing the rotational speed of 
the centrifugal pump with the help of a variable frequency drive. The water tunnel 
has four main components: Inlet plenum: It acts as a water reservoir and housing 
space for the flow conditioning system. The flow conditioning system consists of 
one honeycomb and three screens. The cell size of the honeycomb is 6.4 mm, and its 
thickness is 60 mm. Since the design of the inlet plenum is crucial for the flow quality 
in the test section of water tunnel, we have simulated the flow to check its uniformity 
using Ansys Fluent. Contraction section: The contraction section was designed by 
the 5th-degree polynomial mentioned by Bell and Mehta [13] for making the smooth 
and non-separating flow of water in test section. A 2.5-dimensional contraction was 
used to make a contraction ratio of 6. The contraction ratio along width is 3, and 
in the depth direction, it is 2; hence, the overall contraction ratio is 6. Test section: 
The test section is the section where the experimental observation has been done. 
The test section of the water tunnel is 700 mm long, 200 mm wide, and 250 mm in 
depth. The depth of water in the tunnel is 200 mm. Outlet plenum: The outlet plenum 
acts as a suction reservoir for the pumping system. The design of the outlet plenum 
affects the flow in the test section. To overcome the effect on the test section flow, 
we used two holes in the outlet plenum. The location of the two holes was found by 
performing the simulations in Ansys Fluent. The top and side views of schematic of 
the setup used for studying transverse VIV of a circular cylinder are shown in Fig. 1. 
This figure defines the key parameters used in describing the VIV motion. The VIV 
experiment presented here consists of a cantilever beam, fixing arrangements for 
the cantilever beam, cylinder holding arrangements, and the aluminum cylinder. An 
aluminum cylinder attached to the cantilever is placed across the flow due to the fluid 
flow, as the vortex shedding frequency synchronizes with the natural frequency of the
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cylinder mounted with a cantilevered beam, the aluminum cylinder starts vibrating 
in the transverse direction. The cantilever beam is fixed into a vice, and the vice is 
fixed to the test section. The circular cylinder had a diameter of D = 11 ± 0.1 mm. 
The length of the test cylinder is 300 mm, and its depth of immersion is H = 195 mm. 
Aspect ratio of the cylinder is H/D = 17.73. The cantilever beam-mounted cylinder 
is free to oscillate in both transverse and inline direction, and it can also have a 
torsional motion. 

We have kept its torsional frequency high enough so that it never synchronizes 
with the vortex shedding frequency, and thereby the torsional motion is suppressed. 
When the vibrational amplitude of cylinder (A) is much smaller than the length of 
cantilever beam (L), i.e.,

(
A 
L « 1

)
, then the cantilever beam can be approximated 

by a linear spring of stiffness k. Therefore, the equation of motion for the transverse 
vortex-induced vibration of cantilever beam-mounted cylinder can be presented by 
Eq. (1). 

m ÿ + c ẏ + ky  = Fy (1) 

where m represents the total oscillating mass, c is the structural damping, k is the 
equivalent stiffness

(
3E I  
L3

)
of a cantilever beam, y is the transverse displacement, and 

Fy is the lift force. Where E is the modulus of elasticity, and I is the area moment

Fig. 1 Definition sketch for transverse vortex-induced vibration of a circular cylinder mounted on 
cantilever beam 
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of inertia. The mass of the displaced fluid is calculated as m f = ρπ D2 H
/
4 = 

0.0185 kg. The total oscillating mass of the cantilever beam-mounted cylinder is 
calculated by the formula given by Gürgöze [14]. 

m = ms + 
33 

140 
ML (2) 

where ms is the mass of the cylinder assembly, M is the mass per unit length of the 
cantilever beam, and L is the oscillating length of the cantilever beam. Two different 
mild steel and stainless steel cantilevers were used in the experiments. For the mild 
steel cantilever beam, the length and the total oscillating mass are 54 cm and 117 gms, 
respectively. For the SS cantilever beam, the length and total oscillating mass were 
15 cm and 220 gms, respectively. The natural frequency of the cantilever beam-
mounted cylinder was measured using free decaying test. Analytically the natural 
frequency ( fN ) of the cantilever beam can be calculated using the following Eq. (3): 

fN = 
1 

2π 

/
k 

ms + 33 
140 ML 

(3) 

The natural frequency of both the cantilever is given in Table 1. A non-contact laser 
sensor (Micro-epsilon Opto NCDT 1420) measures the transverse displacement. The 
nondimensional form of Eq. (1) can be written in the following form 

Ÿ + 
4πζ  
U ∗ +̇ 

4π 2 

U ∗2 Y = 
2 

π 
CL 

m∗ (4) 

where CL is the lift coefficient. U ∗ is reduced velocity given by U
/
fN D, m∗ is the 

mass ratio given by m
/
m f , and Y is y

/
d. For every U ∗, the amplitude response 

was recorded using a laser displacement sensor at a sampling frequency of 2 kHz. 
Transient displacement was recorded for 30 s. Hence, the number of data points 
is 60000, which is sufficient for amplitude measurements. Two sets of experiments 
were conducted for the vortex-induced vibration of a single cylinder mounted on two 
different cantilever beams made of mild steel and stainless steel, respectively.

Table 1 Parameters used in the two sets of experiments conducted in water tunnel 

Cantilever fN (Hz) m∗ ζ Re 

Mild steel 2.73 6.32 0.0032 841–4204 

Stainless steel 4.40 12.63 0.0017 1905–3903 
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2.2 Experimental Validation 

The experimental setup validation was done by comparing the circular cylinder’s 
amplitude response at low damping with Khalak and Williamson [2] as shown  in  
Fig. 2. The mass ratio and damping ratio for the experiments presented here for 
mild steel cantilever beam-mounted cylinder are m∗ = 6.32 and ζ = 0.0032. In 
the amplitude response for a mild steel cantilever mounted cylinder of mass ratio 
of m∗ = 6.32 and damping ratio ζ = 0.0032, three amplitude response branches 
are obtained, which are similar to the Khalak and Williamson experimental results 
for a spring-mounted circular cylinder [2]. The experimental results presented here 
are conducted for Re = 1245–4204. The amplitude response branches for present 
experiments are much similar to the experimental results of Soti et al. [8]. From 
Fig. 2, it can be seen that the present results are much similar to the experimental 
results of Soti et al. [8] for  Re  = 2220–6661. The present experimental results are 
similar to Soti et al. [8] as the Re range is not so far. The shift in U ∗ corresponding 
to peak amplitude for the present experiment and Soti et al. experiment is due to the 
use of different medium natural frequencies. In Soti et al. [8] experiments, the used 
natural frequency was in the water, while in the present experiments, it is in the air. 

3 Results and Discussion 

In this section, it will be discussed how low-cost cantilevers can replace springs and 
air bearings. Transient displacement at U ∗ = 4.93 for both directions along and 
across the flow is shown in Fig. 3. The maximum displacement of the cylinder along

Fig. 2 Comparison of Amax 
of present work for mass 
ratio m∗ = 6.32 and 
ζ = 0.0032 for aluminum 
cylinder mounted with 
cantilever beam with Khalak 
and Williamson m∗ = 2.4, 
and Soti et.al [8] for  a  
Reynolds number 2220 to 
6661 
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the flow direction at U ∗ = 4.93 is limited to 0.04D. Since the peak of maximum 
amplitude in the transverse direction is 0.79D, hence we can assume that the major 
amplitude of vibration is in the transverse direction. 

3.1 VIV Response with Mild Steel Cantilever Beam 

In set 1 Table1, the experiments were performed for VIV response of the aluminum 
cylinder mounted with a mild steel cantilever beam of size length = 540 mm, thick-
ness = 1.6 mm, and width = 30 mm. The cylinder was kept across the flow. The mass 
ratio (m∗ = 6.32), diameter of cylinder (D = 11 mm), and the natural frequency of 
system ( fN = 2.73) was kept constant. The reduced velocity was varied by varying 
the free stream flow velocity (U) and keeping the natural frequency constant. In 
the present experiment, the reduced velocity was varied from U ∗ = 3.2 to  11.2. 
The vortex shedding frequency of the cylinder mounted with MS cantilever beam is 
fV = 2.79 Hz. The amplitude response obtained for different reduced velocities is 
shown in Fig. 5. 

Similar transient displacement is recorded in case of stainless steel cantilever, 
and it is shown in Fig. 4. The maximum displacement of the cylinder along the 
flow direction at U ∗ = 5.26 is limited to 0.03D. Since the peak of the maximum 
amplitude in transverse direction is 0.70D, we can assume that major amplitude 
of vibration is in the transverse direction. From both the Figs. 3 and 4, it is clear  
that we can approximate the cantilever beam with a linear spring of stiffness k. In 
experimental set 1, the mild steel cantilever was used. The free length of the cantilever 
beam was 54 cm. The natural frequency of the setup was found by the free decay 
test in the air. 

From amplitude versus reduced velocity Fig. 5, it can be seen that this plot is similar 
to the vibrational response obtained by Khalak and Williamson (1997) [2]. Three

Fig. 3 Transient transverse 
and inline displacement for 
mild steel cantilever in the 
direction of flow at 
U∗ = 4.93
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Fig. 4 Transient 
displacement for stainless 
steel cantilever in the 
direction of flow at 
U∗ = 5.26

branches were observed. Initial response branch was obtained for the U ∗ = 3.2 
to 3.67. The transient amplitude response corresponding to the initial branch at 
U ∗ = 3.47 is  shown in Fig.  5. It can be seen from Fig. 6 that the nature of amplitude 
is quasi-periodic. The transient amplitude response is similar to that of the spring-
mounted circular cylinder [8]. There is a jump in amplitude response observed at 
U ∗ = 3.89 as shown in Fig. 5. At  U ∗ = 3.89, the vortex shedding frequency 
locks onto the natural frequency of the cylinder; hence, the amplitude of vibration 
increases significantly. The upper branch is observed from U ∗ = 3.89 to 5.14. 
The transient response corresponding to the upper branch at U ∗ = 4.30 is shown 
in Fig. 7. In the upper branch, the vibrational amplitude varies from one cycle to 
another, i.e., the vibrations are not fully periodic. The peak of the amplitude occurs 
at U ∗ = 4.93 in the upper branch, and it is A∗ = 0.79D. At U ∗ = 5.55, a drop in  
amplitude response is observed. Hence, it can be said that the amplitude response is 
shifted from the upper amplitude response branch to the lower amplitude response 
branch, as shown in Fig. 5. The transient amplitude response for the lower amplitude 
branch is shown in Fig. 8. From Fig.  8, it can be seen that in lower branch, the 
amplitude response is fully periodic. In lower branch, on further increasing the U ∗, 
the frequency of vibration f synchronizes with the frequency of shedding vortices 
from the stationary cylinder; hence, the vibration of the cylinder stops.

3.2 VIV Response with Stainless Steel Cantilever Beam 

The experiments were performed for the VIV response of stainless steel cantilever 
mentioned in Table 1. The length, width, and thickness of cantilever beam are 150, 
30, and 0.8 mm. The cylinder was kept across the flow in test section of water 
tunnel. The reduced velocity was varied by varying the free stream flow velocity U 
while keeping the natural frequency constant. In the present experiment, the reduced
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Fig. 5 Maximum amplitude 
A∗ versus U∗ for mild steel 
and stainless steel cantilever 
beam-mounted cylinder as 
mentioned in Table 1 

Fig. 6 Transient 
displacement A∗ for mild 
steel cantilever mounted 
cylinder at U∗ = 
3.47, (m∗ = 6.32, ζ  = 0.0032) 

Fig. 7 Transient 
displacement A∗ for mild 
steel cantilever mounted 
cylinder at U∗ = 
4.30, (m∗ = 6.32, ζ  = 0.0032)
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Fig. 8 Transient 
displacement A∗ for mild 
steel cantilever mounted 
cylinder at U∗ = 
7.22, (m∗ = 6.32, ζ  = 0.0032)

velocity was varied from U ∗ = 3.58 to 7.33. The vortex shedding frequency of the 
cylinder mounted with SS cantilever beam is fV = 4.23 Hz. The amplitude response 
obtained for SS cantilever is shown in Fig. 5. From the amplitude versus reduced 
velocity plot 5 for SS cantilever, it can be seen that only two response branches, 
initial and lower, are found. Initial amplitude response branch was obtained for 
U ∗ = 3.58 to 4.35. The transient displacement corresponding to the initial branch 
at U ∗ = 3.84 is shown in Fig. 9. In initial amplitude response branch, the vibrational 
amplitude is quasi-periodic. The transient amplitude response is similar to that of the 
spring-mounted circular cylinder. There is a jump in amplitude response observed at 
U ∗ = 4.48 as  shown in Fig.  5. The jump in amplitude response is due to lock-in of 
the vortex shedding frequency with the natural frequency of the oscillating structure. 
Due to lock-in the amplitude of vibration increases suddenly. The transient amplitude 
response corresponding to lower branch at U ∗ = 6.3 is  shown in Fig.  10. The peak of 
maximum amplitude occurs at U ∗ = 5.26, and the peak amplitude is A∗ = 0.70D. 
The transient amplitude response corresponding to lower branch at U ∗ = 6.3 is 
shown in Fig. 10. The peak of maximum amplitude occurs at U ∗ = 5.26, and the 
peak amplitude is A∗ = 0.70D. On further increasing U ∗, the vibration amplitude 
response starts decreasing, and at U ∗ = 7.33 the vibrational frequency locks-in 
with the frequency of the shedding vortices from the stationary circular cylinder.
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Fig. 9 Transient 
displacement A∗ for stainless 
steel cantilever cylinder 
U∗ = 
3.83, (m∗ = 12.63, ζ  = 0.0017) 

Fig. 10 Transient 
displacement A∗ obtained 
for stainless steel cantilever 
mounted cylinder U∗ = 
6.3, (m∗ = 12.63, ζ  = 0.0017) 

4 Conclusion 

The vortex-induced vibration characteristics of a circular cylinder mounted with 
MS cantilever beam and SS cantilever beam are studied experimentally for Re = 
841–4204 and Re = 1905–3903, respectively. The mass ratio, natural frequency, and 
damping ratio of 54 cm long, 30 mm wide, and 1.6 mm thick mild steel cantilever 
beam are m∗ = 6.32, fN = 2.73 Hz, and ζ = 0.0032, respectively. Three 
response branches, initial, upper, and lower, are observed in the amplitude response 
of vortex-induced vibration of an aluminum cylinder mounted with MS cantilever 
beam, and at U ∗ = 4.30 the peak of the maximum amplitude is A∗

max = 0.79D. 
The response branches and the peak of maximum amplitude of aluminum cylinder 
mounted with MS cantilever beam are much similar to Soti et al. [8]. The mass ratio, 
natural frequency, and damping ratio of 15 cm long, 30 mm wide, and 0.8 mm thick 
stainless steel cantilever beam are m∗ = 12.63, fN = 4.40 Hz, and ζ = 0.0032, 
respectively. In the amplitude response of SS cantilever beam-mounted cylinder, only 
two response branches, initial and lower, are obtained. In this case at U ∗ = 5.26,
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the peak amplitude of vibration A∗
max = 0.70D is 11% less than MS cantilever. 

The decrease in the peak amplitude may be due to the decrease in the cantilever 
beam length. The width of the synchronization region decreases as the mass ratio 
increases. From the above discussion, it is clear that low-cost cantilever beams can 
replace springs and air bearings. Hence, the effective cost of production of VIV setup 
can be reduced. Also, the complicated setup can be replaced by the simple VIV setup. 
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Nomenclature 

A Amplitude of vibration mm 
A∗ Non-dimensional amplitude A D 
ms Mass of cylinder assembly gm 
m Total oscillating mass gm 
m f Mass of displaced fluid gm 
m∗ Mass ratio m 

m f 
fN Natural frequency of system in air 
FY Lift force 
t∗ Non-dimensional time tU 

D 
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Effect of Crosswind on Vehicle Dynamics 

P. M. Vamsi Krishna and B. Ravindra 

Abstract Crosswinds often play a substantial role in traffic accidents on highways, 
bridges, and slopes. Accidents occur when the vehicle yaws and the driver loses 
control. This paper analyzes the passive crosswind response of various automobiles 
in static situations by neglecting the steering and driver inputs. First, this paper 
will explore the yawing of vehicles on a straight road using wind data from the 
Hudhud cyclone (that occurred in 2014), including wind direction, speed, density, 
and pressure. Second, this study will determine how a vehicle will react to a crosswind 
when driving on a grade, such as a hill or a mountain, using wind data with varying 
altitude. The impact of aerodynamic loads on vehicle dynamics is studied in this 
context. In a crosswind, a car’s suitable rearward center of pressure (C.P.) placement 
is needed to reduce lane deviations. However, changes in the vehicle’s axle loads 
result in a shift in the C.P. location, which turns the automobile. Hence, the yawing 
of cars moving on a straight road with different axle loads needs to be analyzed. 
Wind density variation is vital when a car/truck is moving on a road. The change 
in wind density (caused by pressure changes as elevation increases) will impact 
the vehicle’s response to crosswinds. This paper also examines how wind density 
variation changes the vehicle dynamics while driving on a hill. 

Keywords Crosswind response · Center of pressure · Aerodynamic wind angle ·
Side force · Neutral steer point 

1 Introduction 

Crosswinds are the winds moving perpendicularly to the direction of the vehicle’s 
motion. These winds exert a side force on a car’s body (equivalent to the dynamic 
air pressure times the appropriate area of a vehicle), which causes the automobile to 
yaw and alter its path, causing an accident. The term ‘crosswind sensitivity’ typically 
refers to a vehicle’s lateral and yawing response to transversal wind disturbances,
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which impair the driver’s ability to maintain control of the car and keep it on course. 
The center of pressure (C.P.) placement and distance from the vehicle’s neutral steer 
point are the most common aerodynamic characteristics that affect crosswind sensi-
tivity. The CP is where the vehicle’s lateral force and yaw moment reactions combine 
to produce an action. The neutral steer point is the spot on the vehicle where a lateral 
force results in equal sideslip angles at the front and rear axles (NSP). In this paper, the 
following six categories of vehicles will be used for the analysis: sports car, truck, 
SUV, EV hatchback, hatchback, and sedan. The wind data of hills of the Araku 
Valley (Visakhapatnam, Andhra Pradesh), Simhachalam (Visakhapatnam, Andhra 
Pradesh), and Lambasingi (Alluri Seeta Rama Raju district, Andhra Pradesh) is used 
for this analysis. Crosswinds can occur even when a heavy vehicle is moving next to 
another at high speed and tries to overtake it. In this scenario, a significant amount of 
side force acts on the car’s body. This force pushes the car away, causing it to change 
lanes and get struck by another vehicle behind it unintentionally. 

In October 2014, Hudhud, a powerful tropical storm devastated eastern India and 
Nepal and claimed many lives. Traveling in such an atmosphere, especially in a car, 
is too dangerous since gusty crosswinds are high. These winds can flip or turn a 
vehicle on highways and bridges, leading to an accident. This paper analyses how 
winds with a speed of 180 km/h (Hudhud cyclone’s wind data) will affect the selected 
vehicles. 

The aerodynamic loads on a vehicle have huge impact on fuel economy and 
performance. On a straight road, the wind’s drag force significantly impacts the 
longitudinal dynamics of the car and increases fuel consumption. Similarly, the air 
density around the vehicle is also significant. Additionally, since driving uphill is 
against gravity, it uses more fuel. Further, if the wind density varies, it will greatly 
impact the car’s aerodynamics. Usually, when an automobile is moving uphill, the 
load on the rear axle often increases, shifting the center of gravity. This paper analyses 
how this variation impacts the automobile’s crosswind response. This novelty of this 
study lies in the analysis of how an upward-moving car responds to changes in 
aerodynamic loads, wind density, and axle loads. 

Prior research mainly focused on how crosswinds affected a vehicle’s handling 
stability. In recent years, several researchers have used numerical simulations and 
experiments to study the handling stability of vehicles in crosswinds. In 1989, C.C. 
Macadam has carried out the static turning analysis of vehicles subject to externally 
applied forces, in which he derived an expression for the yaw rate. By ignoring the 
suspension and driver inputs, C.C. Macadam et al. have developed a relation for yaw 
rate in terms of aerodynamic forces and moment arm in their 1990 study. These works 
formed the basis of further investigations to analyze the influence of crosswinds on 
various types of automobiles running on plain roads and grades. 

The impact of crosswind sensitivity studies for disaster management scenarios has 
not been explored so far in great detail. This study aids in warning citizens during 
cyclones. Additionally, it helps in the design of a control system that compensates 
for vehicle yawing. This research will be helpful in initiating further research for 
tractor-trailers as well because their aerodynamics differ significantly from that of a
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car, and there is a high probability that a heavily loaded tractor-trailer may roll when 
operating in these types of crosswinds. 

2 Literature Review 

Driving a vehicle in a safe mode is the most crucial part when crosswinds are present. 
Many researchers have focused on simulating vehicle’s behavior to a crosswind 
using commercial software packages such as Adams, CarSim, and TruckSim. Exten-
sive wind tunnel testing provides the necessary experimental data to validate these 
simulations. 

In 1989, C.C. Macadam developed a relationship between the yaw rate and iner-
tial forces from first principles [1]. MacAdam et al. in 1990 [2] derived a relation for 
yaw rate in terms of aerodynamic forces and moment arm. They developed a link 
between yaw rate and aerodynamic side force. They noticed that the roll compliance 
increased during the test. Their study concluded that differences in fore-aft weight 
distribution had an equal impact on subjective and objective assessments of vehicle 
crosswind sensitivity at vehicle speeds between 90 and 100 mph [2, 3]. In 1982, David 
H. Weir et al. have studied the impact of aerodynamics on the lateral-directional 
stability and crosswind response of passenger car/utility trailer combinations [4]. 
These were determined using a wind tunnel study and computer simulation find-
ings. They concluded that adding aerodynamic elements to the equations of motion 
reduces trailer yaw damping by a few percent and that minor changes in tow car 
aerodynamics have minimal impact on trailer yaw stability. In 2015, Vančura and 
Slavik [5] have studied the crosswind sensitivity of road vehicles. A single-track 
replica of the vehicle was examined. They created a mechanism that can accurately 
assess crosswinds road cars’ sensitivity. They used laboratory and on-road test exper-
imental procedures in their experimental setting. They concluded that the most signif-
icant parameters are speed and wind direction, aerodynamic yaw moment, and the 
vehicle’s frontal area. Essential are also the overall weight, position of the car’s 
center of gravity, and gradient of tire lateral coefficient [5]. Detailed investigation of 
crosswind response using a simplified car model has been carried out by Guilmineau 
et al. [6]; Guilmineau and Chometon [7]. These authors have considered transient 
crosswind gusts on automobiles for moderated yaw angles using computational fluid 
dynamic solvers. 

3 Weather Data, Vehicle Data, and Models 

The wind data needed in this work has been taken from Wikipedia [8]. The signif-
icant assumptions taken in the calculations were that the wind velocity (50 m/s), 
angle (20°), and direction (North-Northeast) are equal and constant on the three hills 
considered. Table 1 shows the wind data. The selected vehicle’s data, including mass
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(M), the distance between the front axle and center of gravity (a), frontal area (A), 
wheelbase (L), and C.G. height (h), are shown in Table 2. This data is used for further 
studies in this paper. 

Figure 1 shows a typical free body diagram of a vehicle with lateral forces and 
having a longitudinal velocity U and turning moment r. These lateral forces are 
obtained from the dynamic pressure data of Hudhud cyclone. The expression for the 
relation between the yaw rate and other properties is obtained as follows:

From Fig. 1, using equations of equilibrium ∑F = 0, and ∑MCM = 0, we get 

Fyf + Fyr + Fc − mUr = 0 (1)  

Fcd + Fyfa − Fyrb = 0 (2)

Table 1 Wind data 

Hill Simhachalam Lambasingi Araku valley 

Prop’s 

Location (State) Andhra Pradesh Andhra Pradesh Andhra Pradesh 

Elevation (m) 377 1000 910 

Grade (°) 6.719 11.309 3.366 

Cyclone Hudhud Hudhud Hudhud 

Wind density (kg/m3) 1.168 1.129 1.155 

Dynamic wind pressure (Pa) 1460.00 1411.25 1443.75 

Wind direction N-NE N-NE N-NE 

Aerodynamic wind angle (°) 20 20 20 

Wind velocity (m/s) 50 50 50 

Table 2 Basic parameters of selected vehicles 

Prop’s A 
(m2) 

M 
(kg) 

a 
(m) 

L 
(m) 

h 
(mm)Vehicle 

Sports car 2.142 1972 1.750 2.711 480.568 

Truck 6.608 17,750 2.585 4.500 1083.351 

SUV 2.746 1680 1.500 2.741 520.369 

EV hatchback 2.292 1674 1.560 2.649 502.770 

Hatchback 1.826 1230 1.420 2.430 293.640 

Sedan 2.154 1438 1.400 2.600 572.957 
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Centre of Mass 

L = a + b 

mUr 

ab 

r 

Fyr Fyf 
Fc 

d U 

v 

Rear Side Front Side 

Fig. 1 Forces acting on a vehicle

Also, 

Fy = −  Caf

[
(v + ar)(
U − δ f

)
]
, 

and 

Fyr = −  Car

[
(v− br) 

(U − δr )
]
. 

(3) 

The tire cornering coefficients are Caf and Car. By substituting Fyf and Fyr into 
the Eqs. (1) and (2), we get 

Fc + Caf  δ f + Car δr 

=
[
(aCaf − bCar) 

U

]
v +

[
(aCaf − bCar) 

U
+ mU

]
r 

Fcd + aCafδ f − bCarδr 

=
[
(aCaf − bCar) 

U

]
v +

[
a2Caf + b2Car 

U

]
r 

Since,
(
Fc + Cafδ f + Carδr

) = FT , i.e., the total force, and this force acts at a 
distance, e =

[
(d . Fc + aCaf . δ  f − b . Car . δr ) 

(Fc + Caf . δ  f +Car . δr )

]
as shown in Fig. 2.

By dividing FT by r, we get
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L = a + b 
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ab 

Fyr 
* Fyf 
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CM 
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nsp 

Fig. 2 Inertial forces acting on the center of mass

r 

FT 

= [(b . Car − a . Caf) + e(Caf + Car)][(
(a + b)2 . Caf . Car 

U

)
− (a . Caf − b . Car)mU

]
By rewriting the following equation in its simplest form, 

r 

FT 
= 1 

mU 

(dns + e) 
(dns + ζ ) (4) 

where 

ζ = L2(CafCar) 
mU 2(Caf + Car) 

, 

and 

e = b − L 
2 

+ L
(
Cmz 

Cs

)

The distance ζ is equal to the resistive moment normalized by the inertial force 
mUr, and ‘a’, ‘b’ are the distances measured from center of mass to the front and 
rear axles, respectively. As the vehicle travels on a slope, the distance ‘a’ decreases, 
and ‘b’ increases. Distance from the neutral steer point to the center of gravity is 
denoted by dns following Gillespie [3]. 

By expanding the terms of FT and e, the relation yields [2]:
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r 

α 
= qCs A 

mU 

dns +
[
a − L 2 + L Cmz 

Cs

]
(dns + ζ ) (5) 

The aerodynamic wind angle, denoted by α in Eq. (5), is very important since 
it indicates the direction from which the wind will strike. In this paper, α is 20° by 
default in each case. 

In Eq. (5), dns = (bCar − aCaf)
/

(Caf + Car). It includes front and rear tire 
cornering stiffness. An extension of Eq. (5) to include the grade (θ) results in the 
following the Eq. (6): 

r 

α 
= qCs A 

mU 

⎛ 

⎝ 
dns + L

(
Wr 
W + Cmz 

Cs 
− 1 2

)
− hθ 

(c + ζ ) 

⎞ 

⎠ (6) 

In this case, the hθ factor has a sizable effect on the yaw rate. The term qCsA refers 
to the side force. It consists of two forces: acting on the front side, Fyf, and the rear 
side, Fyr. The values of Cmz and Cs depend on the vehicle type and the aerodynamic 
wind angle [3]. Cs is the tire cornering stiffness, the slope between lateral force and 
slip angle [3]. The cornering stiffness of the front and rear tires are the lateral force 
and slip angle ratios. 

4 Results and Discussion 

Any wind that blows against the direction or line of motion is known as a crosswind. 
A rigid body will rotate about its yaw axis when a strong wind hits it to point in a 
different direction, either to the left or right of its motion, known as a yaw rotation or 
yaw rate. This yawing affects the vehicle’s aerodynamics. Crosswinds cause vehicles’ 
paths to veer to the side and can be dangerous. Table 3 shows the lateral coefficients, 
C obtained from Gillespie [3] and force’s F computed from Eq. (3) for different 
vehicles running on a straight road with constant wind density. 

Table 3 Mass and force properties of the vehicles 

Prop’s Cs Cmz Fy 
(N) 

Fyf 
(N) 

Fyr 
(N)Vehicle 

Sports car 0.9 0.210 2674.34 1650.82 1023.51 

Truck 1.0 0.250 9166.94 5021.45 4145.49 

SUV 0.9 0.200 3426.59 1875.52 1551.06 

EV hatchback 0.8 0.225 2541.35 1496.48 1044.86 

Hatchback 0.8 0.225 2025.03 1183.350 841.68 

Sedan 0.7 0.240 2090.11 1064.32 1025.79
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A tire with a higher cornering stiffness will result in a stronger lateral acceleration 
for a given slip angle, which is a crucial performance indicator of any tire. In this 
paper, Caf and Car are obtained from Fyf and Fyr. 

The yaw rate results computed using Eq. (5) when the car travels at 25 km/h on 
a straight road are shown in Table 4. 

The SUV has the highest yaw rate in this table of vehicles traveling on a flat 
surface. 

Table 4 shows the wind characteristics on the three hills and dynamic pressure 
corresponding to the HudHud cyclone. 

Properties such as Cmz and Cs do not depend on wind or road variations; hence, 
they are constant for the vehicles considered throughout this paper. Table 5 shows 
the values of axle loads and side forces on the Simhachalam hill. 

Since the C.G. shifts to the rear side as the vehicle climbs the gradient, the weight 
on the rear axle increases; hence, in Eq. (6), the rear axle weight is considered. The 
density of wind on this hill is 1.168 kg/m2, which will affect the yaw rate since, 
according to Eq. (6), the yaw rate will fluctuate along with the density. The data for 
the side forces and axle loads on Lambasingi hill is listed in Table 6.

The Lambasingi hill has a larger grade, and so does the axle load variation. The 
wind density on this hill is 1.129 kg/m2. The values for Araku Valley hill’s axle loads 
and side forces are listed in Tables 7, 8, 9 and 10.

Table 4 Inertial properties and yaw rate of the vehicles 

Prop’s dns 
(m) 

Caf 
(lbs./°) 

Car 
(lbs./°) 

ζ 
(/°.s2) 

r 
(°/s)Vehicle 

Sports car 0.713 46.68 28.93 0.002663 2.63 

Truck 0.550 3080.41 2543.06 0.063569 1.35 

SUV 0.162 85.01 81.05 0.007423 8.68 

EV hatchback 0.322 95.84 84.07 0.007510 4.81 

Hatchback 0.886 317.70 258.87 0.027392 2.56 

Sedan 0.15 81.08 74.36 0.007294 8.18 

Table 5 Mass and force properties of the vehicles on Simhachalm Hill with a grade of 6.719° 

Prop’s Wr 
(N) 

Wf 
(N) 

Fyf 
(N) 

Fyr 
(N)Vehicle 

Sports car 12,889.66 6155.64 1608.33 1206.25 

Truck 104,967.92 68,670.35 5037.95 4609.72 

SUV 9385.95 7094.84 2405.92 1202.96 

EV hatchback 10,036.41 6385.53 1715.74 960.81 

Hatchback 7222.07 4844.22 1502.06 630.867 

Sedan 7960.50 6146.27 1572.36 628.94 
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Table 6 Mass and force properties of the vehicles on Lambasingi Hill with a grade of 11.309° 

Prop’s Wr 
(N) 

Wf 
(N) 

Fyf 
(N) 

Fyr 
(N)Vehicle 

Sports car 13,164.62 6180.56 1554.63 1165.97 

Truck 108,334.92 65,300.48 4869.73 4455.80 

SUV 9636.60 6844.19 2325.59 1162.79 

EV hatchback 10,286.10 6135.84 1658.45 928.73 

Hatchback 7338.88 4727.41 1451.91 609.80 

Sedan 8209.54 5897.23 1519.86 607.94

Table 7 Mass and force properties of the vehicles on Araku Valley Hill with a grade of 3.366° 

Prop’s Wr 
(N) 

Wf 
(N) 

Fyf 
(N) 

Fyr 
(N)Vehicle 

Sports car 12,689.21 6656.10 1590.45 1192.82 

Truck 102,524.09 71,111.98 4981.88 4558.42 

SUV 9202.85 7277.94 2379.14 1189.57 

EV hatchback 9854.01 6567.93 1696.64 950.12 

Hatchback 7136.74 4929.55 1485.34 623.84 

Sedan 7778.58 6328.19 1554.86 621.94 

Table 8 Inertial properties and yaw rate of the vehicles on Simhachalm Hill with a grade of 6.719° 

Prop’s dns 
(m) 

Caf 
(lbs./°) 

Car 
(lbs./°) 

ζ 
(/°.s2) 

r 
(°/s)Vehicle 

Sports car 0.512 71.23 32.78 0.000239 4.32 

Truck 0.684 2040.0 1500.0 0.003549 1.83 

SUV 0.339 42.28 31.04 0.000288 6.48 

EV hatchback 0.388 41.15 32.64 0.000275 5.59 

Hatchback 0.636 80.38 38.27 0.000448 4.23 

Sedan 0.500 71.23 37.71 0.000417 14.56 

Table 9 Inertial properties and yaw rate of the vehicles on Lambasingi Hill with a grade of 11.309° 

Prop’s dns 
(m) 

Caf 
(lbs./°) 

Car 
(lbs./°) 

ζ 
(/°.s2) 

r 
(°/s)Vehicle 

Sports car 0.51 38.65 32.56 0.000237 4.17 

Truck 0.89 2208.66 1331.30 0.056845 1.53 

SUV 0.23 47.41 40.87 0.000353 8.53 

EV hatchback 0.24 43.03 42.26 0.000322 7.81 

Hatchback 0.31 49.33 41.44 0.000389 6.36 

Sedan 0.12 43.03 41.31 0.000357 14.15
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Table 10 Inertial properties and yaw rate of the vehicles on Araku Valley Hill with a grade of 
3.366° 

Prop’s dns 
(m) 

Caf 
(lbs./°) 

Car 
(lbs./°) 

ζ 
(/°.s2) 

r 
(°/s)Vehicle 

Sports car 0.517 40.53 33.77 0.000247 4.23 

Truck 0.748 2090.19 1449.78 0.003514 1.73 

SUV 0.235 40.42 34.64 0.000300 8.60 

EV hatchback 0.293 38.43 35.21 0.000277 6.90 

Hatchback 0.295 37.852 32.61 0.000303 6.80 

Sedan 0.142 42.266 39.624 0.000346 12.91 

The Araku hill has a minor grade among the three, and the density of wind on 
this hill is 1.155 kg/m2. The values for the yaw rate of the automotive on these hills 
as computed from Eq. (6) are tabulated as follows. 

The data computed for various hills indicates that some vehicles are more prone 
to crosswind than others while moving up a hill. 

5 Conclusions 

Vehicle dynamics studies due to crosswinds on plain roads and grades are important 
for the safety of passengers. It is important to predict how the crosswind and its 
forces affect the yaw rate of an automobile. Wind data from the Hudhud cyclone 
(2014), including constant wind direction, speed, density, and pressure, is used in 
this article. 

This study shows that the SUV has a higher yaw rate when running on a straight 
road than other models. The truck exhibits the least yaw rate when subjected to cross-
wind. The situation with the cars running on hills, however, is different. According to 
this study, the sedan yaws more when driven on a slope. For the three hills, it virtually 
always responds with the same yaw. The crosswind sensitivity starts increasing grad-
ually in the sports car as the grade increases. Its yaw rate rose approximately twice 
when traveling on a gradient as opposed to a flat surface. EV hatchback’s response 
to crosswind is increasing linearly. Further aerodynamic investigations are needed to 
understand the effect of crosswind on vehicles. The vehicle data used in this study is 
obtained from the open source data such as the manufacturers and other Web sites. 
It is used solely for the purpose of obtaining a preliminary understanding of the 
crosswind sensitivity to cyclones. Authentic data from the manufacturers needs to 
be obtained for further rigorous studies. 

Nomenclature
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A Frontal area of the vehicle m2 

Cs Side force coefficient – 

Cmz Yawing moment coefficient – 

α Aerodynamic wind angle ° 

ρ Density of air kg/m3 

M Mass of the vehicle kg 

a Distance from front axle to centre of mass m 

L Wheelbase m 

h C.G. height mm 

Wr Load on rear axle N 

Wf Load on front axle N 

Fv Total side force N 

Fvt Side force on front axle N 

Fvr Side force on rear axle N 

Caf Tire cornering stiffness of the front axle kg/° 

Car Tire cornering stiffness of the rear axle kg/° 

dns Distance from centre of mass to neutral steer point m 

r Yaw rate °/s 

ζ Moment arm proportional to the tire force yaw damping moment /°s2 

V Velocity of the wind m/s 

q Dynamic pressure of the wind Pa 

v Forward velocity of the vehicle m/s 

FT Total lateral control force N 
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Proposal of a Mutual Inertia Force 
Coupling on the Wake Oscillator Model 
for Vortex-Induced Vibrations 

Adithya Krishna Menon and V. Vinod 

Abstract A set of low-order models, used for determining vortex-induced vibra-
tions of a rigid cylinder with elastic support in a uniform flow, were proposed 
and analysed. A Van der Pol equation is used for modelling wake dynamics which 
describe the dynamic behaviour of vortex shedding. The wake oscillator links with 
a one degree of freedom structural oscillator. The coupling terms which model this 
fluid–structure interaction are considered. The model dynamics are probed analyti-
cally and compared to experimental results. Multiple models are proposed involving 
mutual interaction of couplings and time delay functions. The most appropriate 
model is determined. The results are to be compared to experimental results and 
prior linear structural oscillator results. In order to achieve this, the original coupling 
with linear structural oscillator is recreated, and multiple new approaches to develop 
it are attempted. 

Keywords Structure-wake oscillator · VIV model · Mutual coupling · Time 
delay · Lock-in region 

1 Introduction 

Vortex-induced vibration (VIV) is a phenomenon where either a body interacting 
with an external fluid flow experiences some induced motions or the motion of the 
body produces periodic irregularities on the fluid flow. It is created by vortex shedding 
at the back of bluff bodies and could degrade structural performance causing failure. 
Vortex shedding is an oscillating flow formed when a fluid flows past a body at 
specific velocities which depends on the geometry. The fluid flow generates low-
pressure vortices downstream of the object, which tends to move towards this low-
pressure zone. It is an important consideration for offshore structures including pipes, 
mooring lines, and other equipment and must be accounted for designs.
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The prediction of dynamic behaviour in structures with VIV involves several 
methods [1]. One method involves resolving Navier–Stokes equations for the fluid 
engulfing the cylinder by direct numerical simulation and find hydrodynamic loads. 
This approach is cumbersome due to the determination issues of Reynold’s number 
associated with many industrial use cases [2]. An alternative is to use phenomenolog-
ical models based on wake oscillators which could reveal the basic physics of VIV. 
This enables the dynamics of wake oscillators for 2-D VIV to be developed. There 
is a requirement for critical analysis based on the primary behaviour associated with 
the most basic configurations of the model. This is to be attempted in the present 
work by using various lower order models. 

2 Literature Review and Objective 

The transverse vortex-induced vibration of a rigid cylinder with elastic support in 
a fluid flow was studied [2] by Govardhan and Williamson. The experiment was 
conducted with help of a hydro-elastic facility having provision for a vertical cylinder 
in the free stream fluid to move transversely. The cylinders used were of a specific 
diameter and length to diameter ratio with a variable mass ratio. Various transducers 
were used to measures lift, drag, and displacement. The experiment sought to answer 
multiple questions regarding such a conceptually plain case of a rigid cylinder with 
elastic support including modes of response and corresponding wake dynamics, 
phase-jump phenomenon, and effects of mass ratio. 

Concurrent force, displacement, and wake vorticity measurements are used for the 
first time ever in free vibrations. Two definite types of response are seen depending 
on the value of a combined mass damping parameter. In case of a high combined 
parameter, the initial as well as lower branches flank a discontinuous mode transition 
jump in amplitude and phase is observed. However, for lower combined parameter 
values, a higher amplitude upper response branch is observed, and thus, two mode 
transitions are observed. For extremely low mass ratio, vibration frequency amidst 
synchronization was noted to have increased substantially. 

Another study aims to overcome shortcomings in wake oscillator models present 
in other literature, by modifying them and using a new method to determine empir-
ical parameters used in the wake oscillator model [3]. These parameters are taken 
from experimental data, which are based on a forced wake oscillator with a fixed 
structure which has vortex shedding behind it. These results are compared with the 
experimental data and results from model described in Facchinetti et al. [1]. 

The Van der Pol equation-based equation was originally developed by Skop and 
Balasubramanian [4]. It is the governing equation for one component of the varying 
lift force on the cylinder. The fresh model preserves the modal scaling principle 
for structural response. This was predicted by the previous models and also verified 
experimentally. It also provides asymptotic, self-limiting structural response at zero 
structural damping due to a stall term, which was not found with previous models.
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The vortex-induced dynamics of a uniform cylinder pivoted in uniform and shear 
flow are experimentally investigated [5]. It was based on the Van der Pol oscillator 
model. Comparisons between experimental and numerically predicted behaviour are 
made. 

This paper details experiments conducted regarding transverse oscillations of a 
rigid cylinder with elastic support at extremely low mass and damping [6]. It finds 
that two distinct responses exist which depend on the value of a combined mass 
damping parameter. For low values, three modes of response are observed, while at 
higher values only two branches are obtained. 

A cylinder in a cross flow is modelled in a simple manner to capture all the 
essential features. This is due to the issues connected with a full theoretical analysis 
using Navier–Stokes equation. A double oscillator model involving direct energy 
transfer is explored [7]. 

This work analyses existent structure–wake oscillator models modelling VIV 
in a rigid cylinder with elastic support in a uniform fluid flow [8]. The parame-
ters used in numerical simulations are from experimental studies. Nonlinearity was 
introduced in the structural oscillator, to probe the possibility of improved results 
compared to existing models. Three coupling models were explored: displacement, 
velocity, and acceleration. The inclusion of nonlinear cubic term in the equation of 
structure was found to be inconsequential for a better result. Additionally, it could 
not describe the major issue of the acceleration model in previous literature with 
numerical simulations, which was the inability to replicate experimentally observed 
amplitude response. 

By introducing these new coupling models, the objectives are to seek any changes 
in lock-in domains, characterize the effects on wake oscillator behaviour as well as 
the coupled system, and compare the results to those obtained by experimental study 
in Govardhan and Williamson [2]. 

3 Methodology 

Numerical simulations were conducted using MATLAB. Three main solvers were 
employed: ode45, ode23s, and dde23 solvers. 

3.1 Model 1: Structure–Wake Oscillator Model 

A set of low-order structure–wake oscillator models for transverse VIV of elasti-
cally supported rigid cylindrical structures in stationary and uniform flow is investi-
gated [1]. The wake region, which can be described as a creation due to the varying 
nature of vortex shedding, was modelled using Van der Pol equation. Meanwhile, a 
single degree of freedom oscillator was used for describing the cylindrical structure. 
Nonlinear coupling terms for the fluid–structure links were ignored. The constant
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Fig. 1 Model of coupled linear structure and wake oscillators for 2-D VIV [1] 

values of model parameters are initially taken from experimental data involving a 
forced wake oscillator, modelling the vortex shedding beyond a fixed structure. 

The two oscillators considered are a structure oscillator and a wake oscillator. The 
structure is a single degree of freedom rigid cylinder with elastic support and diameter 
D. It is controlled to oscillate transversely to a uniform stationary flow having free 
stream velocity U. The wake oscillator is considered as a nonlinear oscillator using 
Van der Pol equation, which has been widely used for this flow since it is similar to 
self-sustained oscillation. The structure–wake oscillator model can be portrayed as 
in Fig. 1. 

The structure oscillator in the form of a rigid cylinder is represented by: 

m Ÿ + c Ẏ + kY = S (1) 

To the Eq. (1), the following parametric terms are substituted: γ, Ω2, Ω1, ξ  and μ; 
to obtain the equation: 

Ÿ +
(
2ξΩ2 + 

γΩ1 

μ

)
Ẏ + Ω2 

2Y = 
S 

m 
(2) 

Equation (2) is further reduced to: 

Ÿ + n Ẏ + Ω2 
2Y = 

S 

m 
(3) 

where
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n =
(
2ξΩ2 + 

γΩ1 

μ

)

The typical wake oscillator model uses a single degree of freedom to showcase wake 
beyond a rigid cylinder. Wake oscillation is modelled as a function of time, say q(t), 
which uses a wake equation of motion. This is typically a nonlinear, second order, 
ordinary differential equation. The main aim behind this wake oscillator paradigm 
is to model the fluctuating lift force. The wake oscillator is represented by Van der 
Pol’s equation: 

q̈ + ε
)
q2 − 1

)
q̇ + Ω2 

1q = F (4) 

where 

ε = EΩ1 

The equations are converted into dimensionless form by using dimensionless time 
coordinate t = TΩ f and space coordinate y = Y

/
D leading to the following 

equations: 

ÿ + n ẏ + δ2 y = s = Bq (5) 

q̈ + ε
)
q2 − 1

)
q̇ + q = f (6) 

where 

δ = Ωs

Ω f 
= 1 

St ∗ Ur 

The Strouhal number provides a relation between shedding frequency and flow 
velocity and an inherent dimension of the body. It is defined as 

St = fst ∗ 
D 

U 
. 

Here, f st is vortex shedding frequency, also called Strouhal frequency for a resting 
body. The Strouhal number for a cylinder is around 0.2 over a prominent range of 
flow velocity values. This allows us to overcome the issue of inaccuracy of Reynold’s 
number for practical applications. 

Dimensionless variables are used to describe the oscillator systems so that the 
number of variables can be lowered. This reduces experimental data requirements 
and ignores unit systems. 

Dynamical behaviour of the coupled model has been described by exploring the 
lock-in domain of various couplings. The phenomenon of lock-in, also termed as
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frequency synchronization, happens when vortex shedding frequency is comparable 
to fundamental natural vibration frequency of a structure. This may result in huge, 
damaging vibrations in the structure. Lock-in domain is represented as a graph 
between amplitude and reduced velocity. Lock-in domain represented as a graph 
between amplitude y0 and reduced velocity Ur . 

This was done by using experimental values from various literatures. It must be 
noted that to keep the model fundamentally simple, fluid–structure coupling terms 
on the right side of equations are limited to linear functions of q and y. Thus, the 
only nonlinear term is that of Van der Pol wake oscillator. 

Three low-order coupling models are examined and compared for their description 
of 2-D VIV phenomena. These are as follows: 

• Displacement coupling f = Ay 
• Velocity coupling f = A ẏ 
• Acceleration coupling f = A ÿ. 

3.2 Model 2: Mutual Interaction in the Coupling Term 

In the structure–wake oscillator model by Facchinetti et al. [1] as described in 
Sect. 3.1, it was specified that the fluid–structure coupling terms on the right side of 
the equations were limited to linear functions of q and y. This meant that the inter-
action between wake oscillator model created due to the fluid flow and that of the 
elastically mounted rigid cylindrical structure oscillator was limited to the left-hand 
side of the equations. This model has limitations in trying to obtain results obtained 
experimentally by literature such as Govardhan and Williamson [2]. 

The proposed model provides a stronger mutual interaction, intending to mimic prac-
tical experimental results by numerically simulating the structure–wake interaction 
in a more realistic manner. In order to facilitate this, the right-hand side of the wake 
oscillator equation which contains the Van der Pol term on the left-hand side would 
incorporate an acceleration coupling term based on the wake oscillator variable q. 
The proposed equations would thus be: 

ÿ + n ẏ + Ω2 
2 y = s = Bq (7) 

q̈ + E
)
q2 − 1

)
q̇ + Ω2 

1q = f = A( ̈y − q̈) (8) 

This mutual inertia force coupling interaction is validated with existing models 
and studies.
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3.3 Model 3: Introducing Time Delay in the Coupling Term 

The mutual interaction model described earlier presumes that the structure–wake 
interaction occurs instantaneously. Due to this, variations in the parameter of time 
were not given any role in the proposed numerical model. 

In practical systems, this may not be the case. Delays may be experienced due 
to the time taken for physical interactions to occur. To incorporate these factors into 
the numerical representation of the proposed model, delay differential equations are 
used. A delay differential equation can be described as a differential equation, where 
the derivatives at a particular instant of time is given by values at a certain previous 
time instant. The extent of this delay is subject to change depending on the history 
of the equations. These time delays may also be constant, time dependent or state 
dependent. 

In the proposed time delay for mutual interaction coupling term, constant time 
delay was used. The time delay was represented by a time lag τ . 

Multiple variations of the time delay incorporated equations were explored. Initially 
only the structure variable in right-hand side of wake oscillator equation was given 
a time delay as follows: 

ÿ + n ẏ + Ω2 
2 y = Bq (9) 

q̈ + E
)
q2 − 1

)
q̇ + Ω2 

1q = A(YT − q̈) (10) 

where 

YT = ÿ(t − τ ). 

The next variation incorporated time delay in both variables in right-hand side of 
wake oscillator equation: 

ÿ + n ẏ + Ω2 
2 y = Bq (11) 

q̈ + E
)
q2 − 1

)
q̇ + Ω2 

1q = A(YT − QT) (12) 

where 

QT = q̈(t − τ ). 

Another variation explored involved time delay in right-hand side of the structure 
oscillator equation, in addition to that in right-hand side of wake oscillator equation: 

ÿ + n ẏ + Ω2 
2 y = Bq(t − τ ) (13)
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q̈ + E
)
q2 − 1

)
q̇ + Ω2 

1q = A(YT − QT) (14) 

Various initial input values are to be provided for the variables associated with the 
equations used. Many of the constant variables used are listed below: 

• A = 12, forcing term parameter 
• ξ = 0.8, structure reduced damping 
• Ω1 = 1, vortex shedding angular frequency 
• ε = 0.3, damping coefficient 
• St = 0.21, Strouhal’s number 
• γ = 0.8, stall parameter. 

Various other initial input values are variables which depend on specific conditions 
and user inputs. 

4 Results and Discussion 

These lower order models will capture VIV dynamics based on the following two 
parameters: mass ratio m∗ and reduced flow velocity Ur . 

Mass ratio is directly dependent on mass number M while reduced velocity Ur 

is primarily dependent on Ωs, which is the structural angular frequency. These two 
parameters will be varied across various ranges and compared to determine various 
characteristics. 

The main experimental literature [2] had observed two different types of response 
depending on mass ratio m∗ and damping ξ.  This is represented as a combined mass 
damping parameter m∗ξ.  The main contributor to change in this parameter m∗ξ.  is 
mass ratio. The two distinct responses were observed at high and low mass ratio 
values. The following sections will provide details on the numerical analysis results 
obtained for each mass ratio regime. 

4.1 Synchronization Between Structure and Wake Oscillators 
at Low Mass Ratio 

Oscillation amplitude response at low mass ratio is determined by taking value of 
forcing term B in the right-hand side of structure oscillator, which is dependent on 
mass ratio, which in this case is a low, m∗ = 0.52. Damping coefficient ξ is taken 
as 0.0052. Using these and previously mentioned parameters, oscillation amplitude 
response plot is drawn with reduced velocity Ur in the x-axis and y0 in y-axis. Existing 
low-order model is by Facchinetti et al. [1] is initially compared to experimental 
results as shown in Fig. 2. It is evident that while the existing model qualitatively



Proposal of a Mutual Inertia Force Coupling on the Wake Oscillator … 613

Fig. 2 y0 versus Ur for experimental results (represented by black dots) and existing low-order 
model (red) 

shows the synchronization of oscillators, it is incapable of quantitatively portraying 
experimental results obtained by Govardhan and Williamson [2]. 

However, when the proposed model with mutual interaction as described in 
Sect. 3.2 was considered and plotted in a similar fashion, it was found that the model 
showed robustness in matching experimental results and capturing VIV dynamics. 
As seen in Fig. 3, it can be seen that the proposed mutual interaction model not only 
maintained the qualitative conformity of Facchinetti et al. to the experimental results 
by Govardhan and Williamson [2], but was also able to quantitatively outperform 
the existing model substantially.

This is a significant result as existing literature had been unable to obtain such 
a quantitative improvement and robustness in matching VIV dynamics obtained 
experimentally. 

Next, to analyse the lock-in domain as a function of mass ratio in lower mass ratio 
regime, m∗ and Ur were varied while damping coefficient ξ = 0.0052. This is to 
check influence of m∗ in proposed model. Mass ratio m∗ is represented along x-axis 
and reduced velocity Ur along y-axis. 

It can be seen from Fig. 4 that the proposed low-order mutual interaction model 
was able to fully capture experimental values at low mass ratios. This is an improve-
ment over existing model by Facchinetti et al. [1] which was unable to fully capture 
experimental values although it was able to qualitatively portray the synchronization 
of oscillators.

The proposed model showed robustness in matching experimental results and 
capturing VIV dynamics. However, the range of m∗ obtained was substantially larger 
than experimental values, specifically the upper bound values which could not be 
included in Fig. 4. The lower bound values completely conform to experimental 
values at low mass ratio.
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Fig. 3 y0 versus Ur for experimental results (represented by black dots) and existing low-order 
model (red) in comparison with proposed mutual interaction model (blue)

Fig. 4 Ur range for experimental results (blue) and proposed low-order model (red) based on mass 
ratio

4.2 Synchronization Between Structure and Wake Oscillators 
at High Mass Ratio 

Validation of proposed model, described in detail in Sect. 3.2, with existing model 
was conducted. This was done by comparing amplitudes of structure oscillator y0 
and wake oscillator q0 with reduced velocity Ur .
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This value of forcing term B in the right-hand side of structure oscillator is depen-
dent on mass ratio m∗. The  value of  B is taken as 0.0002 and is derived from a high 
mass ratio m∗ = 250. Damping coefficient ξ is taken as 0.0031 from experimental 
literature Govardhan and Williamson [2]. The following plots show that the proposed 
model is equally as good as the existing model in demonstrating amplitudes albeit 
at different reduced velocity ranges. 

4.3 Incorporation of a Constant Time Delay Function 
to Improve Synchronization Characteristics 

The proposed model has shown robustness in capturing VIV dynamics. However, it 
has also shown the necessity of exploring certain dynamics further. This includes the 
large upper bound Ur values at low mass ratio (Fig. 4), indicating the need to narrow 
down the Ur range as well as the shift in lock-in domain (Figs. 5 and 6).

The use of a time delay function, as described in Sect. 3.3, was attempted to 
overcome existing limitations of validation and to optimize the improvements noticed 
in the proposed model, further matching it with experimental results. 

It was found that for most relevant time lag τ applicable to the equations, the results 
were at no point better than that of proposed model without time delay. This was 
the case in all three types of time delay equations described in equation sets (9,10), 
(11,12), and (13,14). Hence, the incorporation of constant time delay functions can 
be considered to have failed. 

5 Conclusions 

In this work, we try to study three distinct types of low-order models for vortex-
induced vibrations. The model comprises two governing equations; the first one is 
of the structure onto which the VIV are developed; the second one refers to the self-
sustained oscillations of the vortex street modelled as wake oscillator by Van der Pol 
term. The models proposed here are the mutual interaction model, mutual interaction 
model with constant time delay, and fractional order model. In the initial phase of 
the work, truncated equations of amplitude and phase were obtained using method 
of averaging, and existing results in model by Facchinetti et al. [1] were reviewed. 
Oscillation amplitude response plot is drawn with reduced velocity Ur in the x-
axis and y0 in y-axis for low mass ratio m∗ = 0.52. It showed notable quantitative 
robustness in capturing VIV dynamics, matching experimental results in Govardhan 
and Williamson [2] substantially more than previous models. The proposed model 
also showcased its ability to encapsulate the entire experimental regime as seen in 
Fig. 4, with lower bound values closely matching experimental values. However, 
there is a need to further optimize the upper bound values and narrow the Ur range.
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Fig. 5 y0 versus Ur graph of structure (top) and wake (below) oscillators of existing model in 
Facchinetti et al. [1]

In an attempt to further optimize the obtained results and increase conformity with 
experimental results, a constant time delay function was incorporated on the right-
hand side of the oscillator models. At higher mass ratio m∗ = 250, the proposed 
model was able to demonstrate its ability to capture amplitudes albeit at different 
reduced velocity range.
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Fig. 6 y0 versus Ur graph of structure (top) and wake (below) oscillators of proposed model

6 Future Work 

All the models described in this work involved models numerically described as 
differential equations with integer orders. However, in order to obtain numerical 
simulation results with greater conformity to experimentally obtained results, frac-
tional order coupling in structure–wake oscillator can be attempted. These equations 
contain derivatives of non-integer order and can include fractional values. 

Nomenclature
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Ω1 Vortex shedding angular frequency 

Ω2 Structural angular frequency 

δ Structure reduced angular frequency 

ξ Structure reduced damping 

ε Damping ratio 

γ Stall parameter 

St Strouhal’s number 

f, s Forcing terms 

μ Dimensionless mass ratio 

M Mass number 

CL Vortex lift coefficient 

Ur Reduced velocity 

Ω Common angular frequency 

A,B Forcing term parameters 

q0, y0 Amplitudes 
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Kinematics of a Low Aspect Ratio 
Pitching Flexible Panel—A New Insight 

Kakulamarri S. N. Abhinav Kumar, Parag J. Deshpande, Ravi Dodamani, 
and Geetanjali N. Alle 

Abstract Experimental work was carried out to understand the kinematics of a low 
aspect ratio pitching flexible panel. Force measurements and high-speed imaging 
technique was used in the present study. We observed that due to elastic deformation, 
the trailing edge of the flexible panel was found to trace a figure-of-eight trajectory 
during the pitching cycle. The extent of the figure-of-eight loop indicates the phase 
lag between the leading and trailing edge of the flexible panel, which was also found 
to increase and reduce with an increase in the pitching frequency and incoming flow, 
respectively. There is a distinct difference between the time and phase evolution of 
the instantaneous thrust production for the rigid and flexible panel is observed. 

Keywords Pitching motion · High-speed imaging · Thrust generation · Phase lag 

1 Introduction 

Biomimetics research has been helping the miniaturization of unmanned aerial vehi-
cles (UAVs) and autonomous underwater vehicles (AUVs). This led to the devel-
opment of micro-air vehicles (MAVs) and handheld AUVs. In the present research, 
we focus mainly on the fish-like propulsive mechanism. Fish generates the required 
thrust for their motion by the undulating movement of their tails. It has been reported 
by Triantafyllou et al. [1] that a rigid panel moving in a simple harmonic motion 
produces thrust. This thrust is produced because of reverse Karman vortex street 
generation in the wake. Heathcote and Gursul [2] reported the effect of flexibility on 
the propulsive efficiency of the 2D and 3D foils. 

The undulating flexible panel in water broadly represents the locomotion of sea 
animals like fish, eel, etc. Generous literature [1–5] is available on hydrodynamics
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of oscillating foils and/or panels having varied flexibility characteristics. However, 
while discussing the role of foil/panel flexibility, most of the pertinent literature 
focused only the time-averaged quantities like hydrodynamic thrust and torque data, 
power consumption integrated over a cycle, etc. Until last year Deshpande and Vish-
wasrao [6] elaborated on the mechanism of instantaneous force generation in a flex-
ible pitching panel for the first time. They showed that the inception of the trailing 
vortex formation, the panel’s elastic deformation (bending), and force generation 
occur simultaneously in a pitching cycle. Deshpande and Modani [7] showed the 
time-averaged thrust data variation as a function of flapping frequency for various 
wing configurations in a bird-like flapping wing. It was shown that for most of the 
flexible wing configurations, there is an increase in the mean thrust with an increase 
in the flapping frequency up to a specific frequency, and the thrust generation was 
found to saturate beyond that frequency. Whereas for rigid wings, the thrust increased 
approximately with a square flapping frequency. As per our knowledge, no informa-
tion is available stating the effect of frequency/amplitude and incoming flow on the 
dynamic deformation characteristics of the panel. 

The present study is an extension of the work reported in Deshpande and Vish-
wasrao [6], where we would like to understand the elastic deformation characteris-
tics of the flexible panel under the different pitching frequencies and flow conditions 
(without and with the incoming flow). This work will help optimize the panel’s hydro-
dynamic performance as a bio-inspired propulsor. Also, the kinematic and dynamic 
data from the present study will assist in the application of active deformation while 
designing a bio-inspired propulsor. 

2 Methodology 

The present study was carried out in a newly designed re-circulation type water tunnel 
at CSIR-NAL, Bangalore, the schematic of which is shown in Fig. 1. The tunnel has 
a rectangular section having 0.3 m in width and 0.4 m in height. The test section has 
a 1 m length. An acrylic window having a matching size with the test section length 
and width is used as a top lid, and the tunnel was filled with water till the bottom 
surface of this lid to avoid wiggle formation in the test section in running condition. 
The tunnel is driven by a 5 HP AC motor coupled to a centrifugal pump. The rate of 
discharge of the pump is about 750 LPM giving an average velocity inside the test 
section of about 80 mm/s. A solid stainless steel (SS) shaft assembly having 8 mm 
diameter and 500 mm length was immersed vertically in the tunnel, and its top end 
was connected to the high-speed brush-less digital servo (HiTech HS7954SH), and 
the bottom end was free-kept 150 mm above the tunnel floor. A cylindrical hollow 
sleeve was used to connect two parts of the shaft with the help of screws (Fig. 1). 
Dismantling the longer part of the shaft (immersed in water) and changing the panel 
configuration became easy due to the provisioning of the sleeve. The present study 
considers two panel configurations with different thicknesses (h). Both the panels 
had the same aspect ratio of 0.625, with a chord length of 72 mm and a width of
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45 mm. The flexible and rigid panels had 0.5 and 2 mm thicknesses, respectively. A 
rectangular sleeve screwed to the shaft from the bottom was used to fix the panel, like 
a sandwich between two rectangular SS plates. A streamlined shape was given to the 
panel fixture sleeve to have less disturbance in the flow before it interacts with the 
pitching panels. Sinusoidal pitching motion (θLE = θmcos(2π f t  + π )) was given 
to the shaft. Since there is only a marginal gap between the shaft axis and the leading 
edge of the panel, it can be assumed that the leading edge has no translational motion. 

The servo used to pitch the panel has an in-built encoder which gives feedback 
information regarding the instantaneous position of the servo to the servo’s internal 
electronics. This feedback information is in the form of voltage and is tapped to 
collect the instantaneous positional data. Since this data is in the form of voltage, it 
is calibrated to get the positional data in degrees. 

The experiments were performed with and without incoming flow for these two 
panel configurations. The pitching frequency was changed from 1 to 3 Hz at a step 
of 0.25 to 2 Hz, and then with a step size of 0.5 Hz, measurements were performed 
for the remaining frequencies of 2.5 and 3 Hz. Four different pitching amplitudes of 
± 10°, 15°, 20°, and 25° were considered for the measurements. 

Hydrodynamic forces and torques were measured using a six-component ATI 
mini 40 F/T sensor which was mounted above the servo on the 8 mm thick SS plate, 
and the forces and torques experienced by the panel were transferred to the sensor 
using four MS studs fixed to the horizontal acrylic plate (Fig. 1). The whole assembly 
of the set-up was mounted on the Linos rails to have the freedom to move and adjust 
the shaft position in all three directions.

Fig. 1 Schematic of the experimental set-up 
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A high-speed camera (Phantom 4 M, 430 series) was mounted upside down on 
the Linos rail above the shaft. Two SS rods having 1.5 mm diameter and 100 mm 
length were inserted and fixed into the two radially drilled holes 90° to each other, as 
shown in Fig. 1. These two rods were used as a pointer or moving axes to understand 
and quantify the deformation characteristics of the flexible panel. 

The data from the ATI mini 40 and the positional data from the servo encoder 
were acquired simultaneously using a NI-USB-6210 DAQ card, and the data were 
recorded in excel format using LabVIEW. For force measurements, the data were 
acquired at a sampling rate of 4800 samples per second, and with a moving average 
of 20 samples, the effective sampling rate became 240 Hz. After the force data is 
tared, the sample acquisition was commenced, then the pitching motion of the panel 
was started, and after 15 s, the pitching motion was stopped before stopping the 
sample acquisition. Because of this data acquisition scheme, we could monitor the 
force data before and after the pitching of the panel. 

The high-speed imaging was performed at 480 FPS speed at a maximum resolution 
of the 4 MPs. The camera was focused at the midsection along the width of the panel. 
Using the freeware PCC image processing tool, the instantaneous position of the 
trailing edge, its trajectory, and its velocity were determined in a cycle. The high-
speed imaging was performed only for two frequencies of 1.75 and 3 Hz pitching at 
an amplitude of ± 20° for both the panel configurations, with and without incoming 
flow. 

3 Results and Discussion 

(A) Time-Averaged Force Data 

Figure 2a and 2b shows the variation in mean thrust for the flexible and rigid 
panel as a function of pitching frequency for quiescent fluid and moving fluid 
conditions, respectively. For the flexible panel, a general trend shows an increase 
in the thrust generation with an increase in amplitude and frequency (Fig. 2a). 
There is a threshold frequency of around 2.5 Hz, beyond which thrust generation 
is found to get saturated. For the lowest amplitude of ± 10°, the frequency 
threshold has been reduced to 2 Hz, as depicted in Fig. 2a.

The rigid panel having ± 20° pitching amplitude shows a monotonic increase 
in the mean thrust with an increase in the pitching frequency. It can be seen that 
the mean thrust is found to exceed the mean thrust generated by the flexible 
panel at 3 Hz frequency for the same amplitude ± 20°. For the incoming flow 
condition, we computed CT

(
CT = T

/
0.5ρ(U∞)2 cb

)
for both the panels and 

plotted CT as a function of reduced frequency
(
k = 2π f c

/
U∞

)
as depicted 

in Fig. 2b.
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Fig. 2 Time-averaged force data of a quiescent flow and b with free-stream velocity of 80 mm/s

The interaction of incoming flow with the pitching panel causes the genera-
tion of drag. Thus, the F/T sensor records net thrust, i.e. subtraction of absolute 
thrust and the drag of the panel, and that has been considered while calcu-
lating CT . As expected, there is a reduction in the net thrust for both panels. 
However, the drop in the thrust for rigid with the flow is substantial compared 
to the flexible panel (Fig. 2b). Unlike saturation of thrust for a flexible panel 
in a quiescent condition, we observed that with the flow, particularly at higher 
amplitudes, the CT shows a monotonic increase with an increase in k. Due  to  
flexibility, the panel can absorb some amount of the drag, which is reflected in 
the higher net thrust (higher CT ) even after k is more than 14.

(B) High-Speed Imaging 

The pitching of the flexible panel is essentially leading to the passive elastic 
deformation of its trailing edge. Thus to understand the elastic deformation, the 
high-speed imaging technique is employed. We obtained the images from the 
freeware PCC image processing software at an interval of 2.08 ms. Moreover, 
the locus and velocity data of the trailing edge in a pitching cycle is obtained 
for rigid and flexible panels at two frequencies of 1.75 and 3 Hz for quiescent 
fluid and incoming flow conditions. 

Figure 3a shows the locus traced by the trailing edge of the rigid panel 
pitching at two different frequencies in a quiescent fluid condition. At lower 
frequencies, the trailing edge is found to rotate about the pitching axis tracing a 
single circular arc, which shows that the leading and trailing edge motions are 
perfectly in sync with each other due to the absence of elastic deformation of 
the trailing edge. At 3 Hz, however, the circular arc has transformed into two 
tiny elliptical loops at both extremes of the stroke (Fig. 3a). These loops show 
that when the panel’s trailing edge is approaching the end of the stroke, there 
is an inception of the marginal phase lag between the leading and trailing edge 
of the panel. This lag is attributed to the elastic bending of the panel due to the
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Fig. 3 Trailing edge locus for a Rigid panel in quiescent fluid, b Flexible panel in quiescent fluid, 
c Rigid panel pitching at 3 Hz, and d Flexible panel pitching at 3 Hz

generation of the high hydrodynamic torque acting at the panel’s trailing edge. 
The increase in mean thrust with an increase in frequency (shown in Fig. 2a) is 
merely attributed to the increase in momentum imparted to the fluid due to the 
faster pitching of the rigid panel. 

Figure 3b shows the locus of the trailing edge of the flexible panel pitching at 
1.75 and 3 Hz frequency, respectively. Clearly, it can be seen that the trajectory of 
the trailing edge is no longer a circular arc, but in the form of a figure of eight. The 
figure-of-eight trajectory is found in all-natural flyers and swimmers utilizing 
undulating motion for their locomotion. Due to flexibility, the panel’s trailing 
edge gets elastically bent during the rotation, causing phase lag between leading 
and trailing edge motion profiles. With an increased rotation speed, the panel 
gets bent even more; consequently, the phase lag also increases. Apparently, 
the locus for 3 Hz speed is broader when compared with the locus for 1.75 Hz 
speed, as depicted in Fig. 3b. 

Figure 3c compares the trajectory of the trailing edge with and without flow 
for rigid panel pitching at 3 Hz. It can be seen that when there is an incoming 
flow, the tiny loop disappears, and the panel becomes straight, tracing a perfectly 
circular arc, indicating there is no lag between the leading and trailing edge of 
the panel. Similarly, in the case of the flexible panel, the size of the loop has 
shrunk with the flow (Fig. 3d). It means the incoming flow causes a reduction in 
the extent of the elastic bending of the panel. Referring to Fig. 2, we observed 
that the reduction in the thrust for rigid panel due to incoming flow at 3 Hz is 
more distinct when compared with the flexible panel thrust data. As discussed 
in the previous section, the part of the drag due to the flow might get utilized 
to reduce the elastic deformation of the panel, and hence, the actual drop in the 
net thrust is higher for the rigid panel. 

Figure 4 shows the trailing edge velocity profiles for flexible and rigid 
panels against the normalized cycle time obtained from the image processing. 
The numbering given in Fig. 4 denotes the key locations of the panel during 
pitching, and the corresponding snapshot of the panel’s dynamic position at 
these locations is depicted in Fig. 5. We also have calculated the velocity profile 
based on the sine function imposed on the pitching shaft. In the absence of 
elastic deformation, the velocity profile of the trailing edge of the rigid panel
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was precisely following the theoretical velocity profile for both the pitching 
frequencies (results not shown here).

Figure 4a and b shows the trailing edge velocity profile for flexible panel 
pitching at 1.75 and 3 Hz frequencies in quiescent fluid, respectively. The phase 
lag between the theoretical and trailing edge velocity profiles as a consequence 
of the panel flexibility is visible in the plot. At the beginning of the new stroke 
(location 1), the leading begins to rotate clockwise, whereas the trailing edge of 
the panel is rotating anticlockwise with a significant speed (V ~ 0.5 m/s). At the 
inflection location, the panel becomes straight and continues moving towards 
the stroke’s left extreme (location 2). At location 3, the panel is brought to rest

Fig. 4 Trailing edge velocity profiles of flexible and rigid panels at a 1.75 Hz and b 3 Hz  

Fig. 5 Snapshots of the high-speed imaging of flexible panel moving at 3 Hz 
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and begins to rotate clockwise. Subsequently, it regains the speed, after the 
maximum speed of V ~ − 0.4 m/s, it starts to decelerate in the second half of 
the cycle (location 4), and the cycle repeats. One noteworthy observation from 
the velocity profiles is that the maximum velocity of the trailing edge found 
exceeds the max theoretical velocity attributed to the effect of flexibility. Due 
to the no-slip condition, the fluid in the vicinity of the panel surface (especially 
the trailing edge) will also have the same velocity as that of the panel trailing 
edge. 

The higher the tangential velocity higher is the strength of the trailing edge 
vortex. It can be linked directly to the instantaneous thrust generation. This 
might be why the flexible panel pitching at 1.75 Hz frequency has a higher 
mean thrust than the rigid panel pitching at the same frequency. Whereas, with 
further increase in the frequency, the flexible panel was found to have much 
higher elastic deformation resulting in saturation in the mean thrust generation. 
On the other hand, in the case of a rigid panel, in the absence of deformation 
(nominal bending), the mean thrust was nearly equivalent (marginally smaller) 
to the flexible panel pitching at 3 Hz frequency. 

Figure 6 shows the time evolution of thrust production for rigid and flexible 
panels, with and without flow at 3 Hz and 20° pitching amplitude. The results 
show that the thrust evolution in the rigid panel case goes negative for a period 
of time. This means when the rigid panel is pitching, it creates a drag force 
temporarily. When compared to the flexible panel, where we can see that there 
is minimal thrust in the negative direction. This shows that the flexibility of the 
panel is helping the panel to generate the thrust without any losses caused due 
to the thrust going in the negative direction. From Fig. 6, we can also see that 
the time at which maximum thrust is produced almost matches the time when 
the trailing edge tip velocity is zero, as observed in Fig. 4. This tells us that the 
maximum thrust production matches the point where the tip velocity is zero. 

In Fig. 3c, it is seen that the rigid panel has elastic deformation in without-
flow condition, but it is absent in the with-flow condition. This lack of elastic 
deformation caused the panel to have no lag between the leading edge and the 
trailing edge. So, the maximum thrust production has to be at the start of the 
cycle, as seen in Fig. 6a.

Fig. 6 Time evolution of thrust in a Rigid and b Flexible panels moving at 3 Hz with an amplitude 
of ± 20° 
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Fig. 7 Phase evolution of thrust in a Rigid and b Flexible panels moving at 3 Hz with an amplitude 
of ± 20° 

For the flexible panel, when the time evolution of thrust is compared between 
with-flow and without-flow conditions (Fig. 6b), it is observed that the phase 
lag is minimal, and there is only a reduction in the peak thrust production for 
with-flow condition. 

In Fig. 7, the data presented in Fig. 6 are shown with phase evolution between 
± 20° of pitching amplitude. This data indicate that the area inside the curves 
has reduced for the with-flow condition, which corresponds to the reduction in 
thrust for with-flow condition when compared to without-flow condition. 

4 Conclusions 

In this study, we investigated and compared the hydrodynamics of the low aspect ratio 
flexible panel against the rigid panel with pitching motion in quiescent and moving 
water conditions. Force measurements and high-speed imaging were performed for 
the range of pitching frequencies and amplitudes. The following are noteworthy 
observations from these measurements. 

• There is an increase in the mean thrust with an increase in the amplitude and 
frequency of the pitching motion. 

• The mean thrust for the flexible panel was found to be significantly higher than 
the rigid panel for the same amplitude to 2.5 Hz pitching frequency. At 3 Hz, 
however, the difference in mean thrust generated from the flexible and rigid panels 
was found to be nearly the same. 

• The trailing edge of the flexible panel was found to trace the figure-of-eight 
trajectory due to the elastic deformation of the panel. Whereas TE of the rigid 
panel was found to trace perfect circular arc trajectory. 

• At higher pitching frequency for the rigid panel, however, trajectory in the form 
of small elliptical lobes at the end of the pitching strokes suggests that the panel 
has some elastic bending towards the end of the strokes, which was not noticed 
in the earlier studies by Deshpande and Vishwasrao (2021).
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• The velocity of the trailing edge is found to be higher than the theoretical velocity 
for the flexible panel, which indicates that the flexibility characteristics of the 
panel completely dominate the acceleration/deceleration of the trailing edge. 

• The effect of incoming flow on the flexible panel’s hydrodynamics showed a 
reduction in the net thrust production for both panels. The shrunk in figure-of-
eight loop due to incoming flow indicates a reduction in the elastic deformation 
and, thus, the phase lag between the leading and trailing edges of the panel. 

• There is a distinct difference between the time and phase evolution of the instan-
taneous thrust for rigid and flexible panels observed. For the rigid panel, the 
instantaneous thrust varied between positive and negative peaks resulting in a 
small positive mean thrust despite of very high absolute value of instantaneous 
thrust. Whereas for the flexible panel, the negative instantaneous peak thrust was 
found to be absent, and even though positive instantaneous peaks were smaller 
than the rigid panel, the overall mean positive thrust was higher than the rigid 
panel. The peak positive thrust production in both the rigid and flexible panels 
coincides with the trailing edge tip velocity going to zero or when the tip has 
maximum deflection. Also, maximum negative thrust production in rigid panel 
occurs when the trailing edge tip velocity is maximum. But in the flexible panel, 
when the trailing edge tip velocity is maximum, the thrust is maintained at almost 
zero rather than going negative. This effect of no negative thrust in the flexible 
panel might be due to the flexibility of the panel. 

• The effect of elastic bending of the rigid panel, which is observed in 3 Hz without-
flow condition, is absent in the with-flow condition. This effect can be seen in the 
transient thrust graph, where the peak positive thrust is also shifted accordingly. 

Nomenclature 

b Span of the panel m 

c Chord length of the panel m 

f Frequency of pitching Hz 

k Reduced frequency – 

CT Coefficient of thrust – 

T Time averaged thrust N 

U∞ Free-stream velocity m/s 

Vy Trailing edge velocity m/s 

θ LE Leading edge pitching angle ° 

θ m Maximum pitching angle ° 

τ Non-dimensional time – 
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The Effect of Riblet Shapes on Flow 
Characteristics 

Ishita Jain, Issam Wajih, and S. Sarkar 

Abstract The effect of riblets with different cross-sectional shapes (i.e. semi-
circular (RS), triangular (RT), and square (RSq)) on the spatially developing shear 
layer in the transitional regime is studied using large eddy simulations (LES). The 
imposed flow condition at the inlet is given by the value of Reθ as 360, where Reθ is 
defined as Reynolds number based on momentum thickness (θ ). Further, the riblets 
are arranged in a series across the flow field, resulting them to be two-dimensional and 
homogeneous in a spanwise direction. The assumed values for the riblets’ height and 
wavelength are k = δ∗ and λ = 3k, respectively. The introduction of surface modi-
fications has influenced the flow characteristics, which are being compared for the 
three simulated cases with the help of spanwise and time-averaged statistics. An early 
transition is observed in the presence of wall roughness, which is being supported 
with the contours of shear stress and rms profiles. The rough surface with triangular 
riblets experiences maximum growth of disturbance and hence early transition when 
compared to semi-circular and square riblets. Further, the stable recirculation region 
within the riblets is observed in all the three cases, which allowed the flow to skim 
over the roughness. Moreover, the time-averaged skin friction coefficient (C f) is  
evaluated above the roughness crest, and the maximum and minimum values of C f 

are observed for the RT and RS, respectively. 

Keywords Transition · Turbulence · Riblet shapes · Mean quantities 

1 Introduction 

Transition from laminar to turbulent is one of the prime concerns in aerospace 
industry and turbo machines. Transition is characterized with increase in viscous 
drag and energy consumption. Degradation of blade surface, due to operational and 
environmental factors over the years of service, induces roughness over the surface. 
Therefore, studies regarding roughness-induced transition are of particular interest.
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Attempts have been made to understand roughness-induced transition and associ-
ated flow features. It is well established that roughness results in early transition and 
shortens the transition length. Thus, flow over the rough surface has been one of the 
areas attracting researchers over the years. Laminar and turbulent flow over different 
kinds of roughness has been extensively studied. However, transitional regime in 
these flows has been a less explored field due to the associated complexities. 

2 Literature Review and Objective 

Classification of roughness is often proposed following the associated flow field. 
One such classification is done by Perry et al. [1] considering the ratio of pitch (λ) 
to height (k) as governing parameter. For λ/k less than 4, roughness is referred to as 
d-type while for λ/k greater than 4 it is denoted as k-type. The d-type roughness is 
mainly characterized by stable recirculation zones between ribs, which skim the flow 
over the ribs resulting in drag reduction and no reattachment. In a k-type roughness, 
only a portion of the wall is covered by the recirculation zones formed, allowing 
reattachment. Djenidi [2] reported fluid outflow from the cavity for λ = k, which 
was computationally corroborated by Leonardi et al. [3]. 

Several studies can be enumerated regarding turbulent flow characteristics over 
roughened wall. Jimenez found that these characteristics can be controlled by varying 
roughness Reynolds number and blockage ratio (ratio of boundary layer thickness 
and rib height) [4]. Lee and Sung [5] simulated flow over transverse k-type square 
roughness and found self-similarity in mean profiles in the latter half of the domain. 
They took into account the form drag and found the mean flow field variables values 
to approach a constant value. Tachie and Adane [6] conducted experiments to study 
the effect of transverse ribs of semi-circular, circular, and square cross sections in 
a shallow turbulent open channel flow. They revealed that viscous drag in k-type 
roughness is greater than d-type. Mean flow characteristics for d-type roughness 
were nearly independent of rib geometry. Reshotko [7] proposed that transition of 
the boundary layer by destabilization of mean flow by the growth of disturbances is 
associated with small roughness levels. However, larger roughness levels distort flow 
locally inducing transition. Vadlamani et al. [8] found out transition onset was due to 
formation of alternating high and low speed streaks near the rough wall, destabilizing 
the shear layer. 

Numerous studies have been conducted to gain insight into governing physics 
for flow transition and associated characteristics for different kinds of rib geometry. 
Biomimetic attempts in drag reduction and transition delay are inspired by nature, 
where evolutionally transformed fish and bird surfaces are mimicked. Notably, 
Muthukumar et al. [9] have studied the fish scales on laminar to turbulent transi-
tion. In their study, transition onset was delayed by 55% downstream, and 27% drag 
reduction was achieved. Transition delay was found to be associated with attenuation 
of T-S waves by fish scales and generation of streamwise streaks. Furthermore, they 
found that streak spacing and amplitude can be controlled by adjusting the spacing
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between scale arrays and increasing the number of scales. Walsh [10] also got around 
8% drag reduction for a symmetric V-groove, when rib height and spacing based on 
wall units were 10 and 15, respectively. Bhushan and Dean [11] fabricated and repli-
cated shark skin riblets which impeded advancement of streamwise vortices, reducing 
vortex ejection into the outer boundary layer and a 10% reduction in viscous drag. 
Chen et al. [12, 13] conducted experimental investigation on herringbone (Plane 3D 
and spatial 3D ribs) inspired by bird morphology and calculated around 17–20% 
reduction in drag. Plane 3D ribs resulted in a maximum drag reduction of 17% with 
herringbone angle of 60°, while spatial 3D resulted in about 21% drag reduction. 
Benschop [14] carried out DNS of turbulent channel flow incorporating herringbone 
ribs for different orientations of ribs along with spatial variation of heights to study 
the drag and mean flow characteristics. Bechert [15] conducted experiments in oil 
channel with blade, scalloped, and triangular roughness profiles, at different spacing 
and height, oriented at different angles to the incoming flow. Drag reduction was 
found to be maximum for ribs aligned in flow direction due to damping of spanwise 
velocity component. 

The literature was found to be relatively scarce for studies pertaining to the effect 
of geometry or shape on onset of transition, thus making it a viable research area. 
LES with dynamic subgrid modelling is used to study the effect of spanwise ribs of 
three distinct geometrical shapes, i.e. semi-circular, triangle, and square, on the flow 
field. Spanwise and time-averaged flow characteristics give us a picture of the way 
the flow transitions to turbulence and modification in drag. 

3 Materials and Methods 

In-house solver has been utilized to simulate the present problem using large eddy 
simulation. The filtered non-dimensional equations which are solved on a staggered 
grid are 

∂i ui = 0 (1)  

∂t ui + ∂ j (ui u j ) = −∂i p/ρ + 2∂ j
(
νSi j

) − ∂ j τi j  + f i (2) 

where Si j  = 1/2
(
∂ j ui + ∂i u j

)
and τi j  = ui u j − ui u j . 

Here ui is filtered velocity field, Si j  is the filtered strain rate, residual stress 
tensor is denoted by τi j  , and fi represents the forcing term incorporating the effect 
of immersed boundary. Normalization of velocity and length scale has been done 
using inlet free-stream velocity U∞ and inlet displacement thickness δ∗.Residual 
stress tensor is modelled for closure of equations. Model coefficient, Cs, is solved  
dynamically following the Germano–Lilly proposition [16, 17] to achieve better 
accuracy in results compared to constant value association.
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Further, the unsteady, incompressible, and filtered three-dimensional Navier– 
Stokes equations are solved by employing finite volume technique. Second-order 
symmetry preserving central difference scheme is used to discretize the spatial terms 
in mass and momentum equations. The second-order scheme is widely used in LES 
pertaining to its non-dissipative characteristics. Temporal marching is explicit using 
second-order Adams–Bashforth scheme, except for pressure term. Pressure term is 
solved by standard projection method. Immersed boundary method is used for iden-
tifying the boundary conditions for geometries that are non-conformal to grids. The 
velocity field near the boundary of the body is modified at each time step to satisfy 
no-slip at the boundary [18]. The quadratic unidirectional interpolation is used to find 
the velocity at points just adjacent to the boundary. The in-house solver implemented 
in the present study has been proved competent for a varied transitional and turbulent 
flows [19, 21]. 

Figure 1 represents the schematic of the computational domain along with the 
associated boundary conditions implemented for the present analysis. The x, y, and z 
coordinates shown here are in the streamwise, wall-normal, and spanwise directions, 
respectively. Velocity components along the corresponding directions are u, v, and 
w respectively. The simulations here are performed to study the flow characteristics 
over a series of successive spanwise aligned riblets with three different geometrical 
shapes, as detailed in zoomed view in Fig. 1. At inlet, the value of imposed Reθ is 
around 360. The computational length extends for Lx = 145, Ly = 15, and Lz = 
15 in the respective directions. The origin is located at (20, 1) downstream of inlet, 
which corresponds to the centre of the first riblet. The height and wavelength of the 
successively placed riblets are given by k = δ∗ and λ = 3k, respectively. Here, the 
instantaneous velocity component can be decomposed as ui = ui + u′

i , where uii  is 
the time-averaged, and u′

i is the true stochastic turbulence fluctuation. 
Blasius profile is specified at the inlet for the streamwise velocity component. The 

no-slip condition is applied on the wall and ribbed surfaces. The periodic boundary 
condition is applied in a spanwise direction, and convective boundary condition 
is imposed at the exit of the domain. The normal velocity fluctuations having the

Fig. 1 Computational 
domain along with boundary 
conditions. Zoomed view 
explains the riblet shapes, i.e. 
square (RSq), triangular 
(RT), and semi-circular (RS) 
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Gaussian distribution are introduced at the wall at x = −10 and y = 0 to initiate 
the transition of the shear layer, following Alam and Sandham [22]. The simulation 
is carried out with a time step of 0.001, which ensures that the Courant number is 
always less than 1.0. The number of grids used in the LES simulation is considered 
as 680 × 160 × 64. Uniform grid spacing is used in the streamwise and spanwise 
direction, while grids are uniform up to 1.5 times roughness height and then slowly 
stretched with a stretching factor of 2.2% in the wall-normal direction. The mesh 
resolution is of	x+ = 4.5− 17,	y+ = 0.8− 2, and	z+ = 7.4− 26 for the whole 
domain, which appears good for an LES [23]. 

4 Results and Discussion 

The validation for the present study is carried out by simulating the flow over an 
array of transverse square riblets, following the work of Tirandazi et al. [24]. The 
height and wavelength of riblet are considered as δ∗

0 and λ = 3k, respectively. The 
simulation is performed for a characteristics Reynolds number (ReL) of  104, based on 
length of the plate and free-stream velocity. The time-averaged streamwise velocity 
profiles are compared at three streamwise stations (i.e. x = 16.7, 52.4, and 91.7% 
of the cavity length), Fig. 2. Here, the cavity length is defined as the gap present 
between consecutive riblets. The present simulation results are found to be in good 
agreement with the results of Tirandazi et al. [24]. 

Figure 1 explains the three geometries (i.e. semi-circular ribs (RS), square ribs 
(RSq), and triangular ribs (RT)) that are being used in the present analysis to inves-
tigate the flow characteristics with the imposed Reθ of 360 at inlet. The integral 
boundary layer parameters such as displacement thickness (δ∗) and momentum thick-
ness (θ ) are important to characterize the shear layer over riblets. The following has 
been reflected in local Reθ , as shown in Fig. 3. It has been evaluated above the crest 
of roughness strips, hence neglecting the recirculation region between the consecu-
tive riblets. An increase in Reθ is observed along streamwise direction for the three 
simulated cases. However, the rough surface with triangular riblets (RT) has a steeper 
rise than the other two cases (i.e. RS and RSq), reaching a maximum value of 700.

Fig. 2 Mean velocity 
profiles at different locations 
within the cavity. solid lines 
represent the current 
simulations and symbols the 
Tirandazi et al. [24]. The 
symbol η is defined as 
y/x 

√
Rex 
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Fig. 3 Comparison of 
Reynolds number based on 
momentum thickness (Reθ ) 
for the three riblet shapes 

Similarly, when compared to semi-circular riblets (RS), an increase in Reθ for square 
riblets (RSq) is more, attaining maximum values of 565 and 450, respectively. There-
fore, the flow appears turbulent in the case of triangular and square-shaped roughened 
surfaces, whereas the flow is likely to remain in the transitional regime for the surface, 
RS. 

The profiles of mean velocity are plotted at the centre of the space between 
consecutive riblets and are being compared for different riblet shapes, as shown 
in Fig. 4. The insets provided depict a zoomed view of the velocity profiles within 
the riblets. The level at the riblets crest is denoted by a dotted line in the figure. 
The velocity profiles shown in a zoomed view represent the recirculation region 
formed between the riblets. The reversal flow which is attributed to negative u is 
observed to be negligible at the streamwise location x = 10.4 for the rough surfaces 
RS, RSq, and RT. A significant change in recirculation region for the RSq and RT 
surfaces is observed at the locations x = 70.4 and 40.4, respectively. Whereas near 
to negligible increase in negative velocity is seen for semi-circular riblets. Thus, the 
reversal strength enhances downstream, while the recirculation size decreases along 
the streamwise direction. 

The influence of riblet shapes on the growth of disturbances is investigated from 
the rms profiles of streamwise velocity fluctuations, which are plotted at the centre 
of consecutive riblets, as presented in Fig. 5. It has been observed that the surface RT 
reveals maximum rms values which initiate far upstream at x = 10 and progressively 
increase over the whole domain, when compared with RS and RSq. Whereas the RS

Fig. 4 Profiles of mean streamwise velocity at different streamwise locations. Insets are zoomed 
views for the profiles within the riblet gaps 
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Fig. 5 Profiles of rms streamwise velocity fluctuation at different streamwise locations for three 
riblet shapes 

exhibits delayed increase in fluctuations at a location x = 69. Further, a prominent 
double peak feature is observed in rms profiles for RSq and RT, where the outer peak 
explains the effect of riblets on the overlying shear layer and the inner peak reasons 
about the reversal region present between the riblets. The shifting in outer and inner 
peaks is observed along x-direction for each case, where the outer peak experiences 
a faster increase than the inner one, indicating a more stable nature of flow within 
the riblets. 

The previous argument is further supported by the contours of Reynolds shear 
stress, as depicted in figure. The critical value of the shear stress to locate onset of 
transition in shear layer is 0.001, as proposed by Ol et al. [25]. Thus, the onset of 
transition occurs at x = 10, 43.5 and 69.5 for the rough surfaces RT, RSq, and RS, 
respectively. Thus, the onset transition has been shifted upstream in an order of RS, 
RSq, and RT. 

The time-averaged skin friction coefficient, C f, as given by C f = τw
/
0.5ρU 2∞, 

is evaluated at the crest of roughness and depicted in Figs. 6 and 7. Here, τw and U∞ 
are explained as wall shear stress and local free-stream velocity. The value of C f C f 
for the surface RT is observed to be maximum at every location downstream in the 
x-direction. Further, it justifies the previous claims about the onset of transition. The 
flow field for RT remains quasi-transitional in first half of the domain and becomes 
turbulent in the later half, as illustrated by the nearly constant values of C f. Further, 
the onset and end of transition for RSq are being denoted by minimum and maximum 
values of C f, and thus, the flow becomes turbulence towards the end of the domain. 
Whereas for RS, flow remains laminar for majority length of the domain, while being 
transitional towards the end of domain.
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Fig. 6 Contours of normalized Reynolds shear stress for riblet shapes a RS b RSq c RT 

Fig. 7 Comparison of mean 
skin friction coefficient for 
three different riblet shapes 

5 Conclusions 

The flow past a series of riblets aligned across the flow field is carried out for three 
cross-sectional shapes, which are taken as semi-circular, triangular, and square. The 
important results of the present study are summarized below: 

1. The maximum value of Reθ towards the end of the domain is noted to be 700, 
565, and 450 for the rough surfaces RT, RSq and RS, respectively, for an imposed 
Reθ of 360 at inlet. Therefore, the flow appears turbulent in the case of triangular 
and square-shaped roughened surfaces, whereas the flow is likely to remain in 
the transitional regime for the surface, RS. 

2. It has been observed from u profiles that the reversal strength enhances down-
stream, while the recirculation size decreases along the streamwise direction. 

3. The growth of streamwise fluctuation quantity is observed to be maximum for 
RT, whereas being delayed for RS surface. Further a prominent double peak 
feature is observed in rms profiles for the cases RT and RSq.
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4. The onset of transition as depicted from contours of Reynolds shear stress is 
located at x = 10, 43.5, and 69.5 for the rough surfaces RT, RSq, RS, respectively. 

5. The plot of C f provides good insight about the onset and the length of transition. 
Thus, the flow field for RT is observed to be quasi-transitional in first half of the 
domain and turbulent in the later half, as illustrated by the nearly constant trend 
of C f. Moreover, the onset of transition for RSq is defined when C f reaches its 
minimum value and further completes transition when C f attains its maximum, 
leading the flow to be turbulent towards the end of the domain. Whereas for 
RS, the flow remains laminar for majority length of the domain, while being 
transitional towards the end of the domain. 
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Abbreviations 

Cfm Skin friction coefficient 
δ* Displacement thickness 
θ Momentum thickness 
k Roughness height 
λ Roughness wavelength 
Reθ Reynolds number based on θ 
U∞ Free-stream velocity 
rms Root mean square 
RS Semi-circular roughness 
RT Triangular roughness 
RSq Square roughness 

References 

1. Perry AE, Schofield WH, Joubert PN (1969) Rough wall turbulent boundary layers. J Fluid 
Mech 37(2):383–413. https://doi.org/10.1017/S0022112069000619 

2. Djenidi L, Elavarasan R, Antonia RA (1998) Turbulent boundary layer over transverse square 
cavities. In: Proceedings of the 1998 Thirteen Australas Fluid Mechanics Conference, Vol 2, 
395, Melbourne, Australia, 13–18 December 1998, pp 837–840 

3. Leonardi S, Orlandi P, Smalley RJ, Djenidi L, Antonia RA (2003) Direct numerical simulations 
of turbulent channel flow with transverse square bars on one wall. J Fluid Mech 491:229–238. 
https://doi.org/10.1017/S0022112003005500 

4. Jiménez J (2004) Turbulent flows over rough walls. Annu Rev Fluid Mech 36(1991):173–196. 
https://doi.org/10.1146/annurev.fluid.36.050802.122103

https://doi.org/10.1017/S0022112069000619
https://doi.org/10.1017/S0022112003005500
https://doi.org/10.1146/annurev.fluid.36.050802.122103


640 I. Jain et al.

5. Lee SH, Sung HJ (2007) Direct numerical simulation of the turbulent boundary layer over a 
rod-roughened wall. J Fluid Mech 584:125–146. https://doi.org/10.1017/S0022112007006465 

6. Tachie MF, Adane KK (2007) PIV study of shallow open channel flow over d- And k-type 
transverse ribs. J Fluids Eng Trans ASME 129(8):1058–1072. https://doi.org/10.1115/1.274 
6910 

7. Reshotko E (1994) AlAA m-0001 transition and control 32nd aerospace sciences meeting and 
exhibit. Control 

8. Vadlamani NR, Tucker PG, Durbin P (2018) Distributed roughness effects on transitional and 
turbulent boundary layers. Flow Turbul Combust 100(3):627–649. https://doi.org/10.1007/s10 
494-017-9864-4 

9. Muthuramalingam M, Puckert DK, Rist U, Bruecker C (2020) Transition delay using 
biomimetic fish scale arrays. Sci Rep 10(1):1–13. https://doi.org/10.1038/s41598-020-71434-8 

10. Walsh MJ (1983) Riblets as a viscous drag reduction technique. AIAA J 21(4):485–486. https:// 
doi.org/10.2514/3.60126 

11. Dean B, Bhushan B (2010) Shark-skin surfaces for fluid-drag reduction in turbulent flow: a 
review. Philos Trans R Soc A Math Phys Eng Sci 368(1929):4775–4806. https://doi.org/10. 
1098/rsta.2010.0201 

12. Chen H, Rao F, Shang X, Zhang D, Hagiwara I (2014) Flow over bio-inspired 3D herringbone 
wall riblets. Exp. Fluids 55(3). https://doi.org/10.1007/s00348-014-1698-4 

13. Chen HW, Rao FG, Zhang DY, Shang XP (2014) Drag reduction study about bird feather 
herringbone riblets. Appl Mech Mater 461:201–205. https://doi.org/10.4028/www.scientific. 
net/AMM.461.201 

14. Benschop HOG, Breugem WP (2017) Drag reduction by herringbone riblet texture in direct 
numerical simulations of turbulent channel flow. J Turbul 18(8):717–759. https://doi.org/10. 
1080/14685248.2017.1319951 

15. Bechert DW, Bruse M, Hage W, Van Der Hoeven JGT, Hoppe G (1997) Experiments on drag-
reducing surfaces and their optimization with an adjustable geometry. J Fluid Mech 338:59–87. 
https://doi.org/10.1017/S0022112096004673 

16. Lilly DK (1992) A proposed modification of the Germano subgrid-scale closure method. Phys 
Fluids A 4(3):633–635. https://doi.org/10.1063/1.858280 

17. Germano M, Piomelli U, Moin P, Cabot WH (1991) A dynamic subgrid-scale eddy viscosity 
model. Phys Fluids A 3(7):1760–1765. https://doi.org/10.1063/1.857955 

18. Mittal R, Iaccarino G (2005) Immersed boundary methods. Annu Rev Fluid Mech 37:239–261. 
https://doi.org/10.1146/annurev.fluid.37.061903.175743 

19. Sarkar S, Sarkar S (2009) Large-eddy simulation of wake and boundary layer interactions 
behind a circular cylinder. J Fluids Eng Trans ASME 131(9):0912011–09120113. https://doi. 
org/10.1115/1.3176982 

20. Sarkar S, Sarkar S (2010) Vortex dynamics of a cylinder wake in proximity to a wall. J Fluids 
Struct 26(1):19–40. https://doi.org/10.1016/j.jfluidstructs.2009.08.003 

21. Sarkar S, Babu H (2015) Large eddy simulation on the interactions of wake and film-cooling 
near a leading edge. J Turbomach 137(1):1–11. https://doi.org/10.1115/1.4028219 

22. Alam M, Sandham ND (2000) Direct numerical simulation of ‘short’ laminar separation 
bubbles with turbulent reattachment. J Fluid Mech 403:223–250. https://doi.org/10.1017/S00 
22112099007119 

23. Ovchinnikov V, Piomelli U, Choudhari MM (2006) Numerical simulations of boundary-layer 
transition induced by a cylinder wake. J Fluid Mech 547:413–441. https://doi.org/10.1017/S00 
22112005007342 

24. Tirandazi P, Hidrovo CH (2020) Study of drag reduction using periodic spanwise grooves on 
incompressible viscous laminar flows. Phys Rev Fluids 5(6):64102. https://doi.org/10.1103/ 
PhysRevFluids.5.064102 

25. Mcauliffe BR, Hanff ES (2005) Comparison of laminar separation bubble measurements on 
a low Reynolds number airfoil in three facilities, May 2014. https://doi.org/10.2514/6.2005-
5149

https://doi.org/10.1017/S0022112007006465
https://doi.org/10.1115/1.2746910
https://doi.org/10.1115/1.2746910
https://doi.org/10.1007/s10494-017-9864-4
https://doi.org/10.1007/s10494-017-9864-4
https://doi.org/10.1038/s41598-020-71434-8
https://doi.org/10.2514/3.60126
https://doi.org/10.2514/3.60126
https://doi.org/10.1098/rsta.2010.0201
https://doi.org/10.1098/rsta.2010.0201
https://doi.org/10.1007/s00348-014-1698-4
https://doi.org/10.4028/www.scientific.net/AMM.461.201
https://doi.org/10.4028/www.scientific.net/AMM.461.201
https://doi.org/10.1080/14685248.2017.1319951
https://doi.org/10.1080/14685248.2017.1319951
https://doi.org/10.1017/S0022112096004673
https://doi.org/10.1063/1.858280
https://doi.org/10.1063/1.857955
https://doi.org/10.1146/annurev.fluid.37.061903.175743
https://doi.org/10.1115/1.3176982
https://doi.org/10.1115/1.3176982
https://doi.org/10.1016/j.jfluidstructs.2009.08.003
https://doi.org/10.1115/1.4028219
https://doi.org/10.1017/S0022112099007119
https://doi.org/10.1017/S0022112099007119
https://doi.org/10.1017/S0022112005007342
https://doi.org/10.1017/S0022112005007342
https://doi.org/10.1103/PhysRevFluids.5.064102
https://doi.org/10.1103/PhysRevFluids.5.064102
https://doi.org/10.2514/6.2005-5149
https://doi.org/10.2514/6.2005-5149


Development of New Technology 
and Design Framework for Supersonic 
Transport Aircraft 

Aravind Seeni 

Abstract Supersonic transport aircrafts are thought to revolutionize air travel in 
the forthcoming century. New design concepts at early design stages of super-
sonic transport aircraft design are currently analyzed using low-fidelity tools. In 
this paper, it is proposed that CFD could be successfully utilized at the concep-
tual design phase to perform rapid design analyses of a multitude of designs and 
design trade-off. Such a task can be accomplished with the advancement of tech-
nology such as automated meshing and high-performance supercomputing. CFD 
merged with high-performance computing technology can enable obtaining high-
fidelity solutions at a reasonable cost early in the conceptual design phases. This 
idea is demonstrated through analysis of a technological concept called aerospikes. 
Aerospike is a new technology being proposed for supersonic transport aircraft design 
in this paper. Aerospikes when integrated on the nose cone of a supersonic aircraft is 
hypothesized to reduce shock wave loads and protect the sensitive electronics in the 
nose cone. However, the analyses performed through CFD on five different models 
proved otherwise. The generation of oblique shocks in front of the aerospike causes 
stronger shocks produced at the rear near the nose. The result is significant since the 
proposed design framework was able to capture the effects of aerospikes and inform 
the designer accurately. The designer can now look for alternate designs. The results 
thus demonstrate the effectiveness of the design framework proposed for utilization 
in the conceptual design phase of an aircraft. 

Keywords Supersonic transport aircraft · Aerospike design · Computational fluid 
dynamics · Conceptual design phase · High-fidelity results
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1 Introduction 

This research aims to develop new technology and new design framework to realize 
more robust approaches to supersonic jet design early in the conceptual design stages 
through the utilization of CFD. The idea is to develop highly efficient design concepts 
with the introduction of new, advanced geometries. There is potential to investigate 
low drag, low heat transfer solutions using aerospike design. The presence of an 
aerospike in supersonic business jets reduces the aerodynamic and heat loads on 
the nose cone thereby reduces the chance of damage to the electronics in the nose 
cone. The geometry of spike can be altered such that more efficient designs can be 
introduced. 

2 Problem Statement 

The nose of a supersonic transport aircraft is designed to carry sensitive avionics 
equipment. However, the nose structure is prone to oblique and Mach wave shocks. 
Modern technological advancements in the sphere of supersonic aircraft design such 
as supersonic transport business jets are designed with a sharp coned nose to with-
stand shock induced aerodynamic and to an extent thermal loads (due to excessive 
heating). Also, the aerodynamic drag at high speeds is also required to be kept to a 
minimum. 

An example of a supersonic transport aircraft with a sharp nose cone is shown 
in Fig. 1a. The sensitive avionics protected by the nose cone structure is shown in 
Fig. 1b.

The conceptual design study of supersonic business jets, so far has been largely 
performed using low-fidelity computational tools. Examples of such tools have been 
reported in previous studies by other researchers [1]. The problem with existing tools 
is that they provide only low-fidelity results. 

3 Proposed Aerospike Concept 

In this paper, the aerospike concept is proposed as a solution to effectively tackle the 
problem of shocks. Inclusion of aerospike in the nose of modern aircraft develop-
ment as in supersonic transport aircrafts, reduces shock induced loads to aircraft at 
supersonic speeds thereby protecting the sensitive electronics in the nose cone from 
damage. 

An aerospike is usually a thin cylindrical rod attached to the nose. The introduction 
of aerospike can cause significant modification to the flow-field by artificially creating 
shocks. It replaces the weak oblique shocks generated at the nose tips. A weaker shock 
is formed in front of the aerospike which creates a stronger shock at the back resulting
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Fig. 1 a Supersonic 
transport aircraft Concorde 
with a sharp pointed nose, 
and b its avionics equipment 
in nose cone

in high temperatures at the back. The designer may utilize this concept to reduce the 
strength of shocks generated at the tip of the nose cone. 

3.1 Hypotheses and Research Questions 

The presence of spike generates an oblique shock that increases the temperature at 
the nose but reduces the velocity along the nose cone. It also increases the pressure 
and density. The shock strength at the nose is reduced due to the oblique shock at 
the spike. 

The effect of different aerospike geometries on the resulting shock structure from 
the 2D wedged nose is still unknown. Furthermore, the behavior of the effect of 
aerospikes at higher supersonic speeds is still unresolved. Hence a detailed investi-
gation on the effect of different spikes by varying the spike angle will be performed. 
The effect of higher Mach numbers on the flow properties across shocks and the 
shock structure will also be investigated.
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4 Proposed Design Framework for Conceptual Design 
of Supersonic Transport Aircrafts 

A novel design framework proposed in this paper is the use of Computational Fluid 
Dynamics (CFD) with capabilities such as automated meshing, multicore high-
performance computing early in the design phases to provide more robust approach 
to conceptual design. Such a framework can be successfully realized through the 
utilization of advancement in technology such as artificial machine intelligence, 
increased computational resource and speeds. 

4.1 Automated Meshing 

Automated meshing refers to meshing using machine intelligence and without too 
much human intervention. The user level inputs provided only are minimum element 
size requirements and type (hexagonal, polygonal, tetrahedron, etc.). In the traditional 
method, meshing is performed through a process called block meshing. Here expert 
level intervention is required particularly for 3D geometries such as a full-scale 
aircraft and is a time-consuming process. On the contrary, automated meshing allows 
completion of the process in a fraction of the time through utilization of machine 
intelligence. Machine intelligence is required for selection of elements and allocate 
grid density in selected areas of the domain without any form of user inputs. Such 
a technology helps reduction in work around time when analyzing many different 
design concepts of aircrafts, components, airfoils, etc. The task of analyzing many 
different concepts and performing parametric trade-off of a multitude of designs is 
a typical work requirement at the conceptual design stages for a designer/engineer. 

There is dedicated software available that are developed for academic and indus-
trial research as well as commercial purposes for performing automated meshing. 
Examples are Pointwise and ANSYS’s Meshtool. Pointwise is a meshing tool 
that provides complete automated meshing solutions. User-defined scripting is also 
included. This allows tailoring the capabilities of software to specific geometries like 
airfoil or complete aircraft. 

While automated meshing can be enabled for simple geometries such as an airfoil, 
a complete automated meshing solution may not be feasible for complex geome-
tries such as an aircraft. In such cases, semi-automated meshing is feasible. Semi-
automated meshing falls in between the work load considered in traditional block 
meshing and script-based meshing. While automated meshing technology is the need 
of the hour, semi-automated meshing helps in developing correct meshes with expert 
monitoring which helps in improved accuracy of the solution. 

In addition, the mesh quality from the computed outputs can be further improved 
using features like adaptive meshing. This helps refining the mesh in areas of specific 
interest. Dynamic meshing allows adapting the mesh to specific conditions. For



Development of New Technology and Design Framework … 645

instance, it allows change the mesh around an airfoil with change in angle of attack 
in order to better resolve the flow properties near the boundary layer. 

4.2 Increased Computational Resource and Speeds 

The advancement of semi-conductor technology has enabled development of high-
speed supercomputing capabilities suited to aircraft design tasks. Enabling CFD at 
conceptual design stages requires high-speed computing capabilities to provide rapid 
design analyses of a multitude of designs and trade-off. The problem lies in solving 
the governing equations of flow in one of the available methods–Reynolds Averaged 
Navier Stokes (RANS), Large Eddy Simulation (LES), and Direct Numerical Simu-
lation (DNS). Each of these methods provide the designer with different solution 
accuracy at a specific computational cost. 

To explain, it is important to understand turbulence in flows. The flow around an 
airfoil or an aircraft wing is characterized by different levels of turbulence. Resolving 
the turbulence to the level required allows to choose one of the above three methods. 
RANS can only resolve large-scale eddies associated with turbulence. For the purpose 
of resolving small-scale eddies, the use of LES or DNS is required. The use of 
higher order meshes of grid size 1011 and above is required in cases of LES and 
DNS along with high computational resource requirements. Increased computational 
requirements affects hardware requirements and human effort. However, it can be 
said as a first step of characterizing only large-scale turbulent eddies, the use of 
RANS could be adopted instead of LES or DNS at the conceptual design phases. 
The results can be used to direct future research in the characterization of small-scale 
eddies or turbulence. 

4.3 Geometry Considerations 

In this paper, the flow past 2D wedge is considered as the baseline model. The wedge 
shape is considered due to the reason that it resembles the shape of a supersonic 
aircraft nose in two dimensions. The baseline model will be used for validating the 
CFD solver and modeling strategies. After validating the solution for 2D wedge case, 
the aerospike concept will be studied. The aerospike geometry studied in this work 
in provided in Fig. 2. The various models along with geometrical parameters are 
further listed in Table 1.
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Fig. 2 Types of aerospike 
models 

(a) Aerospike Type 1 fitted to nose cone 

(b) Aerospike Type 2 fitted to nose cone 

d 

s 
d 

Table 1 Aerospike models considered for the present work 

s (°) d (°) Spike stem length (m) 

Aerospike type 1 (refer Fig. 2a) Model 1 – 15 0.5 

Aerospike type 2 (refer Fig. 2b) Model 2 16 15 0.5 

Model 3 18 15 0.5 

Model 4 20 15 0.5 

Model 5 20.5 15 0.5 

5 Baseline Model Validation 

The flow problem considered for validating the CFD model is the flow past a 2D 
wedge geometry. The reason for selecting a wedge is that a wedge is widely investi-
gated by researchers and documented. Furthermore, the geometry of a wedge bears 
close resemblance to that of an aerospike. 

5.1 Verification and Validation 

A half-wedge geometry with a wedge angle of 15° is assumed. The wedge structure 
is assumed to be rigid and stationary and the flow is assumed to be steady. A two-
dimensional analysis is performed. The Mach number assumed for the validation 
case is 2.
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A grid independence study is conducted to determine the optimum mesh size. 
Two grids of increasing mesh resolution are assumed. The grid consisting of 10,900 
elements and 11,100 nodes is selected based on the results obtained (Figs. 3, 4, and 
5). The obtained results are compared with analytical calculations available in tables 
and charts of NACA report 1135 [2]. The obtained wedge results are found to be 
in agreement. The verification and validation of results show that the models are 
correctly solved and the modeling procedure followed is correct. Furthermore, it can 
be stated that the solver can predict the flow properties around wedge with reasonable 
accuracy. 

Fig. 3 Grid independence result of Mach number ratio a Mesh 1, b Mesh 2 

Fig. 4 Grid independence result of static temperature ratio a Mesh 1, b Mesh 2
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Fig. 5 Grid independence result of static pressure ratio a Mesh 1, b Mesh 2 

6 Aerothermodynamic Analysis of Compressible Flow 
Over Aerospikes 

In this section, the results from the analyses of aerospike models listed in Table 1 
are presented and discussed. The geometry of the wedge (nose cone) to which the 
aerospike is attached has similar dimensions assumed for the baseline case discussed 
in Sect. 5. The aerospike structure is assumed to be rigid and stationary. A similar 
flow simulation under steady condition is performed. The Mach number of flow 
assumed is 2. 

The contour plot of pressure ratio in the presence of aerospike for five models 
namely, Model 1, Model 2, Model 3, Model 4, and Model 5 are provided in Fig. 6a–e.

The contours show that an oblique shock is created in front of the aerospike. The 
shock produced by the aerospike is expected to alter the fluid properties of Mach 
number, temperature, pressure, and density above the nose. 

Figure 7 compares the Mach number ratio of five aerospike models with those of 
non-spiked model. The result indicates that the Mach number above the 2D nose is 
reduced in the presence of aerospike. The highest reduction is observed for Model 5 
whereas the lowest reduction is obtained for Model 1.

Similarly, the T2 T1 
and p2 p1 

ratios of aerospike models are compared with those of 
non-spiked model in Fig. 8 and Fig. 9, respectively. The result indicates that the 
temperature is increased along the spike length which is an adverse effect. The 
temperature above the nose is also marginally increased. The highest increase for the 
most part of the spike length is observed for Model 5 whereas the lowest increase is 
obtained for Model 1.

The result also indicates that the static pressure is increased along the spike length 
as well as the nose. The highest increase for the most part of the aerospike length is 
observed for Model 5 whereas the lowest increase is obtained for Model 1.
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Fig. 6 Contours of pressure ratio for aerospike—a Model 1, b Model 2, c Model 3, d Model 4, 
and e Model 5
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Fig. 7 Mach number ratio of aerospike design compared to baseline model

Fig. 8 Temperature ratio of aerospike design compared to baseline model

From the above discussed results, it can be concluded that the presence of 
aerospike has created an oblique shock in front of the aerospike. The properties 
of flow when analyzed behind the shock reveals the increase in both pressure and 
temperature. This change is observed under steady flow assumption. All the five 
models produced results which detrimentally affect the performance of the nose 
structure.



Development of New Technology and Design Framework … 651

Fig. 9 Static pressure ratio of aerospike design compared to baseline model

7 Implications for Supersonic Aircraft Design 

Although the aerospike was originally conceptualized to provide better aero-
thermodynamic performance, analyses using the proposed design framework 
utilizing CFD revealed that aerospike will detrimentally affect the performance of 
a nose. The presence of aerospike produces an oblique shock in front which causes 
stronger shocks produced at the back in the wedged nose region. This has led to 
inferior flow properties. The aerospike is thus found to be an infeasible design for 
this particular application. It can be added that the aerospike concept may not suit 
for aerodynamic design improvements but could find an interesting alternate appli-
cation. The analysis of ρ2 

ρ1 
ratio (Fig. 10) reveals its significance and may find useful 

application in supersonic engine air intake. Aerospikes design could be employed in 
front of an aircraft engine intake by fitting in the fore region of the inlet. The increase 
in density of fluid at high supersonic speeds could contribute to better combustion 
properties.

8 Conclusions 

A novel design framework that utilizes CFD to provide more robust approaches 
to supersonic aircraft design at the conceptual design phases is proposed. The 
method was successfully demonstrated through the analyses of different designs 
of aerospikes, a concept and technology proposed to improve flow properties. The 
results from the analyses showed the aerospike is not a feasible solution. Neverthe-
less, the results demonstrated the effectiveness of the proposed design framework



652 A. Seeni

Fig. 10 Density ratio of aerospike design compared to baseline model

in providing accurate results and the possibility to test a multitude of designs, as 
necessary. 

The limitations of this research can now be listed. First, the aerodynamic drag of 
aerospikes is not measured as this is also an important parameter from aerodynamic 
design point of view. Second, the 3D effects are not included and only a theoretical 
2D wedge design was analyzed. In real world applications, the nose of a supersonic 
transport aircraft resembles a cone. The flow properties across a cone are different 
to that of a wedge. In the case of a cone, the streamlines are not deflected parallel 
to the wedge surface and the deflection angle is much lesser compared to that of a 
2D wedge. Hence, this work provides suitable grounds for extending the above work 
to study cones. Third, unsteady flows around aerospikes still needs to be further 
investigated. 

The total computational expense of simulation is less than a minute for each 
model on an Intel Core i5 2.5 GHz workstation. While simple geometries such as 
aerospike integrated to nose with about 11,000 cells can be analyzed for supersonic 
flows at such low computational cost, it should be a feasible task to perform high-
fidelity simulations on a complete aircraft model with more than 100 million nodes at 
reasonable computational cost. It can be safely stated that design tasks at conceptual 
level involving multiple designs can be analyzed in no time with the availability of 
supercomputing facility. 

Nomenclature 

s Spike angle (°) 
d Wedge angle (°)



Development of New Technology and Design Framework … 653

M2 
M1 

Mach number ratio 
T2 
T1 

Temperature ratio 
P2 
P1 

Pressure ratio 
ρ2 

ρ1 
Density ratio 
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Numerical Study of Impulsive Motion 
Past a Rotating Cylinder for Newtonian 
and Non-newtonian Fluid 

Sibasish Panda, Pratyush Kumar Mohanty, Prateek Gupta, 
and Chinu Routa 

Abstract The flow phenomena for a rotating cylinder with the application of an 
impulsive translational motion is studied using ANSYS FLUENT 19R3. The study 
is carried out for power-law index n = 1 and 2 at a fixed Reynolds number (Re = 
40) for different non-dimensional rotation rates (α = 0.5, 1, 2). After the initial flow 
field reaches a steady state, the impulsive motion is applied by implementing a User 
defined function (UDF) which assigns a zero-inlet velocity. The time evolution of 
vorticity contours provides insights into the developing flow field after the impulsive 
motion. For both the power indices, it has been found that a higher rotational rate leads 
to faster flow stabilization and can be used for flow control. The flow phenomena 
is studied quantitatively in terms of aerodynamic coefficients. The Drag coefficient 
value decreases by 36.47% as value of α increases from 0.5 to 2 for n = 1. The sudden 
variation in force coefficients and their subsequent variation is used to interpret the 
effect of rotation rate on the disturbed flow field due to impulsive motion. 

Keywords Rotating cylinder · Impulsive motion · Vortex shedding · Drag 
coefficient · Lift coefficient 

1 Introduction 

The study of fluid flow characteristics around a circular cylinder is a classical bluff 
body problem in fluid mechanics, with studies dating back to the fifteenth century. 
Flow over a cylinder can be classified as both an external and internal flow. Flow
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over a cylinder in an unconfined domain can be categorized as an external flow, 
whereas flow over a cylinder in a confined domain can be categorized as an internal 
flow. Despite having a simple geometry, flow past a circular cylinder is a baseline 
example of more complicated flows having significant real-life applications. These 
applications often involve fluids flowing over complex geometries, like missiles, 
bridge pillars, jets, wings, submarines, and turbines. Moreover, research pertaining 
to flow around cylinders serves as a foundation for understanding various industrially 
significant applications such as heat exchangers, cooling towers, nuclear reactors, 
chimney stacks, and other offshore structures. Over the years, several studies have 
employed a wide range of Reynolds numbers to investigate laminar to turbulent 
transition in the wake, boundary layer transition, unsteady vortex shedding, and 
turbulent separation. As a fundamental method for flow control, rotating cylinders 
have gained significant traction over stationary cylinders. Cylinder motion can be 
classified into two types–forced (externally applied force) or free motion (movement 
due to fluid flow forces). An impulsive motion, which can be categorized as a forced 
motion, significantly enhances flow control by altering the flow field drastically. This 
work aims to develop an understanding and compare fluid flow characteristics over 
an impulsively rotating circular cylinder for Newtonian and for non-Newtonian fluid 
using the Carreau Model. 

2 Literature Review and Objective 

In recent decades of fluid dynamics research, the study of flow phenomena around 
static and rotating circular cylinders has attracted many researchers. Similarly, studies 
of impulsive cylinder motion have gained attention due to its application in many 
real-life scenarios. However, there has been no work on flow past impulsively moving 
rotating cylinder to the best knowledge of authors. This section aims to provide a 
brief overview of relevant past studies and their significant findings. Streeter [1], in 
his book, described several experimental and numerical investigations of the flow 
dynamics that have been described using hydrodynamic parameters such as drag and 
lift coefficients, vortex shedding, wake generation. One of the first comprehensive 
review studies of flow past a steady circular cylinder highlighted vital flow kinematics 
such as the range of Reynolds number for flow separation, the increase of wake 
Length, and flow transition with Reynolds number [2, 3]. Chew et al. [4] numerically 
investigated the shedding of vortices and the formation of wakes in a two-dimensional 
viscous incompressible flow generated by an impulsively rotating circular cylinder 
by a hybrid vortex scheme. The results indicated a critical value of α = 2 when a 
closed streamline began to circulate around the cylinder. Prasad et al. [5] investigated 
the effect of rotation on flow across a cylinder for different blockage ratios (β = 0– 
50%), non-dimensional rotational velocity (α = 0–2), and Reynolds number (Re 
= 35–170). They concluded that under counter clockwise rotation, a downward lift 
force was generated, which increased with increasing blockage ratio. Panda et al. 
[6] explored power-law fluid flow over a rotating cylinder for 0.1 ≤ Re ≤ 40 and
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non-dimensional rotational velocity 0 ≤ α ≤ 6. They found that at low Reynolds 
numbers, the power-law index has a much stronger influence on drag and lift than at 
high Reynolds numbers. Thakur et al. [7] explored the steady two-dimensional flow 
of incompressible Bingham plastic fluids past a rotating circular cylinder for 0.1 ≤ 
Re ≤ 40 and non-dimensional rotational velocity 0 ≤ α ≤ 5. They found an increase 
in the Bingham number with a decrease in the rotational velocity. 

Hourigan et al. [8] studied the vortex dynamics of the flow past a suddenly arrested 
translating circular cylinder. They found that the Kármán wake vortices roll up on 
each side of the cylinder to form two larger structures over a long distance. Ta 
Phuoc Loc [9] numerically investigated the mechanism of creating secondary vortices 
behind an impulsively started circular cylinder with greater precision numerical tech-
nique at Re = 300, 550 and 1000. He studied the properties of the creation and the 
development of the primary and secondary vortices and verified it with the available 
experimental data. Koumoutsakos et al. [10] investigated the impulsively started 
Newtonian flow around a circular cylinder via high-fidelity computations. They 
showed that the interaction of primary and secondary vorticity is the underlying 
mechanism for drag reduction and increase. Collins et al. [11] studied the initial flow 
in a viscous fluid in the direction normal to an infinite circular cylinder that is started 
impulsively from rest with uniform velocity. They found that the friction and pres-
sure drag are equal for all Reynold numbers at the start of the motion. Pantokratoras 
[12] has numerically investigated the flow of Carreau fluid over a cylinder using drag 
and lift coefficient and reported the increase in drag coefficient for shear-thickening 
fluids and a decrease for shear-thinning fluid on increasing the Carreau number (Cu). 
Ohta et al. [13] studied numerical simulations of Carreau model fluid flows past a 
circular cylinder. They found the effective Reynolds number advocated in this study 
allows one to fully describe the flow state of Carreau model fluids past a circular 
cylinder on par with Newtonian fluid flows. 

Based on the literature survey on the flow around a circular cylinder, it is observed 
that a majority of the work describes the effects of rotation and impulsive motion 
separately. Furthermore, little is known about the impulsive motion and rotation 
effects on aerodynamic parameters like drag and lift coefficients. The present work 
aims to study and compare the flow phenomenon on an impulsively moving rotating 
circular cylinder for different power-law indices and explain the behaviour of the 
aerodynamic parameters. As the shear-thickening fluid for power-law index n = 2 
was modelled, the Carreau model was chosen over the power-law model. 

3 Mathematical Modelling 

3.1 Governing Equations 

The flow is assumed to be 2-D incompressible with a uniform inlet velocity before 
the impulse. The continuity and momentum equation for the flow can be written as
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Continuity equation 
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Equation of Carreau model 

μ = μ1 + (μ0 − μ1)[1 + (λγ )2] n−1 
2 (4) 

3.2 Boundary Conditions 

At the domain boundaries and cylinder wall, the boundary conditions for the present problem 
are written as follows: 

• At the inlet, before the introduction of impulse, a constant uniform flow profile in 
the x-direction and zero velocity in the y-direction can be written mathematically 
as 

ux = u∞ and uy = 0 (5)  

After the introduction of impulse, zero velocity is assigned to both x and y velocity 
components 

ux = 0 and uy = 0 (6)  

• On cylinder surface: No-Slip boundary condition is applied throughout. It can be 
written as 

ux = uy = 0 (7)
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• At upper and lower wall: Symmetry boundary condition in the x direction is 
applied. It can be written as 

∂ux 

∂y 
= 0 and uy = 0 (8)  

• At the outlet: The outflow boundary condition is used throughout. The outflow 
condition corresponds to zero diffusion fluxes in the direction normal to the outlet 
planes. It is used for all the dependent variables. 

∂ux 

∂x 
= 0; ∂uy 

∂x 
= 0 (9)  

3.3 Numerical Methodology 

Finite-volume method (FVM)-based commercial software ANSYS FLUENT 19R3 
is used to for the current study. Figure 1 shows the computational domain used for the 
study. Full pressure–velocity coupling is achieved using a pressure-based coupled 
solver, resulting in faster convergence. The convective term in the flow equation is 
discretized using Linear Upwind Differencing (LUD) which uses a three-point stencil 
to give second-order accuracy, whereas the approximation for the diffusion term is 
automatically second-order accurate. Discretization with respect to time is first-order 
implicit, magnifying the stability envelope several-fold. A convergence criterion of 
10–6 is set for the residuals of velocity and continuity terms. The accuracy of our 
results has been ensured by performing the grid, domain, and time independence 
tests.

A zoomed-in view of multi-block structured mesh as shown in Fig. 2 is used due 
to the accuracy and stability of solution provided by the structured mesh over the 
unstructured mesh.

3.4 Grid Independence Test 

A square domain of varying dimensions is considered for the grid independence test. 
The independence test is performed at Reynolds number Re = 40 and dimensionless 
rotational speed α = 0.5 for a Newtonian fluid. Based on the increasing accuracy of 
aerodynamic parameters shown in Table 1, an optimum grid G2 is finalized for the 
current study.
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Fig. 1 Schematic of the 
computational domain for 
initial conditions

Fig. 2 Multi-block 
structured mesh used for the 
study

Table 1 Grid independence test 

Grid (no. of nodes) Drag coefficient (CD) Lift coefficient (CL) 

G1 (18,800) 0.906 −5.60 

G2 (55,200) 0.889 −5.629 

G3 (109,200) 0.865 −5.635
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Table 2 Comparison of present results with literature 

Re α n Present values Literature values 

CD LW CD LW 

40 2 1 0.84 – 0.83 [6] – 

40 0 1 1.53 2.24 1.50 [12] 2.15 

40 0 2 4.52 0.27 4.33 [12] 0.29 

4 Results and Discussion 

4.1 Validation 

Relevant validatory studies have been performed to establish the suitability of chosen 
numerical methodology. Validation cases Pantokratoras [12] have been used to verify 
the suitably chosen methodology for fluid flow over stationary cylinder, whereas 
cases from Panda and Chhabra [6] have been used to validate the same methodology 
for rotational effects. Table 2 is presented to compare the obtained force coefficient 
values with literature values. The obtained result shows excellent agreement with the 
result presented in the literature with a maximum of 4.38% deviation. 

4.2 Vortex Shedding Characteristics 

Vorticity contours for both the power-law indices have been presented in Fig. 3 to give 
a qualitative understanding of the flow phenomena. Positive (Counter-Clockwise) 
vortices are shown by solid lines and Negative (Clockwise) vortices are shown by 
dashed lines in the vorticity contours. The flow fields are contrasted at different values 
of α to understand its significance. In this study we have denoted the developed flow 
field with t = 0, at which the flow fully develops with the initial inlet condition. 
Subsequently, we demonstrate the development of flow field at different instances of 
time after the impulse.

4.2.1 Power-Law Index n = 1 

We notice the primary (P) vortices surrounding the cylinder at all values of α. These 
primary vortices are formed due to boundary layer separation and the formation of 
a recirculation zone behind the cylinder. As expected, at α = 2, the cylinder tries 
to wrap the nearby vorticity around itself due to extremely high rotational inertia. 
We observe this dynamic steady state pattern up until t = 2.5. At t = 2.5, with 
the implementation of the User Defined Function (UDF) the flow velocity drops to 
zero instantaneously. In fact, this sudden drop in velocity can be characterized as
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Fig. 3 Comparison of time evolution of vorticity for different rotational rates for a n = 1 b n = 2

impulsive. We notice that the primary (P) vortices have detached from the cylinder 
surface, and the void is filled in by the secondary (S) vortices. Due to the cylinder’s 
continued rotation, these secondary vortices also start to wrap around the surface. 
As we move from α = 0.5 to α = 2, the amount of negative vorticity engulfing the 
cylinder increases. Moreover, as α increases, the diffusion of the primary vortices 
accelerates. As we move to the subsequent time-instants (t = 5 and t = 7.5), we notice 
that for α = 0.5, the negative/clockwise secondary vortex starts to spill. Whereas it 
remains highly compact for α = 2. Again, this can be attributed to the increased 
rotational inertia of the flow. Furthermore, at t = 5 and 7.5, the cylinder space is 
completely devoid of any hint of primary vortex for α = 2. In addition, the cylinder 
is only surrounded by negative vorticity at α = 2 for the time instant t = 7.5. Thus, 
it can be summarized that higher α values can lead to accelerated diffusion of the 
vortices. 

4.2.2 Power-Law Index n = 2 

Similar to the Newtonian case, we observe primary vortices surrounding the cylinder 
at t = 0. However, one striking feature to note is the magnitude of the vorticity 
contours and the extent to which they are spread out. Higher inertia of the shear-
thickening fluid leads to the development of enveloping vortex for α = 2 even before 
the application of impulse. Implementation of UDF at t = 2.5 leads to detachment of 
primary vortices (P) and development of secondary vortices (S) for α = 0.5 whereas
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for α =1 and α = 2 no visible detachment is observed. The existing counter clockwise 
(CCW) vortices however change their orientation. The vortices take longer time to 
decay in comparison to their Newtonian counterparts for all the rotational rates. This 
behaviour of the flow field can be attributed to shear-thickening nature of the working 
fluid. 

4.3 Variation of Force Coefficients with Time and Rotation 
Speed 

In this section, the variation of force coefficients, for both power-law indices, through 
the impulsive motion is discussed with the help of Fig. 4. Both the drag and lift 
coefficients are studied once the flow with the initial inlet condition is fully developed, 
i.e., at t = 0. The sudden spike observed for both drag and lift coefficients can be 
attributed to the impulsive motion introduced at t = 2.5. The dip for drag coefficient 
can be attributed to a change in flow inertia with the introduction of impulse that leads 
to an instant detachment of the Primary vortices (P) and subsequent development of 
Secondary vortices (S). For n = 1, the magnitude of dip in drag coefficient is less 
in comparison to the dip for n = 2. The spike in lift coefficient for the Newtonian 
fluid, can be attributed to detachment and subsequent development of oppositely 
signed vortices over time. However, for the non-Newtonian case there is no spike 
for α = 1 and α = 2 due to non-detachment of vortices. This observation can be 
attributed to increased inertial properties of the shear-thickening fluid. The variation 
in coefficients has been studied till they reach a steady state after the introduction of 
the impulse. An important observation is concluded from observation of time taken, 
through variation of force coefficients, for the flow to reach steady state after the 
impulsive motion. For n = 1, the time taken by α = 2 is less that the amount of time 
taken by α = 0.5. This can be attributed to a faster dissipation rate at α = 2 leading 
to faster stabilization of flow.

5 Conclusions 

In this paper application of impulsive translational motion on a rotating cylinder at 
different rotation rates (α = 0.5, 1, 2) for a Newtonian fluid and shear-thickening 
fluid having power-law index n = 2 is studied. The Reynolds number based on 
cylinder diameter is kept constant. The non-dimensional rotation rate is varied so as 
to study the effect of rotation on disturbed flow field due to impulsive motion. In order 
to interpret the results both qualitatively and quantitatively, vorticity contours and 
force coefficients have been studied respectively. A comparison of the time evolution 
of vorticity contours for different rotational rates shows the enhanced dissipation 
rate at a higher rotational rate. In a quantitative sense, the sudden change in sign of
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Fig. 4 Variation of force coefficients through the impulsive motion for a n = 1 b n = 2
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force coefficients explain the formation of oppositely signed vorticity contours with 
the application of impulsive motion for the Newtonian fluid and the change in the 
orientation of enveloping vortices for higher rotational rate for non-Newtonian fluid. 
Moreover, a significant amount of time is taken, which is monitored here by variation 
of force coefficients, for α = 0.5 in comparison to α = 2 establishes the fact that a 
higher rotation rate leads to better flow control. This study can be further extended to 
investigate the effect of multiple impulses and their effect on higher rotational rates. 

Abbreviations 

Nomenclature 

CD Drag Coefficient 
CL Lift Coefficient 
D Diameter of Cylinder (m) 
H Height of the computational domain (m) 
LW Wake length (m) 
u∞ Free stream velocity (m/s) 
ux x-Component of velocity (m/s) 
uy y-Component of velocity (m/s) 
p Pressure (Pa) 
τi j Extra stress tensor (Pa) 
n Power-law index 
μ0 Zero shear viscosity (Pa s) 
μ1 Infinity-shear viscosity (Pa s) 

Greek Symbols 

α Non-dimensional rotational velocity [= D ω/2 u∞] 
ρ Density of working fluid 
ω Angular velocity 
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Dynamic Response of a Cantilevered 
Flexible Vertical Plate in a Uniform 
Inflow at Re  = 100 
Avinash Kumar Pandey, Gaurav Sharma, and Rajneesh Bhardwaj 

Abstract We numerically study the dynamic flow-induced vibration (FIV) response 
of a flexible vertical plate cantilevered at its bottom in a two-dimensional flow at 
Reynolds number, Re = 100. The incompressible Navier–Stokes and continuity 
equations are solved for fluid flow, and the Saint Venant–Kirchhoff material model 
is used for the structure. Plate dynamics is studied concerning reduced velocity, 
which represents the ratio of solid to fluid dynamic time scales. A parametric study 
is performed by sweeping through its bending stiffness (or the non-dimensional 
elasticity) at a constant mass ratio of 10. The dynamic characteristics are studied in 
terms of amplitude and frequency variation of plate oscillations against the reduced 
velocity. The oscillation frequencies of the plate are compared with its first and 
second-mode natural frequencies to understand the lock-in behavior. The modal 
frequencies are calculated by approximating the plate as an Euler–Bernoulli beam. 
The observed response is broadly categorized into four regimes: (i) lock-in with 
the first mode, (ii) de-synchronization, (iii) lock-in with the second mode, and (iv) 
de-synchronization. Overall, the plate locks in and de-synchronizes with its natural 
modes as the reduced velocity changes. This behavior is similar to Vortex-Induced 
Vibrations (VIV) of an elastically mounted rigid cylinder. 

Keywords Fluid–structure interaction · Flow-induced vibration · Flexible plate ·
Lock-in · Energy harvesting 

1 Introduction 

Flow-induced deformation of flexible plates is ubiquitous. There are plenty of natural 
and artificial examples of such systems: from aquatic vegetation to flexible blades. 
These systems inspire many engineering applications such as drag reduction by 
flow-induced reconfiguration, wind energy harvesting from flow over flexible blades. 
Many researchers have attempted to model and simulate these problems from both
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static and dynamic perspectives. For instance, [1] and [2] studied the drag variation as 
a function of the fluid flow velocity. For bluff bodies, the drag and square of velocity 
ratio scales as the zeroth velocity power, i.e., D/U 2 α U 0, where D is the drag force, 
and U is flow velocity. They suggested that this relation gets modified for flexible 
bodies as D/U 2 α Ue, where e is an exponent that can be treated as a measure of 
reconfiguration. They collected numerous data on plants, such as potted pines, and 
concluded that e = −1.13 for speeds above 6 m/s. Luhar and Nepf [3] worked in  
the same field by using a combination of experiments and theoretical models. They 
developed an Euler–Bernoulli beam model for static analysis of flexible plants. A 
balance between drag force, buoyancy, and beam inertia results in a second-order 
ordinary differential equation that can be solved to find the relation between drag 
force and flow velocity. Later, [4] modified the same model by adding the role of skin 
friction. Leclercq and de Langre [5] developed an analytical model to quantify the 
drag reduction for flexible cantilever beams. They predicted the value of the Vogel 
exponent that quantifies the drag reduction in such configurations. 

The dynamic characteristics of these systems have also been explored vastly. Py 
et al. [6] studied the dynamic interaction between the waves and crop. They developed 
a lock-in mechanism model and compared its output with experimental results. De 
Langre [7] presented a review on the flow-structure interaction between plants and 
wind, where he examined the dynamics of plants when they are strongly coupled 
to the wind. He performed this analysis by modifying the elementary oscillator 
model using wind load to understand the modal response of plants. Luhar and Nepf 
[8] performed a combination of experimental and numerical studies to describe the 
motion of flexible blades that imitate the dynamic behavior of aquatic vegetation. 
They considered two main parameters in their study: (i) Cauchy number (Ca), and 
(ii) the blade length to wave travel ratio. The studies were performed for Ca << 1 
and Ca >> 1. Zhang et al. [9] investigated the dynamic behavior of wall-mounted 
2D flexible filaments (single and double). They demonstrated the frequency lock-in 
with different structural modes and explained the physical driving mechanisms. 

With the understanding gained from these studies, there have been many attempts 
to develop energy harvesting models to utilize wave energy by applying these 
systems. Yu et al. [10] presented a review on the energy extraction from flag vibra-
tions. They studied the vibration and vortex dynamics of the proposed system to 
understand their feasible practical applications. They assert that flag vibrations are a 
good energy solution to provide power in various industrial applications. Shoele and 
Mittal [11] developed a numerical model of an inverted piezoelectric flag. They exam-
ined the dynamic response of the inverted flag and investigated its energy harvesting 
performance. 

In most studies, the plate is analyzed in a wall-mounted configuration [5–7, 9]. We 
propose a fixed bottom of the plate, but not mounted to the wall as shown in Fig. 1. 
This arrangement allows the flow at both top and bottom of the plate, and the flow 
energy consumption in boundary layer formation near wall is eliminated. It results 
in a lower critical Re for the onset of flow-induced plate vibrations [9]. As a result, 
maximum flow energy is utilized in plate vibrations. Such arrangement is useful 
where intensive plate vibrations are required at low Re such as energy harvesting.
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Fig. 1 Schematic of the computational domain with respective dimensions and boundary conditions 

2 Computational Model 

We use an in-house, partition approach-based fluid–structure interaction (FSI) solver 
with a two-way coupling between the fluid and solid domains. Fluid is solved over 
an Eulerian mesh while the structure solver uses the Lagrangian framework. Details 
of the fluid and structural solver used are as follows. 

2.1 Fluid Dynamics 

The 2D unsteady, incompressible Navier–Stokes equations are solved along with the 
continuity equation (Eqs. 1 and 2) using a sharp interface immersed boundary (IB) 
method-based flow solver developed by [12]. This IB method is based on the ghost 
cell methodology and uses a Cartesian grid for computations. Discretization in space 
is done on a cell-centered collocated grid using the finite difference method, and the 
fractional step method is used for time marching. The flow solver is implemented 
in two steps: (i) solving the advection–diffusion equation using the Crank-Nicolson 
scheme, and (ii) solving the pressure Poisson equation using the geometric multigrid 
method with divergence-free velocity constraint. The method is verified and tested 
for second-order accuracy [12].
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∂ui 
∂t 

+ u j 
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= −  
∂p 

∂ xi 
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1 

Re 

∂2ui 
∂x j ∂x j 

(1) 

∂ui 
∂ xi 

= 0 (2)  

where Re = ρfU∞ L 
μ . 

2.2 Solid Dynamics 

The structural solver is an open-source finite element solver [13] that was developed 
at Sandia National Labs, CA. Using it, we solve 2D Navier’s equations of motion 
(Eq. 3) for plane strain condition. We use the Saint Venant-Kirchoff material model 
to simulate large solid deformations accurately. In this model, the solid is treated as a 
(i) geometrically nonlinear, (ii) linear elastic material. The constitutive relation and 
the Second Piola-Kirchoff stress expressed as a function of Cauchy stress is shown in 
Eq. 4. The Green-Lagrangian strain tensor is written as a function of the deformation 
gradient as shown in Eq. 5. 

ρs 
D2di 
Dt2 

= 
∂σi j  

∂ x j 
+ ρs fi (3) 

S = λtr  (E)I + 2μE ; S = J F−1 σ F−T (4) 

E = 
1 

2 
(FT F − I ) (5) 

2.3 Coupling of the Flow and Structural Solvers 

The fluid and structural solvers are coupled using an implicit strong coupling 
(see details in Ref. [14–16]). The FSI field is solved numerically using a parti-
tioned approach where fluid and solid domains are solved alternately with interface 
boundary conditions. For the flow field, a one-time step is marched to obtain the 
updated pressure and velocity field with the current deformed shape of the solid. The 
updated flow field is used to solve the structural dynamics then. At the interface, the 
continuity of velocity and traction is maintained as given by Eqs. 6 and 7, respec-
tively. These interface conditions are forced as boundary conditions while marching 
in time for fluid and solid. 

u i, fluid = ḋ i, solid (6)
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σi j, fluid n j = σi j, solid n j (7) 

2.4 Key Parameters 

The geometry and material properties of the plate primarily govern its dynamic 
response. We consider two such parameters viz. (i) bending stiffness (Eq. 8), and (ii) 
mass ratio (Eq. 9). We perform the simulations at different values of bending stiffness. 
These values are obtained by varying the non-dimensional Elasticity (E) and keeping 
all other parameters constant. We study this dynamic problem concerning reduced 
velocity, UR (see Eq. 10). It’s a dimensionless parameter representing the ratio of 
solid to fluid dynamics time scales. The chosen time scale for fluid is the convective 
time scale. For the solid, the dynamic time scale is the inverse of its natural frequency. 
Natural frequencies of the plate in vacuum are calculated by treating it as an Euler– 
Bernoulli beam (Eq. 11). We focus on the first and second modes and ignore the 
higher modes for the present work. It should be noted that the consideration of natural 
frequencies in vacuum is an approximation since the plate natural frequencies are 
modulated by various effects due to the presence of a surrounding fluid: (i) added mass 
effect, (ii) flow-induced damping effect, (iii) added stiffness due plate curvature in its 
mean position, and (iv) nonlinear effect due to large amplitude oscillations. Zhang 
et al. [9] argued that the added mass and flow-induced damping tend to decrease 
the plate natural frequency while added stiffness effect increases the same. Both 
cancel each other’s effect to some extent, however, implications of nonlinear effects 
are hard to analyze theoretically. As a result, the natural frequencies in vacuum are 
approximate plate natural frequency values that are used in this study to compare 
with the plate’s oscillation frequency and analyze its response. 

Kb = 
E 

ρfU 2∞ 

h3 

12L3 
(8) 

M = 
ρsh 

ρfL 
(9) 

UR =
/

M 

Kb

(
∼ 

f nfluid 
f nsolid 

∼ 
Tsolid 
Tfluid

)
(10) 

fni = 
k2 i 
2π L 

/
Kb 

M 
(11) 

For post-processing of the obtained data, we define an angle θ concerning the 
probe point (x, y) and reference coordinates of the beam (x0, y0) as shown in Fig. 2. 
This transformation is similar to the θ definition presented by [9] in their study of



672 A. K. Pandey et al.

Fig. 2 Location of the probe point, and moving from XY space to θ space for the plate oscillation 
frequency ( fp) and amplitude (Aθ ) calculation 

wall-mounted flexible plates. However, they defined θ from the X-axis while we take 
θ as the angular deformation from its initial vertical position. The probe is installed 
at the tip of the plate with coordinates (x, y) = (20.05, 19.00) at time t = 0. As the 
solid deforms, the global coordinates of this point change, but it remains fixed locally 
to the solid. We use this transformation to move from XY space to the θ space for 
calculating the plate frequency, f p and amplitude of vibrations, Aθ . The amplitude 
is now defined as Aθ (= Δθ/2) instead of ΔX and ΔY separately, and it’s calculated 
as the peak to peak amplitude. Since θ depends on both X and Y-coordinates of the 
probe point, it results in an advantage of accounting both X and Y parameters into 
one. 

3 Validation and Testing 

3.1 Grid and Domain Size Independence Test 

The grid and domain independence tests are performed at Re = 100. The chosen 
parameters for the solid are: (i) modulus of Elasticity, E = 400, (ii) Poisson’s ratio, 
ν = 0.4, (iii) Mass ratio, M = 1. The test cases are compared using the root means 
square (RMS) displacements (both X and Y ) of the probe point (see Fig. 2). First, a
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Table 1 Domain independence test for minimum grid size 0.02. % Error is computed with respect 
to the benchmark case 

Domain size rms dx % Error rms dx % Error  

75 × 50 0.844 0.0 0.52 0.0 

65 × 40 0.842 0.23 0.524 0.73 

60 × 50 0.841 0.29 0.525 0.94 

60 × 40 0.8415 0.25 0.5245 0.81 

Table 2 Grid independence test for domain size 60x40. % Error is computed with respect to the 
benchmark case 

Grid size (min Δx = Δy) rms dx % Error rms dx % Error 

0.01 0.844 0.0 0.52 0.0 

0.02 0.842 0.25 0.525 0.81 

0.025 0.841 0.31 0.525 0.98 

benchmark case is simulated with a domain size of 75 × 50, a minimum grid size of 
0.01 (Δx = Δy) close to the plate, and a time step size of 0.005. During both tests, 
it serves as the reference solution for computing the relative errors. 

For the domain independence test, all the domains consist of a minimum grid size 
of 0.02 (Δx = Δy) and a time step size of 0.01. The domain sizes are varied in 
both x and y directions, as shown in Table 1. For all simulations, the CFL number 
is retained well below 1 to ensure numerical stability. The chosen domain size for 
further simulations is 60 × 40 with an error below 1%. 

The grid independence test is performed over a domain size 60 × 40 and a time 
step size of 0.01. Three different grid sizes are chosen, and errors are compared with 
the benchmark case as shown in Table 2. The selected grid size for further simulations 
is min. Δx = Δy = 0.02. 

3.2 Code Validation 

We use a FORTRAN code that is based on the sharp interface immersed boundary 
method developed by [12]: see Sect. 2.1 for details of the method. The code has been 
validated extensively in previous literature. The flow solver has been validated by 
[12] using a combination of 2D and 3D problems, to name a few, flow past: (i) circular 
cylinder, (ii) sphere, (iii) suddenly accelerated normal plate, etc. The solver has been 
further extended for flexible body deformation (see Sect. 2.2 for details) by [14]. 
Bhardwaj and Mittal [14] and Kundu [15] validated the same using the benchmark 
problem ‘flow over splitter plate attached to a cylinder’ proposed by Turek and Hron 
[17]. They demonstrated that the structural solver is capable of accurately simulating 
large-scale deformation problems.
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4 Results and Discussion 

We perform simulations by varying the plate’s modulus of Elasticity, E in a range of 
[2 × 105, 365] keeping all other parameters constant. It results in a variation of plate 
bending stiffness (Kb) and reduced velocity (UR). As these parameters change, the 
dynamic response of the plate changes. We track the coordinates of the probe point 
(see Fig. 2) and use this data to compute the oscillation frequency and amplitude of 
vibrations as explained in Sect. 2.4. 

4.1 Frequency and Lock-In Characteristics 

Flow over the plate results in vortex shedding from its top and bottom, as shown in 
Fig. 3. The vortices are shed in a C(2S) pattern at low values of UR where coalesced 
vortices of similar signs are shed that are arranged in two distinct rows. At large 
values of UR, the plate becomes very soft and is streamlined to the flow. As a result, 
the vortex shedding modifies to a 2S pattern in which two single vortices are shed 
in an opposite sense of rotation per cycle. The alternately shedding vortices are a 
result of the competing inertia and viscous forces that impose a periodic forcing on 
the plate. Due to this phenomenon, the plate bends at a certain angle and starts to 
oscillate about a curved mean position as shown in Fig. 2. The mean position of 
plate, θ depends on the chosen modulus of Elasticity (E): softer the plate (represents 
a low value of E), larger its mean position.

The dynamic response of the plate is captured by the peak to peak amplitude 
(Aθ ) and frequency ( fp) of its vibrations as shown in Figs. 4 and 5, respectively. 
Figure 4 demonstrates the variation in plate amplitude (Aθ ) with UR. On the other 
hand, in Fig. 5, we plot the amplitude spectral density (ASD) of the displacement 
signal (θ ) without any normalization. The contours represent the spectrum of plate 
oscillation frequency ( fp) with varying reduced velocity (UR). Histogram distribution 
is used on a uniform frequency scale (Δ f = 0.025) for interpolating the frequencies. 
The cut off lowest frequency shown on the plot is 1% of the maximum oscillation 
frequency. A logarithmic scale is used for plotting the color map, and its normalized 
with the maximum frequency. Darker contour areas represent a dominant output 
frequency and vice-versa, at any value of UR. In addition to this, we compute the 
first and second-mode natural frequencies of the plate ( fn1 and fn2, respectively) 
using Euler–Bernoulli beam theory (see Eq. 11) and plot them as solid red and 
blue lines, respectively, on the same plot. The resulting plot demonstrates the lock-
in/de-synchronization behavior of the system with first/second natural modes as 
UR changes. Both plots (i.e., Figs. 4 and 5) are shown on the same scale of the 
UR to demonstrate the variations in plate amplitude as the frequencies lock-in or 
de-synchronize. We qualitatively identify four regions as follows:

Region 1: Lock-in with first mode: It’s a small reduced velocity, UR, region where 
the plate’s modulus of Elasticity, E is high (order of 104). Lock-in with the first mode
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Fig. 3 Vorticity contours along with instantaneous plate deformation at selected values of reduced 
velocity, UR for a fully developed flow
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Fig. 4 Variation in amplitude of the plate vibrations Aθ with respect to reduced velocity, UR 

Fig. 5 Contour plot for plate’s frequency response with UR. The first and second mode plate natural 
frequency lines ( fn1 and fn2) are drawn in red and blue, respectively

occurs for a range UR ≈ (2.0, 4.9). In this range, the amplitude starts to increase 
from a value of 0.7

◦ 
. At  UR ≈ 3.5, the observed plate amplitude is maximum, i.e., 

3.52◦.
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Region 2: De-synchronization: As we further reduce E (order of 103), the plate 
becomes softer and it de-synchronizes with its first mode. The amplitude drops back 
to around 1◦. This starts to occur at UR ≈ 4.9. The plate keeps oscillating for a 
large range of UR where it does not lock-in with any other mode. The observed 
range of this de-synchronized plate vibrations is UR ≈ (4.9, 13.0). We also observe 
secondary dominant frequencies in the range UR ≈ (5.0, 10.5). The physics behind 
the presence of these secondary dominant frequencies in this UR range is yet to be 
explored. 

Region 3: Lock-in with second mode: With a further reduction in E (order of 102), 
the plate becomes very soft and starts to show large deformations. At UR ≈ 13.6 
the plate response frequency reaches closer to its second-mode natural frequency 
and lock-in with second mode is observed. As a result of this lock-in, amplitude of 
vibrations again starts to increase with UR. At  UR ≈ 18.13 plate completely locks 
in with its second mode and a peak amplitude of 7.54

◦ 
is noted. This amplitude is 

almost three times the amplitude in first-mode lock-in. This is understandable by the 
fact that the plate is softer in the second-mode lock-in as compared to the first-mode 
lock-in, and is expected to show larger deformations. 

Region 4: De-synchronization: The plate remains locked in with its second mode 
for a larger range of UR ≈ (14.8−20). Above UR = 20 the plate becomes extremely 
soft (E ≈ 150) and very large deformations occur. Due to a very low mass ratio (M) 
and modulus of Elasticity (E), the simulations become hard to be handled by our 
solver at very high UR. Due to this, for now, we limit our simulations to UR = 20 for 
maintaining accuracy. However, we are investigating other parametric combinations 
to achieve high UR simulation cases as a part of our future plans. It is expected that 
the plate should de-synchronize with the second mode at a high value of UR. 

5 Conclusions 

In this study, we investigated the flow-induced vibrations of a flexible plate in a 2D 
incompressible flow field. The vortex shedding patterns were examined to under-
stand the onset of plate vibrations. The amplitude and frequency response of these 
vibrations were plotted, and insights were given into the plate dynamics concerning 
its first and second-mode natural frequencies with reduced velocity. We found that 
the plate response is similar to the vortex-induced vibrations (VIV) of elastically 
mounted rigid cylinder. Similar to the VIV, plate response is divided into various 
regions. In these regions, the plate locks in and de-synchronizes with its first and 
second-mode natural frequencies as the reduced velocity changes. Overall, the plate 
exhibits rich dynamics that later has been further investigated [18] for potential 
practical applications such as energy harvesting and drag/lift optimization. 
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Nomenclature 

Aθ Plate amplitude (peak to peak) 
CD Coefficient of drag 
CL Coefficient of lift 
d Displacement 
dx Probe point displacement in X 
dy Probe point displacement in Y 
E Modulus of Elasticity 
fi Body force 
fni Plate natural frequency; i = 1, 2, 3... 
fp Plate oscillation frequency 
F Deformation gradient 
h Plate thickness 
J Jacobian 
Kb Bending stiffness 
L Plate length 
B Width of computational domain 
W Height of computational domain 
M Mass ratio 
p Pressure 
Re Reynolds number 
S Second Piola-Kirchoff Stress 
St Strouhal number 
t Time 
u Velocity 
U Free stream velocity 
UR Reduced velocity 
x Space variable 
ρs Plate density 
ρf Fluid density 
μ Fluid dynamic viscosity
Δθ Angular displacement of plate 
ν Poisson’s ratio 
σ Cauchy Stress
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Numerical Investigations of Forced 
Oscillating Circular Cylinder in Uniform 
Flow 

Ravikant Roy and Simon Peter 

Abstract A two-dimensional forced vibration numerical simulation is carried out 
for a transversely and streamwise oscillating circular cylinder in uniform flow sepa-
rately. The governing equations for an incompressible flow in a non-inertial frame 
of reference is solved by the Finite Volume Method (FVM). A Ghost cell immersed 
boundary method (GCIBM) is applied to the non-body conformal Cartesian grid. The 
Reynolds number and normalized amplitude of oscillation were kept at constant at 
150 and 0.3, respectively. The frequency ratio f r for transversely and the streamwise 
oscillating circular cylinder is varied as 0.7≤ f r ≤ 1.2 and 0.5≤ f r ≤ 2.7, respectively. 
The lock-in zone for transversely and the longitudinally oscillating circular cylinder 
were found to be in the frequency ratio of 0.75 ≤ f r ≤ 1.05 and 1.15 ≤ f r ≤ 1.9, 
respectively. The wake patterns closely match the reported results. The average force 
coefficients are plotted against f r and showed the same trend as that of the reported 
results. In streamwise there are two types of lock-in zone found, harmonic and sub-
harmonic region are being observed. Coefficient of energy is increased from 0 to 0.6 
in transverse and in streamwise. The value of coefficient of energy is decreased from 
0 to  −3. 

Keywords Forced vibration · Transversely oscillating cylinder · Lock-in region ·
FVM · GCIBM 

1 Introduction 

Every engineering structure, such as a building, chimney, bridge, electric power 
pole riser tube, or offshore platform, must be able to endure fluid stresses. Failures 
of these structures can be destructive if fluid forces are ignored throughout design
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considerations. For example, on November 7, 1940, the Tacoma Narrows bridge in 
the United States state of Washington was destroyed as a result of VIV [1]. On January 
14, 2002, one of the 265-foot-tall towers of the thriller ride, VertiGo in the U.S. state 
of Ohio collapsed due to VIV [2]. VIV was also caused for the burst of a thermowell 
within a sodium coolant line in Japan’s Monju nuclear reactor on December 8, 1995, 
which resulted in a severe fire [2]. The current study enhances design engineers in 
improving the stability, durability, and dependability of a structure. 

Mainly there are two popular forms of bluff bodies in which we are taking cylinder 
to exhibit all physical phenomena. The number and coefficient of forces are expressed 
below for the structure having uniform velocity (U), characteristics length (D), kine-
matic viscosity, and density denoted by ν and ρ, respectively. From these respective 
expressions for the Reynolds number, Coefficients of forces and Strouhal number is 
given as 

Re = 
UD  

ν 
, Ci = Fi 

1 
2 ρU

2 Ai 
, St = 

f D  

U 
(1) 

In oscillating circular cylinder preliminary studies is carried out. Photographs of 
the wake’s flow patterns were taken at the beginning and conclusion of oscillation 
cycles. This recurrence suggests that the flow and cylinder motion have the same 
frequency. The state of the wake was known as “lock-in” when the period or frequency 
of the flow synchronized with that of cylinder oscillation [3]. 

In the majority of investigations, the wake modes seen in forced vibration analysis 
are comparable to those of free vibration. The same phenomena, including harmonic 
oscillation of structures, synchronization, shift in time of vortex shedding, and phase 
leap, have been seen in both free and forced vibration experiments [4]. 

Vortex shedding from a circular cylinder occurs across a large range of Reynolds 
numbers; however, at certain Reynolds numbers, vortex generation ceases, and other 
modifications in flow patterns occur. 

2 Literature Review and Objective 

Transverse oscillations are frequently observed in environment flows near around 
chimneys, transmission lines, suspension bridges, cables and high-rise buildings. It 
has resulted in a large number of experimental and numerical studies of circular 
cylinders subjected to forced transverse oscillations. Lock-in generally occurs to 
unity which means f e is approximately equals to f s; later various experimental studies 
carried out in streamwise oscillations. It has not that much significant as compared 
to transverse oscillations due to weaker forces on the structure which is one tenth 
of the transverse oscillating forces Fx [5]. Lock-in generally observed nearly twice 
of the vortex shedding frequency f s and there are two types of locked region found 
namely harmonic and sub-harmonic in case of streamwise oscillations.
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Placzek et al. [6] worked on an explicit staggered algorithm, 2D Navier stokes 
equation solved by FVM for Re 100. He demonstrated all aerodynamic coefficients 
including the Strouhal number and found locked in and unlocked in configuration 
for amplitude 0.25 getting a lower limit as 0.75 and upper limit of frequency ratio as 
1.25. 

Leontini et al. [7] demonstrated that energy transfer is reliant on frequency, but 
as amplitude grows, the dependency changes from + ve to −ve, he demonstrated no 
notable change in wake structure. 

Peter and De [8] emphasized the benefits of employing GCIBM in a non-inertial 
frame of reference. They worked on fluid flow equations and it is solved by using the 
finite volume method with a collocated arrangement of variables on a non-uniform 
Cartesian grid. The suggested approach exhibits fair agreement with the results for 
flow past a stationary sphere, rotating cylinder, and circular cylinder oscillating 
transversely. 

Kim et al. [9] executed flow over a circular cylinder oscillating streamwise 
at various driving amplitudes and frequencies. When the driving amplitude was 
increased, the sub-harmonic lock-in zone was discovered in a lower frequency range. 
Baranyi et al. [10] investigated mechanical energy transfer E between a fluid and a 
cylinder that is oscillating transversely is the main focus of the study. The fluid mini-
mizes the oscillation of the cylinder when E is negative. When E is positive, the fluid 
works on the cylinder and can cause vortex-induced vibration (VIV) in circumstances 
of free vibration. 

The present work categorizes into two problems: (1) Transverse forced oscillation 
of circular cylinder in uniform fluid flow at Reynolds number 150, A = 0.3D and (2) 
Streamwise forced oscillation of circular cylinder in uniform fluid flow at zone the 
relation between driving frequencies ( f e) and vortex shedding frequencies ( f s). 

3 Materials and Methods 

The governing equations, frame of reference and numerical methods for 2D Finite 
Volume Method (FVM) is explained in the following sections. 

3.1 Governing Equations 

The continuity and momentum equations in the inertial frame of reference for an 
incompressible flow in coordinate free form is given by 

∂Ui 

∂ xi 
= 0 (2)
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Table 1 Normalized 
variables Variable Scale Normalized variable 

Length (x '
i ) L x∗

i = xi 'L 
Velocity (u'

i ) U u∗
i = ui 'U 

Time (t ') L/U t∗ = t '
L/U 

Pressure (p') ρU2 p∗ = p'
ρU2 

∂Ui 

∂t 
+ 

∂UiU j 
∂x j 

= −  
1 

ρ 
∂ P 
∂xi 

+ ν 
∂2Ui 

∂x j x j 
(3) 

where ρ is the density, ν is the kinematic viscosity of the fluid which are considered 
as constants and ui is the ith component of velocity (i = x, y), P is the pressure and 
‘t’ is time. After that equation is transformed into non-inertial frame with coordinate 
transformation further it is normalized and the equation is formed in non-dimensional 
form. Here Table 1 showing all the normalized variables used for present study. 

Discretization is done by FVM and CNLM of normalized governing equations 
and the second-order implicit unsteady solver approach was selected with [11] which 
is second-order accurate in time. 

Two-dimensional numerical simulations were performed on a non-uniform Carte-
sian grid of 500 × 450 in both the transverse (y) and streamwise (x) directions, 
respectively. The computational domain is divided into 9 regions. A square domain 
of size 283 * 283 having a side of 1.8 is taken and encloses in cylinder, so a uniform 
mesh is generated around the cylinder with a grid resolution of Δx = Δy = 0. 007. 
Aspect ratio for x and y is 68.97 and 18.87, respectively. It is ratio of longest edge 
length to shortest edge length. Skewness, a measure of mesh quality, was less than 0.8 
as highly skewed faces are not acceptable. Orthogonality involves the angle formed 
by the vector that connects two mesh nodes and the normal vector for each integration 
point surface associated with that edge, it is near to 1 which shows good quality of 
mesh. 

Six meshes were developed for mesh independence analysis and the precise time 
steps on the solution was investigated. It was found that a time-step independent 
solution was attained at Δt = 0.0025. it shows insignificant variation with respect to 
mesh5 and mesh 6 an also stationary vortex shedding frequency is nearly same for 
both the meshes, so for better visualization and less computational time and cost-
effective mesh 5 is selected for the project study as shown in Table 2. It provides 
comparison of Strouhal number and mean drag coefficient of the six meshes.

The comparison with good reported results shown in Table 3.
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Table 2 Mesh independence 
study Mesh size % Change < CD > Sto 

Mesh 1 (300 × 281) – 1.3014 0.1929 

Mesh 2 (350 × 301) 24.97 1.2899 0.1901 

Mesh 3 (400 × 351) 33.27 1.2917 0.1900 

Mesh 4 (450 × 401) 28.52 1.2917 0.1894 

Mesh 5 (500 × 451) 24.96 1.2915 0.1909 

Mesh 6 (550 × 501) 22.19 1.2915 0.1908

Table 3 Comparison of global flow parameter with stationary cylinder 

Author < CD > rms CL max CL Sto 

Lu et al. (2011) 1.330 – 0.530 0.184 

Baranyi et al. (2006) 1.330 0.510 – 

Present 1.291 0.397 0.560 0.189 

4 Results and Discussion 

The motion of a circular cylinder caused by forced oscillation in both the transverse 
and longitudinal directions is depicted below in Fig. 1. 

Fig. 1 Schematic diagram of forced oscillation of a circular cylinder in y and x-direction, 
respectively
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4.1 Transverse Direction 

In that the cylinder is given driving or excitation frequency f e and amplitude which 
is displacement of cylinder A = 0.3D. The wake oscillation or vortex shedding 
frequency f s is obtained by carrying out through FFT of the CL signals of the given 
frequency ratio. By varying frequency ratio from 0.7 to 1.2, in that we found synchro-
nization or lock-in state in which excitation frequency is equal to vortex shedding 
frequency, and in non-lock-in range, where f e and f s is not unity as it exists linearly 
with stationary cylinder frequencies. The frequency ratio f r for the lock-in range is 
found to be 0.75–1.05 and it is shown in Fig. 2. 

The phase portraits of the system talked about to analyze the response by taking 
lift coefficient signals for the study. Spectra of lift coefficient is showed to highlight 
the sinusoidal response and it shown that the main frequency which is vortex shed-
ding frequency and excitation frequency is nearly 1 in transverse oscillating case. 
This shows that aerodynamic forces are governed by excitation frequency instead 
of stationary vortex shedding cylinder frequency. Figures 3 and 4 shows the phase 
portraits of lower frequency unlock region at f r = 0.7. Figure 5 shows the phase 
portraits of lower frequency lock-in region at f r = 0.75. The lobes of phase portraits 
are aperiodic at f r = 0.7 confirm the non-synchronized state whereas at f r = 0.75 
they show one-lobe closed orbits indicate a periodic synchronized state.

The power spectrum of f r = 0.7 in Fig.  4 indicate multiple peak which confirms 
that the system is in the unsynchronized state whereas the power spectrum of f r = 1 
in Fig. 6 indicate the peak at the Strouhal frequency of the stationary circular cylinder 
and its harmonic peak which confirms that the system reached the synchronized state.

It is observed that the phase portraits of higher frequency unlock- in region at f r 
= 1.1. Within the synchronization region the coefficient of energy changes its sign

Fig. 2 Lock-in range for 
transverse forced oscillations 
at A = 0.3D 
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Fig. 3 Phase portraits of lower frequency non-lock-in zone f r = 0.7 

Fig. 4 Power spectrum of f r 
= 0.7

but there is no change in the mode of wake structure. The lobes of phase portraits 
are aperiodic at f r = 1.1 confirm the unsynchronized state. 

The time traces of one oscillation cycle for f r = 1.05 and f r = 0.7 are discussed. 
The eight distinct dots are present in the time traces at various cylinder positions. 
These dots show the immediate positions of the circular cylinder in each case as
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Fig. 5 Phase portraits of lower frequency lock-in zone f r = 0.75

Fig. 6 Power spectrum of f r 
= 1

well as the variation in the global flow parameter over time. If the system is in the 
synchronized state, then the first and the last dot of the time traces are on the same 
horizontal level whereas in case of the non-synchronized state the first and the last 
dot of the time traces are on the different horizontal level. Time traces of the f r = 
1.05 in Fig. 7a confirm that the system is on synchronized state whereas the time 
traces of the f r = 0.7 confirmed that system is in non-synchronized state.
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Fig. 7 Time traces and instantaneous vorticity contour of f r = 1.05 

Instantaneous vorticity contour of one cycle oscillation of the circular cylinder 
for f r = 1.05 is shown in Fig. 7b It represent the shedding of the vortices from the 
cylinder surface in one cycle of the oscillation of the circular cylinder. The lock-in 
state is also explained in the other manner that when the circular cylinder completes 
its one cycle of the oscillation at the same time the vortices also complete its one 
cycle of detachment which means that the one vortex is detached from the top and 
other is detached from the bottom of the cylinder. Eight different snaps are taken 
during the oscillation of the cylinder. If the first and eighth snap of the vortices are 
exactly same then this confirm that the system is in synchronized state otherwise it 
is in unsynchronized state. 

The global parameters like CD avg, CL rms were plotted by varying frequency 
ratio and amplitude. The average value of CD. 

is 1.291 for fixed cylinder whereas the value reaches to 1.735 for f r = 1.05. The 
maximum value of lift coefficient is 0.560 for stationary cylinder whereas for f r = 
0.7 its value decreases to 0.111 and then further increases to 2.011 at f r = 1.2 is 
shown in Fig. 8.

Mechanical energy transfer is defined as work done by fluid to the cylinder which 
is represented as positive energy flow and if work done by cylinder to the fluid, then 
it is represented as negative energy flow. It is measured by energy transfer coefficient 
and the expression is shown below [4, 10] 

CE = 
1 

T 

T ∫
0 
CL(t)ys'(t)dt (4)
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Fig. 8 Global flow 
parameters by varying 
frequency ratio at A = 0.3D

Fig. 9 Mechanical Energy 
transfer against different 
frequency ratios for A = 
0.3D 

where T is time interval of the integration, CL(t) is lift coefficient and y’ is velocity 
of cylinder. it can be observed that at low amplitude by varying frequency ratio 
coefficient of energy is raised up to 0.6 at f r = 1.05 and then further declined which 
is shown in Fig. 9. The present study value gives good agreement with reported 
results. 

4.2 Streamwise Direction 

Earlier said that there is change in prescribed motion of the cylinder that is inline 
direction so to validate our in-house code the study is done on Reynolds Number 
200. From that at various frequency ratio keeping amplitude 0.1, it is observed that 
lift and drag coefficients value are getting higher in higher frequency ratio which 
means the synchronization occurs in that range or it is close to 2. The global flow
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parameters of present study are approximately nearer to which means it get good 
agreement with reported results which is shown in Fig. 10. 

In that we found synchronization or lock-in state in which excitation frequency 
is equal to twice of the vortex shedding frequency, and in non-lock-in range where 
f e and f s is different as it exists linearly with stationary cylinder frequencies. The 
frequency ratio f r for the lock-in range is found to be 1.15–1.9 which represented as 
horizontal line and it is shown in Fig. 11. The lock-in range graph is following same 
pattern [12]. 

In streamwise oscillation it is seen that there are two lock-in zone one is harmonic 
and another is sub-harmonic, from the above it can be observed that frequency ratio 
from 1.15 to 1.9 is coming sub-harmonic lock-in range and f r = 0.9 is coming 
harmonic lock-in range. The expression for harmonic lock-in and sub-harmonic lock-
in is given [9] by where n = 0, 1, 2, 3….∞. Here  f s is vortex shedding frequency 
and f e is driving frequency harmonic lock-in expression is written below.

Fig. 10 Mean drag 
coefficients versus frequency 
ratio 

Fig. 11 Lock-in range for 
inline forced oscillations at A 
= 0.3D of Re 150 (present 
study) and Re 80 
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fs 
fe 

= 1 + n (5) 

Sub-harmonic lock-in is expression is written below 

fs 
fe 

= 
1 

2 
+ n (6) 

In Figs. 12 and 13 showing harmonic and sub-harmonic lock-in case and it is found 
that approximately same pattern of phase portraits and power spectrum density with 
[9] which shows good reported results. As it is not seen in the transverse oscillating 
cylinder case. 

The global parameters like CD avg, CL max were plotted by varying frequency 
ratio and amplitude. Figure 14 shows the increment in average CD by Increasing 
frequency ratio, it is seen that sudden shoot up to f r = 1.9 and then decrement in CD 

avg value. At the end of synchronization avg CD value drops and max CL value also 
drastically decreases. This is due to the shift of stagnation pressure region toward 
the back of the cylinder. The average value of CD is 1.291 for fixed cylinder whereas 
the value reaches to 2.24 for f r = 1.9.

Fig. 12 Harmonic lock-in case of Re 150 at A = 0.3D f  r = 0.9 a power spectrum b phase portraits 
and Re 100 at A = 0.8D f  r = 0.8 c power spectrum d phase portraits [9]
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Fig. 13 Sub-harmonic lock-in case of Re 150 at A = 0.3D f  r = 1.3 a power spectrum b phase 
portraits and Re 100 at A = 0.8D f  r = 1.2 c power spectrum d phase portraits [9]

Fig. 14 Global flow 
parameter CD avg at A = 
0.3D with different 
frequency ratio 

Mechanical energy transfer expression for streamwise is 

CE = 
1 

T 

T ∫
0 
CD(t)xs'(t)dt (7)
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Fig. 15 Mechanical energy 
transfer against different 
frequency ratios for A = 
0.3D 

where T is time interval of the integration, CD(t) is drag coefficient and xs' is velocity 
of cylinder. The relative velocity to the free stream increases as the streamwise pushed 
oscillating cylinder advances at a negative velocity, increasing the drag force. On the 
other hand, traveling downstream causes the relative speed to the free stream to 
slow down, which lowers the drag force which means negative drag fluctuations. 
As a result, for a streamwise pushed oscillating cylinder, the drag and velocity are 
typically out of phase, which results in E being negative [9]. The present study value 
gives good agreement with reported results (Fig. 15). 

5 Conclusions 

The numerical investigation is carried out at Re = 150 with a circular cylinder 
oscillation amplitude of 0.3D in transverse and streamwise oscillation of the circular 
cylinder. lock-in range is found between f r = 0.75–1.05 in transverse while in stream-
wise the lock-in range is found from f r = 1.15–1.9 (Sub-Harmonic Lock-in) and 
harmonic lock-in found at f r = 0.9. Coefficient of energy is increased from 0 to 0.6 
and then further decreases by increasing frequency ratio but in case of streamwise 
coefficient of energy is increased from 0 to −3 by increasing frequency ratio. 
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Wake Dynamics of a Longitudinally 
Oscillating Cylinder at Low Reynolds 
Number 

N. David 

Abstract A longitudinally oscillating cylinder in a steady fluid stream has been 
shown to exhibit some interesting wake dynamics. The wake dynamics of a circular 
cylinder of diameter, d in a steady air stream at a velocity, U∞ oscillating longi-
tudinally in the streamwise direction with an amplitude, a and forced excitation 
frequency, f e is considered in the current studies at a low Reynolds number, Re = 
500. The non-dimensional parameters governing the flow dynamics are amplitude 
ratio, a/d, frequency ratio, f e/f s, and Reynolds number, Re = U∞ d/ν, where f s is 
the frequency of the shed vortices, when the cylinder is stationary (A = 0) and ν is 
kinematic viscosity of air. Our simulations have been carried out at Re = 500, and 
we identify various wake geometry such as, A-I mode, harmonic synchronous A-I 
mode, A-IV mode, and SA mode at several combinations of amplitude and frequency 
ratios. The observed wake geometry has an effect on the unsteady drag and lift forces 
and their associated frequency of fluctuations. The results are relevant to physical 
systems where vortex-induced vibrations (VIV) are important. 

Keywords Vortex · Forced oscillation · Cylinder · Reynolds number · Amplitude 
and frequency ratios · Vortex induced vibrations (VIV) 

1 Introduction 

Flow features behind a longitudinally oscillating cylinder was observed using Laser 
Induced Fluorescence (LIF) at several frequency ratio, amplitude ratio combina-
tions and the wake geometry were identified on the frequency ratio amplitude ratio 
plane [1]. They also observed the vorticity field behind an oscillating cylinder from 
the particle imaging velocimetry (PIV) measurements. From the particle imaging 
velocimetry measurements of a cylinder that was free to oscillate in the stream-
wise direction, A-II, S-I, SA, and A-IV wake geometry were observed at several
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amplitude and frequency ratio combinations [2, 3]. Using Finite time lyapunov 
exponent (FTLE), they also identified “vortex cells” in the wake region, where new 
vortices were formed. Numerical simulations of the forced oscillations of a circular 
cylinder was performed on an moving mesh in OPENFOAM and the unsteady non-
dimensional forces were obtained over time and frequency component of the fluctua-
tions was obtained for several wake geometry [4]. At Re = 900, PIV measurement of 
the wake region of a streamwise oscillating cylinder has been performed at frequency 
ratios, f e/f s ~ 0.04–0.2 and unsteady vortex pattern behind a circular cylinder were 
observed [5]. Synchronized modes were identified in the wake of a streamwise oscil-
lating cylinder over narrow frequency ratio range at Re= 200, for amplitude ratio, a/d 
= 0.1 and 0.3, f e/f s = 0.2 [6] from computations; the frequency of the shed vortices 
and the oscillating cylinder frequency get synchronized in harmonic synchronous 
regions. 

Their results on the harmonic synchronous region has been identified from the 
simulations on a streamwise oscillating cylinder [7]. From the time series of the 
lift coefficient, cl = L/(0.5 ρ U 2∞ A) the synchronizing modes of the streamwise 
oscillating cylinder have been identified on the amplitude ratio, frequency ratio plane 
[8], where L is the lift force and A is the area of the circular cylinder. Several wake 
states have been identified in the computations of a streamwise oscillating cylinder 
at several Reynolds number, amplitude ratio combinations at one frequency ratio, 
f e/f s = 1.0 [9]. A streamwise oscillating cylinder at Re = 300, f e/f s = 1.8, a/d = 
0.5 has been shown to have the same time averaged drag and lift forces, however 
the root mean square value of the drag force was larger for the oscillating cylinder 
than that of a stationary cylinder by two-dimensional direct numerical simulations 
(DNS) [10]. At an excitation frequency twice that of the Strouhal frequency, and Re 
~ O (104), the drag forces were observed to reach a value twice of the value, without 
any cylinder oscillations [11]. In the present work, we carry out two-dimensional 
simulations of the flow past an oscillating cylinder at Re = 500, f e/f s = 0.5–4.0, a/ 
d = 0.05–2.0 and identify various geometry of vortices and identify their effect on 
the force coefficients. 

2 Numerical Methodology 

The governing equations for fluid dynamics problems involving moving meshes use 
Arbitrary Euler–Lagrange (ALE) representation in OPENFOAM. The governing 
equations are given by 1, 2, and 3, where �u is the fluid velocity, p is the pressure, ν 
is the molecular viscosity and ρ is the density of the fluid and the grid velocity, �Ug. 
Laplacian equation for cell center displacement, cd is given by ∇ •  (ν1∇cd), where 
ν1 is inversely proportional to the distance from the boundary in motion. The point 
displacement, pd is then obtained from the cd field at that instance of time. 

The free-stream velocity in the present simulations is U∞ = 2.5 m/s, d = 2.5 m, 
ν = 0.01 m2/s, which corresponds to a Reynolds number, Re = 500. The flow is 
two-dimensional as there is only one cell in the direction normal to the plane of fluid
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flow. The wall boundary of the cylinder is set to a simple harmonic motion, given by, 
x(t) = A sin ωt, where A is the amplitude of the cylinder oscillations, ω = 2πf e is 
the angular frequency, f e is the excitation frequency in Hertz and t is time in second. 
The computational domain is such that the inlet is positioned at a distance of 20d 
ahead of the cylinder center, outlet is positioned 30d behind the cylinder center and 
the symmetric faces at the top and bottom are positioned 20d away from the cylinder 
center as in Fig. 1. The moving mesh used in the present simulation was made 
using blockMesh utility. The boundaries of the mesh were defined using vertices 
and then the edges of the blocks were constructed in blockMeshDict dictionary. 
Simplegrading meshing method was utilized for concentric dense packing of cells 
around the boundary layer region of the circular cylinder in the two-dimensional 
domain with the first cell size being 0.1 mm and the total number of cells in the 
mesh were 8800. The boundary conditions at the inlet were a constant inlet velocity 
condition and a zero gradient in pressure were specified. A uniform pressure value 
of zero was specified at the outlet and a zero gradient in velocity was specified for 
pressure. The symmetric walls specified as slip walls, and the front and back faces 
were specified with an empty boundary condition. 

The pimpleFoam solver was used for the moving mesh method, achieving pres-
sure velocity coupling through PISO algorithm. A fourth-order cubic scheme was 
used to discretize the divergence terms in the momentum equation. The time deriva-
tive terms were discretized using a second-order backward difference method. Our 
computational approach was validated by verifying drag and the frequency compo-
nent of the lift force at Re = 500 for a stationary cylinder for which A = 0. The time

Fig. 1 The moving mesh used in the present simulations 
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step in the simulations was 0.001 s, maximum courant number in the simulations 
was limited to 1.0 and the maximum value for the run time modifiable time step was 
set to 0.1 s. 

∂ 
∂t

∫
ρdV +

∮
ρ�n ·

( �U − �Ug

)
ds = 0 (1)  

∂ 
∂t

∫
ρ �UdV +

∮
ρ�n ·

( �U − �Ug

) �Uds −
∮

ρν�n · ∇ �Uds +
∮

p�nds = 0 (2)  

∂ 
∂t 

dV −
∮

�n · �UgdS = 0 (3)  

3 Results and Discussion 

Based on the observed wake geometry, frequency of the vortex shedding, we observe 
the following wake modes such as, A-I mode, harmonic synchronous A-I mode, A-
IV mode, and SA mode at various amplitude ratios, a/d = 0.02, 0.05, 0.1, 0.15 
and 0.2, and frequency ratios, f e/f s = 0.5, 1, 1.5, 2, 2.5, 3, 3.5 and 4 at Re = 
500. Vorticity colormap is plotted to observe the vortices that are shed behind the 
oscillating cylinder and the arrows of the velocity vectors indicate the direction of 
the fluid flow at a point and the magnitude of the fluid velocity is represented by the 
length of the velocity vector arrow in Fig. 2, the color bar indicates the magnitude of 
vorticity. A symmetric, alternate shedding of vortices is observed about either side 
of the centerline of the oscillating circular cylinder, similar to a von-Karman vortex 
street behind a stationary circular cylinder as shown in Fig. 2 at a/d = 0.02, f e/f s = 
1.0 and it is called as AI-mode [3]. At very low amplitude ratio and frequency ratio of, 
a/d = 0.02, f e/f s = 1.5, a pair of vortices are shed alternatively about the centerline 
of the circular cylinder as observed in Fig. 3 that shows the colormap of vorticity, 
shown together with the velocity vectors at two instances of time. At one instance in 
time, the vortex dipole appears above the centerline of the oscillating cylinder, while 
at another following instance in time, the vortex dipole appears below the centerline 
of the oscillating cylinder. Such alternate shedding of a vortex dipoles about the 
either side of the centerline of the oscillating circular cylinder has been termed as 
A-IV mode [3]. At a/d = 0.1–0.2, f e/f s = 4.0, an asymmetric alternate shedding of 
vortices is observed about the centerline of the circular cylinder as in Fig. 4 and it is 
the characteristic of SA wake mode [2]. In Fig. 4, at one instance of time, asymmetric 
vortices are shed from above the centerline of the oscillating circular cylinder, while 
at another instance of time, asymmetric vortices are shed from below the centerline 
of the oscillating cylinder alternatively for SA wake mode.

The periodicity in the lift coefficient time series was identified by performing fast 
Fourier transform (FFT) and the frequency at which the vortices were shed, f was 
termed to be the peak maximum value in the frequency spectrum. The time series
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Fig. 2 A-I mode: a, b vorticity contours together with the velocity vectors, showing symmetric, 
alternate shedding on either sides about the centerline of the circular cylinder, a/d = 0.02, f e/f s = 
1.0 

Fig. 3 A-IV mode: a, b vorticity contours together with the velocity vectors, showing asymmetric, 
alternate shedding on either sides about the centerline of the circular cylinder, a/d = 0.02, f e/f s = 
0.5
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Fig. 4 SA mode: a, b vorticity contours together with the velocity vectors, showing asymmetric, 
alternate shedding on either sides about the centerline of the circular cylinder, a/d = 0.1, f e/f s = 
4.0

of the drag coefficient, cd and lift coefficient together with the frequency spectrum 
for a/d = 0.1, f e/f s = 0.5, corresponding to AI mode and for a/d = 0.02, f e/f s = 
1.0, corresponding to AI harmonic synchronous mode are shown in Fig. 5a and b, 
respectively, where cd = D/(0.5 ρ U 2∞ A) and D is the drag force. The time series 
of the drag and lift coefficients together with the frequency spectrum for a/d = 
0.02, f e/f s = 1.5, corresponding to A-IV mode and for a/d = 0.15, f e/f s = 4.0, 
corresponding to SA mode are shown in Fig. 6a and b, respectively. In Fig. 5a, 
corresponding to A-I mode, the drag and lift coefficient time series are periodic 
in time and a discrete frequency is observed in the frequency spectrum of the lift 
coefficient. Thus vortex shedding in A-I mode is periodic at a discrete frequency 
as observed in Fig. 5a frequency power spectrum. In Fig. 5b, corresponding to A-I 
mode, the drag and lift coefficient time series are periodic in time and the vortices 
that are shed are harmonically synchronized with the oscillating cylinder motion. 
Thus vortex shedding in A-I harmonic synchronous mode is periodic and several 
integral multiples of the peak frequency are observed as in Fig. 5b frequency power 
spectrum. In Fig. 6a the drag and lift coefficient time series are shown together with 
the frequency power spectrum for A-IV mode of the vortex shedding, where there is
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an alternate shedding of vortex dipoles about the centerline of the circular cylinder. 
Thus in Fig. 6a, there are two peaks in the frequency power spectrum corresponding to 
two temporal periodicities. In Fig. 6b the drag and lift coefficient time series are shown 
together with the frequency power spectrum for SA mode of the vortex shedding, 
where there is an asymmetric alternate shedding of vortices about the centerline of 
the circular cylinder. Thus in Fig. 6b, for the asymmetric alternate vortex shedding 
SA mode, the vortex peak in the frequency power spectrum does not have a large 
amplitude. Based on the peak frequency in the power spectrum of the time series 
in the lift coefficient, non-dimensional vortex shedding frequency was defined as, 
Strouhal number, St = fd/U∞. The variation of St with f e/f s at various a/d values 
are shown in Fig. 7. It is to be noted that the frequency of the shed vortices decrease 
with the increase in the frequency ratio, f e/f s at all a/d values. However at a/d = 
0.02, f e/f s = 1.0, corresponding to harmonic synchronous mode, there is a marked 
decrease in the value of the peak frequency at which the vortices are shed as in Fig. 7 
as a magenta circle marker. Similarly, at a/d = 0.02, f e/f s = 1.5, corresponding to 
alternate dipole vortex shedding A-IV mode, there is a marked decrease in the value 
of the peak frequency at which the vortices are shed as seen as a red circle marker in 
Fig. 7.

4 Conclusions 

In this numerical study on the effect of the amplitude ratio, a/d and frequency ratio, 
f e/f s on the wake geometry behind a streamwise oscillating cylinder at Re = 500. We 
identify various wake modes such as A-I mode, harmonic synchronous A-I mode, A-
IV mode, and SA mode. The characteristics of the wake modes have been identified 
through vorticity contours and frequency spectrum analysis. The frequency at which 
the vortices are shed are observed to decrease with the increase in the frequency ratio 
at all the amplitude ratios in general at Re = 500. The effect of Reynolds number 
on the wake geometry at these amplitude and frequency ratios could be examined in 
detail.
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Fig. 5 Time series of drag, lift coefficient and frequency spectrum: a A-I mode: a/d = 0.02, f e/f s 
= 0.5 b A-I harmonic synchronous mode: a/d = 0.02, f e/f s = 1.0
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Fig. 6 Time series of drag, lift coefficient and frequency spectrum: a A-IV mode: a/d = 0.02, f e/ 
f s = 1.5 b SA mode: a/d = 0.15, f e/f s = 4.0 

Fig. 7 Strouhal number, fd/ 
U∞ is shown against 
frequency ratio, f e/f s at 
various amplitude ratio, a/d. 
The magenta marker 
corresponds to harmonic 
synchronous AI mode, red 
marker corresponds to A-IV 
mode, dark marker 
corresponds to A-I mode, 
blue marker corresponds to 
SA mode
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Nomenclature 

U∞ [m/s] Free-stream velocity 
Re Reynolds number 
d [m] Diameter of the circular cylinder 
a [m] Amplitude of the circular cylinder 
f [Hz] Vortex shedding frequency 
f e [Hz] Excitation frequency 
f s [Hz] Stationary cylinder shedding frequency 
ν [m2/s] Kinematic viscosity of the fluid 
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Effect of Wind Gust on Flow Past 
Pitching Seagull Wing 

Jay Rana and Shaligram Tiwari 

Abstract In the present study, a three-dimensional seagull wing is pitched about 
the quarter chord axis in a sinusoidal way. To mimic gust-like realistic conditions, a 
time-varying velocity is imposed at the inlet. The Reynolds number (Re) based on 
root chord length is equal to 5000 with specified pitching amplitude and frequency. 
Unsteady numerical simulations are performed using Open Source Field Operation 
and Manipulation (OpenFOAM-8). The pitching motion is achieved using dynamic 
mesh utility interpolatingSolidBody motion solver, where the mesh near the wing 
does not morph but moves rigidly with respect to the wing, and deformation of mesh 
occurs away from the wing. The effects of gust parameters, i.e. IF and f g * has been 
studied on flow structure and force coefficients. To visualize highly unsteady and 
3-D flow features across the wing, streamline topology has been shown. The effect 
on aerodynamic features like lift and drag is also considered. The nature of flow and 
the behaviour of coherent structures is predicted using marginal spectral distribution. 

Keywords Seagull wing · Fluid–structure interaction · Pitching wing · Marginal 
spectrum distribution · Aerodynamic loads 

1 Introduction 

In the modern era of science and technology, advancements in the field of MAVs are 
emerging, because these vehicles are used for surveillance, and stealth operations 
in the military as well as these are used at sites where humans cannot reach, e.g. 
radioactive regions, and exo-planets. During the early stages of aircraft development, 
humans tried to fly using wings by mimicking the bird’s flying motion. But it was 
found out later that weight is the main reason why humans cannot fly using wings 
like birds. A MAV is defined as a flying vehicle having dimensions and weight of less 
than 15 cm and 50 g. In nature, birds have similar weights and sizes. The range of 
Re in which birds fly is 103 to 105. The key parameters of MAVs include efficiency,
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manoeuvrability, stability, and low flight noise. These all factors lead researchers to 
learn and adapt different mechanisms involved in the flying of birds which can be 
implemented in the development of MAVs. 

2 Literature Review and Objective 

Early experimental work done by Withers [1] found that bird wings have low aero-
dynamic efficiency as compared to conventional airfoils. Ennos et al. [2] studied 
geometric features of pigeon wing and their effect on aerodynamic characteristics. 
A comparison between 2-D sections of the bionic wing with Selig S1223 and Clark 
Y airfoils was made by Carruthers et al. [3]. The effect on aerodynamic loads due to 
leading-edge serrations on a heaving NACA wing was investigated by Liu et al. [4]. 
For the bionic wing, changes in geometry have a great effect on the aerodynamic 
characteristics as reported by Soni et al. [5], where flows past actual bird wings, such 
as owl, seagull, teal, and bat were considered. Kim et al. [6] studied the effect of 
reduced frequency for pitching NACA0012 airfoil at a low values of Re. The objec-
tive of the present study is to understand the complex flow features on the wing by 
considering the parameters such as IF and f g * and their effect on the aerodynamic 
loadings. 

3 Problem Definition and Grid 

The present model consists of a seagull wing enclosed in a domain of size L1 = 
25c, L2 = 10c, and L3 = 7.64c in x, y, and z directions respectively, as shown in 
Fig. 1. The wing geometry is generated using the equations given in reference Liu 
[7], where the geometry extraction is done by a 3-D laser scanner and the equations 
for wing surfaces of different birds such as Seagull, Merganser, Teal, and Owl are 
given. As shown in the figure, the wing is at a distance of L4 = 5c from the inlet. 
The values of root chord and wing span are 0.227 m and 0.6 m, respectively. The 
pitching frequency and gust frequency are normalized with the help of (umean/c), 
and the non-dimensional forms are f p * and f g *. A structured mesh is generated using 
ANSYS ICEM CFD 20.1, as shown in Fig. 1. The grid independence study is carried 
out considering grids G1, G2, and G3 as coarse to fine, and the optimal grid is chosen 
based on the St. In this investigation, the effect of gust parameters IF and f g * is 
obtained keeping other parameters at their mean values. The mean values of IF and 
f g * are 40% and 0.5, whereas the pitching frequency and amplitude are chosen as 
1.5507 Hz and 5 ˚, respectively.
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Fig. 1 Schematics of a schematic of the computational domain and b the grid 

4 Numerical Methodology 

In the current study, flow is considered as 3-D incompressible and laminar. The 
coupled governing equations are solved using pimpleFoam which adopts a merged 
PISO-SIMPLE algorithm. The time step for unsteady simulations is taken as 5 × 
10–5 s which ensures that the CFL number is always less than 1. The discretization 
of the transient term is done using the first-order implicit scheme, whereas for the 
convective term second-order accurate upwind scheme is used. The gradients are 
calculated using the Gauss-linear method. 

The pulsatile velocity inlet is given by Eq. (1), 

u(t) = umean + IF umean sin

[
2π f ∗g umean t 

c

]
(1) 

The pitching motion imparted to the wing is governed by Eq. (2),
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α(t) = αo sin

[
2π f ∗p umeant 

c

]
(2) 

The chord-based Reynolds number is defined by Eq. (3), 

Re = 
ρumeanc 

μ 
(3) 

5 Boundary Conditions 

5.1 Inlet 

The Dirichlet boundary condition is used for the velocity, i.e. u(t) is prescribed. 
For pressure, the Neumann boundary condition is derived by applying the 

momentum equation at the inlet, as shown in Eq. (4), 

dp 

dx 
= −ρ = −  

2πρ f ∗g u2 meanIF 

c 
cos

[
2π f ∗g umeant 

c

]
(4) 

5.2 Outlet 

At the outlet, zero-gradient is specified for velocity, and zero gauge pressure is 
considered. 

5.3 Plane of Symmetry 

The plane adjacent to the wing root is referred to as a symmetry plane and a symmetry 
boundary condition is imposed on that plane. 

5.4 Far Field 

At the far-field part of the boundary, the slip boundary condition is applied for 
velocity, and the pressure gradient is considered zero.
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5.5 Wing Surface 

On the wing surface, a no-slip boundary condition is applied for the velocity, and the 
pressure gradient is considered zero. 

6 Grid Independence and Validation 

The grid independence study is carried out by the increasing number of elements on 
the wing surface. In total three grids are considered G1, G2, and G3. The optimum 
grid is considered based on the Strouhal number as shown in Table 1. It is clear that 
the change in St is insignificant after refinement is done from G2–G3. Therefore all 
further computations are performed using grid G2. 

Due to the unavailability of literature to the author’s best knowledge for flow past 
seagull wing, the numerical schemes are validated for flow past 2-D seagull airfoil. 
Table 2 shows the comparison of Clmean values obtained from the present study with 
those reported by Kondo [8]. It is observed that the values of Clmean are in good 
agreement with those reported by Kondo [8]. 

Table 1 Grid independence study 

Grid Number of elements No. of cells St 

m n 

G1 14,12,840 120 50 1.2630 

G2 17,70,888 144 60 1.2927 

G3 22,61,616 174 72 1.3086 

Table 2 Validation of 
computations α Clmean 

Kondo (2014) Present study 

0 ˚ 0.5394 0.5472 

2 ˚ 1.0939 1.2808 

4 ˚ 1.3133 1.3643 

6 ˚ 1.4541 1.3929
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7 Results 

7.1 Streamlines 

The geometry of the wing is such that the camber and thickness are varying along 
the wing span. At the wing root, a highly thick and cambered profile is present. Due 
to the presence of fluctuating inlet velocity mimicking gust, the flow field is found to 
be highly dependent on the gust parameters, i.e. IF and f g *. This generates different 
flow structures such as circulation bubbles, leading-edge vortex, and trailing-edge 
vortex. These vortex tubes create a local region of low pressure which absorbs the 
energy from mean flow by creating suction which attracts the surrounding fluid, 
mostly their place of generation affects the aerodynamic characteristics of the wing. 
For understanding the flow features, the flow separation and reattachment lines are 
coloured red and green on the wing surface. For every case two figures are shown, one 
for the upper and another for the lower surface. The flow is visualized by generating 
streamlines at different sections along the span of the wing and since the flow features 
of IF value of 20 and 30 are similar streamlines for IF value of 30 is not shown. The 
three dimensionality in the flow comes due to the end effects, i.e. due to wing tip 
and root region and also due to the chambered profile of the wing surface. The end 
effects try to create net downwash in the wake region. The chambered profile will 
help in flow separation and will generate vortex tubes whose axis is along the span. 
These vortex tubes aids strong cross flow. The flow near the mid-span can remain 
2-D unless the instability due to end effects do not reach the mid-span region. At the 
end of the pitch-down motion, on the upper wing surface, the flow separation line 
seems to move towards the leading edge (LE) as shown in Fig. 2. For IF equal to 60, 
the flow separation region is about 80% on the upper surface as the separation line 
is very near to LE, as depicted in Fig. 2d. On the lower surface, for all values of IF, 
the flow separates at the LE and an LEV is seen which extends from approximately 
mid-span to the wing tip. The flow seems to attach quickly after that for cases IF equal 
to 20 and 30, for the rest of the cases, the attachment line seems to move towards TE 
as shown in Fig. 2b–d. For IF values of more than 30 the circulation bubble is seen, 
this circulation bubble is formed due to the highly negative cambered region and it 
extends from the wing root region to three fourth of the wing span. This depicts that 
with increase in IF on lower wing surface the strength of vortex structures increase. 
At the end of the pitch-up motion, the flow remains attached to the upper surface for 
IF values of 20–40, but for IF equal to 50 and 60 small regions of flow separation 
are present, as shown in Fig. 3a–d. For IF equal to 60 on the upper wing surface, 
a circulation bubble is seen near the wing root region and this can be due to the 
cambered profile of the wing. On the lower wing surface, major flow attachment and 
detachment lines move towards TE as IF changes from 20 to 50. The flow on the 
lower wing surface gets attached after initial separation for all IF values except for 
60. As shown in Fig. 3d near the TE there is no clear line of attachment. In addition 
a large circulation bubble and an LEV are found near the wing root region which 
shows the nature of flow to be highly three-dimensional.
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(a) IF = 20% 

(b) IF = 40% 

Fig. 2 Flow structures on the wing surface at α = -−5° for different values of IF

7.2 Force Coefficients 

The net resultant force due to pressure and viscous forces acting on the wing surface is 
divided into vertical and horizontal forces, known as ‘lift’ and ‘drag’. These forces are 
normalized which reduces their dependency on different parameters. The variations 
in force coefficients computed on the wing surface are shown as function of α. The
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(c) IF = 50% 

(d) IF = 60% 

Fig. 2 (continued)

arrows marked in Figs. 4 and 5 represent the direction in which CL and CD change 
with respect to α. The positive angle denotes pitch-up motion while the negative 
denotes pitch-down motion. The periodic nature of force coefficients is found to 
be dependent on f g *. For all values of IF, two loops of CL and CD are present 
for one pitching cycle which shows the phase difference in wing motion and force 
coefficients. The height of the hysteresis loop for CD is getting taller with the increase
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IF = 40% (b) IF = 40% 

IF = 20% (a) IF = 20% 

Fig. 3 Flow structures on the wing surface at α = 5° for different values of IF

in IF as shown in Fig. 4b. The larger height of the hysteresis loop means stronger 
load fluctuations which are detrimental to stability and structural endurance. Figure 5 
shows the hysteresis loop of force coefficients for different values of f g *. For  f g * equal 
to 1, a single loop of CL and CD is obtained that is pitching motion of the wing and 
force coefficients are in phase. The phase difference increases with decrease in value 
of f g * which is evident in Fig. 5. The general trend of CL and CD is to increase during
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IF = 50% 

IF = 60% 

(c) IF = 50% 

(d) IF = 60% 

Fig. 3 (continued)

pitch-up motion and vice-versa, but due to influence of gust frequency it is following 
the reverse trend as shown in Figs. 4 and 5.

To understand the effect of IF and f g * over a pitching cycle, RMS of lift and 
drag coefficients are plotted in Fig. 6. For different values of IF and f g *, the direct 
proportionality is seen with respect to force coefficients, except for some values it is
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Fig. 4 Comparison of aerodynamic coefficients for different values of IF 

Fig. 5 Comparison of aerodynamic coefficients for different values of f g *

off-trend. The high value of gust frequency is found to be detrimental because the 
maximum increase in lift is about 10% whereas drag is found to increase by 126%. 
For the increase in IF values, the increment in drag is not severe which is about 50% 
and the lift increment is about 15%. This signifies flow field dependence on gust 
frequency.

7.3 Spectral Analysis 

The Fourier analysis is the most widely used spectral method which represents a 
time signal in terms of the linear combination of pure harmonic functions. However, 
the Fourier transform is restricted to stationary and linear signals. In contrast to the
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Fig. 6 Variation of RMS lift and drag coefficients for different values of IF and f g *

Fourier transform, the Hilbert Huang transform (HHT) can handle non-stationary and 
non-linear signals without any loss of information. HHT breaks a signal into different 
basic functions termed as intrinsic mode functions (IMF) which are directly extracted 
from the actual time signal using an algorithm, viz. ‘Empirical Mode Decomposition’ 
(EMD) given by Huang [9]. In the current study the marginal spectral analysis is done 
using transverse velocity signal v(t) taken at different locations in the wake region 
of the wing. The probes are located at mid-span (z = b/2) from the wing root and x 
denotes the stream-wise distance from the trailing edge of the wing. Figure 7a and b 
show the comparison of spectra for different values of IF and f g *, respectively.

The dominant frequency for IF more than 30 is almost equal to gust frequency; 
for the IF values of 20 and 30 the frequency peak is not distinct but a spread is found 
in the range of 1.5–2 Hz. The pitching frequency is also present in this range. For the 
cases with IF greater than 30, peak frequency is nearly equal to gust frequency which 
illustrates dependence of the flow on the gust frequency. As the location of the probe 
is changed from x = 0.5c–2c, the frequency spread seen at location x = 0.5c vanishes 
and the peak frequency is found to be concentrated near f g *, except for the case with 
IF value of 20. The peak frequency denotes the presence of vortical structures which 
impart periodicity to the flow. At x = 2c, for IF values of 50 and 60 the frequency 
peaks are found to be present, as shown in Fig. 7a. However, for the remaining cases, 
there is a frequency spread in the range of 0–2 Hz, and this shows the breakdown of 
vortex structures into smaller eddies, which shed over a wider frequency band. For 
f g * values of 0.25 and 0.5, distinct frequency peaks are present but it is absent for a 
value of 1 where the frequency spread is seen. At locations x = 1c and 2c, multiple 
dominant frequencies are present for both 0.25 and 0.5 values of f g *. At a distance 
2c away from the wing tip, high amplitude frequency peaks are seen alone for the 
case f g * = 0.25. This is due to the frequency of pulsating flow being small (i.e. f g * = 
0.25) thereby preserving the vortex structures far away in the wake. Consequently,
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Fig. 7 Marginal spectral distribution of v(t) signal for different values of a IF and b f g *

with rise in f g * the growth of vortices gets obstructed which results in formation of 
weak and smaller vortex structures.
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8 Conclusion 

In the present study, unsteady numerical simulation of flow past pitching seagull 
wing is carried out at low Re. To understand the effect of gust parameters on the flow 
field and on aerodynamic loads different techniques are used. The 3-D nature of the 
flow is attributed to variable camber, wing thickness along the span and end effects. 
The 3-D streamlines on wing surface show the presence of vortical structures and 
their formation, which is due to high cambered profile of the wing and it changes the 
effective flow direction largely. It is observed that with increase in IF the strength 
of vortices grows and the flow separated region broadens on the wing surface. The 
hysteresis curve shows decrease in CL and CD during pitch-up motion due to the effect 
of gust frequency which influences their periodic nature. The force coefficients are 
found to be proportional to the gust parameters, but for IF values of 30 and 40, off-
trend behaviour is also seen. The force coefficients are in-phase with the gust period. 
The spectral analysis confirms dependence of the flow field on gust frequency. The 
gust intensity energizes the vortex structures which is evident from the dominant 
frequency peaks at x = 2c for IF values of 50 and 60. The large value of gust 
frequency can affect the size of vortices because vortices do not get enough time to 
grow and shed in the form of small eddies. This has been inferred from the nature of 
marginal spectral distribution. 
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Nomenclature 

α Pitch amplitude [rad] 
αo Maximum pitch amplitude [rad] 
t Time [s] 
umean Mean velocity [m/s] 
P Density [kg/m3] 
C Root chord length [m] 
P Pressure [kg/ms2] 
Re Reynolds number 
St Strouhal number 
CFL Courant–Friedrichs–Lewy Number 
IF Gust intensity factor 
f g * Non-dimensional gust frequency 
f p * Non-dimensional pitch frequency 
CLmean Mean lift coefficient 
CDmean Mean drag coefficient 
CDrms RMS of drag coefficient
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CLrms RMS of lift coefficient 
CD Drag coefficient 
CL Lift coefficient 
LEV Leading-edge vortex 
TEV Trailing-edge vortex 
TE Trailing edge 
LE Leading edge 
M Number of elements along the wing span 
n Number of elements along the chord-wise direction 
RMS Root mean square 
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Aerodynamic Characteristics of Finite 
Rectangular Wings in Formation Flight 
with Ground Effect 

Ravindra A. Shirsath and Rinku Mukherjee 

Abstract The concept of formation flight is not new and so is the ground effect as 
both are done to reduce the drag and improve an aerodynamic efficiency, but the 
important thing to investigate is what really happens while wings fly in formation 
when ground effect is present, an important application of which is a flying train. 
The present work is an attempt towards understanding this complex flow field when 
the two wings fly in a lead-trail formation within the ground effect using commercial 
CFD package ANSYS-Workbench (2020 R1). The aerodynamic performance of 
finite rectangular wings comprising of NACA 2412 airfoil with AR ≈ 6.66 for 
both the leading and trailing wings is analysed in the present work. The lift and 
drag coefficients for a fixed chord-wise separation between them as x/c = 4 and 
for various ground clearances ranging from z/c = 0.2 to z/c = 0.8 increasing by 
z/c = 0.2 and z/c = 6.0 considered to be the wings formation out of ground effect 
are reported. Angles of attack ranging from α = 0◦ to 21◦ are considered so as to 
explore both pre-stall and post-stall angles. The performance of both wings through 
CL, CD, and aerodynamic efficiency, i.e. CL/CD is investigated. 

Keywords CFD · Formation flight · Lead-trail · Wing-in-ground (WIG) effect ·
Aerodynamic efficiency 

1 Introduction 

The ground effect machine (GEM) has generated a lot of interest as a huge over-
water transport vehicle since it is a potential transport option. In order to compete 
with existing transport vehicles, a ground effect machine would need to move at 
faster speeds, necessitating an aerodynamic shape, as proposed by earlier researchers. 
Another way to concentrate on drag reduction and improved aerodynamic efficiency 
obviously is through formation flight wherein either fuel can be saved for given 
range or the range can be improved for given fuel, if the drag can be considerably
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reduced. Consequently, the goal of current work is to explore the combined effect of 
formation flight and ground effect and its influence on the aerodynamics of such an 
arrangement. 

The chord dominated ground effect (2D) has been extensively researched in the 
past as Ahmed et al. [1] investigated the flow properties over a symmetrical airfoil 
NACA 0015 and revealed higher lift coefficient when the airfoil was near the ground. 
Owing to the convergent-divergent passage formed between the ground plate and an 
airfoil, which causes a suction effect on the bottom surface, the lift decreased for 
smaller angles of attack and specific ground clearances. Ahmed et al. [2] evaluated the 
flow parameters over a NACA 4412 airfoil in a wind tunnel equipped with moving 
ground. Drag and lift forces were determined and wake region was investigated. 
While the lift increased at larger angles of attack because of significant pressure on 
the lower surface, it decreased at angles upto 4◦ due to reduced ground clearance. 
At all angles, the drag was greater near the ground, mostly as a result of the altered 
pressure distribution on lower surface. According to Ghadimi et al. [3], aerodynamic 
characteristics and boundary layer properties were functions of the following param-
eters as Reynolds number, angle of attack, flight altitude, and airfoil thickness. They 
also examined the effects of flight altitude in addition to the airfoil thickness moving 
close to ground. Thorough investigations by Li et al. [4] of the RAE 2822 airfoil’s 
aerodynamic properties at multiple ground clearances along with angles of attack 
led them to draw the following conclusions: realizable k − ε model had good ability 
to predict the flow characteristics, possibility of better lift and improved lift to drag 
ratio exists only in medium range of angles of attack. Additionally, a static ground 
state would encourage the boundary layer to separate over the ground and make a 
difference on the aerodynamic characteristics when it was close to ground. 

Additionally, for WIG effect, Liang et al. [5] examined unsteady aerodynamics 
involving heaving airfoils utilizing a potential-flow-based vortex technique, on a 
rigid surface together with that on a progressive water waves. Apart from taking the 
wake roll-up of the shed vortices into account, various types of oscillations as forced 
harmonic oscillations and self-excited oscillations were examined. A series of tests 
were carried out to look into the ground effect encountered by propulsive flapping 
foils close to a solid boundary by Mivehchi et al. [6], and noticed that both the time 
and phase averaged mean and periodic lift and thrust forces produced by the foil 
while it was towed and oscillated in heave and pitch had a considerable influence 
due to the distance from a wall. 

Djavareshkian et al. [7] evaluated the aerodynamic properties of a smart two-
dimensional flap in the ground proximity using a numerical simulations and reported 
smoother pressure coefficient distribution, higher L/D ratio compared to the tradi-
tional flap, improved L/D was experienced at α = 2.5◦ and the minimum ground 
clearance. Through numerical simulations Qu et al. [8] simulated the NACA 4412 
airfoil on the landing approach to explore the dynamic ground effect (DGE) and 
proposed that DGE can be classified into different regions as large, medium, and 
small height regions depending on the aerodynamics and flow physics influenced by 
the ride height above the ground, incidence effect induced by the sinking movement, 
static ground effect (SGE) along with the compression work respectively.
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For investigating span dominated ground effect (3D), a greater contribution of the 
main wing in resultant aerodynamic coefficients was reported by Dakhrabadi et al. 
[9] under extreme ground effect with subsequent reduction in performance away 
from ground while investigating the static height stability and aerodynamic perfor-
mance of a compound WIG effect through a mathematical model requiring lesser 
computational time. An empirical estimate was proposed by Abramowski [10] for  
quantitative evaluation of chord dominated ground effect while numerically investi-
gating the airflow on the craft’s wing influenced by ground effect as it approached 
the ground or sea surface. Wu et al. [11] employed the immersed boundary-lattice 
Boltzmann method to investigate the ground effect experienced by a flapping wing. 
High frequency and small clearances resulting in generation of thrust force and large 
lift force was reported from varying the parameters such as the oscillating frequency 
and distance between the ground and foil. With decreasing h/c, no change of sign 
but increased magnitude of lift coefficient measured directly from load cell as well 
as surface pressure integration for a wing having a NACA 0015 cross-section from 
wind tunnel experiments was reported by Luo et al. [12]. However, as a result of 
the convergent-divergent channel effect when h/c reduced from about 0.3 to 0.15 
the lift coefficient was observed to fall briefly for 0◦ < α  <  6◦. Thick, cambered 
wings having different aspect ratios were tested in a wind tunnel by Fink et al. [13] 
to investigate the effect of ground proximity and reported increased lift-curve slope 
as the ground was approached with reduced induced drag that ultimately resulted 
in large increase in L/D ratio. Configurations of rectangular and delta wings along 
with ailerons and end-plates were considered for numerical simulations by Jia et al. 
[14] to investigate the aerodynamics of banked wing with ground effect, advantages 
in terms adverse yaw moment and smaller righting moment were reported for delta 
wing in banked turning. 

Research and development activities of WIG effect technology were surveyed in 
detail by Rozhdestvensky [15] starting from the definitions of the phenomenon, the 
background and outlook of technology, the crafts that benefits from ground effect 
(GE), particular vehicles and projects and possible fields of application were covered. 

Gunasekaran et al. [16] examined aerodynamic properties of lead-trail formation 
under pre and post-stall flow circumstances using a numerical post-stall predictive 
tool based on ‘decambering’ technique. In order to investigate the potential for fuel 
savings, greater range, delayed flow separation, and effective wing location with 
respect to one another, two basic lead-trail formations of two wings along with 
extended formation of five wings were explored. It was observed that having more 
wings in configuration was advantageous. When compared to the second wing in 
a two wing configuration, the rearmost wing in a five wing configuration faced 
nearly 39% less aerodynamic load. It mostly had least amount of induced drag, and 
under some circumstances it was even reported that it had nearly no induced drag. 
Gunasekaran et al. [17] also examined the impact of wing twist on the induced drag 
of different lifting surfaces in configuration flight, including at post-stall angles of 
attack, by utilizing an unique ‘decambering’ technique based on a vortex lattice 
method. The influence of both aerodynamic and geometric twist was investigated. It
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was discovered that adding only a little geometric twist might significantly alter the 
induced drag particularly at higher angles of attack. 

It is believed that through both the full size prototypes and model experiments 
the technical viability of WIG effect vehicles has been demonstrated. The key tech-
nical issues pertaining to the creation of WIG effect vehicles are well conceived, 
have been resolved, or are in the process of being resolved. Various aerodynamic 
designs have been devised and studied, each of which has benefits and drawbacks 
from the perspective of certain uses. Early GE technology was predominantly used 
for naval purposes, but today new opportunities are opening up for a significant 
commercialization of this rapid maritime transit option. 

As can be summarized from literature that the two concepts of formation flight and 
WIG effect are independently studied by many researchers. However the combined 
effect of formation flight with WIG effect is rarely investigated and an interesting 
and innovative application of this can be flying train. Additionally when an aeroplane 
with conventional wing-tail configuration is on the take-off roll or landing approach, 
it also resembles to a lead-trail formation flight with ground effect. The aerodynamic 
characteristics of trailing wing as influenced by both, the leading wing and ground 
proximity needs to be investigated carefully as it has direct connection with the 
stability of an aeroplane. Hence the present work is an attempt towards answering 
some of the issues that will prop up for this kind of concept of flying train or formation 
flight with ground effect. 

2 Methodology 

A steady-state CFD research is conducted, and the specifics are as follows. First 
a single wing out of ground effect is investigated followed by wings in lead-trail 
formation without and with ground effect. 

2.1 Geometry and Mesh 

Finite wing considered in the present work has AR ≈ 6.66 and is composed of 
NACA 2412 (cambered) airfoil section. The vertical distance between ground and 
trailing edge of the wing is defined to be the ground clearance, z/c. Considering 
the range of Reynolds number for the vehicles operating in the ground proximity 
2 × 105 < Re < 3 × 105, all computations are performed at Re ≈ 2.4 × 105. 

The computational domain with the corresponding dimensions along the three 
axes is shown in Fig. 1 with the leading wing placed at the origin and trailing wing 
at 4c aft of the leading wing. The grid used for present work is generated using 
ANSYS workbench meshing as represented in Fig. 2 which is unstructured hybrid 
grid. Predetermined first layer thickness to ensure y+ < 1 is used to specify inflation
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layers over the ground and wing surface to accurately explore the boundary layer, 
while rest of the computational domain is covered by unstructured mesh. 

Reynolds Averaged Navier Stokes Eqs. (1) and (2), as given in [18] are used to 
perform the simulations. Absolute velocity formulation is employed while setting up 
the numerical solver in 3D steady-state condition. Pressure–velocity coupling is dealt 
with SIMPLE algorithm, the algorithm is primarily a guess and correct procedure for 
the estimation of pressure on the staggered grid arrangement. Discretized momentum 
equations are solved using the guessed pressure field to yield the velocity components 
which do not satisfy the continuity equation. Thus corrections are defined for pressure 
as well as velocity components and this process it iterated until convergence to get

Fig. 1 Computational domain 

Fig. 2 Unstructured mesh on the wing cross-section 



728 R. A. Shirsath and R. Mukherjee

the correct velocity and pressure fields, detailed description of the same can be found 
in [19]. Gradients are estimated by least squares cell-based method and momentum 
as well as turbulent kinetic energy and specific dissipation rate are discretized with 
second-order upwind scheme. 

∂ui 
∂ xi 

= 0 (1)  

∂ 
∂x j

(
ρui u j

) = −  
∂ p 
∂ xi 

+ ∂ 
∂x j

(
τi j  − ρui ′u j ′

)
(2) 

The residuals of flow parameters must meet a convergence requirement as speci-
fied to be 10−5. Additionally, the simulations are continued until the force coefficients 
CL and CD become constant. 

2.2 Boundary Conditions 

The boundary conditions as shown in Fig. 1 are as follows: As the simulations are 
performed for only half of the wing, the right side of the domain is provided with 
symmetry to optimize the simulation time. Uniform velocity of 3.5 m/s  is specified 
at the inlet in a positive flow direction. Whereas outflow condition is imposed at the 
outlet boundary. The gauge pressure is set to zero. The side and top of the domain 
are set to walls. The entire wing surfaces are modelled as solid walls. In addition 
to the no slip condition, the ground is imposed with a moving wall condition with 
the same velocity as the free stream velocity. As reported by Watkins et al. [20] 
the turbulence experienced by moving vehicles at highway speeds is 2.5–10%, thus 
initial turbulence level in the domain is prescribed through turbulence intensity as 
5% and turbulent viscosity ratio of 10 is used. The turbulence closure is achieved 
with Shear Stress Transport (SST) k − ω. 

2.3 Mesh Independence Study 

For mesh independence study, the wing at α = 6◦ is considered in out of ground 
effect. Multiple grids are generated by progressively increasing the number of 
elements by varying the respective refinements on the wing surface. An examination 
of grid convergence is shown in Fig. 3 for CD of a single wing at α = 6◦. It is  
observed that CD remains almost unchanged for number of elements greater than 
3.5 × 106, eventually the grid with ≈ 7 × 106 elements is used for the remaining 
simulations.
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Fig. 3 Mesh independence 
study, α = 6◦ 

2.4 Validation 

The present computational results are compared with the experimental results of 
Bangash et al. [21] and Selig’s Cessna 172 nonlinear model [22] for the baseline 
case, i.e. a single wing out of ground effect as shown in Fig. 4.

Further the results for CLTW − α in lead-trail formation flight are compared with 
Bangash et al. [21] and Gunasekaran et al. [16] as shown in Fig. 5. In either cases the 
present results are seen to fairly agree with the results from the existing literature and 
hence the work is further extended for effect of ground proximity on the formation 
flight.

3 Results and Discussion 

The results are presented for one particular formation with ground effect where 
αLW = 8◦ and is maintained constant throughout while that of the trailing wing is 
varied, 0◦ ≤ αTW ≤ 21◦, the horizontal offset between the two wings, 4c, same  
as Bangash et al. [21]. The investigated aerodynamic coefficients of trailing wing 
for different ground clearances along with WOG are shown in Fig. 6. As seen from 
Fig. 6a, the CDWIG is less than CDWOG in the range of 0◦ ≤ αTW ≤ 12◦ for all ground 
clearances, while for α >  12◦ the CDWIG overtakes the CDWOG with lowest ground 
clearance showing highest increment in CD. The highest reduction in CDWIG in this 
range of angles of attack is observed for lowest ground clearance and it decreases 
gradually and approaches CDWOG with increasing ground clearance. For example, at 
α = 9◦ and z/c = 0.2, CDWIG is ≈ 30% lesser than corresponding CDWOG while 
at α = 21◦ it is ≈ 30% greater and that for z/c = 0.8 is ≈ 15% lesser than 
corresponding CDWOG while at α = 21◦ it is ≈ 7% greater. Interestingly, the lowest
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Fig. 4 Aerodynamic 
characteristics of single wing 
from present work and 
literature

(a) Drag coefficient, 

(b) Lift coefficient, 

ground clearance, i.e. z/c = 0.2 shows highest drag reduction in the pre-stall region 
and highest drag increment in the post-stall region when compared to WOG.

Corresponding CL − α is shown in Fig. 6b, it is observed that in spite of being 
a cambered wing, at α = 0◦, the  CLWOG of the trailing wing is negative (≈ −0.1) 
which clearly indicates the influence of downwash from the leading wing. However 
when ground is approached, this effect of downwash is seen to be vanishing and 
at α = 0◦, the  CLWIG for z/c = 0.8 is ≈ 0 while for lower ground clearances, 
i.e. z/c = 0.2, CLWIG ≈ 0.04 at the same angle of attack. Thus, at α = 0◦ when 
compared to CLWOG, the  CLWIG is seen to increase by ≈ 88% for z/c = 0.8 to 
≈ 137% for z/c = 0.2. With decreasing z/c, the  CLWIG of trailing wing is seen to 
increase considerably in the range 0◦ ≤ αTW ≤ 12◦ with lower z/c experiencing
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Fig. 5 Aerodynamic 
characteristics of trailing 
wing in formation from 
present work and literature

higher increments in CL . The highest increment of ≈ 191% in CLWIG compared to 
CLWOG is observed at α = 3◦ for z/c = 0.2. 

While highest increment of ≈ 191% in CLWIG compared to CLWOG occurs at 
α = 3◦ for z/c = 0.2, the lowest happens to be ≈ 86% for z/c = 0.8 for the same 
angle of attack. This effect is seen to be decreasing with increasing angle of attack 
as the corresponding values are ≈ 80% and ≈ 34% for α = 6◦ and further decreases 
to ≈ 46% and ≈ 20% for α = 9◦. For  α = 15◦, this variation is < 1% for all the 
ground clearances except z/c = 0.6 for which it is ≈ −6.5%. At  α = 21◦, CLWIG−α 
curve for z/c = 0.2 meets with CLWOG −α while CLWIG −α curves for other ground 
clearances meet at a common point and the difference between them is ≈ 7%. 

The effect of reduced CDWIG and increased CLWIG as discussed in the pre-stall 
region is evident on the aerodynamic efficiency as seen from Fig. 7a. The highest 
CL/CD ≈ 21 is observed at α = 6◦ for z/c = 0.2 while the corresponding value 
for WOG is ≈ 9 resulting in nearly ≈ 140% increment in aerodynamic efficiency. 
Highest increment in aerodynamic efficiency in terms of percentage however occurs 
at α = 3◦ as seen from Fig. 7b and corresponding value is ≈ 212% at z/c = 
0.2. Beyond α = 3◦, the percentage gain in aerodynamic efficiency decreases with 
increasing angle of attack as well as decreasing ground clearance. For α ≥ 15◦, 
lowest ground clearance has highest reduction in aerodynamic efficiency of ≈ 25% 
due to higher CD as seen from Fig. 6a, while this is seen to decrease with increasing 
ground clearance.

Thus while operating the two wings in lead-trail formation with ground effect, 
the trailing wing is seen to gain considerable aerodynamic advantages in terms of 
reduced CD, increased CL and better aerodynamic efficiency, CL/CD.
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Fig. 6 Aerodynamic 
characteristics of trailing 
wing in formation with 
ground effect

(a) Drag coefficient, 

(b) Lift coefficient, 

4 Conclusions 

In the present work, the aerodynamic characteristics of a single finite rectangular 
wing with cambered airfoil section followed by the same for two identical wings 
in lead-trail formation are reported. Additionally the effect of ground proximity on 
lead-trail formation is investigated which is distinct in itself and rarely available in 
the literature. 

Present computational results are seen to be in fair agreement with the existing 
literature in terms of CL − α and CD − α.
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Fig. 7 Aerodynamic 
efficiency of trailing wing in 
formation with ground effect

(a) Aerodynamic efficiency, 

(b) Percentage change in aerodynamic efficiency 

The aerodynamic properties investigated computationally through CFD are seen 
to predict CL−α close to the one predicted by earlier researchers through experiments 
and Vortex Lattice Method. 

Considerable reduction in CD of the trailing wing in ground effect is observed 
in the pre-stall region with maximum being ≈ 30% at α = 9◦ with lowest ground 
clearance of z/c = 0.2 while in the post-stall region it increases with a maximum of 
≈ 33% at α = 18◦ for the same ground clearance. 

Lift coefficient CL of the trailing wing is also observed to be higher for the 
corresponding conditions with a maximum increment of ≈ 191% at α = 3◦ and 
z/c = 0.2.
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Most importantly, at α = 3◦, the minimum increment in aerodynamic efficiency 
of ≈ 75% at z/c = 0.8 to a maximum increment of ≈ 212% at z/c = 0.2 is observed 
which can directly result in equivalent fuel savings. 

Thus, overall the finite rectangular wings in lead-trail formation flight with ground 
proximity are seen to be better placed in terms of all the aerodynamic characteristics 
as CD, CL, and CL/CD which if implemented accurately can result in a considerable 
fuel savings and reduced flying cost. 

Nomenclature 

α Angle of attack (°) 
AR Aspect ratio 
CFD Computational Fluid Dynamics 
CD Drag coefficient 
CL Lift coefficient 
CL/CD Aerodynamic efficiency 
LW Leading wing 
NACA National Advisory Committee for Aeronautics 
Re Reynolds number 
SIMPLE Semi Implicit Method for Pressure Linked Equations 
TW Trailing wing 
x/c Chord-wise location 
z/c Ground clearance 
WIG Wing-In-Ground 
WOG Wing-Out-of-Ground 
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Compressible Flow



Experiments on Compressible Vortex 
Ring Interaction with a Cone Mounted 
on a Flat Plate 

Praveen K. Nuvvula, Amar Yadav, Pawan Kumar Karn, Rijin Rajan, 
Mohd Javed, and Debopam Das 

Abstract When it comes to compressible flows, the formation and development 
of the vortex ring are of paramount importance, such as starting the rocket nozzles, 
volcanic outbursts, etc. In this paper, the shadowgraphy flow visualization method has 
been adapted to find out the behaviour of the flow coming out of an open shock tube 
interacting with a cone mounted on the flat plate. The impingement of compressible 
vortex ring with cone and plate validates some new flow features and structures, like 
formation of tent shock and, instability in jet due to interaction of reflected shock 
observed in simulations. 

Keywords Tent shock · Embedded shock · Compressible vortex ring 

1 Introduction 

Toroidal vortical structure having rotational core and irrotational outer region in 
a fluid is called a vortex ring. Vortex rings have been observed in starting flow 
from a rocket nozzle, gun firing, missiles, etc. Depending on various parameters 
such as driver section length, driver to driven pressure ratio, Mach number (Ms) 
and flow conditions at exit, compressible vortex ring shows some compelling flow 
features during its formation, evolution and propagation [5]. Many researchers have 
studied and marked such vortex ring [3, 4, 6]. A lot of variations are observed in 
the compressible vortex ring core flow properties. Baird [1] distinguished in his 
experiments an embedded shock for some Mach numbers in the vortex ring. An 
opposite circulation counter-rotating vortex ring in comparison with primary was 
first noticed by Brouillette and Hebert [2].
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In a preliminary investigation, the isolated compressible vortex ring had been 
created by the Murugan [8], and its wall interplay had been detected at a certain x/ 
D location. Using flow visualization, he compared the vortex ring’s impingement on 
the wall and subsequent lift-off for Ms = 1.31 and 1.55. In [9], a comprehensive 
investigation was carried out for initial vortex ring interacting with solid plate and 
this vortex’s ingraining with a counter-rotating vortex ring (CRVR). In case of under 
and over-expanded supersonic jets impinging on an axisymmetric deflector, different 
flow phenomena both numerically and experimentally were studied by Mehta and 
Prasad [7]. 

Compressible vortex ring and its following jet interacting with wall-mounted cone 
was not the subject of any studies that we could uncover. So, for this particular issue, 
we went ahead and conducted numerical simulations and experiments. In this paper, 
we are presenting some initial experimental results to validate the simulation results. 

2 Methodology and Experiments 

Many experiments have been done using shock tube with the size described in (Fig. 1). 
The current experimental setup contains driver length of 285 mm and driven length of 
1200 mm. In both sections, dry air has been employed as a test gas. The inner diameter 
is having 64 mm and outer diameter is having 100 mm for the shock tube. Mylar sheet 
has been used as a diaphragm in the shock tube to withstand pressure up to 150 psi 
to divide driver and driven regions. A Pneumatically operated plunger has been used 
to bust the diaphragm to get the required Mach number. Unsteady pressure sensors 
(PCB) were mounted to monitor the shock movement at various specified positions. 
All sensor data were fed into DAQ system (National Instruments) which was further 
utilized to calculate the required parameters using MATLAB. The pressure sensor 
situated near the edge of shock tube was also fed to delay generator (BNC pulse 
delay generator) where a specified delay time was provided. A trigger was released 
from the delay generator to the camera to capture the flow features at specified delay.

To capture the shock and the vortices emerging from the shock tube, shadowgraph 
method was used. It had a 2500 mm focal length and a 120 mm diameter spherical 
mirror as its main component. A single LED was utilized as a light source with a 
slit opening of 3 mm. The light source was placed at the centre of curvature of the 
spherical mirror. The reflected light was passed through the area of interest. The light 
ray further converged to a point and the camera was placed after this point to capture 
the images (Fig. 2).

The moving shock phenomena were initially recorded at 10300 fps with an expo-
sure length of 1 microsecond using a high frame rate camera (9 MP IDT camera). 
However, the resolution of the acquired pictures was insufficient to discern between 
the various events. Further, a high-resolution camera (29 MP IMPEREX camera) was 
utilized to capture a single frame with exposure time of 10 microseconds and the 
experiments were repeated the required number of times to capture the phenomenon 
by varying the delay time.
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Fig. 1 Schematic of shock tube and other instruments [5]

Fig. 2 Schematic of shadowgraph experimental setup

3 Results and Discussion 

Compression and expansion waves are formed as the diaphragm is burst using a 
plunger. In high and low-pressure zones, expansion and compression waves have 
been moving, respectively. These compression waves have combined and generated 
a shock wave after being apart from the diaphragm. Upstream of the incidence shock, 
the flow has divided at the outlet and rolled up to form a vortex ring (Fig. 3) when it
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leaves the shock tube. The shear layer has been continually supplying the vorticity 
into the vortex, and the velocity of the flow above and below the shear layer determines 
how much vorticity is entering the vortex. 

After the primary shock has exited the shock tube, for shock Mach numbers less 
than 2.07, the flow is a subsonic upstream of the shock. As the expansion waves 
moved towards the centre line from the corner, the Mach number increases with time 
which indicates accelerating flow upstream. With time, the flow has become sonic 
at the exit due to these expansion waves. 

The Prandtl Mayer expansion fan forming at the nozzle lip causes the sonic flow 
to further accelerate. Thus, the accelerated flow has created a locally supersonic flow. 
Thus, a secondary shock originated inside the vortex ring, decelerating the flow to 
obtain the conditions behind the primary shock (Fig. 4). As the flow establishes with 
time, this secondary shock sticks out towards the jet axis and forms embedded shock 
(Fig. 4). The flow is retarded to match the conditions of the vortex ring’s wake due to 
the development of a re-compression shock or vortex-generated shock (Fig. 4). The 
expansion waves in the trailing jet created at the nozzle lip reflect off the jet boundary 
and create an intercepting shock (barrel shock or oblique shock) (Fig. 4). A Mach disc 
is produced when the intercepting shock has interacted with the embedded shock.

As the primary shock has moved towards the cone, it impinges on the apex of the 
cone. The primary shock has first gone through regular reflection (RR) at the cone 
surface and moved along the cone surface (Fig. 4). A weak reflected shock wave is 
formed encircling the cone apex and moved towards the shock tube. The RR is a 
two-shock structure because it comprises two shocks: incident shock and reflected 
shock wave. These two-shock waves interact on the reflecting surface near the point 
of reflection. There is a change from RR to Mach reflection (MR) when the incident 
shock travels over the surface. Because the MR wave consists of three shocks—the

Fig. 3 Shadowgraph image sequence at different times for Mach number 1.57 
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Fig. 4 Different flow features obtained in the experiment for Mach number 1.57 [10, 11]

initial shock, a reflected shock wave, and a Mach stem with slipstream meeting at 
triple point—it is known as a three-shock structure (Fig. 4). 

As the primary shock has moved upstream, Mach stem has undergone through 
second reflection at the cone corner and the plate. The second reflected shock has 
moved towards the primary vortex ring (PVR). It is intensified and has formed a 
second embedded shock with the PVR. The initial Embedded shock and intensified 
second embedded shock all together have formed a tent-shaped shock structure sitting
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Fig. 5 Continuous shadowgraph image sequence captured for Mach number 1.57 

on the cone’s apex, which we call Tent shock (TS). More experiments are needed 
using high-resolution camera with more view area to capture all parts of Tent shock 
(Fig. 5). 

4 Conclusions 

The interaction of shock and vortex with anybody provides exciting flow phenomena. 
In the present experiment, we have carried out the interaction of a compressible 
vortex ring with a cone mounted on a flat plate. Earlier numerical simulations [10, 
11] demonstrate the complicated flow characteristics in the aspects of shock-shock 
and shock-vortex interaction. A tent shock formation is one of the essential new 
observations. The present experiment has corroborated experimental observations 
and established the creation of transient tent shock as a result. In experiments anal-
ogous to simulations, additional phenomena, such as the interplay between incident 
and reflected shock and its transition from RR to MR, are observed. 
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Numerical and Experimental Studies 
on Supersonic Free Jet with Various 
Cross-Sectional Tab Configuration 

Srinivasa Rao Lavala, Partha Mondal, and Sudip Das 

Abstract Supersonic free jet studies were made with tabbed nozzle configura-
tions having different cross-sections. Experimental and numerical simulations were 
adopted to obtain the basic flow field features. Pitot tube measurements and Schlieren 
flow visualization were carried out in experiments, whereas an in-house build, 3D-
Euler flow solver was used to obtain the results. The results obtained from the investi-
gation show the basic flows indicating shock distortion, Mach disk location, reduction 
in core length of the jet, and other features for tabbed configuration. 

Keywords Supersonic · Free jet · Blockage ratio · Tab · Shock cell · Nozzle 
pressure ratio 

1 Introduction 

Compressible jet applications are commonly used in many aerospace industry prob-
lems. The jet configuration mainly depends on the differential pressure, which is 
defined as the ratio of pressure of exit fluid to ambient fluid. The isolated jet config-
uration also has a major issue with noise characteristics. The noise emanating from 
such jets is termed as aeroacoustic problems which are being influenced by its way 
of generation, the source type, and also the location of such sources. Over the years 
researchers studied isolated jet configurations and flow structures. The compressible 
jets flow structure has a periodic quasi-shock cell structure, shock wave interactions, 
shear layers, wave instabilities, and mode shapes like axisymmetric (toroidal), lateral 
(flapping), and helical. The interactions of shockwaves, shear layers, and instability 
waves generate the acoustic waves. These acoustic waves propagate upstream and 
downstream of the jet and could be detrimental to structures housing them. 

Eliminating and reducing such acoustic waves are of prime importance. In past 
years, researchers have been using two types of control which are active or passive 
techniques. For active control, there is a need of energy, and passive control does
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Fig. 1 Isolated jet flow features 

not require any force of energy. Present investigation attempts to adopt the passive 
techniques by using tab configuration shapes like triangular, square, or cylinder. The 
tabs were inserted at the exit of the jet to face the flow, which produces a pair of 
vortices, which traverses in the downstream direction along with the jet. The basic 
features of the jet are the shear layer, barrel shock, Mach disk, reflecting shock, triple 
point, slip line… etc. as illustrated in Fig. 1. In the present investigation, three rows of 
elongated tabs were placed circumferentially at 120° apart, so as to block the entire 
jet exit by a blockage percentage of 11%. The tests were made at a nozzle pressure 
ratio of 6.0. 

2 Literature Review and Objective 

Theoretical and mathematical calculations of formation of shock cell and estimation 
of first shock cell length, with variation of pressure ratios, were reported by Pack [1]. 
Studies of sonic and supersonic jets experiment results and theoretical predictions 
were reported by Love et al. [2]. 

The screeching sound was first investigated by Powell [3], who suggested the 
emission of feedback mechanism, and the acoustic waves traveling upstream and 
downstream direction of the jet. The generation of screech tone by a moving source 
was investigated by Umeda and Ishii [4], and the jet has four stages of modes, which 
are axisymmetric (A1, A2), lateral (B), helical (C), and lateral (D). The major source 
dominant helical mode generates the screech tone. 

The axisymmetric nozzles tab configurations were first introduced by Bradbury 
and Khadem [5], who investigated parameters, like boundary layer thickness, flow 
angle, turbulence level, and tabs. The tab configuration influenced the centreline 
of the core jet. Various tab configurations were studied by Zaman, et al. [6], and 
they reported the elimination of screech and mixing enhancement. Axisymmetric 
heated and unheated jets were investigated by Ahuja and Brown [7], where it has 
been reported about effective mixing enhancement and screech tone elimination by 
adopting, three, four-tab configurations at the exit of the jet.
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Impinging jets were investigated by Krothapalli [8], who observed two types of 
discrete tones, one was a screeching tone that was emitted from the third shock cell, 
and the second one was an impinging tone that was emitted from the impinging region 
on the rigid plate. Axisymmetric jets was investigated by Singh and Rathakrishnan 
[9] and reported to weaken shock cells and enhance mixing. Shock cell distortion 
and core extent reduction were observed using a configuration of Crosswire and tabs 
investigated by Lovaraju et al. [10]. Axisymmetric convergent-divergent nozzles 
were investigated by Rathakrishnan [11] and reported that cross wire and tab config-
urations induce core length reduction, enhance mixing, and reduction/elimination of 
screech. 

Intrusive and non-intrusive methods were investigated by Nagel et al. [12], where 
they studied on screech elimination, and shock cell distortion using intrusive tech-
nique. Investigations to obtain details of the flow field of the first shock cell of the fluid 
structure interactions were made by Hortensius et al. [13], using PSP, PIV, Schlieren, 
and oil flow imagery. Axisymmetric jets were investigated by Mitchell et al. [14], 
using PIV measurements. Imagery analysis of the flow physics of the mode operation 
of the jet especially the helical mode source from second to fourth shock cell and its 
generation mechanism was made using proper orthogonal decomposition. 

3 Experimental Setup and Methods 

Experiments were conducted in a jet flow facility at the Aerodynamic laboratory of 
Birla Institute of Technology, Mesra, Ranchi. The facility has a settling chamber size 
with a diameter of 254 mm (10 in.), and a length of 914 mm (36 in.), as illustrated in 
Fig. 2. Dry air is supplied to the air balloon by 2 Ingersoll Rand compressors in the 
range of 100–150 psi. For the present investigation, Mach 2.0 nozzles were designed 
and fabricated (BN) having an exit diameter of 20 mm. The tabs were introduced 
having cross-sectional shapes as triangle (TT), square (ST), and circular (CT), as 
shown in Fig. 3. Blockage ratio (BR) is defined as the projected tab area to the exit 
area of the jet, which for the present investigation is considered as 11%. All the tests 
which are presented here correspond to a nozzle pressure ratio (NPR) of 6.0.

In-house-built Pitot tubes having OD of 1.8 mm were adopted to measure the jet 
center line characteristics of the jet. The Pitot probe was mounted on a 2D-traverse 
unit to investigate the streamwise jet characteristics with a resolution of 1.25 µm. 
The sensor was connected to the Pitot tube to measure the pressure values. The high-
speed data acquisition card is used to acquire the data which is connected to the 
sensor with a Pitot tube. 

The standard 6-Inch Z-type schlieren setup was used to visualize the flow. 
The images were captured using a BASLER camera (ACA-1300-60gc), having a 
resolution of 1280 × 1024, and using a NI-vision frame grabber. 

Numerical computations were made using an in-house built 3D-Euler code for the 
purpose and were used to corroborate the experimental and computational results. 
The grid generations and computational domain are depicted in the Fig. 4.
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Fig. 2 Free jet facility 

Fig. 3 Tab configuration details and the orientation at the exit of the nozzle

4 Results and Discussion 

In the present investigation, tabbed nozzle exit configurations were tested at Mach 
number of 2.0 with nozzle pressure ratio of 6. The cross-sectional feature of tabs was 
emphasized here and the shapes with Triangle (TT), Square (ST), and Cylinder (CT) 
were used. The arrangement of tabs was made such that the blockage ratio at the exit 
of the nozzle was 11%. The circumferential placement of tabs were 120° apart.
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Fig. 4 Grid topology

Figure 5 shows the time averaged schlieren flow visualization photographs of the 
base and nozzles with the tabbed configurations. The nozzle without tabbed configu-
ration (BN) shows clearly the flow field features and the shock cells. The Mach disk, 
compression and expansion regions, shock-shock interactions, triple point, shear 
layers, etc. are having a distinguished representation in the figure. There is a clear 
difference in jet flow field structure for all tabbed configurations showing distorted 
shock cells, bulk flow, bisecting and diverting to azimuthal direction, early diffu-
sion, etc. Among all tabbed configurations, the cylindrical tab nozzle shows many 
patterned features compared to others. The square and triangular tabs indicate almost 
similar behavior.

The pitot pressure measured along the centreline of jet axis for base nozzle and 
with various configurations of tabs used in the experiment is shown in Fig. 6. The  
Pitot tube measurements indicate the pressure oscillation, core jet length, and shock 
cell details of the jet plume. The rise and fall of total pressures indicate the shock cell 
formation and compression or expansion waves in the jet. The jet from the base nozzle 
without tab (BN) configuration clearly indicates the pressure oscillation in the core 
location of the jet, and diffusing after some extent to the downstream, showing the 
mixing and entrainment behavior. Adopting of all the tabbed configurations indicate 
reduction in core length of the jet and shock cells. However, the circular tab shows 
a comparatively shorter core length among all tabbed configurations.

Figure 7 shows the pitot pressure measurement made in the transverse direction 
at nine locations downstream of the jet spread. Here also, as indicated by Schlieren 
and centreline pitot survey, the base nozzle shows a longer and wider jet spread. 
All the tabbed configurations shows a minimal jet spread in longitudinal as well as 
lateral directions. The lateral spread for all configurations die down by X/D = 4, 
whereas for base nozzle the influence is seen even at X/D = 14. Among the tabs, 
the cylindrical tab shows the most minimum influence of the jet spread. The lateral 
pattern of distribution of pitot pressures show distinguished difference between the 
base nozzle and all tabbed configurations.
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Fig. 5 Schlieren flow visualization of base nozzle and various configurations of tabbed nozzles at 
NPR = 6.0 and BR = 11%

Table 1 shows the measured first shock cell distance, Mach disk locations, and 
percentage reduction in core length based on schlieren and pitot measurements for all 
the configurations tested. The square and triangle tabs show partially disappearance 
of the shock cells and its distance and Mach disk locations, and the core length 
reduction was observed for cylinder tabs more than for square and triangular tabs.

Figure 8 shows the comparison of the computed lateral direction static pressure 
distribution of baseline (BN) and tabbed configuration at a location of X/D = 4 from
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Fig. 6 Measured Pitot tube distribution for base nozzle and nozzle with tabbed configurations at 
NPR = 6.0 and BR = 11%

the jet exit, which clearly shows jet spread to be more in longitudinal and lateral 
direction for baseline nozzle than tabbed configuration. This result corroborates the 
experimental pitot survey measurements.

Figure 9 shows the comparison of the Mach contours with and without tab config-
urations, downstream of the cross-plane for five X/D locations. The clear disparity 
pronounced here shows three directional tadpole shapes aligning the tab axis. These 
shapes vary with different tab configurations. A clear indication of planar flow vari-
ation with tabs compared to base nozzle case is observed through the series of 
figures.

5 Conclusions 

Axisymmetric supersonic jet with various tabbed configuration shapes with asym-
metric orientation arrangement has been studied in the present investigation. The 
qualitative and quantitative measurements have been carried out. Core extent was 
significantly reduced by using tabbed configurations. The shock cell distortion, 
shock cell, and Mach disk locations disappeared in the triangular and square tabbed 
configurations. The core length reduction was observed more for cylindrical tab 
configuration. The computational Mach contours gave tab insight mechanism in the 
downstream axis of the jet.
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Fig. 7 Measured Pitot tube distribution across the jet (transverse direction) for base nozzle and 
nozzles with tabbed configuration at NPR = 6.0 and BR = 11%
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Table 1 Estimated shock cell distance, Mach disk location, and core length reduction from 
schlieren flow and Pitot tube measurements of baseline and tabbed configuration at NPR = 6.0 
and BR = 11% 

First shock cell distance Mach disk location % reduction of core length 

BN 1.89 1.30 − 
TT Disappear Disappear 77 

ST Disappear Disappear 88 

CT 1.39 1.16 93

Fig. 8 Computed lateral pressure distribution for all configurations at X/D = 4.0
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Fig. 9 Mach contours of downstream cross planes at various X/D locations for base nozzle and 
different tabbed nozzle configurations

Nomenclature 

P Static pressure (N/m2) 
Pe Exit pressure (N/m2) 
Pa Ambient pressure (N/m2) 
Pt2 Pitot total pressure (N/m2) 
Ps Settling chamber pressure (N/m2) 
X Longitudinal axis of the jet (mm) 
Y Transverse axis of the jet (mm) 
D Diameter of the nozzle (mm) 
BR Blockage ratio (–) 
NPR Nozzle pressure ratio (–) 
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Effect of Viscosity on Air Entrapment 
and Spreading of Molten Droplet 
in Thermal Spray Coating Deposition 

Surendra Kumar, Rajesh Kumar Shukla, and Sayan Sadhu 

Abstract When high-velocity molten liquid droplet impacts over a solid substrate, 
air present in between the droplet and substrate gets trapped inside the droplet and 
leads to the formation of a pore inside the splat after solidification in thermal spray 
coating deposition, earlier many researchers have done works in the fields of droplet 
impact, spreading, and solidification. Despite various experimental and numerical 
studies, less attention has been focused on the effect of droplet viscosity on the 
behavior of drop spreading and air entrapment. The current study focused on a 
numerical study of spreading and entrapped air behavior at low to high viscosity 
of droplets in the thermal spray coating deposition process. Numerical analysis is 
carried out by considering heat distribution, solidification, and fluid flow. The result 
shows that splashing of the droplet in case of high viscosity is more compared to low-
viscosity droplet. It has also been observed that at high viscosity, more air entrapment 
occurs. Splat thickness at the periphery is more in case of high-viscosity droplets. 

Keywords Thermal spray · Air-bubble · CFD simulation · Solidification ·
Viscosity 

1 Introduction 

Thermal spraying is a generic family of coating processes (Fig. 1) in which the coating 
material (metallic or nonmetallic) in a fine powder form is injected into a high-
temperature and high-velocity gaseous jet, where it is heated and melted and forms 
a molten droplet. These molten droplets, after impacts over a solid substrate, spread 
and solidify on the substrate and form a coating deposit (splat). During impingement 
of high-velocity and high-temperature molten metal droplet on a solid substrate, 
air present between the droplet and the substrate cannot escape out due to high 
pressure and gets entrapped between droplet and substrate, which eventually leads
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Fig. 1 Thermal-spray coating process 

to the formation of pore inside the solidified splat. These formed pores directly affect 
the quality of coating in the thermal spray deposition process. The viscosity of the 
droplet has a great impact on the results of the droplet impingement viscosity plays 
an important role in the entrapment of air and hence the quality of the coating. 

2 Literature Review and Objective 

Lee et al. [1] measured the air layer thickness and its behavior during the droplet 
impact using the ultrafast X-ray phase-contrast imaging. It is observed that evolution 
of air bubble proceeds through a complicated process. It is suggested that bubble 
can be eliminated from the substrate using low value of contact angle. Tabbara and 
Gu [2] observed the impact of a tin droplet onto the steel. It has been reported that 
at high droplet velocity, air is entrapped inside the droplet by penetration of the 
vortex at the outside surface. It is also highlighted that by increasing the velocity, 
larger pores can be created. Shukla et al. [3] reported the air entrapment dynamics 
during actual condition of thermal spray deposition. Influence of air and wettability 
of the substrate are analyzed using the two-dimensional CFD Model. Dashu et al. [4] 
observed that air entrapment takes place at the moving front of a droplet approaching 
the substrate and explained the mechanism of air entrapment through the distribution 
of pressure and velocity. They also observed that the pressure difference is the main 
reason for the entrapment of air in the molten droplet. Without taking into account heat 
transfer between the droplet and the substrate, Mehdi-Nejad et al. [5] investigated the 
impingement of molten nickel droplets over a solid substrate. They observed that the 
formation of air bubble take place at the center of the droplet and observed different 
behavior at different contact angle. Since transparent droplets without phase change 
were taken into account in the earlier investigations [4–11], it was possible to see the
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Fig. 2 Geometry of computational domain 

trapped air inside the droplet. On the other hand, it was impossible to see the trapped 
air within the impact of a droplet of opaque molten liquid. This inspired simulations 
and numerical modeling of the present study to look at the issue. In the literature, less 
attention has been given to the effect of viscosity on the spreading and air entrapment 
behavior of molten droplets under the condition of the thermal spray process. The 
current study focused on a numerical study of spreading and entrapped air behavior 
at low to high viscosity of droplets in the thermal spray coating deposition process. 

2.1 Computational Domain and Mathematical Model 

To investigate the present problem, the 2-D axisymmetry domain has been considered 
as the droplet is spherical in shape, which is shown in Fig. 2. In this problem, at an 
initial temperature of 3293 K, a molybdenum droplet with a diameter of 80 m strikes 
a flat aluminum substrate at a speed of 60 m/s. A starting temperature of 300 K is 
maintained for the aluminum substrate. The thermos-physical property information 
used in the simulations is shown in Table 1. Droplet is initially placed at a distance 
of 10 microns from the substrate surface. All the simulations have been performed 
in Ansys-Fluent.

2.2 Boundary Conditions 

The boundary conditions and model considered for the present simulations are listed 
in the following Table 2.
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Table 1 Thermo-physical property data 

Contact angle 90°, 30° 

Density (air) 1.225 kgm−3 

Density (Al) 2390 kgm−3 

Density (Mo) 9350 kgm−3 

Droplet initial temperature 3293 K 

Droplet surface tension 1.5 Nm−1 

Gas phase (droplet surrounding medium) Air 

Impinging droplet Molybdenum (Mo) 

Latent heat of fusion (Al) 3.97 × 105 J kg−1 

Latent heat of fusion (Al) 3.97 × 105 J kg−1 

Latent heat of fusion (Mo) 3.71 × 105 J kg−1 

Liquidous temperature (Mo) 2885 K 

Liquidous temperature (Al) 935 K 

Solidious temperature (Mo) 2883 K 

Solidus temperature (Al) 933 K 

Specific heat capacity (air) 1006.43 J kg−1 K−1 

Specific heat capacity (air) 1006.43 J kg−1 K−1 

Specific heat capacity (liquid Mo) 570 J kg−1 K−1 

Specific heat capacity (solid and liquid Al) 1080 J kg−1 K−1 

Specific heat capacity (solid and liquid Al) 1080 J kg−1 K−1 

Specific heat capacity (solid Mo) 339 J kg−1 K−1 

Substrate initial temperature 300 K 

Substrate material Aluminum (Al) 

Thermal conductivity (air) 0.0242 Wm−1 K− 1 

Thermal conductivity (liquid Al 105 Wm−1 K− 1 

Thermal conductivity (liquid Mo) 46 Wm− 1 K −1 

Thermal conductivity (solid Al) 210 Wm−1 K− 1 

Thermal conductivity (solid Mo) 84 Wm− 1 K −1 

Viscosity (air) 1.7894 × 10–5 kgm−1 s −1 

Viscosity (Al) 0.0013 kgm−1 s −1 

Viscosity (Mo) 0.005 kgm−1 s −1

2.3 Governing Equation 

2.3.1 Free Surface Modeling 

Air and liquid droplets are immiscible fluids to each other, and the surface interface of 
air-droplet has been tracked by solving a momentum equation in each computational
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Table 2 Boundary 
conditions Model Transient 

Gravity –y direction 

Viscous model k-epsilon model 

Fluid Molten Molybdenum 

Velocity 140 m/s 

Pressure outlet Atmospheric, i.e., 1 atm 

Solution method SIMPLE 

Momentum Second order upwind scheme 

Turbulent kinetic energy First order upwind 

Solution initialization Hybrid initialization

cell which basically tracks the volume fraction of air and molten droplets in a cell. 
The volume fraction (F) of the droplet ranges from zero to unity. If a cell is full of 
droplets, then the value of F = 1, and if a cell is empty of liquid or if a cell is full of 
air, then the value of F = 0. 

F = 0 cell is full of air or no droplet present. 
F = 1 cell is full of droplets. 
0 <  F < 1 cell contains air and liquid both (mushy zone). 
Volume of fraction F is governed by the following equation 

∂ 
∂t 

F + ∇(uF) = 0 

2.3.2 Continuity Equation 

∂(ρui ) 
∂ xi 

= 0 (1)  

2.3.3 Momentum Conservation Equation 

Momentum conservation is represented by Navier–Stokes 

ρui 
∂u j 
∂ xi 

= −  
∂p 

∂x j 
− 

∂τi j  

∂ xi 
(2) 

where for Newtonian fluid: 

τi j  = −μi

(
∂ui 
∂ x j 

+ 
∂u j 
∂xi

)
+ 

2 

3 
δi j  k (3)
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2.3.4 Continuum Relations 

During the process of solidification, molten droplets in a control volume may contain 
both solid and liquid phases (mushy state). As a result, the phases share the fields for 
all properties and variables, which indicate the volume fraction-averaged values. The 
material characteristics connected to the VOF function are defined as follows for all 
control volumes. A computational cell can contain solid and liquid i.e., mushy state, 
during the process of solidification. The property of the material in a computational 
cell is calculated. The interface evolutions over time are described by a phase function 
F and the material advection equation. 

ρ = Fρd + (1 − F)ρair (4) 

keff = Fkd + (1 − F)kair (5) 

ceff = Fcd + (1 − F)cair (6) 

μeff = Fμd − (1 − F)μair (7) 

2.3.5 Continuity Equation 

∇ ·  −→u = 0 (8)  

2.3.6 Momentum Conservation Equation 

A single equation for the momentum equation has been considered in both phase air 
and molten liquid phases. For a 2-phase flow, momentum conservation is represented 
by Navier–Stokes equations, and this is written as 

∂ 
∂t

(
ρ
−→u ) + ∇  · (

ρ
−→u −→u ) = −∇ p + ∇  · [

μeff
(∇−→u + ∇−→u T )] + ρ−→g + Fvol − S−→u 

(9) 

Laminar incompressible flow, constant surface tension, and non-miscible with 
heat transfer assumption are considered in the simulation. 

Source term arising in the momentum conservation equation accounts for the 
Darcy effect and is governed by
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S−→u = 

⎧⎪⎨ 

⎪⎩

[
C

(
1 − f1,d

)2 
f 3 1,d+ ∈

]
−→u F  = 1 

0 F < 1 

(10) 

Solidification phase morphology, C = 150,000 kg/m3/s. 
Source term arises in those cells only which are full of the droplet and it vanishes 

in cells having air or cell at the free surface. 
Fvol represents surface tension force at the interface of droplets and air. The 

Continuum Surface Force model (CSF) is used to calculate Fvol. 
It is written as follows 

Fvol = σκ  
ρ∇ F 

1 
2 (ρd + ρair) 

(11) 

where 

ρd Density of droplets 
ρair Density of air 
F Volume fraction of the droplet 
σ Surface tension coefficient between gas and liquid droplet 
κ Mean curvature of the free surface 

κ = −(∇ ·  n
∧)

(12) 

Local surface normal unit vector [5] 

n
∧ = 

∇ F 
|∇F | (13) 

2.3.7 Energy Conservation Equation 

The energy equation is expressed as 

∂ 
∂t 

(ρceffT ) + ∇  · (ρ−→u ceffT
) = ∇  ·  (keff∇T ) + Sh (14) 

When liquid droplet phase change takes place to the solid state. During this phase 
change process, there is some evolution of latent heat takes place, and it is represented 
by Sh
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Sh = 

⎧⎪⎨ 

⎪⎩ 

−Ld

[
∂ 
∂t

(
ρ f1,d

)]
F = 1 

0 F < 1 
(15) 

Ld Latent heat of fusion for the droplet material 
ρ f1,d Density of liquid droplet 

The liquid droplet volume fraction is calculated by 

f1,d = 

⎛ 

⎜⎜⎜⎝ 

0 if T ≤ Tsolidus,d 
1 if T ≥ Tliquidus,d 
T − Tsolidus,d 
T − Tliquidus,d 

if Tsolidus,d < T < Tliquidus,d 

⎞ 

⎟⎟⎟⎠ (16) 

2.3.8 Heat Transfer in Substrate Domain 

In the substrate, heat transfer is solved by using the following conduction equation: 

∂ 
∂t 

(ρsubscsubsT ) = ∇  ·  (ksubs∇T ) (17) 

3 Results and Discussion 

3.1 Effect of Viscosity on Air Entrapment Dynamics 

To understand the effect of viscosity on droplet spreading and air entrapment, two 
cases have been considered, one for high-viscosity droplet impact and another for 
low-viscosity droplet impact. 

3.1.1 Evolution of Spreading and Air Entrapment at Low-Viscosity 
(0.01 kg/m/s) Droplet Impact 

As the droplet impacts the substrate, it starts spreading in a radial direction which 
can be seen in Fig. 3.

At t = 0.00629 μs, initial contact of the molten droplet to the substrate occurred, 
and air entrapment took place as a layer of a thin film. At t = 0.1452 μs,  a thin film  
of air retracts to minimize its surface energy. At t = 0.2823 μs, the entrapped air 
bubble rises up in the molten droplet. At t = 0.305 μs, a tiny air bubble gets fused
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t = 0.00629μs                                         t = 0.1452μs                                     t = 0.2823μs 

t = 0.305μs               t = 0.3526μs                                  t = 0.3786μs 

     t  = 0.3987μs                                         t = 0.4128μs                                  t = 0.4217μs 

t = 0.4575μs                                           t = 0.4791μs                               t = 0.5285μs 

t = 0.5254μs                                                    t = 0.5687μs 

Fig. 3 Air-entrapment dynamics at low viscosity (0.01 kg/m/s) at different time

together. But again, at t = 0.3526 μs, they get separated and rise up in the molten 
droplet. At t = 0.3786 μs, the daughter air bubble starts combining from the top, 
and at t = 0.3987 μs, the tip of air bubble fuses together and a cone-type ring of air 
bubble also gets formed at the top of the bubble. 

At t = 0.3786 μs, the daughter air bubble starts combining from the top, and at 
t = 0.3987 μs, the tip of the air bubble fuses together, and a cone-type ring of air 
bubble also forms at the top of the bubble. After that, at t = 0.4791 μs air bubble 
retracts and starts evolving into a ring shape, and some of the molten liquid droplets 
also get entrapped inside the ring-shaped air bubble. At t = 0.5687 μs, it has been 
seen that the entrapped molten liquid droplet inside the air bubble gets out from the 
air bubble, and only a ring-shaped air bubble remains around the central axis of the 
domain. The diameter of the entrapped is more at the low viscosity, and the thickness 
of the splat is less.
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3.1.2 Evolution of Spreading and Air Entrapment at High Viscosity 
(0.1 kg/m/s) Droplet Impact 

It can be seen from Fig. 4, that as we increase the viscosity of the liquid to 0.1 kg/m/s, 
some air gets entrapped around the symmetric axis in a ring-shaped (t = 0.0305 μs). 
At t = 0.0532 μs, it can be seen that some splashing occurs at the periphery of the 
spreading droplet. At t = 0.083 μs, it can be seen that there is some air entrapment is 
also seen at the periphery due to high viscosity. At t = 0.1111 μs, it can be seen that 
retraction of entrapped air bubbles takes, and it start to come closer to each other. 
At t = 0.2965 μs, entrapped air bubble comes closer and initiates fusion with each 
other, and at t = 0.892 μs, it fuse inside each other. During this fusion, it can be seen 
that some droplet also gets entrapped inside the entrapped ring-shaped air bubble. 
At t = 4.6793 μs, it can be seen that the periphery of the splat is thicker than that of 
the rest part of the splat.

                 t = 0.0204μs                                          t = 0.0245μs                                    t = 0.0282μs 

                t = 0.0305μs                                           t = 0.0428μs                                   t = 0.046μs 

               t = 0.0502μs                                            t = 0.0532μs                                   t = 0.083μs 

               t = 0.0899μs                                             t = 0.1111μs                                 t = 0.1815μs

              t = 0.2118μs                                             t = 0.2965μs                                 t = 0.3208μs 

                   t = 0.892μs                                            t = 2.1107μs                              t = 4.6793μs                        

Fig. 4 Air-entrapment dynamics at high viscosity (0.1 kg/m/s)



Effect of Viscosity on Air Entrapment and Spreading of Molten Droplet … 769

               t = 0.0502μs                                         t = 0.0532μs                         t = 0.083μs 

        t = 0.0899μs                                             t = 0.1111μs                           t = 0.1815μs 

t = 0.2118μs                                               t = 0.2965μs                                         t = 0.3208μs 

               t = 0.8926μs t = 2.1107μs t = 4.6793μs 

Fig. 5 Contour of liquid fraction at center and periphery portion for viscosity 0.1 kg/m/s 

3.1.3 Evolution of Liquid Fraction at the Center and at the Periphery 
with Viscosity (0.1 kg/m/s) 

From the above Fig. 5, it can be seen that as viscosity increases, the air entrapment 
phenomenon takes place at the periphery of the impacting molten droplet as well as 
around the central axis. During this process, some of the liquid also gets entrapped 
inside the entrapped air bubble. It can be seen that at t = 0.0502 μs, air also gets 
entrapped at the periphery of the splat. 

At t = 0.083 μs, it has been observed that the break-up of radially spreading 
molten liquid droplets takes place at the periphery. Subsequently, the air entrapped 
at the center retracts and gets fused together at t = 0.3208 μs. The entrapped air 
bubble at t = 0.8926 μs starts evolving into a ring shape. At t = 2.1107 μs, the 
entrapped air bubble completely transformed into a spherical shape. Further, it can 
be seen in Fig. 5 that at high viscosity, the breakup of the splat is more at the periphery. 

4 Conclusions 

In this work, a computational study on molten droplets spreading and air entrapment 
with high and low viscosity has been studied using the commercial software Ansys-
Fluent. The 2-D axisymmetric model has been developed to study the free surface 
evolution of droplets, solidification, and air entrapment.
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It is found that splashing of the droplet in case of high viscosity is more compared 
to low viscosity. In a high-viscous droplet case, air entrapment, as well as the break-
up of splat, occurs at the periphery, which is very less in the case of low-viscosity 
droplets. Additionally, splat thickness at the periphery is more compared to low-
viscosity droplets. 

Nomenclature 

d Droplet 
sub Substrate 
air Air 
s Solid 
l Liquid 
t Time [s] 
θ w Contact angle [°] 
T Temperature [K] 
ρ Density [kg m−3] 
σ Surface tension [N m−1] 
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Effects of Operating Conditions 
and Geometry in Augmentation of Initial 
Transients and Hysteresis in Supersonic 
Vacuum Ejector 

Darshan Gohel and M. Deepu 

Abstract The vacuum ejector-diffuser system is widely used in high-altitude test 
(HAT) facilities to generate desired vacuum conditions. The persistence of initial 
transients has always been a challenge while operating HAT facilities. Hence, a 
numerical study is conducted to investigate the nature of short-duration initial tran-
sients that persist during vacuum ejector start-up. The time scale of these transients 
is in order of milliseconds. The dynamics of important features of this transient flow 
like unsteady oscillations, recirculation bubbles, shock structure transitions, and flow 
hysteresis have been explored. A detailed parametric study is conducted to analyze 
the effect of chamber conditions and geometric configurations on the evolution of 
flow features. The unsteady oscillations are observed in flow quantities like mass flow 
rate and pressure. These unsteady oscillations are found to be closely related to the 
dynamics of recirculation bubble and primary jet characteristics. It was observed that 
oscillations die down quickly with an increase in primary chamber stagnation pres-
sure and a decrease in stagnation temperature. It is also seen that decreasing lateral 
chamber exit height results in rapid ceasing of oscillations. The behavior of static 
pressure during pressure ramping cycles confirms the presence of flow hysteresis. 
The study of hysteresis in shock transitions revealed that the geometric configu-
ration has a profound effect on the evolution of shock transitions. The transition 
of Mach reflection to regular reflection and its reverse transition was observed for 
one geometric configuration, but the latter transition was not observed for another 
geometric configuration. 
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Hysteresis
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1 Introduction 

Ejectors are simple mechanical systems capable of performing multiple fluid 
related functions, like vacuum generation, mixing, pumping, condensing, and heat 
exchanging. Although they have lower efficiency, features like negligible opera-
tion and maintenance cost, self-priming, safety, absence of moving parts, versatility, 
and easy installation, make ejectors an indispensable part of numerous industries. 
A typical ejector (Fig. 1) consists of the main converging nozzle, lateral chamber, 
mixing chamber, and downstream diffuser. The ejector in which the lateral chamber 
is closed is called a vacuum ejector; in such systems, there will be a finite amount 
of mass supply from the lateral chamber, and hence the lateral chamber pressure 
will eventually reach a steady value. Vacuum ejectors are primarily used to generate 
desired vacuum conditions; for example, in the test section of high altitude test 
(HAT) facility [1]. The working principle is simple: high momentum primary jet 
will create low-pressure conditions in the mixing chamber, dragging fluid out of 
the lateral chamber by shearing action [2], creating a vacuum there. In a typical 
un-started mode of the ejector, the expanded primary jet does not interact with the 
diffuser wall. Whereas, in a typical started mode operation, the expanding primary 
jet impinges on the diffuser wall. 

Most of the past work on vacuum ejector focus mainly on level of vacuum gener-
ated in lateral chamber and performance optimization [3–6]. These works mainly 
focus on steady-state characteristics, ignoring starting transients of ejector systems. 
Starting transients are studied in more recent works [7–13]. It is reported that after 
starting transients, the flow appears to reach the steady state, where there is no 
more mass entrainment from the lateral chamber. However, the shear layer still 
persists through the presence of recirculation bubbles in the lateral chamber [8, 
14]. Mittal et al. [7] conducted a numerical study and reported damped oscilla-
tions of mass flow rate and pressure in the lateral chamber. The dynamic motion 
of the recirculation bubble was held responsible for such oscillations. Kumar et al. 
[10–13] conducted experimental and numerical studies to understand physics of 
flow transients and vacuum generation process in vacuum ejector. They also studied 
the effect of geometric parameters on the starting transient. Their study revealed 
that the secondary stream entrainment process evolves non-uniformly as primary jet 
pressure is ramped up during start-up. These different stages of vacuum generation

Fig. 1 Computation domain and boundary conditions 
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are governed by the dynamics of recirculation bubbles in secondary flow stream. 
They also experimentally revealed the presence of pressure-induced hysteresis in the 
vacuum ejector system. 

The fundamental objective of the present work is to study the effect of geometry 
and chamber conditions in augmenting the initial transients and associated hysteresis 
effect. Mittal et al. [7] carried out unsteady simulations based on an initial steady 
solution. Such a solution may deviate from the actual flow field scenario where the 
flow evolves directly with unsteady transients. In all works done by Arun Kumar 
and Rajesh [10–13], they have modeled starting transients in time scales of seconds. 
However, when the rocket nozzle fires in HAT facilities, the transients may be in the 
order of milliseconds if the lateral chamber is not shielded from primary flow initially. 
These kinds of short transients have never been studied elsewhere. Moreover, it is 
important to know how the flow features like shock structures, recirculation bubbles, 
unsteady oscillations, and flow hysteresis evolve during such small time scales. It is 
expected that this knowledge will give more insight into starting transient problems 
of HAT facilities and will help in improving the design of vacuum ejectors for such 
facilities. Hence, in the current 2-Dimensional numerical study of vacuum ejector, 
a direct unsteady transient flow field is simulated, and the lateral chamber is not 
shielded from the primary flow. The geometry of the vacuum ejector-diffuser system 
is adapted from experimental work done by Lijo et al. [8], and the starting transients 
which are in order of milliseconds are analyzed. The unsteady pressure and mass flow 
rate oscillations arising from the dynamics of the recirculation bubble are studied. A 
detailed parametric study is carried out to analyze the effect of flow parameters like 
stagnation pressure and temperature on unsteady oscillations. The effect of geometric 
variations on such oscillations is also studied. The presence of hysteresis in the 
flow field is also investigated. The evolution of shock structures and their transitions 
during pressure ramping cycles are extensively studied with the help of time-resolved 
numerical schlieren technique. The effect of geometric variations on shock structure 
evolution is also explored. 

Figure 2 shows flow features of the transient flow field inside the vacuum ejector. 
The under-expanded primary jet will expand through the expansion wave at the exit 
of the primary nozzle. The consecutive reflection of the expansion wave at the bottom 
wall and jet boundary will initiate the shock train system, bounded by shear layer on 
top. Dynamic recirculation bubbles will be formed in the secondary stream above 
the shear layer, which will govern the flow field in the mixing chamber and diffuser 
section.

2 Methodology 

As the model of the vacuum ejector is rectangular (planar) in shape, there will be a 
minimal expansion of the primary jet in the Z-direction. Due to the sufficiently large 
aspect ratio of the model, the side wall effects on the flow field will be negligible. 
Owing to the above two reasons, the flow field in the rectangular ejector can be
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Fig. 2 Flow features of the transient flow field inside the vacuum ejector

modeled as 2-dimensional without inducing any significant errors. The solution of 
two-dimensional, turbulent, supersonic, compressible flow inside the vacuum ejector 
system has been obtained by numerically solving the Naiver–Stokes equations. For 
a rectangular model, the jet cannot expand in the Z-direction and the aspect ratio of 
the model is sufficiently large such that the side wall effects will not influence the 
flow field. Owing to these two reasons, the flow field in the rectangular ejector can 
be considered to be predominantly two-dimensional (2-D). Commercial meshing 
software pointwise is used for grid generation, and ANSYS fluent is used for solving 
governing equations numerically. The transient formulation is used for the present 
study. A fully implicit density based solver which uses advection upstream splitting 
method (AUSM) for flux vector splitting is used for the present study. The AUSM 
scheme splits fluxes into a convective flux and a pressure flux. Features like good 
resolution near shocks and the absence of explicit artificial dissipation make the 
AUSM scheme a suitable choice for modeling the flow field inside the vacuum 
ejector system, which involves shock train and compressible shear layers. The second 
order upwind scheme is used for spatial discretization and implicit second order 
scheme is used for temporal discretization. The SST k ω model is used for turbulence 
modeling in the present study. The working fluid is Air, which is modeled as ideal 
gas. The dynamic viscosity coefficient is found using Sutherland’s law. The domain 
is initialized with ambient conditions (1 bar pressure and 298 K temperature). While 
generating the grid, it is ensured that y+ at the nearest-to-the-wall grid point remains 
less than 5.0 so that the near-wall viscous boundary layer is resolved properly. 

2.1 Computational Domain and Boundary Conditions 

The computational domain of the present problem and its boundary conditions are 
shown in Fig. 1. The boundary condition at the inlet is specified as a pressure inlet 
condition. The total pressure and temperature at the inlet are varied in accordance 
with the parametric studies. The inlet of the lateral chamber is assigned as a wall 
to simulate the transient effects of a finite chamber. The boundary condition at the
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Fig. 3 Axial variation of 
Mach number in steady-state 
conditions for three different 
grid sizes 

ejector exit is the pressure outlet with a total pressure of 1 bar and a total temperature 
of 300 K. However, if the flow becomes locally supersonic, the assigned value of 
the pressure will not be used; instead, the outflow (zero-gradient) condition will be 
used. Non-reflecting boundary condition is given at the pressure outlet to circumvent 
the reflection of pressure waves in a nonphysical manner at the exit. All walls are 
adiabatic with the no-slip condition. 

2.2 Grid and Time Independence Studies 

For grid independence studies, three structured grids were generated (for geometry 
r = 11.25 mm, R = 15 mm) with 65,000 quadrilateral cells, 90,000 quadrilateral 
cells, and 135,000 quadrilateral cells. Figure 3 shows the comparison of axial Mach 
number for three different grids generated. The graph was plotted after the flow 
has reached the steady state. Since the grid with 135,000 cells does not provide 
any distinct results from the grid with 90,000 cells, the latter is selected for further 
analysis. Time independence studies are performed on grid with 90,000 cells using 
three different time steps: 5 × 10−7 s, 1 × 10−7 s, and 5 × 10−8 s. Figure 4 compares 
the time history of mass flow rate admitted by the lateral chamber for the three time 
steps selected. It can be seen that results for time steps 1 × 10−7 s and 5 × 10−8 s 
are almost overlapping; hence the time step of 1 × 10−7 s is chosen for the analysis.

2.3 Solver Validation 

The experimental data recorded by Arun et al. [10] is used for validating the present 
solution procedure. A two-dimensional (2-D) computational model with the same 
geometry used in the experiment is created. Static pressure data at a specified location
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Fig. 4 Mass flow rate 
history through the lateral 
chamber

Fig. 5 Comparison of CFD 
vs experimental pressure, the 
green dot shows location of 
pressure measurement 

is computed and compared with the experimental data obtained, as shown in Fig. 5. 
At low inlet stagnation pressure, a relatively high deviation of computed data from 
experimental data can be attributed to 3-D effects, which are not accounted for in the 
2-D domain. Overall, there is good agreement between numerically computed and 
experimental data. 

3 Results and Discussion 

3.1 Transient Flow Field and Unsteady Oscillation 

Figure 6 shows the Mach contours and streamlines for r/R = 0.75 configuration in un-
started mode (t = 4 ms). The under-expanded flow coming out of the primary nozzle 
expands through expansion waves, followed by consecutive reflection and interaction 
of shock waves, forming a shock train system. Two recirculation bubbles separated 
by expanding primary jet can be clearly seen in Fig. 6. The first recirculation bubble
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is at the exit of the lateral chamber and the second one is in the diffuser section. 
Figure 7b presents numerical schlieren showing shock structure, for r/R = 0.75 
configuration in started mode (t = 7 ms). It can be seen that regular shock reflection 
takes place in the mixing chamber which bumps up the boundary layer, which in turn 
immediately reflects the lower branch of regular reflection. The two reflected shocks 
then consecutively reflect from the top and bottom walls. 

Figure 8a, b show mass flow rate and pressure (measured at point P1 shown  in  
Fig. 1) history through lateral chamber during the starting transient of the vacuum 
ejector. Point ‘a’ marks the start of the transient flow and point ‘h’ marks the end of 
it. It can be seen that both pressure and mass flow rate oscillations die down at the 
same time, which is 4.5 ms. At this time, we can say that the steady state is achieved; 
however, the flow is still dynamic in nature due to the presence of the recirculation 
bubble at the exit of the lateral chamber [8]. It is also observed that the oscillations 
die down as soon as the primary jet attaches to the top wall of the diffuser section 
(started mode), cutting the supply of reverse flow from downstream of the diffuser 
section. The mass flow rate and pressure oscillations are closely related to movement 
of the recirculation bubble, as observed by Ankith et al. [7].

Fig. 6 Mach contours and streamlines for transient flow 

Fig. 7 a Hypothetical converging diverging area in flow b numerical Schlieren showing shock 
structures 
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Fig. 8 a Mass flow rate 
oscillations b pressure 
oscillations 

The transient oscillations can be attributed to the inertia effect, as explained below. 
Initially, the flow is stagnant everywhere. After the flow starts, a high-speed jet will 
come out of the primary nozzle, reducing pressure in the mixing chamber. The sudden 
expansion of the primary jet into the mixing chamber leads to flow separation in the 
shear layer between the primary and laterally induced flows. This effect leads to 
the formation of a recirculation bubble in mixing chamber and diffuser section. Due 
to reduced pressure in the mixing chamber, mass will be entrained from the lateral 
chamber. The induced subsonic fluid stream from the lateral chamber will accelerate 
as it passes through the hypothetical convergent area (Fig. 7a) formed by expanding
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primary jet in the mixing chamber. Due to mass evacuation in the lateral chamber, the 
pressure there will rapidly fall, and the rate of its decrease will be more than the rate 
of decrease of pressure in the mixing chamber. Hence in due course, pressure in the 
lateral chamber will surpass that of in the lateral chamber. Eventually, the pressure 
difference will overcome the momentum flux rate so that the mass flow rate will be 
reversed (toward the lateral chamber). As the mass flux enters the lateral chamber, the 
pressure there will continuously increase; it will surpass the pressure in the mixing 
chamber, reversing the direction of mass flux again. This process of flow reversals 
will continue until the ejector attains started mode and the flow attains the dynamic 
equilibrium. 

3.2 Effect of Primary Nozzle Stagnation Pressure 

Figure 9a shows time histories of mass flow rate through the lateral chamber for 
various primary chamber stagnation pressure (the ambient pressure is the same for 
all three cases). It can be noticed that both amplitude of oscillations and time to 
reach steady state decrease as the P0 increases. At higher P0, the primary jet will 
have stronger under-expansion (wider plume); hence the ejector attains the started 
mode (primary jet reaches the diffuser wall) early as compared to cases with lower 
P0. Figure 9b shows that for higher P0, the magnitude of pressure difference (P1−P2) 
is always less than that of the case with lower P0. With a smaller pressure difference, 
the momentum flux will take less time to overcome it. Hence the flow will be reversed 
with less amount of mass flow in the lateral chamber. Due to that, the oscillations in 
the mass flow rate will be reduced. Hence, we can say that if the jet pressure ratio 
increases, then the inertial effect will decrease.

3.3 Effect of Primary Nozzle Stagnation Temperature 

Figure 10a shows time histories of mass flow rate through the lateral chamber for 
various primary chamber stagnation temperatures. It can be seen that with an increase 
in T 0, both amplitude of oscillations and time to reach steady state increase. When T 0 

is increased, keeping P0 constant, the total enthalpy of flow will increase. With more 
enthalpy available, the primary nozzle will be able to produce more kinetic energy, 
and hence the exit velocity of the primary flow will be higher. As a result of high exit 
velocity, the exit pressure will be lower. Hence flow will be weakly under-expanded 
for higher T 0. As we have seen in the previous section, the weakly under-expanded 
flow will result in higher inertial effects, and hence the higher will be the amplitude 
of oscillations and time to reach the steady state.
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Fig. 9 a Effect of P0 in 
mass flow rate oscillations 
b pressure difference P1−P2 
for P0 = 3 and  5 bar

3.4 Effect of Confinement Geometry Variation 

Figure 10b shows time histories of mass flow rate through the lateral chamber for 
three different geometric configurations, classified based on r/R ratio (Fig. 1). While 
varying r/R ratio, only r is changed, while R = 15 mm is kept constant. As the 
r/R ratio decreases, both amplitude of oscillations and time to reach steady state 
decreases. With the decrease in r, the primary jet will reach the diffuser wall more 
quickly, ceasing the unsteady oscillations early as compared to geometry with higher 
r. Hence, the ejector will attain started mode of operation early in geometry with a 
smaller r/R ratio.
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Fig. 10 a Effect of T0 on 
mass flow rate oscillations 
b effect of r/R ratio on mass 
flow oscillations

3.5 Pressure-Induced Hysteresis in the Flow Field and Effect 
of Geometric Variations on Allied Shock Structures 

During the start-up and shut-down process of the vacuum ejector system, there will 
be inherent variation in the primary inlet stagnation pressure (P0). Under such condi-
tions, the existence of pressure-induced hysteresis (flow hysteresis observed during 
pressure ramping process) in the flow field is highly likely. Hence in the present study, 
pressure-induced hysteresis is studied by increasing the P0 linearly from 1 to 10 bar, 
and then decreasing it down from 10 to 1 bar. Figure 11 shows the variation in static
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pressure at point P1 in the lateral chamber corresponding to one pressure ramping 
cycle. The black line shows the pressure variation during the ramping up process, 
and the red line shows the pressure variation during the ramping down process. The 
system follows an entirely different path during reverse operation, confirming the 
presence of hysteresis. The evolution of shock structures during pressure ramping 
cycles and the effect of confinement geometry (r/R ratio) on such evolution is studied 
with the help of time-resolved numerical schlieren images. It is observed that geom-
etry significantly affects the shock transitions during pressure ramping cycles, as 
illustrated in Figs. 12 and 13. From Figs. 12a, b and 13a, b, we can observe that 
during ramping up stage, there is shock transition from Mach Reflection (MR) to 
regular reflection (RR) in both configurations. However, as shown by Figs. 12c, d 
and 13c, d, during ramping down stage, there is RR to MR transition in case of r/ 
R = 1, but no such transition is observed in case of r/R = 0.5 configuration. The 
hysteresis behavior is attributed to the effect of pressure ramping as other parameters 
are invariant during the analysis; hence the name pressure-induced hysteresis is well 
suited. The transient flow field inside the vacuum ejector exhibits shock structures, 
recirculation bubbles, and high-speed shear layer. All these flow features are highly 
non-linear, which contribute to momentum loss and creation of irreversibilities in 
the flow field. Such kind of flow conditions favor hysteresis in the flow process. 

Fig. 11 Pressure-induced 
hysteresis 

(a) P0 = 3.6 bar ( ramping up ), MR observed (b) P0 = 8 bar ( ramping up ), RR observed 

(c) P0 = 2.8 bar ( ramping down ), RR observed (d) P0 = 2 bar ( ramping down ), MR observed 

Fig. 12 Changes in shock structures during pressure ramping cycle for r/R = 1 configuration
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(a) P0 = 3.6 bar ( ramping up ), MR observed (b) P0 = 8 bar ( ramping up ), RR observed 

(c) P0 = 2.8 bar ( ramping down ), RR observed (d) P0 = 2 bar ( ramping down ), RR observed 

Fig. 13 Changes in shock structures during pressure ramping cycle for r/R = 0.5 configuration 

4 Conclusion 

A numerical study has been conducted to investigate the short transients that persist 
during vacuum ejector start-up. Unlike previous studies where time scales of tran-
sients are in order of seconds, the current study focuses on initial short transients, 
which are in order of milliseconds. The unsteady fluctuations in mass entrainment 
rate and pressure in the lateral chamber are observed. These fluctuations are attributed 
to the inertial effects which arise due to dynamic motion of the recirculatory region 
in the secondary stream jet. These oscillations cease when the primary jet expands to 
the top diffuser wall. The effect of flow parameters and geometric variations on these 
unsteady oscillations is also studied. It was found that both amplitude of oscilla-
tions and time to reach decreases if stagnation pressure (P0) is increased, stagnation 
temperature (T 0) is decreased, or if the r/R ratio is decreased. If inertial effects are 
increased due to some change in parameters, then oscillations will be increased and 
vice-versa. When P0 is increased, the inertial effect will be reduced due to smaller 
pressure difference between the lateral and mixing chamber. The increase in T 0 

results in higher inertial effects due to weak under-expansion of the primary jet. 
With the decrease in r/R ratio, the primary jet will reach top diffuser wall early, and 
hence oscillations will cease early. 

It was also observed that the static pressure in the lateral chamber follows different 
paths during pressure ramping up and down phase, confirming the presence of 
pressure-induced hysteresis in starting transients. The study on shock transitions 
during pressure ramping cycle also showed hysteresis behavior in shock structures 
and revealed that geometric configuration has a profound effect on shock transitions. 
MR to RR transition was observed during pressure ramping up phase, and its reverse 
(RR to MR) transition during pressure ramping down phase for r/R = 1 configura-
tion. However, no such reverse transition was observed in r/R = 0.5 configuration. It 
is believed that the current study will fill the gaps in existing knowledge on starting 
transients of vacuum ejectors and contribute to its performance improvement.
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The Effects of Shock Waves on OFHC 
Copper 

M. K. Singh and R. K. Anand 

Abstract In this paper, the structure of shock waves in solid OFHC (oxygen free 
high conductive copper) copper has been addressed together with the impact of the 
material’s viscosity. Here, the shock front thickness is measured using thermody-
namic parameters including temperature, pressure, change-in-entropy, and particle 
velocity. The non-dimensional form of thermodynamic variables is used to derive the 
analytical solutions to the Navier–Stokes equations. In this study, we have observed 
the shock front thickness of the order of micrometer. On the basis of published arti-
cles, we have taken the temperature and density-independent viscosity of the material 
to be 60 Pa sec and 55 Pa sec, respectively. These findings show that this model may 
be used in advanced research on the thickness of the shock front in various solid 
materials. 

Keywords Shock wave · Shock front thickness · Mie-Gruneisen equation of state 

1 Introduction 

A shock wave is regarded as a powerful nonlinear pulse that travels at an incredibly 
fast rate. A running piston or a momentary explosive is an example of continuous and 
impulsive energy sources, by which continuous and short pulse of shock waves are 
generated, respectively. A wide range of substances, including gas, liquid, solid, and 
plasma, support shock waves [1–4]. Theoretically, the large gradient at the boundary 
of shock waves, traveling at supersonic speed through the medium can be represented 
as a discontinuity. A shock wave is continuously generated by a moving piston for 
the study of condensed matter under extreme thermodynamic conditions. Experi-
mentally, it has been challenging to reconcile the results of static compression and 
shock at high pressures (100 GPa and greater) [5, 6]. The fundamental equations 
of state in research and associated advancements have addressed the key distinction
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between shock-compressed and statically compressed states as the temperature rises 
[7–10]. Nowadays, solid materials after being subjected to extremely high pressures 
and temperatures are described by the Mie-Gruneisen equation of state. The internal 
energy and material pressure are related by the Mie-Gruneisen equation of state [11, 
12]. In this report, we have considered the viscosity of the material to be temperature 
independent and have demonstrated how the shock strength and its viscosity affect 
the shock front thickness in the OFHC copper. The copper alloy shock front thickness 
has been numerically calculated and the results demonstrate how it fluctuates with 
respect to pressure, temperature, particle velocity, and change-in-entropy. 

The graphs presented in this article show the variations of the pressure, 
temperature, particle velocity, and change-in-entropy with the position. 

Here, for the first time, the Navier–Stokes equations for a solid material are solved 
by using the Mie-Gruneisen equation of state for the study of the structure of shock 
wave of OFHC Copper. The copper alloy is well known to be widely utilized in the 
infrastructure and in electronic appliances. As a result, copper has been used in this 
study to symbolize a substantial contribution to the science of fluid mechanics under 
high temperature and pressure. 

2 Literature Review and Objective 

The Navier–Stokes equation is used to depict the shock front structure in OFHC 
copper. Although substantial research has been done on the shock wave in a solid 
medium and some published studies have characterized the shock structure in a 
gaseous medium [13]. Work on the structure of the shock wave in a non-ideal gas 
with temperature and density dependent viscosity was reported [14]. The articles 
[15, 16] describe work on the transformation of the copper’s body structure and 
the coupling of the shock wave and the condensed material. The published articles 
suggest that its interesting point is shock structure in a solid medium. So, these 
results contribute to the clear understanding of shock flow in solids. Therefore, it is 
the addition of the shock structure in various media, such as copper alloy. 

The value of required constant parameters of the material OFHC copper has been 
taken from the published research articles [17, 18] and has been summarized in 
Table 1. 

Table 1 Values of constant parameters of OFHC copper 

Material ρ0 kg/m3 a0 m/s ┌0 p0 Mbar 

OFHC copper 8930 3940 2.02 4.590
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3 Governing Equation 

The governing equations of one-dimension material flow i.e., the conservation of 
mass, momentum, and energy are expressed as [17, 19, 20] 

∂ρ 
∂t 

+ 
∂(ρu) 

∂ x 
+ α 

ρu 

x 
= 0 (1)  

∂(ρu) 
∂t 

+ 
∂
{
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= 0 (2)  
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ρe + ρu
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2

)
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+ 

∂
{
ρu

(
e + u2 2

)
+ (

p − σ ')
u
}

∂x
= 0 (3)  

The parameters u(r, t), p(r, t), ρ(r, t), ,  e(r, t) and σ '(r, t) in the above set of 
equations respectively indicate the particle velocity, pressure, density internal energy, 
and viscous-stress tensor per unit mass. The position vector r with regard to the shock 
front normal measured along is the time coordinate. 

The viscous-stress tensor is 

σ ' = 
4 

3 
μ 

∂u 

∂ x 
(4) 

The Mie-Gruneisen equation of state for solid materials is: 

e = 
p 

ρ┌
(5) 

where,
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and G varies from 0.51 to 0.79 [17]. 
The shock front remains constant over a short period of time. This shock front is 

stationary with regard to the coordinate system. Since the term δt may be ignored, 
these equations reduce to perfect differential equation. For the cylindrical wave front 
the value of α = 1, for spherical α = 2 and α = 0 for our taking wave front i.e., plane 
wave front. 

d 

dx 
(ρu) = 0 (7)  

d 
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= 0 (9)  

For the purpose of resolving Eqs. (7–10), it is assumed that the gradient of density, 
pressure, and particle velocity must vanish at +∞ and −∞ respectively, before and 
behind the shock front. The end flow variables without script are p, ρ and u the 
beginning flow variables are denoted by subscripts i.e., ρo, p0, u0. If U is the shock 
front speed in a fixed coordinate system with the shock front, then uo will be the 
initial particle velocity. 

u0 = U (10) 

3.1 Exact Solutions for the Flow Variables 

ρu = ρoU (11) 
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The non-dimensional analytical solutions of the above Eqs. (7–9) using boundary 
conditions are 
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Here, q = b √
b2−4ac
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Let us choose the origin at the point of inflection of the velocity profile (the 
physical center of the thickness of the shock front). The inflection point is obtained 
by substituting d

2η 
dx2 = 0, which comes out. 

η' = √
c/a 

4 Results and Discussion 

A precise solution has been found in this case for the shock flow in the solid materials. 
The analytical formulation and flow of the variables within the shock transition 
zone are typically resolved by Eqs. (14–16). These analytical results were derived 
under the presumption that the shock wave’s reflection is negligible, which means 
no disturbance is present in the material. 

Table 2 displays the relationship between shock front thickness and shock strength 
as measured by Mach number (M). In this article, the shock wave flow is mediated 
by the solid material. The shock front thickness reduces as the medium viscosity 
increases because molten solids are denser than the gas as well as normal liquid. 
A shock wave will move across the medium, agitating the particles and generating 
disturbance [21]. The layer of shock front continuously falls as the shock wave’s 
power grows. It provides extremely clear numerical examples of it and concurs with 
the shock wave in Table 2. 

Thus, these results provided obvious information about the role of viscosity of 
the materials and the strength of the shock wave along with shock front thickness. 
This model developed in this article is of interest to physicists, fluid dynamics, and 
scientists working on the shock wave in fluids. These findings add to the investigation 
of the effects of the shock strength and how its pressure varies with detachment.

Table 2 Thickness of shock front in OFHC copper 

Coefficient of 
viscosity (Pa sec) 

Mach number 
(M) 

Position (r1) 
(μm) 

Position (r2) 
(μm) 

Difference (r2-r1) 
(μm) 

60 2.1 
2.2 
2.3 
2.4 
2.5 
2.6 

−4.9132 
−4.7373 
−4.2012 
−3.6169 
−3.4872 
−2.8978 

1.9416 
1.8493 
2.0612 
1.6797 
1.4245 
1.5407 

6.8548 
6.5866 
6.2624 
5.2966 
4.9117 
4.4385 

55 2.1 
2.2 
2.3 
2.4 
2.5 
2.6 

−4.8722 
−4.6743 
−4.5876 
−3.9940 
−3.6920 
−3.4476 

2.3494 
1.9147 
1.7618 
1.7298 
1.5802 
1.4562 

7.2216 
6.5890 
6.3484 
5.7238 
5.2722 
4.9038 
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Figures 2 and 1 show the thickness of shock front with Mach number at constant 
Mie-Gruneisen parameter with the dimensionless parameters. These plots display 
the qualitative and quantitative results of the variation in shock front thickness. 

The interaction of a shock wave with the substance is seen in Figs. 1 and 2. At  
the interaction site, shock waves produce a significant gradient, which is depicted 
in the figure at the origin point. These diagrams accurately depict the shock wave 
properties. Following is an explanation in the transition area.

(a) 

(b) 

Fig. 1 Flow variables a Particle velocity, b Temperature, c Change-in-entropy, and d Pressure 
within the shock transition zone with the position(r) for different Mach number of M = 2.6, 2.5, 
2.4, 2.3, 2.2, 2.1 at μ = 60 Pa sec, Γ o = 2.02, ρo = 8930, and po = 5.34 Mbar
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(c) 

(d) 

Fig. 1 (continued)

These plots show the effect of a shock wave in solid material in terms of ther-
modynamic variables. Shock waves contact with a substance the quantities quickly 
increase and instantaneously reach their saturation point.

1. The variation of particle velocity with position is shown in this plot, and the shock 
front thickness in terms of particle velocity is measured and presented in Table 2. 
We can analyze the qualitative and quantitative aspects of the material using 
Figs. 1a and 2a. Table 2 helps us with the quantitative analysis of the shock front
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Fig. 2 Flow variables a Particle velocity, b Temperature, c Change-in-entropy, and d Pressure 
within the shock transition zone with position(r) for different Mach number of M = 2.6, 2.5, 2.4, 
2.3, 2.2, 2.1 at μ = 55 Pa sec, Γ o = 2.02, ρo = 8930, and po = 5.34 Mbar

thickness with various shock strengths and viscosities of the material. Figures 1a 
and 2a show the variation in shock front thickness at different Mach numbers. 
The shock front thickness decreases as the material viscosity and Mach number 
increase, as shown in Figs. 1a and 2a.

2. These graphics 1(b) and 2(b) display the variation of thermodynamic variables 
with regard to position. Moving away from the inflection point causes the temper-
ature ratio of the material beneath the transition zone to swiftly increase; it is 
visible as a steep gradient. At various Mach numbers, the temperature ratio in 
OFHC copper is used to calculate the shock front thickness. This image is pretty 
much evidence of the variations in shock front thickness. Figures 1b and 2b help 
us understand the role of material resistance during adiabatic cooling and heating. 

3. One of the most fundamental quantity in the collection of thermodynamic param-
eters is entropy. This graphic illustrates how change-in-entropy varies with regard 
to position at various Mach values. The shock effect on the OFHC copper mate-
rial is clearly shown in this plot. This plot indicates that the material was affected
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Fig. 2 (continued)

by a shock wave in a bit of time, which is depicted in Figs. 1c and 2c, and it 
illustrates the variation of shock front thickness.

4. The internal energy of the material is closely correlated with its pressure and 
density. Because of this, the present work shows the fluctuation of the most crucial 
factors, such as pressure with regard to position at various Mach values and the 
viscosity of the material. In this diagram, we can observe how the material’s 
pressure is rising and how the shock front is departing from the inflection point. 
As a result, as the shock wave travels through the material, it is compressed. Here, 
the large gradient demonstrates how much compression is experienced by the 
material in a relatively short time. It’s employed to comprehend the compression 
of shock waves in Figs. 1d and 2d and to depict the variation in shock thickness. 
After simultaneously analyzing these plots, we can understand the role of material 
viscosity in shock compression and expansion.
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5 Conclusions 

The present study has been conducted to better understand the shock front’s struc-
ture in OFHC copper. The outcomes demonstrate that the shock front structure is 
significantly influenced by the viscosity of OFHC copper. 

Following are the concluding remarks of the current study: 

1. The thickness of the shock front is influenced by viscosity of OFHC copper and 
the thickness of shock front decreases with increase in viscosity. 

2. The shock front thickness varies with shock strength and as the Mach number 
increases the shock front thickness decreases. 

The results demonstrate that the shock front thickness in solid media is narrower 
than the gaseous media as the viscosity of material is higher than that of the gases. 

Acknowledgements The author gratefully acknowledges the University Grant Commission New 
Delhi India for financial support. 

Nomenclature 

a Constant 
b Constant 
c Constant 
Cv Specific heat at constant volume [J/Kg] 
d Constant 
E Internal energy of the material [Joule] 
G Shock compression ratio 
P Pressure behind the shock front [Pa] 
Po Pressure ahead the shock front [Pa] 
T Temperature behind the shock front [K] 
To Temperature ahead the shock front [K] 
Δs Change-in-entropy 
σ ' Viscus stress tensor 
μ Coefficient of viscosity [PaS] 
ρ Density of the material [Kg/m3] 
M Mach number 
Γ Mie-Gruneisen parameter [Kg/m3] 
η Particle velocity
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Supersonic Flow Field Characteristics 
of a Sharp Spiked Blunt Body Having 
Various Nose Cone Fairings 

MD. G. Sarwar, P. Kumar, and S. Das 

Abstract Experimental and computational investigations were conducted to 
examine the flow characteristics of a blunt body with a sharp spike attached to 
different nose cone fairings. This study was performed at the Mach number of 2 with 
Reynolds number of 3.5 × 106 based on the body’s base diameter (D = 15 mm). 
The axial forces acting on the body were measured both without the spike and with 
the spike, spike tip fixed at a specific fixed location with using of one-component 
strain gage balance. Additionally, the Schlieren flow visualization technique, which 
relies on density gradient, was utilized to capture Schlieren photos and analyze the 
flow field around the model for both configurations (with and without the spike) with 
varying L/D (length-to-diameter) ratios. Furthermore, a detailed discussion on the 
computed density gradient for the flow was undertaken. The results indicated that the 
shear layer angle (α) remained constant across all tested models. However, the body 
shock angle (Θ) exhibited significant changes due to the shape of the blunt body. The 
impact of the nose cone fairing on the spike’s flow (FTSS) arrangement appeared 
to be negligible. Overall, the drag experienced by the model remained relatively 
consistent regardless of the length or presence of body fairings. 

Keywords Blunt body · Spike · Nose cone · Nose fairing · Drag 

1 Introduction 

Due to their large volumetric efficiency, the blunt bodies have a large selection of 
forebody nose applications in the category of high-speed vehicles, such as rockets, 
missiles, and re-entry vehicles. Conical, ogival, power series, and hemispherical are 
the most prevalent forms for forebodies. These forms are typically utilized on super-
sonic or hypersonic missiles and are chosen based on aerodynamic, guidance, and 
structural concerns. A hemispherical nose has a lot of drag in terms of aerodynamic
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drag and performance. However, it is excellent in terms of structural integrity, resis-
tance to aerodynamic heating, and compatibility with some methods of guiding, such 
as infrared guidance. Because the pressure or wave drag at supersonic speeds can be 
caused by friction, careful selection of the nose shape is required to ensure that the 
whole system performs satisfactorily. In missiles that employ infrared (IR) seekers as 
its homing head, the hemispherical forebody form of nose is more extensively used. 
At supersonic speeds, these configurations generate a separate strong bow shock wave 
ahead of them, which raises temperature and pressure and causes significant aerody-
namic drag and heating. The vehicle’s performance is harmed by excessive aerody-
namic drag, while high aerodynamic heating causes material damage. Researchers 
have been focusing on reducing forebody drag in high-speed space rockets, missiles, 
and re-entry vehicles for the last four decades. 

The nose shape of a high-speed vehicle holds significant practical importance 
in the fields of drag aerodynamics, heating, and flow characteristics surrounding 
the body. It plays a crucial role in determining the vehicle’s overall aerodynamic 
performance and its ability to withstand high-speed environments. 

Various active and passive techniques are introduced to lower the drag coefficient 
and reduce the heat load. Huang [1] John and Kulkarni [2], and other authors listed 
and reported a number of active and passive methods. Among them, spike is a simple 
and effective method to reduce drag and heat load on the forebodies. 

The drag reduction mechanism with spike could be visualized through Fig. 1. At  
high speed, spikes transform a strong shock into a weak oblique shock and generates 
a recirculation region. This recirculation region takes the form of a dead region and 
could replace structures.

Since the 1940s, high-speed flow over a spiked blunt body has been the subject 
of extensive research. In order to lessen drag on blunt bodies at supersonic speeds, 
Alexander [3] first proposed the use of spikes for high-speed flow in 1947. A thorough 
review of studies on spiked bodies was provided by Karimi and Oboodi [4], which 
provided a detailed account of recent developments in the field of aerothermody-
namics of spiked hypersonic vehicles. Numerous researchers have looked into how 
spike length affects drag reduction. Crawford [5] conducted a thorough experimental 
investigation of drag and aerodynamic heating on a cylindrical model with spiked 
hemispheres at Mach number of 6.8. Experimental and numerical research has been 
done to examine the impact of spike tip and aerodisk design [6, 7]. Milicev et al. 
[8] conducted experimental study on the effects of various spike shapes mounted on 
a hemispherical nose. According to Gerdroodbary and Hosseinalipour [9], the best 
spikes for reducing heat fluxes are those with hemispherical tips, and an L/D ratio 
of 1 (L/D = length of the spike to diameter of the blunt body) is the best option 
for reducing both heat and drag. Menezes et al. [10] conducted tests with various 
spike tips fixed over a blunt cone and discovered that the aerospike is the most effi-
cient at reducing drag. Due to the spike, there is some unsteadiness recorded in the 
forebody portion of the spiked body. So, several experimental and computational 
studies have been performed by many researchers. The unstable flow phenomenon 
on spiked blunt body was initially observed by Mair [11]. He made experimental 
study on different blunt bodies (hemispheres, flat cylinders, and a two-dimensional
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Fig. 1 Characteristics flow over a spiked blunt body captured through experiments and computa-
tions

equivalent model) at Mach number of 1.96. He noticed a considerable reduction in 
the level of flow unsteadiness by converting the flat-face forebody to a hemispherical 
form. A computational technique was utilized by Kariovskii et al. [12] and Mikhail 
[13] to understand the flow unsteadiness around the spiked body. Feszty et al. [14] 
offered a thorough analysis of the mode of oscillation and pulsation of unsteady 
events. 

One of the major limitations of blunt bodies is the generation of a large bow 
shock wave in front of the forebody, leading to high drag and increased convective 
heat transfer on the body’s surface. To mitigate these issues, exploring new shape 
variations for blunt bodies has emerged as a reliable approach to reduce drag. 

To the best of the authors’ knowledge, prior research has mainly concentrated 
on examining the function of spikes in hemispherical body configurations, which 
limited the use of spikes with other nose configurations. More research is therefore 
needed to better understand the flow field characteristics using a variety of different 
spike lengths and nose cone fairing bodies. In light of this, the current research 
was conducted to comprehend the flow behaviors around model with various spike 
lengths and nose cone fairings at supersonic flows. Keeping the spike tip at a fixed 
location, the body nose fairings were altered.
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2 Geometry and Research Methodology 

2.1 Geometry 

Figure 2 shows the model description with coordinate system. Figure 3 shows the 
photographs of fabricated models of the adopted model configuration with a fixed 
tip sharp spike (FTSS) arrangement. A generic spiked supersonic vehicle’s forebody 
has a main body and a spike. The main body which varies has a fixed base diameter D 
= 15 mm. The spike is a cylindrical rod with a variable spike length to accommodate 
the fixed tip and a fixed diameter of 0.13D with a semi-apex angle of 20°. The 
interchangeable spikes were fitted at the stagnation point. 

L5 
L4 

L3 
L2 

L1 

1.3D 

 D = 15mm (0, 0) c ae d b 

Y 

X 

Fig. 2 Adopted model definition with coordinate system of forebody configuration 

Fig. 3 Photographs of the fabricated model
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The term BX. XX-FTSS is used to identify any configuration. B signifies a blunt 
nose fore body, X.XX gives the value of Sm/D. Here, Sm/D is defined as the ratio 
of semi-major axis to the base diameter (semi-major axis is the distance from body 
nose tip to the body shoulder). Sm/D have been chosen with the step increment of 
0.25 and the configuration becomes B0.00, B0.25, B0.50, B0.75, and B1.00. 

FTSS represents fixed tip location sharp spike. 

2.2 Computation 

Axisymmetric computation has been performed to compute flow field in and around 
the body with different nose cone fairings without and with spike configurations. A 
structured mesh is generated using quadrilateral cells in computations for all config-
urations, and appropriate boundary conditions have been adopted. For the spike and 
forebody, the adiabatic no-slip wall condition was applied. The numerical simulations 
were carried out with the commercially available Fluent flow solver. This solution 
uses a cell-centered finite volume technique to solve Navier–Stokes equations. A 
double-precision turbulent k-omega SST model density-based solver is employed in 
this study. 

2.3 Experiment 

All the tests were done at Mach 2.0 with a Reynolds number of 3.5 × 105 based 
on the body base diameter (D = 15 mm). The supersonic wind tunnel (WT0204) 
is used for all the experiments. This facility is located at Birla Institute of Tech-
nology Mesra Ranchi in the Aerodynamics Lab of Space Engineering and Rocketry 
department. This tunnel gives a 50 mm × 100 mm test section size for the tested 
model. The wind-tunnel system consists of a two axial rotating compressors with 
Compressed Air-refrigerated Dryer system (Model number= D108IN-A), a pressure 
reservoir cylinder, a contoured nozzle for the flow at the desired Mach number, and 
a high-pressure air supply (settling chamber pressure of about 3.2 × 105 N/m2) via  
a pneumatic control valve to the test section. The facility has a NI-DAQ instrumen-
tation system as well as the necessary sensors to actuate the designed Mach number 
at the test section. 

One-component strain-gauge balance was used to quantify axial force on the 
tested model. It has axial specifications of 2 kg, the force balance was calibrated, and 
slope coefficient was determined prior to experiments. 

The flow field and shock wave investigation around the models were examined 
using the Schlieren flow imaging technique, both with and without spikes. The current 
6-inch Z-type Schlieren setup was used for this flow visualization study. The flow 
visualization images were captured using a Basler camera [ACA-1300-60 gc] with
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a resolution of 1280 × 1024 pixels and a maximum frame rate of 60 frames per 
second. The pictures were post-processed using MATLAB. 

3 Validation and Grid Sensitivity 

To ensure the accuracy and reliability of the computations on the chosen geometry, 
a grid validation test was conducted. The purpose of this test was to optimize the 
number of grids used and select a suitable turbulence model for the computations. 
The validation process involved two key aspects: the grid sensitivity test and the 
comparison between the measured Schlieren photograph and the computed density 
gradient. The geometry and flow boundary conditions for the computations were 
selected based on the experimental findings reported by Kalimuthu et al. [15] at a  
Mach number of 6.0. These experimental results served as a reference for validating 
the computational approach. In the grid sensitivity test, different grid resolutions 
were employed to assess their impact on the computed results. 

In the current study, a hemispherical-shaped nose body, referred to as B0.50, was 
employed for validation purposes. To validate the simulations, a hemispherical tip 
aerospike with an L/D ratio of 1.5 was utilized. Grid sensitivity was investigated 
using three different grid resolutions to ensure accurate results. The k-ω turbulence 
model was chosen for the computational simulations. The grids used for the grid 
independence test consisted of a coarse grid, a medium grid, and a fine grid. The 
objective was to determine the level of grid resolution necessary for reliable results. 

Figure 4 illustrates the sensitivity test results and provides a comparison between 
the measured values and the computed values obtained in the present study. The 
comparison reveals good agreement, particularly for the medium grid, which was 
deemed suitable for the subsequent simulations. Based on the satisfactory agreement 
between the measured values and the computations obtained using the medium grid, 
it was selected as the input grid for the present simulations.

In order to validate the computational simulations, a comparison was also made 
between the density gradient contours obtained from the computations and the 
Schlieren photograph. From Fig. 5, it can be observed that there is a favorable agree-
ment between the computational results and the Schlieren photograph. The density 
gradient contours and the Schlieren photograph visually capture the density gradi-
ents and shock wave patterns in the flow. The good agreement between the computed 
density gradient contours and the Schlieren photograph signifies the reliability of the 
computational simulations.
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Fig. 4 Comparison of the 
pressure distribution on the 
hemispherical body with 
spike of L/D = 1.50

Fig. 5 Computed density 
gradient compared to 
measured Schlieren photo 
[15] Present computation 

Reattachment shock Foreshock 

Kalimuthu et al., 2008 

4 Results and Discussion 

For each of the geometries studied, appropriate grids were generated to discretize 
the computational domain. The grid resolution and structure were carefully chosen 
to ensure accurate representation of the flow features and minimize computational 
errors. The grid quality and refinement were validated through comparison with 
experimental data to establish their reliability. 

Figure 6 depicts the comparison between computed density gradient contours and 
Schlieren photographs for different nose cone bodies equipped with the fixed tip loca-
tion sharp spike (FTSS) arrangement. The computed density gradients and Schlieren
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photographs effectively capture the shape and strength of shocks observed in the flow 
field. Both the computational density gradients and the Schlieren photographs accu-
rately represent the formation of oblique shocks, shear layers, recirculation regions, 
and reattachment shocks across all model configurations. The computations success-
fully capture these flow features, matching the observations made in the experimental 
Schlieren photographs. Furthermore, the reduction in the size of the recirculation 
region, resulting from variations in body configurations, is well-captured by both the 
computed density gradients and the measured Schlieren photographs. This demon-
strates the ability of the simulations to accurately capture and reproduce the physical 
phenomena associated with the flow. The agreement between the computed density 
gradients and the experimental Schlieren photographs supports the reliability and 
validity of the computational approach in capturing the complex flow characteristics 
observed in the experiments (Fig. 7). 

The flow characteristics observed over the spiked blunt body can be effectively 
categorized using three key angles: the oblique shock angle (β), the shear layer 
angle (α), and the body shock angle (Θ). These angles provide valuable insights into 
the flow structure and help analyze the aerodynamic behavior of the configuration. 
The oblique shock angle, denoted as β, refers to the angle formed between the 
leading-edge oblique shock wave and the body axis. The shear layer angle (α) is  
characterized as the angle between the shear layer and the axis of the body’s base. 
The body shock angle, denoted as Θ, is the angle formed between the body shock 
wave at a specific location, which intersects the body shoulder, and the body axis. A

a) B0.00-FTSS              b) B0.25-FTSS       c) B0.50-FTSS 

d) B0.75-FTSS              e) B1.00-FTSS   

Fig. 6 Comparison of computed density gradient contour and Schlieren for all the shapes tested
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β = Oblique shock angle 
α = Shear layer angle 

= Bod  y shock ang 

S/Ssh = Shear layer reattachment point 

Fig. 7 Flow characteristics of measured Schlieren photo

thorough examination and analysis of these three angles provide a holistic insight into 
the flow patterns around the different nose cone fairing bodies with spike of different 
L/D ratio, the effects of shockwaves and shear layers on the object, and the resultant 
aerodynamic attributes. These angles serve as essential parameters for quantifying 
and interpreting the flow features over the spiked blunt body configuration. 

Table 1 provides the measured and computed values of the angles and impinge-
ment points for all the model configurations, obtained from both experimental obser-
vations and computational simulations. These values are further visualized in Fig. 8, 
where a plot illustrates the trends and relationships between these parameters. As 
the Sm/D (semi-major axis is the distance from body nose tip to the body shoulder) 
ratio increases, a notable trend is observed: the shock impingement point gradually 
moves closer to the body’s nose tip. This shift in the impingement point effectively 
reduces the shear layer angle in relation to the body shock angle.

Figure 9 illustrates the pressure distribution along the surface of different config-
urations. The distribution of static pressure (P) on the body surface is normalized by 
the freestream pressure (P∞). The parameter S/Ssh, where S is the distance along the 
body surface and Ssh is the reference length, is used to indicate the location along 
the body. The plot begins at the nose tip, where S/Ssh = 0, and as we move along the 
body, this parameter progressively increases. The pressure distribution is depicted 
by the variation of normalized static pressure along the body surface. The pressure 
distribution plot provides valuable insights into the aerodynamic characteristics of 
the body and helps to identify regions of high and low pressure along the surface. It 
aids in understanding the pressure variations experienced by the body, which play
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Table 1 Computed and measured oblique shock, shear layer, and body shock angle for fixed tip 
location sharp spike 

Model config Computed angles (in 
degree) 

Measured angles (in degree) S/Ssh (comp.) 

β α Θ β α Θ

B0.00-FTSS 39.6 21 60 40.76 22 60 0.973 

B0.25-FTSS 39 19.2 58 39.6 21 57 0.734 

B0.50-FTSS 39.5 19 50 39 19.25 49.06 0.499 

B0.75-FTSS 39 18.4 45 40 17.8 45 0.386 

B1.00-FTSS 39.6 15 45 39.8 16 44.5 0.233 

Fig. 8 Variation in shear 
layer angle and body shock 
angle with fixed tip location 
sharp spike of different L/Ds

a crucial role in determining the forces and aerodynamic behavior of the configura-
tions under consideration. The presented figure truncates the S/Ssh parameter until 
1.5, as beyond that point, no significant differences in the pressure distribution are 
observed. This truncation enables a more focused analysis of the relevant regions.

For all model configurations, the maximum pressure on the body surface occurs 
at the shear layer reattachment point. This location corresponds to the formation of a 
strong bow shock at the body shoulder. The peak pressure is significantly affected by 
the changes in the model configuration, demonstrating a decrease as the configuration 
is altered. The peak pressure on the surface of the blunt body reflects the influence of 
shock strength. As the shock strength diminishes, the pressure decreases. Notably, the 
shock strength decreases with an increase in the Sm/D ratio, resulting in a reduction 
in the peak pressure observed on the surface. These observations highlight the rela-
tionship between the model configuration, shock strength, and the resultant pressure 
distribution along the body surface. The changes in peak pressure provide insights 
into the aerodynamic behavior and the impact of the different model configurations 
on the pressure distribution, aiding in the optimization of design and performance 
considerations.
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B0.00-FTSS 

B0.25-FTSS 

B0.50-FTSS 
B0.75-FTSS 

B1.00-FTSS 

Fig. 9 Computed pressure distribution for fixed tip location sharp spike of different nose cone 
bodies

The streamline could be employed at supersonic speeds to analyze the flow field 
around the spiked body. The streamline over the fore body with varying nose cone 
fairings is shown in Fig. 10. Figure 10 depicts a zone of counter rotating flow in 
front of the forebody that varies with bodies and is separated by all spikes. Figure 10 
depicts the primary structure of the flow field surrounding the spiked body and 
depicts the streamline of flow. In the case of B0.00, one vortex forms which is 
large in size in the recirculation zone and this vortex has a major interaction with 
the forebody. As the nose fairing increases, the recirculation area reduces which is 
represented by calculating the recirculation volume. In the recirculation area, only 
one vortex emerges in all cases, but all have intense contact with the forebody; 
however, the size of the vortex is larger in B0.00 than all model configurations, 
forming a large separation bubble on the face of the forebodies. As a result, B0.00 
has a more significant rate of drag reduction than any other configuration.

Figure 11 represents the chart of recirculation volume and percentage of drag 
reduction for the spiked body with different nose cone fairings. The recirculation 
volume is normalized with the recirculation volume of flat model configuration. 
From the figure, it is observed that maximum percentage of drag reduction 64.6% 
is obtained for Sm/D = 0.0, which is having the maximum volume of recircula-
tion regions. As the Sm/D ratio increases, the volume of recirculation regions starts 
to decrease in size which also corresponds to similar drop in drag. Hence, a rela-
tion could be developed between the drag reduction rate and the volume of the 
recirculation region.

The drag force is measured using a one-component force balance and computed 
using axisymmetric computation for every model configuration. 

The results of the computed value and measured value of drag force for all model 
configurations are shown in Fig. 12. The figure shows that the drag coefficient 
decreases steadily without a spike as the Sm/D ratio rises, which is consistent in both
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VB0.00 a) VB0.00 = Volume of recirculation region of B0.00 
b) VB0.25 = Volume of recirculation region of B0.25 
c) VB0.50 = Volume of recirculation region of B0.50 
d) VB0.75 = Volume of recirculation region of B0.75 
e) VB1.00 = Volume of recirculation region of B1.00 a B0.00-FT 

b) B0.25-FTSS 

c) B0.50-FTSS 

d) B0.75-FTSS 

e) B1.00-FTSS 

VB0.25 

VB0.50 

VB0.75 

VB1.00 

Fig. 10 Streamline along the different bodies of fixed tip location sharp spike

Fig. 11 Variation in volume 
of recirculation region and 
percentage of drag reduction 
with fixed tip location sharp 
spiked body

experimental and computational methods. The addition of spikes further reduces the 
drag force. For the body configuration of B0.00, the fixed tip location sharp spike 
achieves almost similar values for all the bodies under consideration. This shows that 
the presence of recirculation dead air region/volume and the alternate body presence 
contributes to the same reduction in absolute value of drag.
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Fig. 12 Comparisons of 
computed Cd and measured 
Cd for the fixed tip location 
sharp spike 

BX. XX-FTSS 

BX. XX-WS 

5 Conclusions 

Experiments and computations were made at Mach number of 2.0 for various nose 
fairings of blunt bodies with a sharp spike having its tip fixed at a location. As the 
Sm/D (semi-major axis is the distance from body nose tip to the body shoulder) ratio 
increases, a notable trend is observed: the shock impingement point gradually moves 
closer to the body’s nose tip. This shift in the impingement point effectively reduces 
the shear layer angle in relation to the body shock angle. The tests revealed that the 
absolute drag does not vary for all the configurations. 
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Nomenclature 

P Static pressure (N/m2) 
P∞ Freestream pressure 
B Nose cone fairing (mm) 
S Distance along the surface from hemispherical body tip (mm) 
Sm Projected distance of nose tip from body shoulder (mm) 
D X.XX Body base diameter, Value of Sm/D (mm) 
CD Drag coefficient
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Pressure Drop Prediction Using CFD 
for a Launch Vehicle Payload Fairing 
Separation Ground Test 

Ankur Nagpal and G. Vidya 

Abstract Payload fairing (PLF) separation during launch vehicle ascent is necessi-
tated after atmospheric effects cease to exist. Performance evaluation of separation 
system design requires a full-scale functional ground test, where pressure drop occur-
ring due to sudden movement plays an important role in prediction of fairing trajec-
tory. Unsteady Euler CFD simulations are carried out in ANSYS Fluent to understand 
pressure drop occurring inside PLF. Factors affecting the pressure drop such as pres-
ence of satellite, peak velocity, initial gap, nose opening rate and simulation of actual 
joint are studied and their effects are brought out. 

Keywords PLF separation · Pressure drop · CFD 

Nomenclature 

L Height of PLF 
D Diameter of PLF 
PPLF Pressure inside PLF 
PAMB Ambient pressure 
PD Pressure drop 
V Velocity of PLF 
T Time
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1 Introduction 

A launch vehicle payload fairing (PLF) safeguards the payload from aerodynamic 
and aerothermal effects during the ascent flight. The separation of fairing is neces-
sitated by mission requirements when the atmospheric effects cease to exist. Clean 
and collision-free separation of fairing halves is essential for the mission success of a 
launch vehicle. Separation mechanisms in PLF halves may consist of pre-compressed 
springs or pyrotechnic zip chords depending upon the system configuration. The 
development of a new launcher requires a successful demonstration of the PLF 
separation system. 

The separation tests may be conducted in a large vacuum chamber with a full-
scale PLF model [1], thereby requiring the availability of an appropriate facility 
and considerable expenditure. In contrast, the Indian launcher’s PLF separation tests 
are performed in air [2–4] by taking into account the aerodynamic effects. Pressure 
drop resulting from sudden relative movement between the two PLF halves can 
alter the separation dynamics predictions significantly. The accurate prediction of 
pressure drop, during PLF separation test in air, is essential for separation dynamics 
prediction [5] and hence is ensuring a successful functional ground test. Internal 
pressure measurement during the ground test in air providing the pressure drop 
inside PLF and aerodynamic force acting on moving body are important parameters 
for prediction of fairing trajectory [6]. 

Figure 1 shows the schematic of test setup. L/D for the PLF under study is ~2. 
The present study shows CFD computations employing overset meshing approach 
in ANSYS Fluent for simulation of moving halves. Pressure drop is predicted consid-
ering a typical lateral velocity and nose opening rate profile. Further understanding 
is developed by simulating the conditions affecting the pressure drop predictions like 
presence of internals, peak velocity, initial gap, nose opening rate and movement of 
two halves without developing a gap for initial movement. The last condition simu-
lates the actual joint between two halves and will be discussed in later sections. All 
the conditions simulated have helped in better understanding the correlation between 
predicted and measured pressure drops.

2 Computational Approach 

2.1 Computational Mesh 

Overset meshing approach has been used to simulate relative motion between two 
bodies. Symmetric half of the domain is simulated with one half of PLF moving 
with respect to stationary parts like dummy satellite and other internals. Unstructured 
meshing with prism layers has been carried out using ANSYS workbench meshing. 
Moving body, i.e. PLF is in the foreground mesh as shown in Fig. 2a having 9.2 
million cells. The coordinate system along with origin is shown in Fig. 2a. The test
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Fig. 1 Schematic of test 
setup for PLF testing at 
ground

bay size is 10D*10D*15.75D as shown in Fig. 2b, which is the domain size for 
background mesh having 21.3 million cells, and the zoomed view also shows the 
internal elements like dummy satellite, etc. Figure 2c shows the mesh after overset 
operation. An initial gap of 0.0055D is considered between symmetry plane and one 
half of PLF. This was initially thought to be necessary while using overset meshing. 
The choice of initial gap was also based on relevant hardware dimensions. The effect 
of this gap on pressure drop prediction is discussed in later part of this paper.

2.2 Solver 

Unsteady Euler equations are solved on overset meshes in ANSYS Fluent software 
by employing dual-time stepping approach. The PLF is given a predefined velocity 
profile for movement, and time-accurate solution is obtained. The simulation duration 
is 100 ms (milliseconds) as per the time of interest for intended phenomenon to be 
studied. Time step has been chosen as 0.1 ms with 20 inner loop iterations based on 
timestep convergence study carried out. Figure 3 shows the inner loop iteration fall 
for the simulation carried out, and it is seen that more than five orders of magnitude 
fall take place in each time step. Figure 4 shows the magnitude of X-Force acting 
on one half of PLF for a typical velocity profile for time step 0.05 ms and 0.1 ms. 
Though this paper discusses pressure drop occurring inside the PLF, for timestep 
convergence force data is shown as this is also very important for the separation 
dynamic study.



814 A. Nagpal and G. Vidya

Fig. 2 Domain and computational mesh a foreground mesh b background mesh c after overset 
operation

Fig. 3 Inner loop iteration 
convergence

2.3 Velocity Profile 

Velocity profile is an output of separation dynamics analysis [5] after a few iterations 
while also using pressure drop predictions from CFD. In the first iteration, velocity 
profile is computed in separation dynamics analysis without considering any pressure 
drop. With the first iteration velocity profile, CFD analysis is carried out to predict 
pressure drop. This procedure is repeated till a converged velocity profile is achieved. 

Figure 5 shows a typical first iteration velocity profile without pressure drop and 
a converged velocity profile with pressure drop. Converged velocity profile with 
pressure drop is used for CFD analysis presented in this paper. Peak velocity Vmax
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Fig. 4 Timestep 
convergence for force in 
x-direction on PLF half

Fig. 5 Velocity profile of 
PLF 

occurs at ~5 ms after separation. It is to be noted that acceleration is sudden due 
to the impulse provided by the separation system. The velocity drops after Vmax 

due to aerodynamic effects, which are governed by transient phenomena due to 
sudden depressurization. After 40 ms, the velocity is nearly constant due to negligible 
aerodynamic forces acting on the PLF. 

3 Results and Discussion 

The pressure drop occurring due to sudden depressurization will be discussed in 
this section. For the baseline case corresponding to 0.0055D initial gap and velocity 
profile shown in Fig. 5, the results are discussed in the baseline subsection. In subse-
quent subsections, the pressure drop for effect of presence of internals, peak velocity, 
initial gap, nose opening rate and actual joint simulation.
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3.1 Baseline Case 

Pressure on the inner wall of PLF is monitored on a generator along the height. For 
better understanding, pressure drop, i.e. after adjusting ambient pressure [–(PPLF– 
Pamb)], is analysed. Along the height, the peak pressure drop occurs at Y = −0.91D 
and the time history of pressure drop at that location is plotted in Fig. 6. The peak 
pressure drop PD1 occurs at 7 ms and pressure is recovered soon hence overshooting 
to (–ve)PD2 at 20 ms. Sudden depressurization leads to a pressure drop P1 in this  
case. However, as the gap between two halves increases due to relative movement, 
the communication with ambient is stronger. Also, as the pressure difference is large 
between ambient and inside, PLF gets filled, showing as pressure increase beyond 
7 ms up to 20 ms. Pressure contour of (PPLF–Pamb) at 7 ms is plotted in Fig. 7. The  
whole process can also be understood in terms of compression and expansion waves. 
In Fig. 7, we can see the compression wave travelling outwards. It is to be noted that 
the differential pressure across the PLF is the cause of aerodynamic forces acting. 
At 7 ms, as shown in Fig. 7, the force in X- direction is going to be negative hence 
opposing the movement of PLF. Similarly, at 20 ms, the force is positive and hence 
aiding the movement. The accurate prediction of instant 2 also has an important role 
in further separation analysis. 

Figures 8 and 9 show the pressure drop axial profile evolution with time. Y /D 
= 0 corresponds to nose of the PLF. It is observed that peak pressure drop for the 
baseline case occurs at 7 ms, which is after the peak velocity instant. The location of 
peak pressure drop is at 0.91D from nose. The axial profile looks flat up to 3–4 ms, 
beyond which a distinct maxima is visible in pressure drop. The axial location of 
pressure drop maxima seems to shift away from nose for time 5 ms to 9 ms.

This shows that the depressurization is stronger in the nose region. This could be 
possibly due to lower volume in the nose region as compared to cylindrical region.

Fig. 6 Time history of pressure drop at y = −0.91D
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Fig. 7 Pressure contour at 
peak pressure drop instant

Fig. 8 Pressure drop axial profile evolution up to 7 ms

The depressurization due to sudden movement and filling due to gap creation are 
simultaneous countering processes. However, it is observed that filling effect domi-
nates at later instants, as the gap between two halves develops along with pressure 
drop. Also, in the baseline case, the bottom of PLF is partially blocked by internal 
elements, hence offering blockage for the filling process. For time > 9 ms, it is 
observed that filling process in the cylindrical region of PLF dominates and hence 
leads to lowest pressure drop in the cylindrical portion up to 12 ms. Higher filling in 
cylindrical portion is attributed to larger gap area owing to large circumference.
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Fig. 9 Pressure drop axial profile evolution from 5 to 12 ms

3.2 Effect of Internal Elements 

The effect of internal elements such as satellite modelling on the predictions is studied 
on the pressure and force acting in X direction. Figure 10 shows the pressure contour 
at peak pressure drop instant for PLF alone. In this case, the initial internal volume 
is more than baseline case which would lead to lower pressure drop. However, the 
bottom portion is fully communicating to ambient unlike the baseline case, and hence, 
the filling effect would be different. Pressure data for this particular simulation was 
not saved like other cases, so comparison of X-force is shown in Fig. 11. The peak 
force at instant 1 is lower by ~5% than baseline case corroborating with lower pressure 
drop. However, at instant 2, there are changes in the profile as well as the magnitude 
of force. The filling process happens much faster in this case due to larger opening 
area. The magnitude of force aiding the separation is higher in this case. This analysis 
shows that PLF-alone simulations give a lower suction force and higher aiding force, 
which would not be a conservative scenario for separation studies. Hence, modelling 
of internal elements is essential for carrying out this type of study.

3.3 Effect of Peak Velocity Increase 

The velocity profile shown in Fig. 5 is scaled up in Y-axis by factors 1.1 and 1.2 for 
10% and 20% increase in peak velocity, respectively. The results of simulations in 
terms of pressure drop are shown in Fig. 12. For factor 1.1, 8.6% increase in peak 
pressure drop is observed, and for factor 1.2, 17% increase is observed. The pressure 
drop linearly increases with peak velocity magnitude for a given velocity profile.
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Fig. 10 Pressure contour at 
peak pressure drop instant 
for PLF alone 

Fig. 11 Effect of internal on force acting on PLF half

3.4 Effect of Nose Opening Rate 

Baseline case discussed in Sect. 3.1 brings out pressure drop for parallel separation. 
Along with separation velocity, nose opening rotation rate is also used as an input. 
The opening rate is peaking at ~90°/s at peak velocity instant. The effect of including 
nose opening rate in simulations is shown in Fig. 13. Six % increase in peak pressure 
drop is observed by including the opening rate.
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Fig. 12 Effect of peak velocity increase on pressure drop

Fig. 13 Effect of nose opening rate on pressure drop 

3.5 Effect of Initial Gap 

Initial gap, i.e. gap at T = 0 between two halves, also influences pressure drop predic-
tion. In the baseline case, the gap is 0.0055D, which is further halved to 0.00275D in 
order to study the sensitivity. Figure 14 shows the pressure drop for the cases studied. 
With a reduced initial gap, 2.75% increase in pressure drop is observed.
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Fig. 14 Effect of initial gap on pressure drop 

3.6 Effect of Actual Joint Simulation 

Two halves of PLF are connected like a tongue and groove joint running through 
the length of PLF. After initiation of separation, for the initial movement of around 
0.01D for one half, there is no physical gap between two halves. This means that 
sudden depressurization is taking place without development of a physical gap. This 
is simulated by suitably modifying the grid so as to capture the physical phenomena. 
Figure 15 shows the effect of actual joint simulation on pressure drop. About 19.2% 
increase in pressure drop is observed as compared to a case with initial gap. Also, the 
time instant of peak pressure drop is delayed, which could be due to delayed filling 
initiation.
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Fig. 15 Effect of actual joint simulation on pressure drop 

4 Conclusion 

Pressure drop prediction for PLF separation test at ground is carried out by unsteady 
Euler CFD simulations using ANSYS Fluent. For the baseline case, time history of 
pressure is analysed for peak pressure drop and recovery which leads to aerodynamic 
forces affecting the movement of PLF. The physical phenomena of sudden depres-
surization and filling are explained for the pressure drop temporal profile observed. 
The axial pressure drop profile evolution indicates depressurization effect being more 
dominant in the nose region and filling effect more dominant in the cylindrical region. 
Further, sensitivity to parameters like presence of internals, peak velocity increase, 
nose opening rate, initial gap and actual joint simulation is brought out. Presence of 
internal elements increases the peak force magnitude by ~5%. Peak velocity increase 
of 10% leads to 8.6% increase in pressure drop and increase of 20% velocity leads to 
17% increase in pressure drop. Inclusion of nose opening rate results in 6% higher 
pressure drop prediction. Reduction of gap from 0.0055D to 0.00275D leads to 2.5% 
higher pressure drop. Simulation of actual gap results in 19.2% higher pressure 
drop. Velocity and actual joint simulation have strong dependence on pressure drop 
predictions. 
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Effect of Upstream Energy Deposition 
Rate on Flow Characteristics 
of a Scramjet Engine 

Amrita Pathak, Pranjal Khare, Ali Jraisheh, and Vinayak Kulkarni 

Abstract The concept of energy deposition method to reduce flow spillage at intake 
and as a means of deflecting upstream flow into a high compression intake of a 
Scramjet vehicle at off-design Mach numbers of 5 and 4.5 was explored using Compu-
tational Fluid Dynamics (CFD). An in-house developed two-dimensional inviscid 
CFD solver was used to conduct the studies. The Immersed Boundary Method for 
boundary reconstruction has been incorporated in the Finite Volume method, which 
makes the process of generating grids for complex geometries easier. The studies 
have been carried out based on two different locations for depositing the energy and 
two different energy strengths of 10 and 30 MW/m3. The performance was assessed 
in terms of intake mass flow ratio and pressure recovery factor. 

Keywords Scramjet intake · Energy deposition · Unstart phenomena · AUSM ·
Immersed boundary method 

1 Introduction 

To achieve sustained hypersonic flight, the significance of the Scramjet engine is real-
ized worldwide. In a Scramjet, the function of the intake is to compress the upstream 
incoming air and supply adequate mass of air to the combustor at a supersonic Mach 
number. Thus, the design of the air intake becomes crucial for a successful operation 
of the entire engine. 

The ideal geometric condition for the Scramjet intake is shock-on-lip (SOL). This 
allows for the oblique shocks generated by the ramps to converge at the cowl lip and 
reflect the single converged shock into the isolator, but the SOL condition is not 
satisfied for Mach numbers greater or lower than the designed value, as shock angles
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depend on the flight Mach number. Mostly, intakes are designed for the highest 
anticipated Mach number in a hypersonic air breathing flight, so for Mach number 
less than the designed value, flow spillage occurs and air mass capture reduces along 
with the total pressure recovery at the isolator exit. Moreover, in worst-case scenarios, 
these losses could lead to an unfavorable phenomenon, i.e., ‘unstart’ [1–3], which 
refers to the expulsion of the flow from the inlet, which in extreme cases, can even 
stall the engine. 

To control these losses, there have been various studies on variable geometry 
intakes like rotating the cowl or ramp [1], transitional cowl systems [4] which 
work by changing the contraction ratio and extending the operational Mach number 
range. There has been some study regarding implementing a variable geometry cowl 
sidewall control technique [5] which can be employed to enhance the performance 
characteristics of the Scramjet at off-design flow conditions. However, the variable 
mechanical geometric systems would be heavier and will also add complexity in 
manufacturing them and controlling at hypersonic speed. 

In recent years, method of energy addition has come up as a widely used tech-
nique to reduce drag in supersonic vehicles [6, 7]. It is also adopted as an alterna-
tive approach which can optimize Scramjet inlets by modifying flow field around 
inlets through energy deposition [8]. The work by Macharet et al. [8] has given the 
optimal place for energy addition that is near the intersection of the ramp shock with 
the forward prolongation of the cowl line, but all these works are done on lower 
compression ratio inlets with only external compression. Therefore, in this article, 
we have studied the effect of energy deposition for different energy strengths and 
locations on mixed compression geometry with high compression ratio. Details on 
the numerical methodology are provided in the following section. 

2 Methodology 

A. Governing Equations 

Governing conservation laws for the current study are the compressible form of 
two-dimensional Navier–Stokes equations, which can be written collectively in the 
following format: 

∂U 
∂t 

+ 
∂ FI 

∂x 
+ 

∂ GI 

∂y 
+ 

∂ FV 

∂ x 
+ 

∂ GV 

∂y 
= 0 (1)  
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⎡ 

⎢⎢⎣ 

ρ 
ρu 
ρv 
ρ E 
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⎥⎥⎥⎦



Effect of Upstream Energy Deposition Rate on Flow Characteristics … 827

In the above equations, the conserved variables (mass, momentum and energy) 
is given by the vector, U ; the inviscid fluxes are represented by FI and GI in the x 
and y directions, respectively. By assuming the fluid to behave like a perfect gas, the 
equation of state is taken into account, and thus, this closes the system of equations. 
The equation of state is given by, 

p = ρ RT , where the symbols p, ρ, and T refer to pressure, density, and 
temperature, respectively, whereas R refers to gas constant. 

B. Finite Volume Method 

The semi-discrete form of the governing conservation laws can be written as, 

dU i 

dt 
= −  

1

�i

∑
J ∈i 

H⊥J �SJ − αSi = R
(
U i

)
(2) 

Here, summation is over all faces of the cell i and term R
(
U i

)
is referred to as the 

residual term. Here, H⊥ collectively shows the normal components of the convective 
fluxes (FI , GI ) at the cell faces. The convective fluxes have been evaluated by 
using the AUSM scheme [9]. As part of convective flux scheme, a second-order 
accurate reconstruction of flow properties has also been implemented along with 
Venkatkrishnan limiter [10]. Temporal discretization is achieved using a five-stage 
Runge–Kutta scheme. 

C. Immersed Boundary Method 

The Immersed Boundary Method (IBM) presented in this article is based on the 
concept of using a computational domain in the form of a background mesh, over 
which the body of the solid is superimposed. Contrary to traditional CFD solvers, this 
approach leads to a non-conformal mesh, i.e., the mesh not conforming to the solid 
body’s shape. Particular challenge in this method is the method of transmitting the 
wall boundary conditions onto the background mesh. The IBM approach presented 
here is similar to the method of Ghias et al. [11]. In this approach, solid, fluid, and 
ghost cells are classified by their cell centers, where solid cells have their centers 
inside solid boundaries and fluid cells have their centers outside solid boundaries. 
It is then determined that ghost cells are the solid cells that lie in a Finite Volume 
stencil of a fluid cell. Afterward, the ghost cells’ image points are found by reflecting 
the ghost cell centers around the solid boundary. Then, a bilinear interpolation is 
adopted to interpolate the values at the image points. Finally, the ghost cell values 
are evaluated from the image point by enforcing the boundary condition at the body 
intercept along the line from image point to ghost cell center. Implementing this 
method enables to superimpose a solid boundary over an existing domain, making it 
particularly useful when dealing with complex geometries.
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3 Computational Details 

A. Computational Domain 

The Scramjet intake geometry is based on the experimental setup used by Devaraj 
et al. [2] with a design Mach number of 6. The mixed compression intake consists 
of two external ramps inclined at 10.7° and at 25.6° from horizontal followed by 
an expansion ramp which is followed by a constant area isolator having height of 
6.2 mm and also an internal compression cowl inclined from horizontal at 11.4° 
The detailed geometry is provided in Fig. 1, and relevant dimensions are provided 
in Table 1. All the simulations are carried out at Mach 6, with a freestream total 
pressure and a freestream total temperature of 7.55 bar and 423.80 K, respectively, 
and an angle of attack of 0° To analyze the effect of adding energy hot spots at the 
upstream of the intake, two locations, viz. location 1 and location 2, were considered. 
Location 1 is situated at a distance of 15 mm upstream horizontally and vertically 
at same level as that of the cowl tip as shown by a yellow circle in Fig. 1, whereas 
location 2 is situated at a distance of 15 mm upstream and vertically 2 mm above of 
location 1, as shown by a red circle in Fig. 1. 

B. Implementation of Boundary Conditions 

The implemented boundary conditions are discussed as follows:

Fig. 1 Schematic of the Scramjet inlet model displaying the locations of energy hot spots 

Table 1 Geometric parameters of Scramjet model 

L1 L2 L3 L4 L5 

68.3 mm 106.7 mm 180 mm 10.7 mm 34.4 mm 

L6 H α1 α2 α3 

76.97 mm 6.2 mm 14.9 10.7° 11.4° 
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Fig. 2 Computed 
normalized cowl surface 
pressures on different grids 
with experimental results of 
Devaraj et al. [2] 

(1) Supersonic inlet and outlet: The primitive variables are fixed to their freestream 
values for supersonic inlet, while all variables are extrapolated from the interior 
cells adjacent to the boundary faces for supersonic outlet. 

(2) No-slip walls: The no-slip boundary condition is imposed by setting the normal 
and tangential velocities at the surface to zero. A constant temperature is used 
for isothermal walls, while a zero gradient is used for adiabatic walls. 

(3) Inviscid wall or symmetry boundary: To achieve impermeable wall boundary 
condition, the normal component of velocity is set to zero. 

C. Grid Independence Test and Solver Validation 

In order to study the effect of grid resolution on the computed results and to ensure 
the independence of the generated results with respect to the number of grid cells, a 
grid independent test was carried out for three grids with different resolutions, i.e., 
(coarse, medium, and fine), having 86,531, 108,869, and 142,229 number of cells, 
respectively. The cowl side surface pressures are plotted for the different grids as 
shown in Fig. 2. It can be noted that the results do not vary as grid is refined from 
medium to fine. Hence, the medium size grid is selected for all the computations as 
shown in Fig. 3. For validation of the in-house solver, the numerical results of the 
surface pressures at cowl side are compared with the experimental results of Devaraj 
et al. [2] as shown in Fig. 2, which are found to be in good agreement.

4 Results and Discussion 

This section illustrates the flow characteristics at the intake, classifying it into two 
categories, i.e., with and without the addition of energy hot spots’ upstream of 
the intake at different Mach numbers. The freestream conditions are mentioned in 
Table 2.
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Fig. 3 Grid for computational domain with boundary conditions

Table 2 Freestream 
parameters used in 
simulations 

M∞ 4.5 5 

P0∞ 7.55 bar 7.55 bar 

T0∞ 423.8 K 423.8 K 

The flow is compared for the two conditions, i.e., with and without energy addi-
tion by using two performance parameters, namely, mass capture ratio and pressure 
recovery factor, as displayed in Eq. 3. Here, mass capture ratio (φm) is defined as 
the ratio of actual amount of mass entering the Scramjet intake to the mass that 
ideally should enter inside Scramjet inlet which is coming from far field. The pres-
sure recovery factor

(
πp

)
is defined as the ratio of the pressure at isolator exit to the 

freestream pressure. 

φm = 
ṁc 

ṁ∞ 
; πp = 

Piso 
P∞ 

(3) 

A. Without Energy Addition 

The flow fields at Mach numbers 5 and 4.5 are shown in Fig. 4 in the form of density 
Schlieren images and the corresponding pressure contours are displayed in Fig. 7. 
It can be observed that in both Mach 5 and Mach 4.5, the external ramp shocks are 
slightly away from the cowl tip, i.e., not satisfying shock-on-lip (SOL) condition 
which leads to mass spillage from the intake and also causes less pressure recovery 
at the isolator exit. Here, at M∞ = 5, (φm) = 0.874 and

(
πp

) = 0.536, whereas at 
M∞ = 4.5, (φm) = 0.781 and

(
πp

) = 0.629. Thus, it can be said that with decrease 
in free stream Mach number, mass spillage is seen to increase as the shock moves 
away from the cowl tip; however, the pressure recovery is also seen to increase. Mach
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Fig. 4 Numerical Schlieren 
images of flow field without 
energy deposition at different 
Mach numbers 

(a) 

(b)

number and temperature contours of the flow fields are presented in Fig. 5 and Fig. 6, 
respectively (Fig. 7). 

B. With Energy Addition 

With the introduction of energy upstream of the intake entrance, it can be observed 
that a parabolic shock is formed that deflects the upstream flow into the inlet. As 
a result, it is expected that greater air mass flow and less spillage can be achieved, 
especially at off design Mach numbers where the shock-on-lip (SOL) condition is 
not satisfied.

1 Effect of energy strength: To understand the effect of energy strengths on the 
flow field, two different amounts of energies (10 and 30 MW/m3) were added 
over a spherical zone of radius 1mm at location 1 for M∞ = 5, as shown in 
Fig. 8 in the form of density Schlieren images. In both the cases, formation of a 
parabolic shock is clearly visible, and as a result of its interaction with the ramp 
compression shock, more flow deflection inside the Scramjet inlet as compared
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Fig. 5 Mach number 
contours of flow field 
without energy deposition

(a) 

(b) 

to Fig. 4a. can be clearly seen. From the pressure contours in Fig. 9, it can be 
deduced that the strength of shock due to energy addition in 10MW/m3 is less 
than that of 30MW/m3; as a consequence, more flow is diverted toward the 
intake. This can be concluded by the mass capture ratio as well, at 10 MW/m3, 
(φm) = 0.896, and

(
πp

) = 0.549, whereas at 30 MW/m3, (φm) = 0.917, and(
πp

) = 0.531. . However, the pressure recovery factor reduces. This is because 
air expands due to high energy deposition that affects the stagnation pressure at 
the throat. Also, the function of inlet is to provide compressed air to combustor; 
therefore, the expansion is an adverse factor. Moreover, as seen in temperature 
contour (Fig. 10), higher energy deposition results in higher temperatures near 
the cowl, which can result in wearing out of the cowl. Therefore, in the following 
section, we will study the effect of energy deposition at a location above the cowl.

2 Effect of energy deposition location: To study the effect of energy location, 
30MW/m3 of energy was deposited at both the locations (1 and 2) for M∞ = 4.5. 
Density Schlieren images of the resultant flow field can be seen in Fig. 11 and
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Fig. 6 Temperature 
contours of flow field 
without energy deposition

(a) 

(b) 

the corresponding pressure contours are shown in Fig. 12. The distinct difference 
in shock interaction pattern near the ramp shoulder is noticeable for the different 
energy deposition locations. The shock formed by the energy hot spot at location 
2 interacts with external shocks almost at the cowl tip level and thus deflects more 
mass of air inside the isolator than the case when energy is added at location 1, 
in which the shock interaction zone is below the cowl level. Here, at location 1, 
φm = 0.814 and πp = 0.637, whereas, at location 2, φm = 0.825 and πp = 0.668. 
Thus, it can be said that with shifting the energy deposition location vertically 
upward, mass capture is seen to increase. Also, the adverse effect of high strength 
energy on pressure recovery factor is controlled and it is seen to increase.

Thus, taking the above points in consideration, the location for energy deposition 
is preferred to be above the cowl level, so that heated expanded air would miss the 
inlet, allowing cold and compressed to deflect into the inlet. This will also help in 
protection of the cowl from wearing out.



834 A. Pathak et al.

Fig. 7 Pressure contours of 
flow field without energy 
deposition at different Mach 
numbers

(a) 

(b) 

5 Conclusions 

This paper brings forward energy addition as an active flow control method for high 
compression hypersonic inlets at off-design conditions. The effects of the amount of 
energy deposited at two different locations were investigated based on two perfor-
mance parameters. The results of the studies show that depositing energy always 
led to increase in mass capture ratio; however, the same cannot be said for pressure 
recovery factor. 

At M∞ = 5, introducing energy deposition, a maximum increment of φm and πp 

was achieved by 4.86% and 2.26%, respectively. Also, at M∞ = 4.5, the maximum 
change in the values of φm and πp was found to be 5.82% and 6.05%, respectively, 
as compared to without energy addition. It is also noted that the addition of energy 
above the cowl tip level showed better mass flow ratio than that at the cowl tip level.
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Fig. 8 Numerical Schlieren 
images at M∞ = 5 with 
different energy deposition 
strengths at location 1

(a) energy deposition 

(b) energy deposition 
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Fig. 9 Pressure contours at 
M∞ = 5 with different 
energy deposition strengths 
at location 1

(a) energy deposition 

(b) energy deposition 
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Fig. 10 Temperature 
contours at M∞ = 5 with 
different energy deposition 
strengths at location 1

(a) energy deposition 

(b) energy deposition 
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Fig. 11 Numerical 
Schlieren images at 
M∞ = 4.5, With 30 MW/  
m3 energy deposition at 
different locations

(a) energy deposition at location 2 

(b) energy deposition at location 1 
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Fig. 12 Pressure contours at 
M∞ = 4.5, With 30 MW/  
m3 energy deposition at 
different locations

(a) energy deposition at location 2 

(b) energy deposition at location 1 

Nomenclature 

A∞ Area at far field [mm2] 
Ac Area at Scramjet inlet [mm2] 
Ae Area at isolator exit [mm2] 
α Angle (°) 
L Length [mm] 
H Isolator height [mm] 
u Velocity in x direction [m/s] 
v Velocity in y direction [m/s] 
E Energy [J] 
M Mach number 
∞ Free stream conditions
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Effect of Geometric Parameters 
on Steady-State Supersonic Film Cooling 
of the Basic Conical Rocket Nozzle 

V. M. Rahul and N. Gnanasekaran 

Abstract The current study proposes simulation results of supersonic film cooling 
of rocket nozzle by varying the geometric parameters. The study reveals that as 
the width of the injector opening for coolant injection was altered, the temperature 
variation trend near the walls differed based on the extent to which the width was 
increased or decreased. The results captured are shown in upcoming sections of this 
work. The second parameter varied was the angle of injection, where the variation 
of the cooling temperature after the injection point and the turbulence variation as a 
function of axial length were mainly focused. The temperature, turbulence, pressure, 
and density variation are also shown by varying the above parameters as a function 
of the axial length of the nozzle. The fluid used for primary and secondary flows 
was the air with different inlet and outlet pressures and temperatures as boundary 
conditions. 

Keywords Supersonic film cooling · Injector · Rocket nozzle · Primary and 
secondary flows · Boundary conditions 

1 Introduction 

The high-temperature mainstream (primary) flow in the diverging region of the nozzle 
at supersonic speed can be effectively cooled by a secondary flow called the film 
cooling injected through the injectors. The primary flow (mainstream) at a very 
high temperature can interact with the nozzle material, and these high temperatures 
can damage them. Hence, it is necessary to cool down the flow near the solid– 
fluid interface in the nozzle and mainstream. Cooling methods for rocket nozzles 
can be achieved by various means, such as ablative cooling, regenerative cooling,
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radiative cooling, film cooling. But this study focuses on supersonic film cooling. 
Other parameters, along with temperature, are also analyzed in this work, such as 
turbulence, density, and pressure variations near the fluid–solid interface region of 
the nozzle. Since the main focus is on cooling, the temperature is the parameter that 
will look upon, and the cooling efficiency, also called the “Effectiveness” of film 
cooling, will be calculated and compared to validate the variation trend of the plots. 
The film cooling effectiveness expression is given below, where 

Effectiveness = Twith film cooling − Tcoolant 
Twithout film cooling − Tcoolant 

The expression takes the ratio of the difference in temperature between hot and 
cold fluids with coolant and without coolant. 

2 Literature Review and Objective 

Based on the studies by Vijayakumar et al. [1], a study was done on a scaled model 
of the rocket nozzle, and numerical simulations and experimentation were carried 
out to validate the results. Sun et al. [2] study to analyze the effect of mixing fluids 
for supersonic film cooling in the flow field caused by shock waves using different 
coolant fluids for secondary flows. Ludescher and Olivier [3] studied the film cooling 
of rocket nozzles and developed models to calculate cooling efficiency from experi-
mental data. Narayana and Reddy [4] did a CFD analysis of a convergent-divergent 
rocket nozzle by varying the mesh quality and obtaining results for various parame-
ters. The simulations in this work were carried out in ANSYS 2022 [5]. The nozzle 
theory is referred to the Yunus and Cengel [6]. All the researches carried out in 
liquid rocket engine film cooling since 1950 are brought together in work done by 
Shine and Nidhi [7]. Sullivan and Geoffrey [8] focused on the film and transpi-
ration cooling used on bell nozzle geometries and determined their effectiveness 
on aerospike nozzle geometries. Kumar et al. [9] proposed Supercritical N2O as an  
active coolant for cooling aerospike nozzles. Shahin and Attar [10] analyzed the tran-
sient flow characteristics representing the normal shock wave propagation during the 
rocket startup process. 

The purpose of this study is to first analyze the parameters by varying them, 
such as injection opening width and the injection angle, and observe the variation in 
resulting parameters, such as temperature, turbulence, density, and pressure. Based 
on the simulation data, develop a mathematical model to find the temperature and its 
effectiveness for a given geometry of the rocket nozzle. This work mainly focuses on 
the initial part, which consists of the observations made on various output parameters 
(temperature, turbulence, etc.) upon varying the geometric parameters.
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3 Materials and Methods 

The current study used some boundary conditions from Vijayakumar et al. [1], which 
had an experimental setup and numerical simulation. The model used in this study 
was the turbulent model: k-epsilon 2 equation model (Realizable) with standard wall 
functions for the near-wall treatment. The fluid used for both primary and secondary 
flows was air, assumed to be an ideal gas with constant specific heat and thermal 
conductivity. 

The viscosity model used is per Sutherland’s equation, which is based on the 
kinetic theory of gases. The domain geometry from Narayana and Reddy [4] has 
been modified for adding injectors after the throat area. 

The Nozzle is a basic conical-shaped one with dimensions, as shown in Fig. 1, 
and has been scaled up by a factor of 20. The secondary injector is present after the 
throat area with its cross-section width as D, and the angle made by the injector with 
the x-axis is considered as θ (Fig. 2). 

3.1 Parameters Analyzed 

Variations of the parameters such as the injection opening width D, injection angle 
θ , in the range 0.42–0.66 mm for D, and -10° to +30° for θ gave good results 
for observing variation in the trends of the plots of the resulting parameters for 
different widths and angles. These results were obtained with the boundary conditions

Fig. 1 Dimensions of the domain (in mm) 

Fig. 2 Dimensions of the 
injector 
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(modified from Vijayakumar et al. [1]) having 106 Pa, 1258 K at the inlet and 1.03 × 
105 Pa, and 303 K at the secondary inlet. And, the outlet is kept at a vacuum (gauge 
pressure) and 300 K. 

3.2 Grid Independent Study 

The meshing of the 2D model was carried out by fine-tuning the region in the throat 
area and the secondary injection region of the nozzle. Upon varying the number 
of elements, a grid-independent study was carried out to check the convergence 
of the solution obtained. Since the solution converged at a very large number of 
elements, which slowed down the computation time, adaptive sizing was imple-
mented after refining the throat and the injection area. This method reduced the 
number of elements and gave the results very close to the results converging upon 
using many elements. This improvement reduced the computation time and made it 
easy to carry out numerous iterations of simulation of varying widths and angles. The 
convergence test was carried out by implementing this adaptive sizing in meshing, 
due to which the resulting mesh was more organized. 

The images shown in Figs. 3 and 4 have their domain meshing without adaptive 
sizing. The computation time taken was even lesser upon adaptive sizing since the 
number of elements was reduced. 

The images shown in Figs. 5 and 6 are the ones with adaptive sizing for the same 
meshing conditions. After varying the elements’ size, the lowest temperature after 
the secondary injection was plotted (Fig. 7) for the convergence test.

Fig. 3 Domain mesh 
without adaptive sizing 

Fig. 4 Injector domain 
mesh without adaptive sizing 
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Fig. 5 Domain mesh with 
adaptive sizing 

Fig. 6 Injector domain 
mesh with adaptive sizing 

Fig. 7 Temperature 
convergence test 

The solution converged within (~15,000) elements. Meshing was done for 
(~10,800) elements to improve the computation speed without much loss of accuracy. 
The convergence graph for the increasing number of elements is shown in Fig. 7.
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3.3 Model Validation 

The domain geometry was taken from the study done by Narayana and Reddy [4] to  
validate the current simulation results. Their study describes steps to simulate a rocket 
nozzle in ANSYS by varying the mesh and plotting graphs of various parameters. 
As per their study, the meshing condition (Mesh-1) is simulated. The resulting static 
pressure and Mach number values are shown in Table 1. The results closely matched 
the values given, and the study was carried out further by making modifications to 
introduce the secondary injector as described in Sect. 3. The film cooling effectiveness 
plot shown in Fig. 8 had a similar trend to the study conducted by Ludescher and 
Olivier [3] (with similar contour plot for Mach number as shown in Fig. 9). 

Table 1 Comparison of data 
for validation Parameter Validation values Simulation values 

Mach number 2.79 2.80 

Pressure (KPa) 292.78 291.56 

Fig. 8 Film cooling 
effectiveness for varying 
widths 

Fig. 9 Mach number 
contour for validation
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4 Results and Discussion 

The analysis was carried out by varying the widths D and the angles θ . The contour 
plots for resulting parameters such as temperature, pressure, and density for D 
(0.6 mm) and A (13.46°) are shown in Figs. 10, 11, and 12. 

The injection temperature cooled down the nozzle’s surface by forming a layer or 
a film, and its effectiveness was observed up to a certain distance from the injection 
point (Fig. 13).

4.1 Effect of Varying Widths (D) 

The width D was varied in the range (0.42–0.66 mm), and the temperature plot 
variation is shown in Fig. 14. The increase in the width cooled the nozzle to a much 
lower temperature, and the temperature rise after cooling was also more gradual 
than the iterations with comparatively smaller values of D. As a general observation,

Fig. 10 Temperature 
contour 

Fig. 11 Pressure contour 

Fig. 12 Density contour 
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Fig. 13 Temperature 
contour at the secondary 
injection

Fig. 14 Temperature versus 
axial length (varying D)

the larger the secondary injection area, the higher the cooling efficiency. But as the 
width got smaller, the rate of rise in temperature after the secondary coolant injection 
point increased. Variations of other parameters are also plotted for varying widths 
(Figs. 15, 16 and 17). 

Since the outlet pressure was kept vacuum, the pressure near the nozzle walls goes 
below zero, ensuring that the mainstream fluid is spread throughout the diverging 
section of the nozzle, preventing flow separation from the nozzle walls. 

4.2 Effect of Varying Angles (θ) 

Variation of parameters as a function of injection angle was plotted where they all 
reached a peak value when the injection angle aligned to 13.46°, opposite to the 
nozzle semi-cone angle of the similar magnitude (−13.46°) (Figs. 18 and 19).
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Fig. 15 Turbulent kinetic 
energy versus axial length 
(varying D) 

Fig. 16 Pressure versus 
axial length (varying D)

The effect of varying the injection angle on temperature was not very significant 
compared to the variation of width D, yet the lowest peak was present at 13.46°. 

The turbulence increases when the injection angle aligns opposite to the nozzle’s 
semi-cone angle (13.46°) (Figs. 20 and 21).

5 Conclusions 

The film cooling method for the rocket nozzle can significantly cool down the nozzle 
wall from mainstream temperatures, provided that the angle and the width of the 
injector opening are appropriate enough. Without which too low D values can increase
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Fig. 17 Density versus axial 
length (varying D)

Fig. 18 Temperature versus 
axial length (varying θ )

the rate of temperature rise after injection compared to cases of larger width. Simi-
larly, the injection angle was effective when it was oriented opposite to the nozzle 
wall’s inclination (nozzle semi-cone angle of 13.46°). The apparent variations that 
could be concluded from the plots of output parameters at the injection point as a 
function of increasing width D (Figs. 14, 15, 16 and 17) and aligning the injection 
angle opposite to the Nozzle’s semi-cone angle (as a result of variations observed in 
the Figs. 18, 19, 20, 21, 22, 23, 24 and 25) are given in Tables 2 and 3.

Further, these data values are being used to develop a mathematical model in 
further studies for temperature prediction as a function of the axial length of the nozzle 
and width D as the input values for the chosen geometry and boundary conditions.
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Fig. 19 Lowest temperature 
versus injection angle (θ )

Fig. 20 Turbulent kinetic 
energy versus axial length 
(varying θ )

These models will assist in finding out the temperature values, thereby reducing the 
computation time and effort.
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Fig. 21 Turbulent kinetic 
energy versus injection angle 
(θ )

Fig. 22 Pressure versus 
axial length (varying θ )
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Fig. 23 Pressure versus 
injection angle (θ ) 

Fig. 24 Density versus axial 
length (varying θ )
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Fig. 25 Density versus 
injection angle (θ ) 

Table 2 Effect on 
parameters with increasing 
injection width (D) 

Parameters (near injection point) Variation 

Temperature Decrease 

Turbulent kinetic energy Decrease 

Pressure Increase 

Density Increase 

Table 3 Effect on 
parameters with aligning 
injection angle opposite to 
nozzle semi-cone angle 

Parameters (near injection point) Variation 

Temperature Decrease 

Turbulent kinetic energy Increase 

Pressure Decrease 

Density Decrease
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Nomenclature 

D Injection width (mm) 
θ Injection angle (degree)
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Effect of Nozzle Internal Shape 
on Near-Field Characteristics 
of Transverse Liquid Jet in a Supersonic 
Crossflow 

Chandrasekhar Medipati, S. Deivandren, and R. N. Govardhan 

Abstract We experimentally investigated the effect of orifice geometry on the char-
acteristics of a transversely injected liquid jet into a supersonic crossflow. The focus 
was to highlight the role of orifice inlet shape on the liquid jet penetration and asso-
ciated bow shock dynamics. It was found that for a given momentum flux ratio, the 
liquid jet from a sharp-edged nozzle exhibits higher jet penetration and bow shock 
strength compared to that from a tapered inlet nozzle. High-speed shadowgraphy 
images show that the observed variation in the jet penetration and bow shock posi-
tion is due to strong shock wave–boundary layer interaction in the flow. Quantitative 
measurements of the jet penetration height and shock fluctuations are obtained for 
both nozzles. The fluctuations of liquid jet injected through the tapered inlet nozzle 
have significantly higher in the spatial extent compared to that of the sharp-edged 
nozzle. 

Keywords Liquid jet · Bow shock · Shock wave–boundary layer interaction ·
High-speed shadowgraphy · Momentum flux ratio 

1 Introduction 

Transverse injection of liquid jet into supersonic crossflow finds its application in 
Scramjet combustors. In these combustors, the residence of incoming supersonic 
air in the combustor is extremely limited, and hence, the efficient atomization and 
mixing of the liquid fuel with the air are very crucial.
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Fig. 1 Schematic of liquid jet into supersonic crossflow 

As shown in Fig. 1, the injection of transverse liquid jet into supersonic crossflow 
results in the formation of 3D bow shock and separation shock, and the interaction 
between these shocks and the incoming turbulent boundary layer leads to signifi-
cant shock wave boundary layer interaction. Also, due to the strong exchange of 
momentum between the crossflow and the jet resulting in atomization of the jet into 
very fine drops. 

2 Literature Review and Objective 

The injection of liquid jets in subsonic crossflow has been studied extensively in 
the recent past. Measurement of penetration of liquid jet into crossflow is an impor-
tant information for the design of the combustors; hence, large body of literature 
is focussed on formulation of empirical correlations of spray trajectory. The pene-
tration height and drop size depend strongly on the momentum flux ratio (J) [1] 
defined as the ratio of momentum flux of the liquid injected to that of the crossflow, 
exit condition of the liquid jet [2, 3], and the internal shape of the orifice [4]. There 
have been several initial studies in the supersonic crossflow where the attention is 
mainly focussed on measurement of penetration heights using shadowgraphy [5, 6] 
and PDPA [7]. Also, spray characteristics like drop size and its velocity variations 
are measured using PDPA [7]. Not much attention is given on the effect of the inlet 
geometry of the orifice on the jet penetration and the shock structures which is very 
important for the design of efficient supersonic combustors. Our objective of the 
present study is to experimentally investigate the effect of internal shape (round and 
sharp edged) of the circular orifice on jet penetration and shock location character-
istics, and their unsteadiness when injected into supersonic crossflow keeping the 
injection location (incoming turbulent boundary layer) and momentum flux ratio 
between the orifice shapes are same for the entire study.
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3 Methodology 

All the experiments in the current study are done using the open-circuit blow down 
wind tunnel at the department of ICER, Indian Institute of science. The tunnel test 
section cross-section is 15 cm × 15 cm and a length of 1 m. In the entire study, free 
stream Mach number is kept at 2.5 by maintaining the settling chamber pressure of 
about 2.8 bar which corresponds to a mass flow rate of 8 kg/s. Both side and top 
walls of the test section are transparent to provide optical access. Using PIV, the free 
stream velocity and the turbulence level in the test section were measured and found 
to be 585 m/s and 1.5% of the free stream velocity, respectively [8]. 

A high-pressure liquid injection system line is used to deliver liquid into super-
sonic crossflow. It comprises a liquid chamber, pressure regulator, mass flow metre, 
flow control valve, pressure gauge, and solenoid valve as shown in Fig. 2. Water is 
used as the injectant liquid in the entire study. Experiments were conducted with 
two different nozzle geometries, namely tapered inlet and sharp-edged inlet nozzles, 
with exit diameters D = 1 and 1.2 mm, respectively. In both the cases, the value of L/ 
D is 2. The schematic view of these nozzles is shown in Fig. 3. In the entire study, x, 
y, and z directions represent streamwise, cross-streamwise, and spanwise directions, 
respectively. 

Both the nozzles were placed at the same streamwise location to ensure that the 
crossflow turbulent boundary layer thickness approaching the jet would be the same 
for each (δ = 8.85 mm). 

A. High-Speed Shadowgraphy

1. Compressed air     6. Water filter                                 11. Settling cham 

2. Pressure regulator                         7. Mass flow meter 12. Convergent s 
3. Liquid storage tank                      8.Flow control valve               13.C-D nozzle 
4. pressure 

transducer                            
9. Ball valve                      14. Test section 

5. Ball valve                        10. Diffuser 15. Injector 

Fig. 2 Schematic of supersonic wind tunnel
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Fig. 3 Schematic of a tapered inlet nozzle b sharp-edged inlet nozzle

High-speed shadowgraphy is employed for the simultaneous visualization of both 
shock and the windward edge of the jet. It comprises a 150 W halogen lamp (as light 
source), condenser lens, a spherical concave mirror, and a high speed Photron camera 
with 105 mm lens as shown in Fig. 4. A collimated light beam is transmitted through 
the side window (from back) and the density gradients in the flow were captured 
with a microsecond exposure at 10,000 fps using the high-speed camera through the 
other side window (front). The narrow field of view of 10 mm × 15 mm close to the 
injector exit with a pixel resolution of 0.04 mm/pixel is used in the current study. 
Choosing a narrow field of view along with the high-speed imaging is extremely 
helpful to understand the near-field characteristics of shock, windward edge, and 
their interaction and quantify their unsteadiness. 

B. Experimental Details 

In the present work, we experimentally study the effect of nozzle internal shape 
on the interaction between the shock and the windward edge. The important flow 
parameters used are given in Table 1.

Fig. 4 Schematic of high-speed shadowgraphy 
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Table 1 Experimental 
parameters Parameter Value 

Mach number, M∞ = U∞ √
γ RT∞ 

2.5 

Momentum flux ratio, J = 
ρ j U2 

j 

ρ∞U2∞ 
7 

Weber number, We∞ = ρ∞U2∞ D 
σ

2403 (1 mm) 
2884 (1.2 mm) 

Ohnesorge number, Oh j = μ j √
ρ j Dσ 

0.001 

4 Results and Discussion 

4.1 Instantaneous Images 

Figures 5 and 6 represent the instantaneous side view temporally correlated images 
of liquid jet from the tapered nozzle and sharp-edged nozzle, respectively, for J = 
7. It is evident from these images that the formation of shock structures and the 
windward edge (mixing layer) as the jet traverses into the crossflow are completely 
different. 

In the present study, the liquid jet injected from the sharp-edged inlet nozzle has 
the stronger intact liquid column length for about y/D = 5 (from the average) with 
almost no perturbations unlike the tapered case where the liquid jet is coming out with 
fluctuations. Due to the presence of stronger intact liquid column at the nozzle exit 
in the sharp-edged nozzle case helps in increasing the penetration of liquid jet into 
the crossflow. The liquid structures formed in the windward side are almost ten times 
larger in the sharp-edged case compared to tapered nozzle. Apart from increasing the

Fig. 5 Instantaneous side view images of tapered inlet nozzle case
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Fig. 6 Instantaneous side view images of sharp-edged inlet nozzle case

penetration, it also leads to increasing the shock strength (due to increase in shock 
angle). 

Increasing the shock strength leads two things: One it helps in increasing the 
residence time of air in the combustor, and two it also leads to decrease in total 
pressure. Both are very important factors for the design of combustors. 

It was also observed that due to the formation of dense irregular liquid structures 
in sharp-edged case which leads to the formation of ‘bumpy shock’ (Fig. 6b), hence 
the liquid structure near to that will be subjected to complex velocity field unlike the 
tapered case where the velocity increase in the downstream of the shock is monotonic 
because of the formation of conventional bow shock (Fig. 6a). 

4.2 Ensemble Averaged Results 

Using the in-house algorithm developed in MATLAB, both the shock and wind-
ward edge locations were traced for each instantaneous image. About 500 instanta-
neous temporally correlated images were used for quantifying the mean shock and 
windward edge locations. 

Figure 7a and b represent the variation of mean jet penetration height and mean 
shock location both in the streamwise and cross-streamwise directions. As evidenced 
in both the figures when the liquid jet is injected through tapered nozzle, there 
is a significant amount of reduction in mean penetration height and mean cross-
streamwise shock location of about 55% and 36%, respectively, for x/D = 4 and 
J = 7. It is evident from the instantaneous images (Fig. 6) and the mean locations 
(Fig. 7) that the nature of the shock structures and windward edge are completely 
different for both the nozzles studied. Hence, it is important to understand how these 
are varying about mean with time.
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Fig. 7 a Mean penetration 
height b mean shock location 

4.3 Unsteady Shock and Jet Motion 

Figures 8 and 9 show the variation of the windward edge and shock trajectories 
between the instants along with their mean locations (shown with thick black line). 
It is evident from these figures that there is significant amount of fluctuations in 
shock and jet motion for both the nozzles studied. These fluctuations are due to the 
presence of significant shock wave boundary layer interactions which is a natural 
phenomenon that occurs in the high-speed applications [9].

To understand the extent of fluctuations spatially, detailed analysis is being done 
by choosing a cross-streamwise location (y/D) and tracing the streamwise location 
of both shock (Xs/D) and windward edge (Xj/D) with time. For presenting, y/D = 7 
was chosen and the results are shown below. 

Figures 10a and b show the spatial extent of fluctuations of streamwise locations 
of shock and windward edge about their means (indicated with dashed line). It was 
observed that the spatial extent of fluctuations for both shock and windward edge in 
the case of tapered and sharp-edged nozzles is 1.7D, 4D and 0.9D, 1D, respectively. 
There is a significant amount of drop in fluctuations in the case of sharp-edged nozzle 
due to fact that the jet coming out from the sharp-edged nozzle is relatively stronger 
as stated earlier.
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Fig. 8 Instantaneous 
a windward edge b shock 
locations along with their 
mean for tapered nozzle case 

Fig. 9 Instantaneous 
a windward edge b shock 
locations along with their 
mean for sharp nozzle case
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Fig. 10 Scatter plot between 
instantaneous streamwise 
locations of shock (Xs/D) 
and windward edge (Xj/D) 
for a tapered nozzle 
b sharp-edged nozzle 

Also, it is important note that in both the cases, the correlation analysis between 
the shock and jet motion was done at the same y/D. It was found that the correlation 
coefficient is about 0.73 and 0.63 for tapered and sharp-edged nozzles, respectively, 
which tells that they are strongly correlated. This clearly indicates that when the jet is 
more upstream (penetration is more), the shock is pushed to more upstream location 
and vice-versa. This phenomenon can be easily understood by following the thick 
black (inclined) line as indicated in Figs. 10a and b. Similar analyses were done at 
different cross-streamwise locations and yielded the similar results. 

5 Conclusions 

In the present work, we experimentally studied the effect of injector internal shape 
on liquid jet penetration and bow shock location when injected transversely into 
supersonic crossflow with a free stream Mach number of M∞ = 2.5. It was observed 
that the mean penetration height and bow shock locations are higher in the case of 
sharp-edged nozzle case compared to tapered nozzle for the same J. It was observed 
that, due to the presence of strong intact liquid column near the jet exit in the case of 
sharp-edged nozzle is helping it to penetrate more into the crossflow. Also, there is a 
significant amount of unsteadiness in shock and liquid jet motion is present in both
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the cases. It was found that the fluctuations of shock and liquid jet are spreaded more 
spatially in the case of tapered injector, since the jet coming out from it is relatively 
weaker compared to the sharp-edged injector jets. Also, correlation coefficient is 
quantified between the shock and liquid jet motion and found that they are strongly 
coupled for the injectors used. 

Nomenclature 

ρ Density of the fluid [kg/m3] 
j Jet 
∞ Free stream 
s Shock (°) 
U Velocity [m/s2] 
μ Dynamic viscosity [N-s/m] 
σ Surface tension [N/m] 
D Orifice diameter [m] 
L Orifice length [m] 
γ Specific heat ratio 
R Gas constant [J/kg-K] 
x, y, z Streamwise, cross-streamwise, and spanwise coordinates [m] 
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Effect of Reduced Mass 
on Two-Dimensional Compressible Flow 
Past Circular Cylinder 

Sawant Omkar Deepak, Chandan Kumar Bhardwaj, Saurav Sharma, 
and Swagata Bhaumik 

Abstract There are numerous experimental and numerical studies available on the 
Vortex-Induced Vibration (VIV) for 2D and 3D incompressible flow past bluff bodies 
(Sen et al in J Fluid Mech 620:89–119, 2009 [1]; Sharma et al in Phys Fluids, 2022 
[2]). However, similar analysis is lacking for the case of high-speed compressible 
flows past bluff bodies. Here, we assess the effect of reduced mass on the unsteady 
two-dimensional (2D) VIV of the undamped elastically suspended circular cylinder 
constrained to move in the vertical y-direction only. We perform Direct Numerical 
Simulation (DNS) by solving the governing Navier–Stokes equation (NSE) by using 
high-accurate schemes for spatial discretization and time integration. The compu-
tational study has been performed for Reynolds number (based on the diameter of 
the circular cylinder) of 150 and free-stream Mach number of 0.5 for three cases of 
reduced mass m∗ = 2m/ρ∞ D2 = 1.0, 5.0, and10, where m and ρ∞ are the mass 
of cylinder per unit length and free-stream density of the fluid, respectively. We 
analyze time-dependent variations in coefficient of lift (Cl), coefficient of drag (Cd ), 
displacement yCM  of the cylinder, and variation of (Cl) with (Cd ) for a wide range 
of the reduced velocity (U∗ = U∞/ fN D), to determine its response. Here, ky and 
fN = 1/2π 

√
ky/m are the spring constant and the natural frequency of the vibration 

of the cylinder, respectively. Based on the results plotted, we have noted interesting 
patterns in the time history of Cl , Cd , and yCM . . For lesser values of the reduced 
velocity (U∗), presence of multiple modes in the response is noted, while at a higher 
value of U∗, presence of super-harmonics are noted. The maximum amplitude of the 
response is noted for some intermediate value of the reduced velocity U∗. We also  
plot pressure and vorticity contours for the computed cases for visualization of the 
vorticity patterns and propagation of resulting acoustic waves due to the influence of 
compressibility whose details will be explained in the presented article. 
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1 Introduction 

There are many real-life situations where we come across examples of bluff bodies 
experiencing Vortex-Induced Vibration subjected to unsteady viscous flows. Some 
of the applications are oceanic structures like bridges, platforms subjected to waves, 
flow over airfoil, etc. Unsteady viscous flow past bluff bodies lead to formation of 
alternating vortices behind the bluff bodies. The vortices are formed because of the 
unsteady flow separation of shear layers from top and bottom surfaces of the body. 
As a result, von Kármán vortex street is formed in the wake when the flow Reynolds 
number is more than critical Reynolds number (Recr) [3]. This results in unsteady 
aerodynamic forces on the body causing vibration or oscillation (known as Vortex-
Induced Vibration or VIV) of the body, when it is flexible. The detailed insights of 
physics about VIV of circular cylinder subjected to incompressible steady uniform 
flow can be found in review studies done by Sarpkaya [4] and Bearman [5]. Ample 
amount of research has been done to understand VIV flow past circular cylinder 
when subjected to the incompressible flows which are accounted in [1, 2, 6–9]. 
However, there are very less attempt made to understand VIV flow past circular 
cylinder subjected to compressible flow. Present study aims to investigate effect of 
mass ratio on VIV flow past circular cylinder subjected to compressible flow. 

2 Research Methodology 

In the present study, we have performed DNS for 2D unsteady Navier–Stokes 
equation. The computational details are given in consequent sections. 

2.1 Geometry and Boundary Conditions 

In Fig. 1, we show the geometry of the problem and the applied boundary conditions. 
We use structured O-grid topology for the computation. The diameter of the cylinder 
is used to non-dimensionalize all the length scales. The far-field boundary is taken at 
a radial distance of 30D from the cylinder surface. No-slip condition is imposed on 
the walls, while far-field boundary conditions are imposed based on the 1D isentropic 
flow based on the normal component of the velocity. The cylinder surface is assumed 
to be adiabatic. We consider air as the working fluid having free-stream temperature, 
dynamic viscosity, and density to be T∞ = 303 K, μ∞ = 1.872 × 10−5 Pa s, and 
ρ∞ = 1.164 kg m3 , respectively. The free-stream Mach number is taken to be 0.5, while 
Prandtl number is assumed to have a constant value of 0.72. Stokes hypothesis is 
used to correlate the first and the second coefficients of the dynamic viscosities.
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Fig. 1 Schematic of the 
problem showing the 
geometry and the boundary 
conditions imposed 

2.2 Governing Equations 

The governing non-dimensional Navier–Stokes equation for compressible flows, 
written in strong conservation form in the physical plane, can be written as [10] 

∂ Q̂ 
∂τ 

+ 
∂ Ê 
∂ξ 

+ 
∂ F̂ 
∂η 

= 
1 

Re

(
∂ Eν

Ʌ

∂η 
+ 

∂ Fν

Ʌ

∂η

)

, (1) 

where ξ and η are the curvilinear coordinate system along azimuthal and radial 
directions, respectively, while τ represents generalized time capturing the motion of 
the grid corresponding to its vibration. In Eq. (1), Q, E , F , Eν , and Fν represent the 
non-dimensional conserved variables, convective and diffusive fluxes, respectively. 
The detailed expression for these variables may be found in [10]. As noted, here 
we consider only undamped vibration of the circular cylinder along the vertical y-
direction only as shown in Fig. 1. We consider the cylinder to be connected with a 
linear spring (with spring constant ky). The non-dimensional equation governing the 
y-motion of the cylinder is given as 

y'' +
(
2π 
U∗

)2 

y = 
Cl 

m∗ 
, (2) 

where m∗ = 2m/ρ∞ D2, Cl and (U∗ = U∞/ fN D) denote reduced mass, coefficient 
of lift and velocity, respectively. For the present study, we consider three cases with 
m∗ = 1.0, 5.0, and10. Very large values of U∗ denote the stiffness of the spring to 
be very small, while very small values of U∗ the spring to be very stiff. The non-
dimensional parameter m∗. denotes the ratio of the mass of the cylinder to the mass 
of the displaced fluid. Therefore, m∗ = 1.0 denotes the case for a very light cylinder,
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while m∗ = 10.0 represents the case when the cylinder material density is roughly 
ten times to that of the surrounding fluid. 

2.3 Grid Generation 

Curvilinear-Structured O-Type Grid [11] has been used for the numerical computa-
tion. Total 1001 equispaced points are used along the azimuthal direction, while 361 
points are used along the radial direction. Grid clustering along the radial direction 
is achieved using tangent hyperbolic function to minimize aliasing error. Minimum 
grid spacing of Δr1 = 1.24 × 10−2 is achieved near the cylinder surface, while a 
maximum grid spacing of Δr2 = 0.173 is obtained at the far field of 30D. 

2.4 Numerical Schemes 

The convective derivatives appearing in Eq. (1) are discretized using Optimal Upwind 
Compact Scheme (OUCS3) [12], while the viscous derivative is discretized using 
second-order central differencing schemes (CD2). We have used a parallel solver 
where the parallelization is performed along the azimuthal ξ-direction using MPI 
techniques. Time integration is performed using 4th-order Runge–Kutta method 
(RK4). Computations have been carried out with a time step of Δt = 5.0 × 10−4. 
Scalar-based JST [13] switch is used for adding numerical diffusion to remove the 
unphysical high-wavenumber oscillations in the solution. 

3 Results and Discussion 

We analyze the oscillation by varying the reduced velocity from very small value of 
2 to a high value of 7. As stated before, three different values of the reduced mass, 
i.e., m∗ = 1.0, 5.0, and10.0 are considered here. We consider Reynolds number 
of Re = ρ∞U∞ D/μ∞ = 150. For this Reynolds number, a time-periodic flow is 
noted to occur. In Fig. 2, we plot the amplitude of the oscillation of the cylinder as 
a function of  U∗, for  m∗ = 1.0, 5.0, and10.0. One notes that maximum amplitude 
to occur at U∗ = 4.8 for m∗ = 1.0, at  U∗ = 5.2 for m∗ = 5.0, while for m∗ = 
10.0, the maximum amplitude is noted at a slightly higher value of U∗ = 5.25. 
Therefore, a reduction in the reduced mass leads to the reduction in the value of the 
U∗ corresponding to the maximum amplitude. Another feature is readily noticeable 
from Fig. 2, and for the lower reduced mass case, the response amplitude is much 
flatter with respect to U∗ as compared to the higher reduced mass case. However, the 
maximum amplitude of oscillation (which is approximately 0.8D) is almost identical 
for the lower and the higher reduced mass cases. While the variation of oscillation
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amplitude as a function of U∗ for the higher reduced mass case is similar to what 
was reported in [14] for the incompressible case, the lower reduced mass case is 
not reported anywhere to the best of our knowledge. In Fig. 3, we plot the variation 
of Clmax as a function of U∗, for  m∗ = 1.0, m∗ = 5.0, and m∗ = 10.0 cases. The 
horizontal line depicts the Clmax corresponding to the stationary cylinder case for all 
cases of reduced mass. One notes the Clmax to increase and subsequently drop below 
the value corresponding to the stationary cylinder case. The variation during this drop 
in the value of Clmax is sharper for the higher reduced mass case. In Fig. 4, we plot the  
variation of Cdmax as a function of U∗ for m∗ = 1.0, m∗ = 5.0, and m∗ = 10.0 cases. 
The horizontal line depicts the Cdmax corresponding to the stationary cylinder case 
for Re = 150. One notes that increase in amplitude is associated with the increase in 
Cd for all the cases. The drop in the value for Cd is sharper for the higher reduced mass 
case, similar to the variation corresponding to Cl . For  m∗ = 5.0 case, one can observe 
interesting wave packet feature in the time variation of Cl , Cd and the displacement 
of the cylinder as shown in Fig. 5 close to the points where maximum amplitude is 
noted to occur (U∗ ranging between 4.0 and 5.0). One such case is shown plotted for 
U∗ = 4.0 in Fig. 5b, c, where the time variation of Cl and Cd is displayed. From the 
corresponding Fast Fourier Transform (FFT) of the Cl and Cd plot shown in Fig. 5d, 
e, we noted the presence of multiple modes around the dominant peak. In Fig. 7a, 
we plot Cl as a function of Cd for this particular case. Multiple limit cycles are noted 
for this particular case. This is a hallmark for the cases where multiple neighboring 
modes appear. We noted similar packet-like feature for higher reduced mass case 
of m∗ = 10.0. In Fig.  6, we have shown the time variation and its corresponding 
FFT of Cl and Cd along with displacement of cylinder. For m∗ = 10.0 case, we 
observe packet-like feature at values of U∗ ranging from 4.5to5.0 which lies close to 
maximum response. Like in case of m∗ = 5.0 multiple modes can be observed for 
m∗ = 10.0 case which is evident from the FFT plots of Cl and Cd as  shown in Fig.  6d, 
e and in variation of Cl as a function of Cd in Fig. 7b. However, such packet-like 
feature in the time variation of Cl or Cd is not noted in lower reduced mass case of 
m∗ = 1.0. For all three reduced mass cases, when U∗ is above roughly 5.2, dominant 
third super-harmonic is noted to occur in the time variation of Cl but not in Cd . The  
time variation of Cd on the contrary shows time-harmonic behavior. These are shown 
in Figs. 8, 9 and 10 in terms of time variation of Cl and Cd . The variation of Cl with 
respect to Cd for all three cases m∗ = 1.0, m∗ = 5.0, and m∗ = 10.0 at U∗ = 5.5 is 
shown in Fig. 11a–c, respectively.

.
In Fig. 12, we plot contours of pressure at six different time instants within a 

particular segment of the packet in the time variation of Cl for m∗ = 5.0 and U∗ = 
4.0. It has been noted that the intensity of acoustic wave radiation in the predominant 
upstream direction is intermittently increased for such cases.

While such vibrations is not seen to affect the directivity of the sound radiation, 
but the intensity is modified based on the slow variation in the amplitude of the 
oscillation of the cylinder. Corresponding vorticity contours are shown in Fig. 13, 
which shows the variation in the intensity of vortex formation on the cylinder surface
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Fig. 2 Amplitude of the 
oscillation of the cylinder 
plotted as a function of U∗ 
for m∗ = 1.0, 5.0, and 10.0 

Fig. 3 Clmax plotted as a 
function of U∗ for 
m∗ = 1.0, 5.0, and 10.0 

Fig. 4 Cdmax plotted as a 
function of U∗ for 
m∗ = 1.0, 5.0, and 10.0
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Fig. 5 Time variation and FFT of Cl , Cd for case: Re = 150 and m∗ = 5.0 at U∗ = 4.0

and its subsequent shedding from it. The details are more clear in the animation and 
would be discussed in details during the presentation.
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Fig. 6 Time variation and FFT of Cl , Cd for case: Re = 150 and m∗ = 10.0 at U∗ = 4.5

4 Conclusions 

Based on the comparative studies between three cases of reduced mass, we can infer 
the following points.

• Based on response curve, we note that the peak of the response is achieved at 
U∗ = 4.8 for m∗ = 1.0, U∗ = 5.2 for m∗ = 5.0, and at U∗ = 5.25 for m∗ = 10.0. 

• As we decrease reduced mass from higher value m∗ = 10.0 to lower value m∗ = 
1.0, curve becomes more flatter.
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Fig. 7 Cl is plotted as a function of Cd at Re = 150 for m∗ = 5.0 at U∗ = 4.0 and for m∗ = 10.0 
at U∗ = 4.5 cases. The time range is chosen to be between 400 ≤ t ≤ 500 

Fig. 8 Time variation and FFT of Cl , Cd . for case: Re = 150 and m∗ = 1.0 at U∗ = 5.5
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Fig. 9 Time variation and FFT of , Cd for case: Re = 150 and m∗ = 5.0 at U∗ = 5.5

• Maximum value of the Cl and Cd occurs at less reduced velocity for the lower 
reduced mass case m∗ = 1.0 than for the higher reduced mass cases m∗ = 5.0 
and m∗ = 10.0. 

• Wave packet-like feature in the time variation of Cl is noted at higher reduced 
mass cases (m∗ = 5.0 and m∗ = 10.0) around the maximum vibration amplitude 
points, while the packet-like feature in the time variation in Cl is not noted for the 
lower reduced mass case (m∗ = 1.0). 

• An increase in the reduced velocity causes the third super-harmonic to appear in 
the time variation of Cl in all three reduced mass cases, whereas Cd remains time 
harmonic. 

• Intermittent intensity in acoustic radiation is noted for the higher reduced mass 
case around the maximum amplitude points.
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Fig. 10 Time variation and FFT of Cl , Cd for case: Re = 150 and m∗ = 10.0 at U∗ = 5.5
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Fig. 11 Cl is plotted as a function of Cd for Re = 150, for  m∗ = 1.0, m∗ = 5.0 and m∗ = 10.0 at 
U∗ = 5.5. The time range is chosen to be between 450 ≤ t ≤ 500
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Fig. 12 Pressure contours at wave packet region for case Re = 150, M∞ = 0.5, m∗ = 5.0 at 
U∗ = 4.0
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Fig. 13 Vorticity contours at wave packet region for case Re = 150, M∞ = 0.5, m∗ = 5.0 at 
U∗ = 4.0
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Effect of Overtaking Disturbances 
on the Motion of Strong Cylindrical 
MHD Shock Waves in a Self-Gravitating 
Van Der Waals Gas 

Sewa Singh and R. K. Anand 

Abstract In the present manuscript, the analytical solution for one-dimensional 
adiabatic flow behind the strong shock waves propagating in a non-ideal gas following 
Van der Waals equation of state is obtained using the modified CCW method. The 
analytical expressions for the shock velocity, shock strength, pressure, density, and 
particle velocity are obtained in the presence of an axial and azimuthal magnetic field. 
The effects of overtaking disturbances on the freely propagating shocks are studied 
with the variation of the propagation distance r and the non-idealness parameter bρo 

of the gases. Further, a comparison between the findings of the present study and the 
previous study has been done in graphical and tabular form. The findings confirm that 
the shock strength as well as the flow variables gets strengthened with the overtaking 
disturbances, and also the shock strength increases with the increasing non-idealness 
parameter of the gases. Finally, the observations confirm that the perturbed shock 
moves more rapidly than the incident shock and are found in good agreement with 
the existing results. 

Keywords Hydromagnetic shock waves propagation · Axial and azimuthal 
magnetic field · Self-gravitating Van der Waals gas · Overtaking disturbances ·
Modified CCW method 

1 Introduction 

Shock waves are surface of discontinuity which occurs naturally when fluids 
approach each other with velocity greater than that of sound. Shock waves are distur-
bances or sudden change in the normal condition of the flow variables, i.e., pressure, 
density, shock velocity, particle velocity, and shock strength. Such disturbances occur 
when large energy is deposited in a very small volume over a short interval of time 
such as in steady transonic or during generation of high energy explosions, spark
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discharges in air, earthquakes, hydraulic jumps, and lightning strokes which also 
occur particularly with phenomenon related with aerospace engineering and super-
sonic flight. The importance of shock waves has increased in the last few decades 
because of its application in medical field to treat kidney stone diseases using shock 
wave lithotripsy and also because of its practical application in nuclear fusion reac-
tion and motion of satellites in the interstellar medium. The shock waves while 
propagating in a variable cross-section channel gets perturbed because the pressure 
at higher temperature overtakes the pressure at lower temperature and also due to the 
contact surfaces and thus the reflected and re-reflected disturbances are generated. 
Many authors across the world have observed these disturbances in the flow and also 
investigated on it. Some of them are Chester [1], Chisnell [2], and Whitham [3] who  
obtained the relation between the shock strength (M) and cross-sectional area (A) in 
a tube using their different methods which is together known as the modified CCW 
method. Chester showed that the strength of the shock wave after passing through 
a cross-sectional area differs by small amount from the incident shock wave. Later, 
Chisnell integrated Chester’s result and formed an expression for the area and Mach 
number. Since Chester has neglected all the disturbances, so Chisnell descriptions 
were also for freely propagating shock. Whitham obtained the same expression using 
the characteristics method. Later, their methods together were known by the CCW 
method. 

2 Literature Review and Objective 

Many authors across the world observed phenomena of the overtaking disturbances 
and studied regarding it assuming various kinds of shock, i.e., plane shocks and 
spherical shock for perfect gases. Some of them are Yousaf [4, 5] who presented 
an exact formulation of the effect of the overtaking disturbances on the strength 
of the shock waves. Milton [6] studied the strong shock and gave a useful relation 
between the shock strength and the area. Singh [7] studied the effect of overtaking 
disturbances for cylindrical hydro-magnetic shocks in self-gravitating perfect gases 
using the CCW method in the presence of magnetic field and obtained the relation 
for different flow variables. Yadav and Tripathi [8] studied the propagation of shock 
wave in non-uniform region using the CCW method and also the dependence of shock 
strength on gravitational force for ideal gases. Kumar and Mishra [9] investigated 
the propagation of shock using CCW method for perfect gases and found that the 
shock gets strengthened under the overtaking disturbances and also compared the 
results with freely propagating gases. All these studies on the propagation of shock 
wave in ideal gas have established very well its importance in astrophysics. However, 
according to the author’s best knowledge, there is still a lack of attention on the study 
of effect of overtaking disturbances on the propagation of shock wave in the presence 
of magnetic field for non-ideal gas following Van der Waals equation of state and 
this motivated us for the present study.
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The aim of the present work is to study and explain the effect of overtaking 
disturbances behind the flow of the motion of cylindrical hydro-magnetic shock 
waves through a self-gravitating gas in the presence of axial and azimuthal magnetic 
field for strong shocks using CCW method. However, the effect of gravitational field 
is seldom mentioned in the present work. This manuscript contains the expressions 
of the flow variables such as, (i) shock velocity, (ii) shock strength, (iii) pressure, 
(iv) density, and (v) particle velocity under certain approximations stated as: (i) 
the gaseous flow is considered being unsteady and one-dimensional, (ii) the initial 
density distribution is assumed to be ρ0 = ρ 'r−ω, where ρ ' is the density at the axis 
of symmetry and w a constant, (iii) the magnetic field is assumed to be constant axial 
and variable azimuthal. The expressions of the flow variables are derived separately 
for the case when the overtaking disturbances are neglected, i.e., free propagation 
and when the effect of overtaking disturbances is included. Later, their behaviors 
are studied and compared through graphical and tabular form results. Finally, the 
observed results explain that how the shock strength and other flow variables in the 
shock transition regions are affected by the magnetic field and the non-idealness 
parameter of the gases. 

3 Methods and Mathematical operations 

3.1 Basic Equations of Motion and Boundary Conditions 

The basic conservation equations for one-dimensional unsteady cylindrical flow of 
a Van der Waals gas which depends on position (r ) and time (t) under the influence 
of self-gravitation and magnetic field in equilibrium condition have been given as: 

∂u 

∂t 
+ u 

∂u 

∂r 
+ 

1 

ρ 
∂p 

∂r 
+ 

μ 
2ρ 

∂ 
∂r

(
H 2 

θ + H 2 
Z

) + 
μ 
ρ 
H 2 

θ 
r 

+ 
Gm 

r2 
= 0 

∂ρ 
∂t 

+ u 
∂ρ 
∂r 

+ ρ 
∂u 

∂r 
+ ρ 

u 

r 
= 0 

∂p 

∂t 
+ u 

∂ p 
∂r 

+ γ p 
∂u 

∂r 
+ γ p 

u 

r 
= 0 (1)  

∂ Hθ 

∂t 
+ u 

∂ Hθ 

∂r 
+ Hθ 

∂u 

∂r 
= 0 

∂ HZ 

∂t 
+ u 

∂ HZ 

∂r 
+ HZ 

∂u 

∂r 
+ HZ 

u 

r 
= 0 

∂m 

∂r 
− 2πρ r = 0,
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where r is the radial co-ordinate, and u, ρ,  p, Hz, Hθ , μ, and m are respectively 
the particle velocity, the density, the pressure, axial and azimuthal components of 
magnetic field, permeability of gas, and mass inside cylinder of unit cross-section 
and unit length and radius r . 

The isentropic velocity of sound (ao) and Alfven speed (bo) in Van der Waals gas 
is given as: 

a2 o =
γ po 

ρo(1 − bρo) 
and b2 o = 

μH 2 
o 

ρo 
, (2) 

where γ denotes the adiabatic index of the gas and bρo is the non-idealness parameter 
of the gas. 

Boundary Conditions for Strong Shock 

The magneto-hydrodynamic condition can be written in terms of single parameter 
ξ = ρ 

ρo 
. 

In the limiting case of a strong shock, p
/
po is large. In magnetic case, this can 

be achieved in two ways. 

Case I. The purely non-magnetic way when ξ − (ξ+1) 
(ξ−1) is very small. 

Case II. When the ambient magnetic pressure is large compared with the ambient 
field pressure the boundary conditions become. 

ρ = ρ0ξ, H = H0ξ,  u = 
ξ − 1 

ξ 
U 

U 2 = 2(1 − bρo)ξa2 o 
(γ + 1) − (γ − 1 + 2bρo)ξ

[
1 + γ + ξ(2 − γ )  − bρo(ξ + 1)ξ

]
(3) 

p 

p0 
= χ (ξ )

(
U 2 

a2 0

)
+ L , u = 

(ξ − 1) 
ξ 

U, 

where 

L =
[
((γ + 1) − 2bρo)ξ − (γ − 1)

]

[
(γ + 1) − (γ − 1 + 2bρo)ξ

] (4) 

and 

χ (ξ ) = γ (γ  − 1)(ξ − 1)3 

2ξ
[{2 − γ − bρo (ξ + 1)}ξ + γ

] . 

The Van der Waals equation of motion is given as:
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p = 
ρ RT 

1 − bρo 
. (5) 

The internal energy per unit mass of Van der Waals gas is given as: 

e =
(
1 − bρo 

γ − 1

)
, (6) 

where the subscript ‘o’ stands for the state immediately ahead of the shock front, 
and U is the shock velocity. 

Characteristic Equations: For diverging shocks, the characteristics’ form of the 
equation can be easily obtained by forming a linear combination of first and third 
equations of the system of Eq. (1) in  (r, t) plane. 

Assuming the total pressure including the magnetic pressure to be pt = p +
μ 
2

(
H 2 

θ + H 2 
Z

) + ∫
μH 2 

θ 
∂r 
r and simplifying using the first and third equations of the 

system of Eq. (1), we get, 

ρ 
∂u 

∂t 
+ ρu 

∂u 

∂r 
+ 

∂pt 
∂r 

+ ρ 
Gm 

r2 
= 0 (7)  

∂pt 
∂t 

+ u 
∂pt 
∂r 

+ ρc2 
∂u 

∂r 
+ ρc2 

u 

r 
= 0, (8) 

where 

c2 =
(

γ po 
ρo(1 − bρ0)

)
+ 

μH 2 
o 

ρo 
. (9) 

Linear combination of Eqs. (7) and (8) using the condition of derivative to be in 
one direction only, i.e., dr dt  = u±c the characteristics equation have been obtained and 
given below. The characteristics curve represents the motion of possible disturbances 
whose velocity differs from particle velocity u, by the  value of  ±c(local sound speed), 
respectively, for diverging and converging shocks. 

The total derivative of characteristics equation for diverging shock is given as: 

dp  + μHθ dHθ + μHZ dHZ + ρcdu + 
μH 2 

θ ∂r 

r 

+ ρc2
u 

(u + c) 
∂r 

r 
+ ρc 

Gm 

(u + c) 
∂r 

r2 
= 0. (10) 

Equation (10) represents the characteristics form of equation for diverging shocks, 
and by replacing the +c in above equation by −c, we get the characteristics’ equation 
for converging shocks given as: 

dp  + μHθ dHθ + μHZ dHZ − ρcdu + μH 2 
θ 
dr 

r
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+ ρc2
u 

(u − c) 
dr 

r 
− ρc 

Gm 

(u − c) 
dr 

r2 
= 0. (11) 

Analytical Relations for Flow Variables 

The final step is to substitute the boundary conditions given in Eq. (3) into the 
characteristics’ equation for both the diverging and converging shocks. 

The equilibrium condition is specified by the conditions: 

∂ 
∂t 

= 0 = u and HZo  = constant and Hθ o = r 
1/2 HZo. (12) 

The initial distribution of density in unperturbed state is assumed to be of the 
form, 

ρo = ρ 'r−ω , (13) 

where ρ ' is the density at the plane of symmetry and w is a constant. Using Eq. (12) 
and first and sixth equations of system of Eq. (1), the variation in pressure with 
distance r can be written as: 

po 
p' = K ∗ 

1 r
1−2ω γ − 

3 

2 
γβ2 

1r + K ', (14) 

where, 

K∗ = 
K1 

D 
, K1 = 2π 

(2ω − 1)(2 − ω) 
, K' = 

Ko 

p' , 

D = 
a'2 

Gρ ' , β2 
1 = 

μH 2 
Z0 

γ p' , m = 
2πρ 'r2−ω 

(2 − ω) 
. (15) 

K ' is a constant of integration, and G is the universal gravitational constant. 

Strong Shock (SS): Substituting the boundary condition (3) into the diverging shock 
Eq. (10) and using Eq. (14), we get 

∂U 2 

∂r 
+ B 

U 2 

r 
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3 

2 
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'2 β2 
1r

ω − 
C2a'22π r−ω 
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/
χ(ξ  )  

ξ 
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2
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B ' =
[

χ (ξ ) √
(1 − bρ0ξ)

{
1 −

√
ξχ  (ξ  )  
ξ − 1 

/
(1 − bρ0) 
(1 − bρ0ξ)

}

− 
χ (ξ ) 
γ

(
1 − 2bρ0 

1 − bρ0

)
ω

]

, 

(17)
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C '
2 =

[
L 
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ξχ  (ξ  )  
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√

(1 − bρ0)(1 − bρ0ξ)

{
1 −

√
ξχ  (ξ  )  
ξ − 1 

/
(1 − bρ0) 
(1 − bρ0ξ)

}]

, 

C '
1 =

(
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A 
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1 

A 
, C2 = 

C '
2 

A 
. 

Integrating Eq. (16), we get the equation of free propagation. 

U 2 = Ksr
−B + 

3 

2 

C1a'2β2 
1r

ω+1 

(ω + B + 1) 
+ C '

2a
'22π r−ω 

(2 − ω)(1 − ω + B)D 
, (18) 

where Ks is constant of integration. 
Now, for C− disturbances generated by the shock, the fluid velocity increment 

are given as: 

du− = −
(

ξ − 1 
ξ

)
dU 

Substituting the value of dU from Eq. (18), we get: 
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dr. (19) 

Similarly, substituting the boundary condition (3) into the converging shock 
Eq. (11) and using (14), we get: 
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∂U 2 

∂r 
+ B2 

U 2 

r 
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C3a

'2 β2 
1r

ω − 
C4a'22π r−ω 

(2 − ω)D 
= 0, (21) 

B2 = 
B '
2 

A 
, C3 = 

C '
3 

A 
, C4 = 

C '
4 

A 
. 

For the C+ disturbances generated by the shock, the fluid velocity increment using 
(21) into boundary conditions (3) will be expressed as: 

du+ =
(

ξ − 1 
ξ

)[
− 
U 

2r 
B2 + 

1 

2U

{
3 

2 
C3a

'2 β2 
1r

ω + 
C4a'22π r−ω 

(2 − ω)D

}]
dr. (22) 

Now in presence of both the C− and C+ disturbances, the fluid increment behind 
the shock is related as: 

du− + du+ =
(

ξ − 1 
ξ

)
dU. (23) 

Substituting the values from Eqs. (19) and (22) and solving, we get: 

∂U 2 

∂r 
+ B∗ U

2 

r 
− C∗ 

5 a
'2 β2 

1r
ω − 

C∗
6 a

'22π r−ω 

(2 − ω)D 
= 0. (24) 

Integrating above equation, we get: 

U 2 = K pr−B∗ + 
C5a'2β2 

1r
ω+1 

(ω + B∗ + 1) 
+ C6a'22π r1−ω 

(2 − ω)(B∗ − ω + 1)D 
, (25) 

where K p is a constant of integration, B∗ = B+B2, C5 = C1+C3, C6 = C2+C4. 
Using Eqs. (18) and (25) into the strong shock boundary conditions (3), the expres-

sions for both the free propagation (FP) and the effect of overtaking disturbances 
(EOD) have been obtained, respectively, and are given as: 
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ρ 
ρ ' = r−w ξ. (30) 

Effect of Overtaking Disturbances (EODs) 
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3 

2 
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)

, (34) 

ρ 
ρ ' = r−w ξ. (35) 

4 Results and Discussion 

The behavior of the shock strength, shock velocity, particle velocity, pressure, and 
density at various values of non-idealness parameter and gravitational constant has 
been shown in the figures mentioned below.
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From above figures, it has been obtained that the shock strength increases with 
the increasing non-idealness parameter (bρo) of the gases as an increase in bρo gives 
rise to the collisions of gas particles frequently. The shock velocity also increases 
with bρo for both the motion of free propagation and effect of overtaking disturbances 
subsequently, but in the case of particle velocity, it increases in the freely propagating 
case whereas decreases with the inclusion of the overtaking disturbances well. The 
pressure as well as the density decreases with the increasing value of bρo and G. It  
can be seen from the density graph that all the plots overlap each other and only a 
single line is seen because the density only depends on the propagation distance r and 
a constant w. It is to be noted that the range difference of flow variables for both the 
FP and EOD case does not vary a lot and the accuracy for all these flow parameters 
is shown in Tables 1 and 2, respectively. The obtained results of the present problem 
following Van der Waals equation of state and CCW method are compared with that 
to the work of Mishra and Kumar [9] following an ideal gas equation of state and 
the CCW method for plane shocks. 

Table 1 Comparison of flow variables with and without disturbances 

r U/a0 (shock strength) U/a' (shock velocity) 
FP EOD CP FP EOD CP 

0.090 11.484 12.156 0.672 6.829 7.152 0.323 

0.092 12.765 13.821 1.056 6.963 7.621 0.658 

0.094 14.466 15.123 1.257 7.090 8.105 1.065 

0.096 16.916 18.506 1.590 7.211 8.752 1.541 

0.098 20.959 21.597 1.738 7.327 9.103 1.776 

0.100 29.948 30.876 1.928 7.438 9.875 2.437 

Table 2 Comparison of flow variables with and without disturbances 

r u/a' (particle velocity) p/p' (pressure) 
FP EOD CP FP EOD CP 

0.090 1.568 2.056 0.488 41.48 45.535 4.089 

0.092 1.636 2.052 0.416 38.134 41.571 3.437 

0.094 1.699 2.049 0.350 34.948 37.798 2.793 

0.096 1.759 2.046 0.287 31.875 34.180 2.302 

0.098 1.815 2.092 0.227 28.915 30.705 1.807 

0.100 1.868 2.039 0.171 26.061 27.416 1.355
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5 Conclusions 

In the present paper, the effect of overtaking disturbances on the motion of strong 
hydro-magnetic shock is shown and compared with the freely propagating case, i.e., 
when these disturbances are neglected. The comparison of both the cases is done 
through tabular and graphical form as mentioned above. It is important to note that 
the shock gets strengthened when the effect of overtaking disturbances are consid-
ered and also with increasing the non-idealness parameter of the gases. The shock 
strength with the inclusion of the overtaking disturbances increases more rapidly 
with propagation distance than that predicted for the freely propagating shocks. This 
implies that the present method is convenient to explain more accurately the abrupt 
increase in shock strength in the interstellar medium and space. The shock velocity, 
particle velocity, and pressure as well increase more speedily under the EOD than 
predicted for the FP. 

The density shows the constant behavior because its distribution initially is 
assumed to be constant and the behavior of pressure as well as density both decrease 
with increasing non-idealness parameter of the gases. 

Acknowledgements The author Sewa Singh is thankful to the UGC New Delhi, India, for the 
financial support. 
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/
p' Pressure variation 

U
/
ao Shock strength 

u
/
a' Particle velocity 

U
/
a' Shock velocity 
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An Investigation on the Effect 
of Changing Bump Geometry on a 2D 
Supersonic Inlet 

Pranav Joshi, Om Kolhatkar, and Prithviraj Ghule 

Abstract The present study investigates the utilization of a bump on a 2D supersonic 
inlet design operating at Mach 2.2. The primary objective is to analyze the flow 
characteristics on the second ramp of the intake. Different bump sizes, specifically 
2 mm, 4 mm, and 6 mm, were computationally examined to assess the disparity in 
static pressures and efficiencies of a supersonic inlet considering a cowl angle of 
1°. The observations were that the 2 mm and 4 mm sized bump resulted in minimal 
supersonic spillage, whereas the 6 mm exhibited highest spillage. Consequently, it 
is derived that an increase in the bump size beyond a certain tolerance leads to a 
greater occurrence of normal shock waves. Furthermore, the adoption of a 2 mm-
sized bump resulted in improved total pressure recovery, with visual aids facilitating 
the understanding of the downstream occurrence of normal shock waves. The analysis 
of total pressure recovery within the flow field, utilizing the aforementioned bump 
of 2 mm, provides valuable data for further investigations into the development of 
supersonic inlets. This research parameter can play a crucial role in determining the 
efficiencies of inlets in similar operating environments. 

Keywords Intake · Back pressure · Bump · Total pressure recovery · Performance 

Nomenclature 

X Distance measured from ramp tip [mm] 
Y Distance along the height of inlet [mm] 
L Total length of inlet [mm] 
ρ Density of air [kg/m3] 
M Mach number [–] 
P Static pressure [Pa] 
P0 Total pressure [pa]
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1 Introduction 

An aircraft will require one or more intakes to capture the atmospheric air at free-
stream Mach number. Moreover, the intake must achieve all these with minimum 
disturbance to the external flow around the aircraft and thus minimum external drag. 
It is situated before the compressor and is in the frontal portion of the fuselage, to 
permit an efficient supply of air under various flight regimes. An inlet is a duct that 
is required to ensure smooth airflow into the engine despite air approaching the inlet 
from directions other than straight ahead. This occurs on the ground from crosswinds 
and in flight with aircraft pitch and yaw motions. Survey on implementation of 
bump in inlets results in good pressure recoveries compared to ideal inlets. Resulting 
geometry ensures smooth flow of air in the engine by reducing the total pressure 
losses taking place due to formation of shockwaves. The following research work is 
carried out to analyze the inlet performance by adopting a bump of variable diameter 
and size. Designing supersonic inlets is more difficult than subsonic as the factor of 
study in determination of the performance including total pressure. 

The inlet lip is sharpened to minimize the performance losses from shock waves 
that occur during supersonic flight. For a supersonic aircraft, the inlet must slow the 
flow down to subsonic speeds before the air reaches the compressor. Some supersonic 
inlets use a central cone to shock the flow down to subsonic speeds. Other inlets 
use flat-hinged plates to generate the compression shocks, with the resulting inlet 
geometry having a rectangular cross-section. Das [1] studied the computations and 
experimentations with distinct flow field features inside the inlet with the adoption of 
a 3D bump. Similar studies of a 3D bump placed on the second ramp of an external 
compression inlet are studied and investigated by Kim and Song [2] operating at Mach 
2. Corresponding application of a 3D bump has also been analyzed experimentally 
and computationally by Kim and Song [3]. This paper briefly elaborates a study 
made on a 2D supersonic inlet with the adoption of a bump of variable sizes placed 
on the second ramp of a mixed-compression inlet operating at free-stream Mach 2.2. 
Computations are investigated and scrutinized to further validate the bump induced 
in a distinct flow field. The effect of cowl angle deflection without back pressure 
has been studied by Das et al. [4] and reported that deflection in cowl angle tends 
to improve the performance. Chopra et al [1] demonstrated the flow characteristics 
in an inlet with adoption of a 3D bump and stated that change in shock reflection 
pattern directly affects the total pressure at the exit of the inlet. Shock train govern 
the flow requirements inside the inlet. Using a mixed-compression supersonic air 
inlet for Mach 2.2, the aim of this paper is to study the flow field inside the 2D cavity 
of a 2D inlet by applying a bump. Computations were done to determine the inlet’s 
performance overall.



An Investigation on the Effect of Changing Bump Geometry on a 2D … 899

Fig. 1 Surface pressure comparison graph 

2 Validation Test 

A computational analysis has been carried out and reported in conjunction with Das 
[1] for a mixed-compression inlet at 1 degree cowl deflection angle operating at Mach 
2.2. Similar flow field features have been studied, simulated, and validated with the 
necessary referenced computation. The blue line represents validation data that has 
been in alignment with the reference data Das [1] indicated in red. The graphical data 
signifies similar results simulated on the second ramp shown in Fig. 1, in comparison 
to the statistics on the validating reference study of Das [1]. 

3 Computational Methodology 

Computation is performed using a two-dimensional, density-based, steady-state 
model. Work is carried out using commercial software Ansys Fluent. 

A. Geometry 

The basic bump geometry investigated for this study includes two ramps having 
angle 7° and 14°, respectively. The cowl deflection angle adopted for this particular 
study is 1°, respectively. 

This specific investigation for this geometry studies implementation of bumps of 
sizes 2 mm, 4 mm, 6 mm, respectively, placed on the second ramp of the intake. To 
study the behavior of oblique shocks and further determine the leading total pressure 
recoveries in further estimating the overall compressor efficiency (Fig. 2).

The structured grid mesh for the validation study was prepared for Coarse (170,550 
cells) having y-direction spacing of 0.01. Similar structured grids for the 2 mm bump
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Fig. 2 Schematic of the inlet bump

Fig. 3 Geometry of two-dimensional bump intake 

were decided for further computation having a cell count of Coarse (238,210 cells) 
with a y-direction spacing of 0.001. For the 4 mm bump, the prepared structured grid 
selected was Coarse (249,910 cells) with a similar y-direction spacing of 0.001. Six 
mm bump computations were carried out using Coarse (254,870 cells) with the same 
y-direction spacing of 0.001 (Fig. 3). 

3.1 Computational Setup and Methods 

The entire computational model for the determination of flow field inside the intake 
has been prepared using a standard K-ω turbulent model. An Explicit coupled solver, 
Gradient least squares cell based, flow-second order upwind, turbulent kinetic energy-
second order upwind, specific dissipation rate-second order upwind, along with 
energy and transport equations were implemented. Consideration of fluid as air with 
a density-based solver setup using ideal gas law (Figs. .4 and 5).

Computations are further obtained for the supersonic flow intake with boundary 
conditions at the inlet to be pressure far field, operating at Mach 2.2 with similar 
pressure far field conditions at the exit and Reynolds number 2.6*107 at the exit.
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Fig. 4 Domain for the bump geometry 

Fig. 5 Black and white contour image

The aligning values from the validation study distinctively indicated the suitability 
of the turbulent models adopted as well as the boundary conditions used. A similar 
approach has been uniformly followed while performing computations for all three 
bumps of 2 mm, 4 mm, and 6 mm, respectively. 

The B&W image exhibits flow patterns taking place in a pressurized free-stream 
condition inside a supersonic flow regime. The formation of oblique shocks at the 
bump arbitrary angle and similarly a normal shock is seen forming at the entry of 
the inlet. Inside the inlet, the aftermath of the normal shock waves is seen to have a 
streamline flow along the centerline of the intake. 

4 Results and Discussion 

The computations were performed on a mixed-compression supersonic inlet oper-
ating at Mach 2.2. The extracted data is further used for determination of two impor-
tant parameters around which this entire research study involves, ‘Total Pressure
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Recovery’ and ‘Efficiency’. The latter is directly proportional to the amount of air 
supply received and similarly on the quality of air entering the engine. The adoption 
of a bump of sizes 2 mm, 4 mm, and 6 mm is compared and investigated with the 
statistical data from Das [5]. The computational study showcased over here compares 
static and Mach computations obtained for bumps of all three sizes which are thus 
compared (Figs. 6, 7, 8, 9 and 10). 

Computations are further obtained for the supersonic flow intake with boundary 
conditions at the inlet to be pressure far field, operating at Mach 2.2 with similar 
pressure far field conditions at the exit and Reynolds number. 

The static pressure contours for 2 mm, 4 mm, and 6 mm bumps are shown in 
Fig. 11 (6 mm), Fig. 9 (4 mm), Fig. 7 (2 mm). Pressure distribution inside the flow 
field of the inlet indicates the formation of shocks with the application of bumps of 
variable sizes.

Fig. 6 Mach number contour for 2 mm bump 

Fig. 7 Static pressure contour for 2 mm bump
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Fig. 8 Mach number contour for 4 mm bump 

Fig. 9 Static pressure contour for 4 mm bump

A consensus is reached between validation tests and experiments with respect to 
boundary conditions, meshing parameters as well as flow patterns with the difference 
in location of normal shocks for all the aforementioned cases. 

The above comparison graph shows the result of computation for bump sizes 2 
mm, 4 mm, and 6 mm, respectively. The nature of the graph at the second ramp, 
i.e., at the bump location, a sudden rise in the pressure ratio is observed. Figure 12 
shows that from the distance X/L = 0 to 0.2, the 6 mm bump shows greater rise in 
pressure ratio than the bumps of 2 and 4 mm, thereby concluding that 6 mm bump 
experiences greater supersonic spillage affecting the total pressure recovery which 
further influences the engine efficiency. At distance X/L = 0.2–0.6, there is a steep
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Fig. 10 Mach number contour for 6 mm bump

Fig. 11 Static pressure contour for 6 mm bump

rise in the graph. Small size of the bumps of 2 and 4 mm leads to improvement in 
performance due to flow separation in the larger area of the intake. It is also thereby 
concluded from the 6 mm statistical data that bumping with an increased size leads 
to decrease in performance (Table 1).

The total pressure calculated from the data extracted from the computations is 
0.8743 for without bump geometry, 0.9372 for geometry with 2 mm bump, 0.9149 
for geometry with 4 mm bump, and 0.8848 for geometry with 6 mm bump. The total 
pressure recovery is observed to be more for 2 mm and 4 mm bump geometry, in 
comparison with 6 mm bump geometry. A conclusion can be drafted that the total 
pressure recovery is greater in the intake with a bump.
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Fig. 12 Comparison graph for P/P∞ versus X/L for 2, 4, 6 mm bumps 

Table 1 Total pressure recovery and efficiencies 

S. no. Total pressure recovery and efficiency 

Intake configuration Total pressure recovery Efficiency (%) 

1 Intake without bump 0.8743 92.3 

2 Intake with 2 mm bump 0.9372 96.26 

3 Intake with 4 mm bump 0.9149 94.89 

4 Intake with 6 mm bump 0.8848 93.01

5 Conclusions 

Computations and data have been studied for the inlet bump geometry to study flow 
field features via implementation of a bump on the second ramp of variable sizes viz. 
2 mm, 4 mm, and 6 mm, respectively. Pressure distribution inside the intake indicates 
variable change in the formation of shock reflection patterns with the adoption of 
variable bump geometries. Viable parameters including total pressure recovery and 
efficiencies are calculated. Efficiencies for geometry with 2 mm bump are 96.26%, 
for geometry 4 mm bump are 94.89%, and for bump geometry 6 mm are found to 
be 93.01%. Total pressure improvement is observed for the 2 mm bump downstream 
of the normal shock. The improvement in back pressures is observed as the radius 
of bump is increased (owing to its semi-conical shape). However, it is noticed that 
beyond a certain designated radius, it diminishes and drastically decreases given the 
flow patterns and occurrence of normal shock majorly on the outer surface of the lip 
substantiating for spillage at the frontal portion leading to lower pressure recoveries 
and thereby affecting the efficiency. Shape, location as well the number of bumps 
could be a strong parameter for further research study.
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Laminar Shear Layer Growth 
in Supersonic Underexpanded Flows 

Ali Jraisheh, Jubajyoti Chutia, Amrita Pathak, and Vinayak Kulkarni 

Abstract This paper offers an insight on the growth of laminar shear layer in super-
sonic jets and the extent of the compressible flow region (also known as inviscid 
core) that is bounded by the barrel shock and shear layer. Numerical simulations are 
performed on four nozzle shapes, obtained by different optimization methodologies, 
to probe the near-field area downstream of the nozzle exit. The results are linked to 
the trend of boundary layer growth within the nozzle and the nozzle wall shape. The 
viscous and inviscid areas in the near field are closely investigated to understand the 
factors that trigger the thickness of laminar shear layer and the boundaries of the 
inviscid core. 

Keywords Supersonic jet · Laminar shear layer · CFD · Optimisation 

1 Introduction 

In the second half of the last century, the interest in shear layer has increased, initially 
due to near wake problem in turbines, and later on because of its important role 
in supersonic combustion [1]. There have been extensive studies [2] to explore the 
transition from laminar to turbulent shear layer that separates two supersonic streams, 
and the laminar free-of-periodic-oscillation shear layers. The spread rate of shear 
layer was found to be slower in supersonic jet than it in incompressible shear layer 
[3]. This difference is found to be partially related to the density ratio between 
both sides of the shear layer, especially when the supersonic jet is spreading in 
a quiescent medium. But, the main reason for the slower spread is the different 
formation processes for shear layer, as it widely depends on its instability in the 
case of supersonic jet. That is, the supersonic shear layer contains large coherent
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structures formed at the earlier stages of instability. Further, the experimental results 
of Dimotakis [4] show that the dynamics of compressible shear layer do not only 
depend on the density and velocity ratio, rather they are related to the earlier growth 
and initial conditions of the boundary layer. In this context, the experiment of Batt 
[5] revealed that turbulent boundary layer results in a shear layer with more growth 
rate of thickness and entrainment compared to the undisturbed boundary layer. 

In mixing shear layer, Papamoschou et al. [1] coined the concept of convective 
Mach number, which is the “intrinsic” Mach number when it comes to the effects 
on shear layer transition. In the case of jet propagating in still gas, convective Mach 
number is proven to be the same Mach number of the jet. 

Fourguette et al. [6] have experimentally probed the evolution of shear layer of 
an axisymmetric supersonic jet, while matching the exit pressure with back pressure 
using laser-based Rayleigh scattering techniques. Their findings suggest that the 
structures in compressible shear layer move in three-dimensional manner, and this 
aspect gives more three dimensionalities to compressible shear layer compared to 
the incompressible shear layer. 

Rossmann et al. [7] have examined the supersonic shear layer with different 
compressibilities and convective Mach numbers, numerically and experimentally. 
It was found that a higher compressibility rate would hamper the growth rate, and it 
would produce larger structures, while these structures hardly appear in a shear layer 
of moderate compressibility. 

The work of Ma et al.  [8] studied the geometrical effect on a growth trend of a 
confined subsonic–supersonic shear layer. The influencing factors are found to be the 
combustion chamber height, the splitter plate thickness, and the supersonic nozzle 
exit diameter. The interaction between the shock train within the supersonic jet and 
the shear layer is seen to increase its thickness locally. 

Another work of Ma et al. [9] has investigated the growth of shear layer between 
subsonic and supersonic streams in a wind tunnel. It shows that the pressure difference 
between the streams induces the shear layer to deflect towards the low-pressure stream 
and hence triggers the shear layer transition. 

Davis and Kumar [10] have observed that free jet shear layer is characterised by 
abrupt growth near the nozzle exit, after which it maintains a linear growth for certain 
region. In this region, the growth rate is seen to decrease. 

The above literature shows a significant interest in shear layers, both between 
supersonic streams and between a supersonic stream and a stagnant gas. Most of the 
results are driven by the turbulent model of shear layer and focus on the instabilities 
induced by the difference in pressure and velocity. Therefore, this study is inclined 
towards the growth of laminar shear layers between a supersonic jet and a still gas, 
and the understanding of factors affecting the supersonic gas expansion. The main 
phenomena are observed in the near-field area, and the thickness of shear layer and 
the extent of inviscid core are linked to the nozzle geometry and boundary conditions. 
Such studies are highly desirable for free jet-based testing facilities, astrophysical 
studies, combustion understanding, and many other applications [11–19].
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Section 2 describes the optimization method and the mathematical formulation 
of the CFD solver, Sect. 3 contains the simulation results and discussion, and Sect. 4 
concludes the findings. 

2 Methodology 

2.1 Optimisation Method 

In addition to the well-known conical nozzle, three different approaches are followed 
to generate the supersonic nozzle wall geometries with correspondent flow at the 
nozzle exit. For the optimization procedure, gradient steepest descent technique is 
employed to achieve the minimum overall radial velocity at the nozzle exit using 
simple one-dimensional code based on gas dynamic relations [20]. The resulting 
nozzles are as follows:

• Right conical nozzle.
• Nozzle (N1): The wall is mathematically represented by third-order Bezier curve, 

α in the optimization process is fixed at a value of 0.0001, and the initial angle of 
divergence is restricted to 15°.

• Nozzle (N2): The wall is mathematically represented by fourth-order Bezier curve, 
α is calculated using 1D search method, and the initial angle of divergence is not 
restricted.

• Nozzle (N3): The wall is mathematically represented by fourth-order Bezier curve, 
α is calculated using 1D search method, and the initial angle of divergence is 
restricted to 10°. 

For each resulting geometry, a grid is prepared, the lines are clustered towards the 
wall and refined in the near field to capture all the phenomena, and the results are 
ensured to be independent of the mesh resolution. The mesh is then fed to the CFD 
solver to obtain the numerical results. 

2.2 Computational Domain 

To ensure the smoothness of the solution, the domain is extended to 150 throat 
diameters in axial direction and 50 throat diameters in transverse direction [21]. The 
domain starts with the nozzle throat as a sonic inlet, considering only the diverging 
part of the nozzle due to the importance of this region compared to the subsonic part. 
The unity Mach number, sonic pressure, and temperature are set at the inlet boundary, 
while the back pressure is set at the outlet boundary. To complete the flow field at the 
outlet, the temperature is extrapolated from the last cell adjacent to the boundary, and 
the density is calculated using equation of state. This boundary condition is known
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Fig. 1 Computational domain and boundary conditions 

as strong pressure averaging, and it is useful in the cases where one is not certain 
whether the flow is subsonic or supersonic at the exit. Figure 1 illustrates the mesh 
(enlarged to view the near-field area) and the boundary conditions. 

2.3 Governing Equations 

In the present work, the numerical procedure involves an in-house CFD programme 
to solve axisymmetric laminar Navier–Stokes equations, coupled with the equa-
tion of state and the energy equation to close the system. Viscosity is treated with 
Sutherland’s approximation and perfect gas assumption is considered. This solver 
has already been validated [12]. 

The axisymmetric Navier–Stokes equations read: 

∂U 
∂t 

+ ∂ FI 

∂x 
+ ∂ GI 

∂y 
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∂x 
+ ∂ GV 

∂ y 
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The vectors SI and SV are inviscid and viscous source terms, respectively, and are 
relevant only for axisymmetric flows. These may be expressed as, 
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∂u 
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)
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3y

)
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3 Results and Discussion 

The nozzle wall shapes for the above-mentioned four nozzles are generated consid-
ering throat diameter of 2 mm, exit diameter of 24 mm, and a nozzle length of 30 mm. 
The flowing gas is argon with a total temperature of 1300 K and a nozzle pressure 
ratio of 2200. The resulting shapes are used to generate the desired computational 
domains and then fed to the in-house CFD code. The output of CFD simulations 
depicts the contours of gas properties in the near-field area. Further, the transverse 
profiles of these properties are extracted at the nozzle exit plane in addition to four 
different axial locations, viz., 5 mm, 10 mm, 15 mm, and 20 mm downstream of
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the nozzle exit plane, and these locations correspond to 2.5D, 5D, 7.5D, and 10D 
downstream of the nozzle exit, respectively. 

To visualise the thickness of the inviscid core and shear layer at these different 
locations, density profiles for the conical nozzle, N1, N2, and N3 are plotted in Figs. 2, 
3, 4, and 5, respectively. The radial coordinate Y is normalised to the nozzle throat 
diameter. For comparison, a dashed line of reference is drawn at a radial location 
where the inviscid core of conical nozzle ends at an axial location of 20 mm. One can 
notice that the inviscid core of nozzle N1 extends farther above the line, indicating 
more radial extent for the locations downstream of nozzle exit, whereas the flow 
seems less uniform at the nozzle exit. 

Moreover, the flow emitting from nozzle N2 attains a uniform profile at the nozzle 
exit and then shear layer starts to take over the inviscid area. At a location of 30 mm 
downstream the nozzle exit, the flow loses its uniformity, and it appears that inviscid 
core has been terminated at a location between 15 and 20 mm downstream the nozzle 
exit. Looking at the radial profile of nozzle N3 jet, the flow behaves uniformly across 
the axial and radial directions and the uniform area extends father above the reference 
line. 

Further, the plots show that shear layer of nozzle N1 is comparable in thickness 
with that of conical nozzle, whereas nozzles N2 and N3 show higher thickness in 
shear layer. The density in all the nozzles decreases in the downstream direction 
and it obtains the minimum at a location of 20 mm downstream. However, the same
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Fig. 2 Radial density profile at the exit and four axial locations downstream the exit of conical 
nozzle
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Fig. 3 Radial density profile at the exit and four axial locations downstream the exit of nozzle N1 
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Fig. 4 Radial density profile at the exit and four axial locations downstream the exit of nozzle N2
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Fig. 5 Radial density profile at the exit and four axial locations downstream the exit of nozzle N3

axial location in nozzle N2 shows higher density, which implies a compression wave 
upstream of this location, i.e. between 15 and 20 mm downstream. 

To investigate the flow field further, Figs. 6 and 7 illustrate isodensity lines for 
the four nozzles. In these figures, one can discriminate the incident shock (barrel 
shock) and shear layer (resulting from boundary layer within the nozzle). It is found 
that there is a weak disturbance within the conical nozzle and nozzle N1, which 
propagates up to the nozzle exit and then diffuses downstream. This disturbance 
justifies the distorted radial profile at the exit of these two nozzles (Figs. 2 and 3). 
However, nozzles N2 and N3 do not show similar trend and hence the uniform profile 
at the exit.

Furthermore, the unrestricted divergence downstream the throat of nozzle N2 
allows the jet to expand freely and rapidly within the nozzle, which causes the jet 
pressure to drop drastically and decreases the degree of underexpansion, and therefore 
terminates the inviscid core at an earlier axial location. Also, from the isodensity lines 
of nozzles N2 and N3, there seems to be larger gap between the barrel shock and 
shear layer than the cases of the conical nozzle and nozzle N1. This effect explains 
the observed thickness of shear layer in Figs. 4 and 5. 

To take a closer look at how the flow is propagating, the axial pressure distribution 
within the four nozzles and in the near-field area is plotted in Fig. 8. In this figure, the 
axial distance is normalised to the throat diameter, and the jet pressure is normalised 
to the back pressure.
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Fig. 6 Isodensity lines for the conical nozzle (bottom) and nozzle N1 (top) 
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Fig. 7 Isodensity lines for nozzle N2 (bottom) and nozzle N3 (top)

It is clear from Fig. 8 that jet expansion is terminated at an earlier location 22X/D 
in the case of nozzle N2 due to the free expansion. The inviscid core is extended up 
to 40X/D, 44X/D, and 46X/D for nozzles N3, N1, and the conical nozzle. It is further 
seen that the conical nozzle forms stronger internal shock immediately downstream 
the throat, whereas this disturbance is weaker for nozzle N1 and it is not present in 
nozzles N2 and N3.
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Fig. 8 Axial pressure distribution in the near-field area for the four nozzles

4 Conclusion 

This paper describes the near-field area of an underexpanded supersonic jet produced 
from different nozzles into a still gas, using laminar flow assumption. One-
dimensional optimisation code is employed to form the nozzle wall shape using 
different techniques, and the numerical simulations are performed using an in-house 
CFD solver. The shear layer contains the compressible flow region, and it draws the 
jet boundaries. It is found that restricted expansion in the nozzle leads to thin shear 
layer, due to controlled growth within the nozzle, whereas free expansion within 
the nozzle increases the thickness of shear layer and enlarges the gap between the 
barrel shock and shear layer. Further, it is noticed that when the angle of divergence 
is constrained, the inviscid core extends further downstream due to higher level of 
underexpansion. 

Nomenclature 

D Orifice diameter (m) 
M Mach number 
P Pressure (N/m2)
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Pjet /Pb Jet pressure ratio 
ρ Density (kg/m3) 
T Temperature (K) 
τ xx & τ yy Normal stress (N/m2) 
τ xy & τ yx Shear stress (N/m2) 
u X Component of velocity (m/s) 
v Y Component of velocity (m/s) 
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Numerical Investigation on Shock-Wave 
and Boundary-Layer Interactions Inside 
the Axisymmetric and Planar Scramjet 
Intakes with Different Cowl Orientations 

S. Sharath and Tamal Jana 

Abstract The computational investigations of planar and axisymmetric scramjet 
intakes with different cowl configurations have been carried out to study the shock-
wave/boundary-layer interaction (SWBLI) at Mach 4.03. The 2D numerical simula-
tion has been conducted using the finite volume solver Ansys Fluent. The velocity 
contour for both the planar and the axisymmetric intakes with straight and bent 
cowls is analyzed to find the superior intake geometry which can be efficient in 
suppressing the separation bubble, formed due to SWBLI. It is observed that the 
axisymmetric intake is very effective in suppressing the separation bubbles. Inter-
estingly, for both the planar and the axisymmetric intakes, the separation bubble is 
washed away from the bent cowl. Besides, the wall static pressure distribution for 
both planar and axisymmetric intakes with straight and bent cowl reveals that wall 
static pressure is less for axisymmetric intake when compared to planar intake. For 
both the axisymmetric and planar intakes, the shock strength is lesser for the bent 
cowl, which is evident from the wall pressure plot. In addition, the study has been 
extended specifically to make a direct comparison between the planar and the axisym-
metric intakes. The total pressure at the isolator exit is higher for axisymmetric intake 
which conveys that the axisymmetric intake is very effective in conserving the total 
pressure of the incoming flow. The temperature plot over the ramp surface shows 
that the temperature is higher for planar intake; however, the temperature fluctuations 
over the ramp surface are more for axisymmetric intake. 
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1 Introduction 

The high-speed flow such as transonic, supersonic, and hypersonic flows is always 
associated with the generation of shock. Thus, the interaction of shock waves with the 
boundary layer formed over the inner/outer surface of high-speed aircraft is unavoid-
able. The repercussions due to shock-wave/boundary-layer interaction (SWBLI) 
are massive recirculation zone, enormous total pressure loss, fluctuating pressure, 
thermal load, etc. Therefore, the correct understanding of the SWBLI phenomenon 
is very essential to alleviate the consequences. Basic aspects of supersonic flow over 
different geometries and the shock structures are described by Anderson [1]. Besides, 
the fundamental flow physics of the shock boundary-layer interaction is presented 
by Babinsky [2]. It can be noted that several investigations have been conducted to 
study the SWBLI characteristics over flat surfaces or curved planes [3, 4]. More-
over, quite a lot of studies have been done to investigate the control characteristics of 
SBLIs inside supersonic/hypersonic intake. Extensive experimental work on SWBLI 
is carried out by Emami et al. [5] at several intake isolator geometries [5]. The inves-
tigations provide a thorough insight into the SWBLI structures and their comparison 
inside different supersonic intakes. Moreover, there are different control mechanisms, 
such as porous cavities, and MVGs to control the SWBLI inside the intake [6, 7]. 
The recent review of Jana et al. [8] beautifully documented the repercussions of 
SBLI over different geometries and the effective control methods to manipulate the 
interactions [8]. In addition to the numerical study, several numerical simulations are 
conducted to study detailed flow physics. Janarthanam and Babu [9] computationally 
investigated the flow structure for different cowl lengths and angles at Mach 4.03 
flow [9]. Senthilkumar et al. [10] studied the effect of cowl angle on the performance 
of the scramjet engine and the effects of cowl angle on the static pressure rise, total 
pressure recovery, and flow distortion [10]. This study also focuses on the variation 
in cowl angle and the flow distortion that leads to inlet unsteadiness and loss in total 
pressure. Later, John and Senthilkumar [11] numerically studied the performance 
enhancement of the supersonic planar air intake model by implementing the blunted 
leading edge to the cowl lip section of the model at Mach 3 [11]. However, the 
aforementioned studies are describing SWBLI over planar intakes. Note that, the 
flow phenomenon will not be similar due to the three-dimensional relieving effect 
caused by the axisymmetric geometry. Therefore, there is a need to investigate the 
impact of axisymmetric geometry over planar geometry in manipulating the SWBLI 
phenomenon. Since the intake is the most important part of a ramjet/scramjet engine, 
the present study computationally investigates the impact of axisymmetric intake over 
the planar one at Mach 4.03.
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Fig. 1 Two-dimensional geometry of SCRAMJET intake (all dimensions are in “inches”) [5] 

2 Numerical Modeling and Methodology 

2.1 Numerical Domain and Meshing 

The numerical analysis has been carried out using Ansys Fluent. The geometry of the 
SCRAMJET engine was incorporated from the work of Emami et al. [5], as shown 
in Fig. 1 [8]. The ramp of the intake is inclined at an angle of 11° with respect to 
freestream flow (X-direction). The length of the ramp along the X-direction is 9.77 
inches. The length and height of the isolator section are 3.48 inches and 0.4 inches, 
along the X-axis and the Y-axis, respectively. The cowl length is 4.4 inches. The 
horizontal (length) and vertical (height) dimensions of the computational domain are 
13.75 inches and 3.3 inches, respectively. The structured mesh is used throughout 
the entire domain, as shown in Fig. 2. A total of 2,38,921 nodes are used for the 
present study.

2.2 Numerical Methodology 

The Reynolds-average Navier–Stokes (RANS) equations are solved in the current 
work utilizing the two equations SST K-Ñ. The SST k-turbulence model is recom-
mended for issues involving compressible flow and shock-wave–boundary-layer 
interactions because it adequately captures boundary-layer separation under adverse 
pressure gradients [9]. An ideal gas is assumed to be the working fluid. The Suther-
land three-coefficient approach is used to calculate viscosity. The free stream static 
pressure is 8724 Pa, the stagnation pressure is 1.31 MPa, and the Mach number is 
considered as 4.03. The wall surface was selected as an adiabatic and non-slip wall. 
The inlet and the top and bottom layers of the numerical domain are considered as 
supersonic inlet using the pressure far-field boundary condition. The outlet of the
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Fig. 2 Mesh structure

numerical domain is taken as pressure outlet. The stagnation temperature at the pres-
sure outlet is taken to be 288 K, while the free stream temperature at the pressure 
far field is taken to be 69.15 K. The second-order upwind flow type is used with the 
implicit Advection Upstream Splitting Method (AUSM) scheme as supersonic flow 
demands more accurate findings. It is important to note that after a sufficient number 
of iterations, the residuals are fluctuating between 10−3 and 10−4. Therefore, the net 
mass outflux rate is considered as the convergence criteria which is below 0.04 kg/ 
s. Tech Plot is used to assess the results once the solution has converged. 

2.3 Grid Independency Test and Validation Study 

After the grid-independent study, the total number of elements is considered for the 
present investigation as 236,700. In order to authenticate the numerical investiga-
tion, the wall pressure is plotted over the ramp surface and validated with the exper-
imental paper of Emami et al. [5], which can be seen in Fig. 3. The figure plots non-
dimensionalized distance x/Ht along X-axis and non-dimensionalized pressure along 
Y-axis, where Ht is the throat height of the intake, and P and P∞ are the wall static 
pressure and freestream pressure, respectively. Near the first shock impingement 
point around x/Ht = 17, there is a slight variation in pressure rise between the exper-
imental and the numerical value, as can be seen in Fig. 3. There is a slight delay in the 
abrupt pressure rise for the numerical value. This might be due to slight variations 
in the freestream conditions between the numerical and experimental values.
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Fig. 3 Validation study 

3 Results and Discussion 

The numerical investigation is conducted in order to study the shock-wave–boundary-
layer interaction characteristics for the straight and axisymmetric intakes. At first, 
the velocity contour has been plotted for the planar intake for both straight and 
bent cowls, as shown in Fig. 4. Similar manner, the velocity contour is shown for 
axisymmetric intake in Fig. 5 for both straight and bend cowls. The formation of 
the separation bubble along with the separation and the re-attachment shock can be 
seen in the figures. Besides, shock cell structures are prominent inside the isolator 
section. It can be easily observed that the size of the separation bubble is bigger for 
the planar intake. Interestingly, there is no separation bubble over the bent cowls for 
the planar and the axisymmetric intake. The bent cowl for both the planar and the bent 
intake is effective in eliminating the separation bubble over the cowl surface. Note 
that, the separation bubbles are suppressed up to a large extent for axisymmetric 
intake when compared with planar intake. Besides, the bent cowl for both planar 
and axisymmetric intakes exhibits better performance in suppressing the separation 
bubbles.

Figure 6 shows the wall static pressure comparison over the ramp surface of 
planar intakes with both straight and bent cowls. The wall static pressure (P) is non-
dimensionalized with freestream static pressure (P∞) along Y-axis and distance (x) is  
non-dimensionalized with the intake throat height (Ht) along X-axis. Lesser pressure 
can be obtained for the bent cowl when compared to the straight cowl. Essentially, the
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Fig. 4 Velocity contour of separation bubble a straight and b bent cowls inside the planar intake

bent cowl is responsible for the lower cowl convergence angle which thereby reduces 
the shock strength. The shock of lesser strength results in lower wall static pressure 
for the bent cowl. The wall pressures over the ramp surface for the axisymmetric 
intakes with both straight and bent cowls are shown in Fig. 7. Similarly, the wall 
static pressure is lesser for the bent cowl, as can be seen in the figure. Note that, 
the wall static pressure is lesser for axisymmetric intake than that for planar intake 
which is due to the 3D-relieving effect due to axisymmetric geometry.

It is evident from the above observation that the axisymmetric intake is better 
than the planar intake in effectively suppressing the separation bubble. Therefore, 
further analysis is carried out specifically to compare total pressure and temperature 
distributions for axisymmetric and the planar intake with straight cowl to have a 
direct comparison of the effect of axisymmetric surface. 

Since the total pressure of the incoming flow before the combustion chamber is an 
important consideration for a well-designed intake, the average total pressure across 
the isolator exit is calculated and shown using the bar plot (Fig. 8). The normalized 
total pressure at the isolator exits for planar and axisymmetric intakes is around 95 
and 110, respectively. This indicates that the axisymmetric intake is far better in 
conserving the flow energy of incoming flow when compared to the planar intake.
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Fig. 5 Velocity contour of separation bubble a straight and b bent cowls inside the axisymmetric 
intake

The temperature distributions for the planar and axisymmetric intakes along the 
ramp surface are shown in Fig. 9. In this plot, the surface temperature is taken along 
Y-axis, and the distance (x), which is non-dimensionalized with throat height (Ht), is 
taken along the X-axis. The first rise, followed by a slow decrease in temperature, can 
be seen at the location of x/Ht = 1 and x/Ht = 4 for planar and axisymmetric intakes, 
respectively. The second rise in temperatures can be seen in the location of x/Ht = 
19 for planar intake and x/Ht = 24 for axisymmetric intake. The peak temperatures 
for planar and axisymmetric intakes are 290 K and 278 K, respectively. Note that 
the temperature is higher for planar intake; however, the temperature fluctuations 
over the ramp surface are more for axisymmetric intake. Essentially, due to the
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Fig. 6 Static pressure distribution on the ramp surface for both straight and bent cowls (planar 
case) 

Fig. 7 Static pressure distribution on the ramp surface for both straight and bent cowls (axisym-
metric case)
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Fig. 8 Total pressure (average) variations at the isolator exit for planar and axisymmetric intakes 
with straight cowl

lower shock angle for the axisymmetric intake resulting from the 3D-relieving effect, 
the impinging shock point inside the intake isolator section is shifted toward the 
downstream side. This might be the reason for the higher fluctuations over the ramp 
surface in the downstream region of the intake isolator section. 

Fig. 9 Temperature distributions along the ramp surface for planar and axisymmetric intakes with 
straight cowl
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4 Conclusions 

The shock-wave/boundary-layer interaction (SWBLI) at Mach 4.03 has been studied 
computationally using planar and axisymmetric scramjet intakes with straight and 
bent cowl. It has been found that the axisymmetric intake has a significant impact 
on the suppression of separation bubbles. It is interesting to see that the separa-
tion bubble is completely eliminated from the bent cowl for both the planar and the 
axisymmetric intake. Additionally, the wall static pressure distribution for axisym-
metric and planar intake with straight and bent cowl shows that axisymmetric intake 
has lower wall static pressure than planar intake which is due to the 3D-relieving effect 
due to axisymmetric geometry. Moreover, the bent cowl has a lower shock strength 
in comparison with the straight cowl for both axisymmetric and planar intakes. Note 
that, the axisymmetric intake results in higher total pressure at the isolator exit, 
indicating that the axisymmetric intake is particularly good in preserving the total 
pressure of the incoming flow. The temperature over the ramp surface is higher for 
planar intake; however, the temperature fluctuations over the ramp surface are more 
for axisymmetric intake. Essentially, the lower shock angle shifted the impinging 
shock point toward the downstream side, which might cause higher fluctuations over 
the ramp surface in the downstream side of the intake isolator section. 

Acknowledgements The authors acknowledge Dr. Rajasekher K, JAIN (Deemed-to-be Univer-
sity), for his insightful suggestions in conducting the numerical work. 

Nomenclature 

Ht Height of the intake throat 
K Turbulent kinetic energy 
P Wall static pressure 
P∞ Static pressure of the freestream flow 
RANS Reynolds-average Navier–Stokes 
SST Shear stress transport 
ω Specific dissipation 
x Distance along X-direction 
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Accurate Compressible Flow Modelling 
of Liquid Shock Tube Problems 

R. Jishnu Chandran, Risha Raju, A. Salih, and Senthil Kumar Arumugam 

Abstract Studies and applications related to liquid shocks span over varied areas. 
This work intends to accurately model different liquid shock tube cases and to inves-
tigate the related flow characteristics. The work initially investigates the suitability 
of different liquid equations of state for modelling the compressible liquid shock 
tube physics. The shock tube with liquid water as the tube fluid is simulated for 
cases involving diverse diaphragm pressure ratios. The modified NASG is found to 
be the most appropriate EoS for modelling liquid water compressibility effects for 
the related class of flow problems because of its high accuracy and non-isothermal 
characteristic. The MUSCL-based HLLC algorithm with MC-type slope limiter is 
the numerical solver chosen for modelling the liquid shock scenarios. A liquid shock 
tube test case with slightly complex initial setup is also simulated to demonstrate the 
robustness of the numerical solver. Numerical results for all the liquid shock tube 
cases modelled showed excellent agreement with the corresponding analytical solu-
tions. The MUSCL-based HLLC numerical solver algorithm along with the modified 
NASG EoS accurately simulated the compressible liquid shock tube physics for all 
the different cases considered. The test cases and solutions presented in the work 
could be used as benchmark results for the validation of numerical solvers. 
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1 Introduction 

There are several research available on the theory and applications of liquid shocks, 
spread over various fields. Campbell and Pitcher’s [1] investigation of shock waves 
in a gas bubble-laden liquid as well as Campbell et al. [2]’s research of detonation 
in liquid explosives through shock initiation is among the earliest works on shocks 
in liquids. A reflecting shock wave-type experimental technique is described by 
Walsh and Rice [3] to measure some of the crucial thermodynamic variables at high 
pressures. Lyzenga et al. [4] experimentally measured the temperature variations 
in the shock-compressed water using the optical pyrometry technique. Li et al. [5] 
used a nonlinear wave model to numerically simulate the shock propagation into 
the liquid interior following the collision with a solid surface and suggested the 
prominence of the liquid compressibility effects for high-impact speeds. A review 
of the different techniques used for the estimation of viscosity of shock-compressed 
fluids, including liquids, is presented by Al’Tshuler et al. [6]. Cooke and Chen [7] 
used a generic equation of state to investigate the shock capturing in pure water. 
In the case of shock wave lithotripsy, the extracorporeal acoustic shock causes high 
positive pressures in the liquid media through which it propagates [8]. The electronic 
conduction studies and the Hugoniot relation for water from the shock velocity 
measurements are reported by Celliers et al. [9] for shock-compressed high-pressure 
water. Dolan et al. [10] carried out studies on water samples undergoing compression 
from multiple shock waves in nanosecond duration, leading to ultra-fast freezing of 
the liquid. Various researches on underwater shock waves applied to the development 
of different therapeutic devices are outlined by Takayama et al. [11]. Batani et al. [12] 
studied the variations in the liquid refractive index associated with the compression 
of liquid water to megabar pressure range by using laser-driven shock waves. 

Gojani et al. [13] provide accurate numerical simulations and experimental data 
for reliably calculating the shock-Hugoniot curves for liquid media. The shock wave 
generation in liquid water for various biological studies is explained in detail by Kang 
et al. [14]. The study by Biance et al. [15] explored the effects of the elasticity of 
inertial liquid shocks. Spiller et al. [16] suggested shock wave modelling to accurately 
simulate the collapsed state of human veins with respect to the development of 
an exact solution to the resulting Riemann problem. Details of simulation studies 
on shock waves in water generated by a nanosecond laser pulse are outlined in 
Kubecka et al. [17]. Sharifi [18] studied the shock wave patterns in steam ejector 
flow using the two-phase non-equilibrium supersaturation model that considers the 
presence of liquid particles. The US patent [19] describes the use of shock waves 
to compress the liquid precursor jet for high-pressure material production. Song 
et al. [20] experimentally investigated the shock-induced liquid film breakup, while 
Debnath and Pandey [21] numerically analysed the detonation combustion wave 
in liquid kerosene–air mixture. Kaiser et al. [22] investigated the deformation of 
the interface of a droplet during its breakup by studying the pressure wave pattern 
formation that followed the shock propagation through the liquid. Li et al. [23] discuss
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the behaviour of liquids under compression from shock and study the expansion wave 
dynamics in the liquid. 

The present work intends to perform accurate compressible modelling of different 
liquid shock tube scenarios. This could be accomplished through the use of an effi-
cient numerical algorithm along with an appropriate EoS to relate the fluid density 
variations with other thermodynamic parameters such as pressure and temperature. 
In the initial part of the study, the water shock tube problem setup is modelled using 
different liquid EoSs. The results are analysed to conclude on the relative merits and 
demerits of each of these state equations for modelling the compressibility effects in 
the liquid for the selected class of problems. The most suitable liquid EoS is further 
applied to model more cases of the liquid shock tube involving different diaphragm 
pressure ratios and operating temperature ranges. Numerical results obtained for each 
of the shock tube cases modelled are checked for consistency against their respective 
analytical solution. Further in the study, a water shock tube problem with a different 
initial flow setup is also modelled to investigate the versatility of the proposed solver. 

2 Mathematical Model and Computational Strategy 

The water shock tube problem (WSTP) that uses liquid water as the tube fluid is a 
modified variant of the Sod’s [24] gas shock tube test case. The schematic of the 
initial problem setup is as shown in Fig. 1. 

A diaphragm is initially positioned at 2 m from the left boundary of a straight 
tube that has a total length 3 m. This diaphragm separates the high-pressure fluid 
in the driver section from the low-pressure fluid in the driven section. The main 
assumptions are that the fluid is non-viscous and non-heat conducting. For this 
problem, the compressibility effects of liquid water are taken into consideration. 
The one-dimensional compressible flow equations form the governing equation 
system for flow physics. The one-dimensional Euler equations that include the 
mass, the momentum, and the energy conservation relations are shown below in 
the conservative differential form.

Fig. 1 1D schematic of the liquid shock tube problem test case 
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ρu 
ρe 
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ρ 

ρu2 + p 
u(ρe + p) 
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where ρ is the density, u is the velocity, p the pressure, and e is the specific total 
internal energy. The total energy e and the internal energy, ε, of the fluid are related 
as: 

e = ε + 
1 

2 
u2 (3) 

The closure of the mathematical system requires an additional relation that 
connects the pressure, density, and internal energy of the fluid. A suitable equa-
tion of state for the operating fluid needs to be employed to achieve this closure. The 
governing relations form a system of nonlinear PDEs that needs to be numerically 
solved. The one-dimensional computational domain of 3 m length is partitioned into 
600 equally sized control volumes. Beginning with the event of the instantaneous 
rupture of the diaphragm, the transient computation is carried out up to a flow time 
of 200 microseconds. The numerical solver used for the computational modelling 
of the WSTP is the MUSCL-HLLC flux with MC-type slope limiter. All the flow 
variables are assumed to have only one-dimensional fluctuations, and the diaphragm 
rupture is treated as an instantaneous event. 

Six different cases of the water shock tube problem are simulated to cover suffi-
ciently wide pressure and temperature ranges. Three configurations are chosen in the 
first set, with the initial water pressure in the driver section on the left side chosen 
as PL = 10, 100, and 1000 MPa. The relatively lower pressure in the right chamber 
is PR = 0.1 MPa for all the three configurations. Prior to the diaphragm rupture, 
the fluid is considered to be stationary across the whole computational domain, i.e. 
the velocities uL = uR = 0. The fluid temperature on either side of the diaphragm 
is initially the same and at the value TL = TR = 300 K. In the second set, three 
more configurations are selected where the driver and driven chamber pressures are 
initially fixed at PL = 500 MPa and PR = 0.1 MPa, respectively, for all the cases. 
The assumption of zero initial fluid velocity is also valid for all three cases in the 
second set. However, these three cases correspond to three different initial operating 
temperatures of 280, 325, and 370 K in the shock tube domain. The details of the six 
different cases selected are shown in Table 1.
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Table 1 Details of the water shock tube cases selected for the numerical modelling 

Case no PL (MPa) PR 
(MPa) 

TL 
(K) 

TR 
(K) 

uL 
(m/s) 

uR 
(m/s) 

1 10 0.1 300 300 0 0 

2 100 0.1 300 300 0 0 

3 1000 0.1 300 300 0 0 

4 500 0.1 280 280 0 0 

5 500 0.1 325 325 0 0 

6 500 0.1 370 370 0 0 

3 Evaluation of Equations of State for Water Shock Tube 
Simulation 

The analytical solution to the WSTP has high dependency on the state equation 
used to relate the different properties of the fluid. However, it is a tedious task to 
derive the analytical solution based on each of the EoS because they involve a lot of 
rearrangements and new variable definitions. In this regard, the numerical solver can 
be used as an efficient tool to predict and understand the solution for the problem 
using different EoSs. This section explains the numerical solution of the WSTP, 
where four different equations of state for water will be used to model the fluid 
compressibility effects. Further, the results will be analysed to understand the merits 
and demerits of each EoS to arrive at the most suitable one for the selected class of 
problem. The initial problem setup for this study is as shown in Fig. 2. 

The driver chamber pressure of 100 MPa, driven chamber pressure of 0.1 MPa, 
an operating temperature of 300 K, and the fluid initially at zero velocity constitute 
the problem setup. The Tait [25, 26] and the stiffened-gas [27] EoSs are among the 
most frequently used for liquid water. These two are studied along with the NASG 
[28] and the modified NASG [29] EoSs. The structural simplicity and the ease of 
inclusion into the flow model form the basis of selection for these EoSs. 

The accuracy of the density prediction varies for each EoS and is dependent on 
the range of application. The density values of water at the temperature of 300 K and 
for the pressures 0.1 and 100 MPa from the NIST database are respectively 996.56

Fig. 2 WSTP test case for comparing liquid EoSs 
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and 1037.20 kg/m3. The percentage error in the density prediction associated with 
each EoS against the NIST data is presented in Table 2. 

The Tait equation and the stiffened-gas equation respectively provide the most 
and the least accurate density estimates for liquid water. At higher pressure ranges, 
the error associated with the stiffened-gas EoS is too large to recommend its use. 
The Tait equation, irrespective of its high accuracy, has the limitation that it is an 
isothermal EoS. The NASG equation is observed to perform midway between these 
two choices. For the NASG EoS, the error diminishes with an increase in the pressure 
range, and the maximum error reported is 5.29% for the pressure of 0.1 MPa. The 
NASG EoS is originally introduced for the saturation states of water and is expected 
to show deviations in the density estimates while modelling liquid water away from 
the saturation conditions. The modified NASG equation is an improved version of the 
NASG EoS defined for high accuracy density estimate of the liquid water away from 
the saturation conditions. The error in the density estimates reducing from 5.29% 
to 0.044% at the lower pressure range of 0.1 MPa and from 5.18% to 0.72% at the 
higher pressure range of 100 MPa, with the modified version of NASG strengthens 
this claim. 

The effect of the advantages and shortcomings associated with each of the EoS 
could be better perceived by observing the solution profiles obtained using them. 
Figure 3 displays the numerical solution profiles for the WSTP obtained with each 
of these liquid EoSs.

Significant variations are observed between the solution profiles obtained with 
the different state equations. These variations are more prominent with the density 
and the temperature. The density profile corresponding to the Tait equation does not 
exhibit any variation across the contact discontinuity, which is observable otherwise 
with the remaining EoSs. As already mentioned, this limitation is attributed to the 
isothermal nature of the Tait EoS that decouples the state and the caloric relations. The 
density profiles estimated using the stiffened-gas EoS and that with the NASG EoS 
are distinctly apart from the density profile corresponding to the Tait EoS because of 
the high errors associated with these EoSs. However, the density profile generated 
with the help of the modified NASG is close to that from the Tait EoS, and this 
profile also shows the discontinuity in the liquid density across the contact surface. 
The modified NASG is thus an EoS with an accuracy comparable to that of the Tait 
equation, with the clear advantage of the properly coupled state and caloric relations. 

The velocity profiles predicted by the Tait, the stiffened gas, and the modified 
NASG EoSs exhibit a close agreement, as seen in Fig. 3a. However, the NASG 
equation predicts a slightly lower value of velocity. Figure 3b shows that the pressure 
estimated using all the four EOSs for the central region between the expansion fan

Table 2 Percentage error in density from each EoS compared to NIST data 

Pressure range (MPa) Tait Stiffened gas NASG Modified NASG 

0.1 0.044 3.32 5.29 0.044 

100 0.155 11.18 5.18 0.72 
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Fig. 3 Solution profiles for the liquid shock tube problem using the different EoSs of water

and the shock varies within a very narrow range, and this rounded-off value of the 
pressure is around 48 MPa. The temperature profiles also exhibit notable variations 
based on the EOS used. The Tait EoS predicted the temperature variation in the 
narrow range of 299.66–300.12 K. The stiffened-gas EoS reported the widest range 
of temperature variation, extending between 289.10 and 311.13 K. The stiffened gas 
is an EoS with inherent inaccuracies in the specific heat value of water, and this 
leads to the excessive estimation of temperature range by this EoS. The NASG EoS 
predicted the temperature between 296 and 302.44 K, and the modified NASG’s 
temperature estimates are in the range of 296.45 to 303.58 K. 

Another main observation from the solution profiles is the variation in the extent 
of the central zone bounded by the expansion wave and the shock. This variation is 
because of the difference in speed of sound estimates by the different EoSs. The signal 
propagation speed determines the expanse over which the initial flow conditions are 
disturbed, and this value can vary over time. 

The capability of the modified NASG EoS to correctly model the entire physics 
of the WSTP with minimum error in the density estimates is demonstrated here. 
Therefore, this EoS is recommended for use in the modelling of the related flow 
scenarios where both the compressible effects and the thermal effects in the liquid are
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significant. The state relation of the modified NASG EoS that relates the pressure, P, 
the fluid specific volume v, and the specific internal energy, ε, is Eq.  (4). The relation 
for the sound speed for the EoS is Eq. (5). 

P = (γ − 1) 
(ε − q) 
(v − b) 

− γ P∞ (4) 

c =
[
γ v2(P + P∞) 

v − b

]1/2 

(5) 

where γ is the ratio of specific heat, P∞ is the stiffening parameter of the EoS, q is 
the heat bond, and b is the fluid co-volume. 

4 Results and Discussion 

Different cases of the WSTP corresponding to varied sets of initial conditions are 
numerically solved, and the results are checked for consistency by comparing with 
the respective analytical solution. Based on the study reported in the previous section, 
the modified NASG EoS is applied to model the compressibility effects in the fluid 
in the numerical simulations. The complete procedure for obtaining the analytical 
solution to the WSTP using the modified NASG EoS is available in [30]. 

A. Consistency Check of the Numerical Solver 

The different property profiles in the solution to the WSTP for the driver pressures 
of 10, 100, and 1000 MPa are shown in Figs. 4, 5, and 6, respectively. The grid-
independent numerical profiles are displayed using 100 data points in each of these 
figures. The most appropriate value of CFL is found to be close to 0.5 for the cases 
simulated.

The numerical solution profiles clearly indicate the formation of flow features 
in the domain such as a moving contact discontinuity, a shock, and an expansion 
fan, resulting from the rupture of the diaphragm. These are typical observations in 
the solution profiles of a gas shock tube problem. The scale over which each of the 
properties varies for the WSTP is different from those observed for the gas shock 
tube; however, the overall structure of the profiles is preserved. Scattered symbols 
are used to plot the numerical data points, and the continuous black curves represent 
the analytical solutions. 

The numerical results for all driver pressures show a high degree of agreement 
with the analytical results. This close match of the numerical solutions is not limited 
to the estimated values of properties over different zones. The numerically predicted 
locations of all the important flow features in the shock tube domain are also in 
great conformity with the analytical results. The close agreement between the results 
indicates the effectiveness of the mathematical model in capturing the complete 
WSTP physics as described by the analytical solution.
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Fig. 4 Numerical and analytical solution profiles for Case 1 (PL = 10 MPa, PR = 0.1 MPa at T = 
300 K) 
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Fig. 5 Numerical and analytical solution profiles for Case 2 (PL = 100 MPa, PR = 0.1 MPa at T 
= 300 K)
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Fig. 6 Numerical and analytical solution profiles for Case 3 (PL = 1000 MPa, PR = 0.1 MPa at T 
= 300 K)

The equation of state used for the liquid and its non-isothermal character is critical 
to the mathematical system’s closure. While the analytical model involves a set of 
fundamental thermodynamic relations that govern the different physical processes 
in a shock tube, the solution of a system of PDEs is the basis for the numerical 
model. The excellent conformance observed between the numerical and the analytical 
results, obtained through completely different approaches, implies the dependability 
of the solution. 

Figure 7 displays the numerical and analytical solution profiles for the WSTP 
for the initial system temperatures of 280, 325, and 370 K. As already mentioned, 
these cases correspond to the driver and driven chamber pressures of 500 MPa and 
0.1 MPa, respectively. For all of the different operating temperatures considered, the 
numerical results are in excellent match with the analytical solution. Some variations 
were observed in the structure of the solution profiles between the cases involving 
different diaphragm pressure ratios. These variations were predominant over the 
spread of the expansion fans because of the large variation in the scale of the pressure 
ratio between cases. There are no such visible variations in the solution structure 
between the cases with different operating temperature ranges, especially because 
of the narrower variation in the scale of this property.
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Fig. 7 Numerical and analytical solution for different operating temperatures (Cases 4, 5, and 6) 

One can make the following observations from the property values reported over 
the various zones in the solution profiles for the varied configurations of the WSTP 
modelled. The flow velocity attained between the shock and the expansion fan 
increases with the rise in the diaphragm pressure ratio, as a result of the increase in the 
driving pressure difference. For a fixed diaphragm pressure ratio, the flow velocity 
increases with an increase in the operating temperature because of the lower fluid 
density resulting from the liquid expansion. The pressure in the zone bound by the 
shock and expansion fan is dependent on both the initial chamber pressures and on the 
diaphragm pressure ratio. It is evident from Fig. 7b that when the diaphragm pressure 
ratio is maintained as a constant, the pressure values over this zone remain nearly 
the same, irrespective of the variations in the operating temperature. The highest 
fluid density reported in the study is 1251.6 kg/m3 corresponding to a pressure of 
1000 MPa and temperature of 300 K. 

The increase in the diaphragm pressure ratio widens the range over which the 
liquid temperature varies inside the shock tube. However, as seen from Fig. 7d, such 
notable variations in the span of the temperature range are not observed between 
the cases with different operating temperatures. Instead, a complete upward shift of 
the span of variation of temperature is observed with the increase in the operating 
temperature. Along with the qualitative analysis of the results, this section confirms
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Fig. 8 WSTP test case with the varied setup 

the consistency of the numerical results by demonstrating their close agreement with 
the respective analytical solutions. 

B. Solver Consistency for a Complex Test Case Simulation 

All the test cases of the WSTP discussed previously are based on the difference in 
either the driver pressure or the operating temperature. To explore the behaviour 
of the solution for complex initial conditions and to showcase the robustness of the 
numerical solver, a fresh case of the WSTP with a distinct problem setup is introduced. 
In this new test case, all the three properties, viz., the pressure, temperature, and 
velocity are initially discontinuous across the diaphragm. The initial setup of this 
problem is shown in Fig. 8. 

The pressure in the driver and the driven sections is 500 and 5 MPa, respectively. 
The driver section is initially at 350 K with the velocity of 1 m/s, while the driven 
section temperature is 300 K with stationary fluid (0 m/s). The shock tube geometry 
is unaltered from the previous cases. In Fig. 9, the numerical solution profiles from 
the test case simulation are compared against the analytical results. There are a few 
notable variations observed in these profiles compared to those of the standard WSTP 
setup.

The pressure profiles do not show any difference; however, the remaining property 
profiles exhibit some variations in their structure. The temperature profile shows a 
piecewise decreasing pattern along the 1D domain. The typical temperature profile 
for a shock tube problem shows the temperature in the zone between the contact 
surface and shock to be greater than that in the zone between the expansion fan 
and the contact surface. However, the trend observed here is the reverse for the 
temperature values. Though the rarefaction waves tend to decrease the temperature 
and the shock wave induces a temperature rise, these are insufficient to overcome 
the initial temperature difference. 

There are also notable variations in the density profiles for this problem. The fluid 
density over the region through which the expansion wave has traversed is typically 
lower than that of the region over which the shock has propagated. The results here 
are different from this typical observation, where the density is higher in the region 
over which the rarefaction has propagated. While the high pressure to the left of the 
contact surface tends to increase the fluid density, the high initial temperature has the 
opposite effect on fluid density over this region. The expansion of the liquid induced
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Fig. 9 Solution profiles for the WSTP test case with varied problem setup

by the high temperature ultimately results in a lower fluid density in this region 
compared to that on the right of the contact surface. The velocity profile also shows 
variation in the left-most and the right-most zones based on the initial conditions. 

The close agreement between the numerical and analytical results depicted in 
Fig. 9 suggests the adequacy of the numerical solver to model the flow physics with 
high accuracy. The robustness of the computational solver that makes it easy to model 
varied flow cases is also demonstrated through this study. 

5 Conclusions 

The main aim of the work was to accurately model the liquid shock tube problem 
considering the compressibility effects in the fluid. The initial level of study evaluated 
the suitability of different equations of state of water to model the liquid compress-
ibility effects in the WSTP simulation. This study showed the non-suitability of the 
stiffened-gas EoS for modelling the water shock tube problem because of its inac-
curacy and the incapability of the Tait EoS to model the non-isothermal flow cases 
despite its high accuracy. The results also established the superiority of the modified 
NASG EoS for its accurate modelling of the compressibility effects in liquid water
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under both isothermal and non-isothermal conditions. The MUSCL-based HLLC 
flux with the MC-type slope limiter was the numerical solver algorithm adopted. 

The consistency of the compressible solver for modelling the liquid shock tube 
problem with the selected liquid EoS was tested through the simulation of six 
different cases of the water shock tube problem. The numerical results for all the 
six cases showed excellent agreement with the available analytical solutions. The 
results showed that the widely differing diaphragm pressure ratios could lead to 
variations in the structure of the solution. Also, a shift is observed in the tempera-
ture and the density profiles corresponding to different operating temperatures. The 
robustness of the solver was further tested and established by accurately simulating 
a newly introduced flow setup of the WSTP, having a different initial condition from 
the conventional problem setup. 

The work recommends the MUSCL-HLLC flux with MC-type limiter as an appro-
priate numerical solver for modelling the governing equation system for the class 
of problems and the modified NASG as the most appropriate EoS for modelling 
the liquid water compressibility effects. The test cases and the results reported 
in this study could serve as benchmarking tools for the evaluation of numerical 
solvers, which are particularly developed for the simulation of liquid shocks and 
other compressible liquid flows. 
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Numerical Simulation of Compressible 
Multiphase Flows with Phase Change 
Using Two-Fluid Approach 

Mansu Navaneethan, T. Sundararajan, and T. Jayachandran 

Abstract The present study is a numerical approach for modelling compressible 
multiphase flows using two-fluid formulations. Two-fluid indicates two phases where 
separate governing equations are considered for both phases. The two phases consid-
ered can be gas–liquid, gas–solid or liquid–solid. The present study is focussed on 
combination of liquid and gas. A finite volume solver is developed based on AUSM+-
up scheme which is efficient for all-speed computations. Results obtained from the 
code were validated with literature available for shock tube problems. Effects of 
initial conditions were also studied for air–water and water–air problems consid-
ering the need for extending the two-fluid concept for wide problems in various fields. 
The practical application of the model is also discussed in the study by considering a 
major and useful scenario of liquid film cooling from rocket propulsion systems. The 
results obtained considering phase change from liquid to vapour are also included 
and discussed towards the final sections. 

Keywords Compressible · Multiphase · Two-fluid · AUSM+-up · Phase change 

Nomenclature 

t Time [s] 
x X coordinate [m] 
y Y coordinate [m] 
Q Conserved variables [–] 
E/G Convective/viscous flux in x [–]
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F/H Convective/viscous flux in y [–] 
k Fluid: liquid/gas [–] 
S Source term [–] 
k Turbulent kinetic energy [m2/s2] 
∈ Turbulent dissipation rate [m2/s3] 
ρ Density [kg/m3] 
u, v Velocity in x, y [m/s] 
P, P int Pressure [Pa] 
ṁv/ ṁv Evaporated mass flux [kg/sm2] 
u, v Average velocity in x, y [m/s] 
α Volume fraction [–] 
h Heat transfer coefficient [W/m2 K] 

1 Introduction 

Many engineering applications involve combination of incompressible and 
compressible fluids such as cavitation problems, film cooling in propulsion systems 
and particle laden flows. Numerical model for obtaining solutions to these problems is 
an important research area in computational fluid mechanics. Treating compressible 
and incompressible regions with separate sets of governing equations with treatment 
for incompressibility effects poses great challenge numerically. In these problems, a 
development of unified solver with similar conservation equations is preferred where 
incompressible medium is assumed to be compressible, thus framing it as a compress-
ible multiphase problem. The present study discusses the numerical approach for 
modelling compressible multiphase flows using two-fluid formulations. Two-fluid 
indicates two phases where separate governing equations are considered for both 
phases. Phase considered can be gas or liquid, gas or solid and finally liquid or solid. 
The compressibility of phases is introduced by appropriate equation of state for 
phases considered. Simple shock tube problems are solved using AUSM+-up scheme 
for air–water and water–air problems. One-dimensional shock tube problems are also 
solved for different initial conditions for either fluids especially velocity, pressure 
and temperature—which is a reality in many applications. Towards the end, a section 
is included for modelling phase change problems using two-fluid formulations by 
computing the mass loss through evaporation from liquid. 

2 Literature Review and Objective 

Computation on multiphase compressible flows is a widely used research area in 
many areas for decades [1]. Also a few studies are being done to extend incompress-
ible flow methods for modelling compressible flows. For compressible multiphase
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flows, approach proposed by Liou et al. [2, 3] is used, where AUSM+-up scheme 
was used by extending the single-phase model for two-fluid version instead of exact 
Riemann solver which is computationally expensive. AUSM schemes for calculating 
convective fluxes are very efficient in both low speed and hypersonic regimes in a 
given computational field. Studies were also done for extension of flux functions of 
AUSM schemes to compare performance in various multiphase problems. Studies 
done by Kitamura et al. [4, 5] considered different versions of AUSM schemes for 
obtaining solution to shock tube problems. Advection Upstream Splitting Method 
(AUSM) is based on upwind concept, and inviscid flux is considered as consisting 
of two convective and pressure fluxes where the former is associated with the flow 
speed and the latter with the acoustic speed. 

It is seen that in most of the literature, application of two-fluid formulation mainly 
confined to cavitation problems. In the present study, a case more relevant in heat 
transfer process in propulsion systems is considered for studying application of the 
model. In heat transfer process associated with propulsion systems, it is required that 
two phases be treated to have different temperatures. A case of liquid film cooling, 
where the liquid is injected along the wall, to protect the wall from hot combustion 
gas, is considered here. In addition to these, in real applications such as in rocket thrust 
chambers, treatment of turbulence effects is important. Effect of turbulence in two-
fluid formulation is also not accounted in most of literature. Thus the objective of the 
present study is formulated to investigate the application of two-fluid compressible 
flow model for practical applications involving heat transfer and phase change with 
turbulent effects. 

3 Methodology 

In this section, the governing equation used in the numerical simulation, discretization 
of fluxes and solution marching is presented. As the flow conditions for nozzle flows 
in practical applications are turbulent in nature, the governing equations considered 
RNG k-epsilon model for two-fluid as shown below 
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ṁv 
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Pressure equilibrium is assumed for two fluids in a given cell. Relation between 
p and pint is expressed such that pint differ from p by δp∗ [6]. The system of equation 
is closed by two equation of state (EoS) for each phase. The equations written above 
also account for phase change effects. 

In the above set of equations, ṁl = −  ̇mv . 
In the case of evaporation, ṁl L = hAint

(
Tg − Tl

)
. 

Computation of mass loss by evaporation is discussed in later sections. 
For 1D problem, neglecting diffusion and turbulence effects, for each phase k = 

1 or 2, application of finite volume scheme results in the following form: 
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Vi represents volume of the cell and i + 1/2 and i−1/2 stand for cell interfaces. S 
is area of cell interfaces. Volume fraction at interface is computed through MUSCL 
scheme, a 2nd-order accurate in space [7], with Van Albada’s limiter [8]. Time 
marching is performed through three-stage, 3rd-order time variation diminishing 
(TVD) Runge–Kutta method, and details will be presented in section. The convective 
terms were discretized using AUSM+-up suggested by Liou et al. [3]. For gas phase, 
ideal gas equation of state is employed, whereas stiffened-gas model is used for 
describing the state of liquid phase. The system in Eq. (1) is marched in time using 
three-stage TVD Runge–Kutta [9].  The 1D system in Eq.  (2) is marched in time 
using three-stage TVD Runge–Kutta. 
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Ri ≡ −[
Ei+1/2Si+1/2 − Ei−1/2Si−1/2

] + 
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pint i
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)
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In the time marching steps defined by Eq. 3–5, pint is frozen in given time step in 

all three stages. From value of Q̂ 
n+1 
i , value of p and α at n + 1 is computed through 

following steps: 

p = 
1 

2

(
B +
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B2 + 4C

)

αk = 
Âk 

p + âk 

The terms appearing in above equation is evaluated as follows: 
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Simultaneous computation of p and α is achieved through application of Newton 
iteration method on the system of equations given below.

{
Fg =

(
p + âg

)
αg − Âg 

Fl =
(
p + âl

)
αl − Âl 

The concept of vanishing phase as described by Paillère et al. [10] is incorporated 
in present work. To enhance stability, the volume fraction is assumed to have a 
minimum and maximum cut-off values and blended with volume fraction of dominant 
fluid. Based on computed volume fraction values computed for a cell, velocity and 
temperature is re-evaluated as follows. 

In compressible multiphase flow simulations, a cut-off,∈min, is defined for volume 
fraction in each cell. If α is less than ∈min , α  =∈min. 

Similarly, a parameter ∈max is also prescribed. If ∈min< α  <∈max, 

ξ = α − εmin 

εmax − εmin
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From value of ς, 

u'
1 =

[−ξ 2 1 (2ξ1 − 3)
]
u1 +

[
1 − [−ξ 2 1 (2ξ1 − 3)

]]
u2 

T '
1 =

[−ξ 2 1 (2ξ1 − 3)
]
T1 +

[
1 − [−ξ 2 1 (2ξ1 − 3)

]]
T2 

4 Results and discussion 

4.1 Validation 

The validation of in-house code was carried out using numerical experiments [5] 
conducted on shock tube. In shock tube experiments, two main cases are studied; (a) 
air–water and (b) water–air problems, with air and water at higher pressure respec-
tively for either cases. For both cases, initial conditions reported in literature were 
considered, and unsteady computation was done to obtain the variation of parameters 
after 2 ms. Shock tube length is 10 m, and initial position of contact discontinuity is at 
x = 5 m. Conditions on left and right of the discontinuity are indicated as ‘L’ and ‘R’ 
labels; the values of pressure (Pa), volume fraction, velocity (m/s) and temperature 
(K) are given. 

Air-water shock tube problem 

The initial conditions for problem shown in Fig. 1 are listed below. 

L
(
p, αg, uk, Tk

)
L =

(
109 , 1 − ε, 0, 308.15

)
. 

R
(
p, αg, uk, Tk

)
R =

(
105 , ε,  0, 308.15

)
. 

In air–water problem, air is at higher pressure causing movement of shock from 
air to water. Variation of pressure, average velocity and average temperature at end 
of 2 ms is plotted in Figs. 2, 3 and 4, respectively.

Fig. 1 Shock tube problem 
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Fig. 2 Pressure along length 

Fig. 3 Average temperature 

Fig. 4 Average velocity 
along length
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Fig. 5 Pressure along length 

Initial temperature is indicated as 308.15 K. Near the contact discontinuity, there is 
decrease in pressure causing decrease in temperature, and further increase in temper-
ature is due to higher pressure in region of water traversed by shock. Further, temper-
ature decreases to initial value. Similarly velocity increases due to expansion near 
interface and remains constant till the pressure decreases to initial value in water. 

Water-air shock tube problem 

The initial conditions are listed below. 

L = (
1 × 107 , ε,  0, 308.15

)

. 

R = (
5 × 106 , 1 − ε, 0, 308.15

)

. 
Variation of pressure, average velocity and average temperature at end of 2 ms is 

plotted in Figs. 5, 6 and 7, respectively. Water to air shock tube problem is considered 
as a challenging problem to validate various schemes in simulation of compressible 
multiphase flows.

The validation shows that the results from code implemented in-house are showing 
good comparison with literature data. 

4.2 Effect of Initial Conditions 

As seen from the literature, in most of the schemes for shock tube simulations, 
two-fluid formulations were applied with same initial temperature on both sides 
of the shock tube. However, it is required to study the compatibility of a scheme
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Fig. 6 Average temperature 
along length 

Fig. 7 Average velocity 
along length

for different initial condition on either side of the shock tube filled with liquid and 
gas, as discussed in coming sections so as to study the capability of the scheme 
to capture applications considered in present study. For the indented application, 
it is required that considerable velocity and temperature difference exist combined 
with minor difference in pressure. In film cooling application, liquid is injected at 
higher pressure and lower temperature than the hot gas. Thus, the scheme AUSM+-up 
scheme was applied to investigate the effect of variations in initial conditions across 
both the different fluids so as to ensure robustness of numerical scheme as considered 
in cases discussed as follows. 

Case 1: Here, pressure for water is maintained at 60 bar, whereas in air side, 50 bar 
was assumed. The initial temperature for water and air was maintained at 300 K and 
3000 K, respectively. Velocity on either sides of the interface was assumed to be zero.
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The computation for one-dimensional problem was run for 2 ms with a time step of 
0.000002 s. The variation of parameters such as pressure and mixture temperature/ 
mixture velocity is shown in Figs. 8 and 9, respectively. 

Water:
(
p, αg, uk, Tk

)
L =

(
6 × 106 , ε,  0, 300

)

. 

Air:
(
p, αg, uk, Tk

)
R 

= (
5 × 106 , 1 − ε, 0, 3000

)

Fig. 8 Pressure variation 

Fig. 9 Mixture temperature/velocity 
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. 

Case 2: The pressure jump across the interface was maintained as in Case 1. Instead 
of different values of temperature on either side, the velocity was assumed to be 
100 m/s on water side and air side was initially assumed to have velocity of 10 m/s. 
Temperatures at all locations were set as 300 K. Computational time and time step 
also remain the same as in Case 1. The variation of parameters such as pressure and 
mixture temperature/mixture velocity is shown in Figs. 10 and 11, respectively. 

Fig. 10 Pressure variation 

Fig. 11 Mixture temperature/velocity
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Water:
(
p, αg, uk, Tk

)
L =

(
6 × 106 , ε,  100, 300

)

. 

Air:
(
p, αg, uk, Tk

)
R =

(
5 × 106 , 1 − ε, 10, 300

)

. 

Case 3: Maintaining the same pressure jump, time step and interface locations, in 
Case 3, both velocity and temperature were initialized with different values across 
the interface. The variation of parameters such as pressure, mixture temperature and 
mixture velocity is shown in Figs. 12 and 13, respectively. 

Water:
(
p, αg, uk, Tk

)
L =

(
6 × 106 , ε,  100, 300

)

. 

Air:
(
p, αg, uk, Tk

)
R 

= (
5 × 106 , 1 − ε, 10, 3000

)

. 
In all the cases discussed here, no numerical errors were evident in the computation 

till 2 ms. The initial conditions were set similar to the values expected in actual 
problem for 2D geometry. No divergence was seen till the end of computations 
indicating that scheme is able to handle temperature jump across the interface.

Fig. 12 Pressure variation
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Fig. 13 Mixture temperature/velocity

4.3 Studies in Nozzle Flow Using AUSM Scheme 

In the earlier section, application of schemes for problems with different initial 
condition was discussed. Based on numerical schemes detailed in previous sections, 
compressible multiphase flow approach was applied to a typical nozzle problem 
with liquid injected along the wall as in Fig. 14. In the present case study, AUSM+-
up scheme was used for discretization of the convective terms. Stagnation pressure 
and temperature for the gas flow at inlet were maintained as 58 bar and 3000 K, 
respectively. At the inlet face of computational domain, injection of gas and liquid 
was considered. The total number of cells was 5850. For gas and coolant flow, 
subsonic inlet boundary condition was prescribed in terms of stagnation pressure 
and stagnation temperature. The evaporated mass flow rate is calculated by equating 
the energy transfer at interfaces by considering the convective heating to liquid and 
mass loss due to latent heating effects. 

It is assumed that phase change occurs when liquid reaches the saturation temper-
ature at the given local pressure. Nusselt number correlation for turbulent flow is 
used to compute heat transfer coefficient. Interface is assumed to be straight within a 
cell. Cells with temperature greater than saturation temperature are identified. Nodal 
values of volume fraction of inert gas are computed from neighbouring cell centre

Fig. 14 Tracking of 
interface 
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Fig. 15 Tracking of interface 

values as shown in Fig. 15. Once the nodal values are obtained, the interface has to 
be reconstructed from bounding nodes of the cell. As the interface is considered as 
straight, interface will exist for a given edge if two nodes of the edge have one value 
> 0.5 and other value < 0.5. From the figure, if αn1 > 0.5 and αn2 < 0.5, the interface 
exists on the line connecting nodes with αn1 and αn2. Two possibilities of interface 
orientation within a cell considered are as shown in the figure. In either cases from 
the values of coordinates for the corresponding nodes and their respective mass frac-
tion values, the intersection point is obtained from simple line intersection formula. 
The intersection point is obtained from the coordinates of the corner nodes. Once 
the interface is defined within the cell, the length of the interface is computed for 
calculation of interface area. 

The results of the computation performed are discussed as follows. The wall is 
assumed to be adiabatic. The results for volume fraction of liquid with inclusion of 
phase change effects are shown in Fig. 16. It is seen from the results that the injected 
liquid is confined to wall boundary. The average temperature was computed from 
individual volume fraction, density and temperatures of each phase, and distribution 
is shown in Fig. 17. The pressure which is assumed same for both gas and liquid 
for a given cell is as given in Fig. 18. The evaporated mass flow rate computed from 
equation is depicted in Fig. 19. The phase change is evident at the interface between 
gas and liquid. Maximum evaporated mass at each axial location is plotted along the 
axis as in Fig. 20. It is mostly invariant in the combustion chamber; however, once 
the convergent region is reached, the evaporated mass shows fluctuations in the final 
phase of the portion where evaporation takes place. This is due to variation in flow 
parameters due to change in flow boundary. Most of the results indicate that there is 
less diffusion of liquid into the gas domain, and the liquid is confined to the region 
very near to wall. The presence of liquid is seen till the convergent portion of the 
nozzle.

5 Conclusions 

Model based on two-fluid formulation was studied through series of validation cases 
and effects of initial conditions. Robustness of model for latter was also brought out 
from the study. Then, application of two-fluid model was studied for film cooling 
with gas and liquid as working fluid. Phase change effects were modelled through
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Fig. 16 Liquid volume 
fraction 

Fig. 17 Average 
temperature 

Fig. 18 Pressure 
distribution 

Fig. 19 Evaporated mass

heat transfer coefficient and interface area. There are other numerical techniques 
reported in literature to model phase change such as with rate constant and relax-
ation techniques, but applicability of those to any problem requires more detailed 
investigation. Phase change modelled in present paper is simple and more realistic
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Fig. 20 Evaporated mass 
along axial distance

for phase change problems that involve mass loss from the interface. Introduction of 
film cooling will protect the cylindrical region of thrust chamber as found in actual 
operation of engine. And this fact is clearly established from the model which indi-
cates that the liquid is able to protect the cylindrical region of combustion chamber 
from hot gas. 
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