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Abstract Visual impairment affects approximately 285 million people worldwide, 
the profound challenge faced by those who are visually impaired or blind lies in the 
intricate task of maneuvering through different surroundings. The intricate nature of 
navigating both indoor and outdoor spaces poses significant difficulties for people 
with visual impairments. This paper presents an innovative undertaking that strives to 
address this very challenge by developing a cutting-edge robot dedicated to guiding 
the blind securely through various environments. Employing a sophisticated amal-
gamation of diverse sensors and a high-resolution camera, the robot adeptly identi-
fies obstacles and furnishes the user with real-time information pertaining to their 
immediate surroundings. Remarkably, this state-of-the-art robot can be seamlessly 
operated through voice commands, facilitated by a bespoke mobile application, 
thereby enabling users to effortlessly guide it to their desired destinations. Equipped 
with comprehensive audio feedback capabilities, the robot effectively communicates 
crucial details to the user, encompassing obstacles, directions, and more. This robot 
can help blind people to navigate unfamiliar environments and travel independently. 
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1 Introduction 

According to the World Health Organization (WHO) in 2022, there are approximately 
1 billion people that are blind or face moderate-to-high levels of vision impairment, a 
majority of which (826 million) is attributed to unaddressed presbyopia which causes 
near-vision impairment (NVI) and uncorrected refractive errors. Other causes include 
various conditions such as glaucoma, cataract, diabetic retinopathy [1]. Generally,
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it is observed that in countries with low income, congenital cataract is a primary 
cause of vision loss in children, while in middle-income countries, the likelihood of 
retinopathy of prematurity being the cause of vision impairment is higher [2]. The 
advancements in the study of robotics and artificial intelligence have especially made 
great progress in recent times and are the reason for many breakthroughs in various 
fields including medical research. 

Azeta et al. have developed an obstacle avoidance robot vehicle which uses ultra-
sonic sensors for the movement of the robot. The robot is built using an Arduino 
UNO. The study describes the design and implementation of an autonomous obstacle 
avoiding a robot which can direct itself whenever it detects an obstacle in its path 
[3]. Ultrasonic sensors are used for the detection of an obstacle. When the sensors 
detect an obstacle in their path, a command is sent to the microcontroller which 
then redirects the robot in a different path by actuating the motors depending on the 
signal received. The robot showed decent performance in different lighting condi-
tions. Kulkarni et al. have proposed a system to assist visually impaired individuals in 
indoor navigation. The study highlights the importance of designing robots that are 
capable of engaging in interactions with human users. It also focuses on enhancing 
the user’s experience while interacting with the robot [4]. An autonomous biped 
humanoid robot that detects obstacles to assist visually impaired individuals while 
traveling outdoors was developed by Ganguly & Paul [5]. Arduino Nano is used as 
the processor and ultrasonic sensor is used to detect obstacles. They build a cost-
effective model that can be used to efficiently guide the visually impaired. Noise 
filtering techniques also can be used to remove the signal noise for efficient signal 
prediction [6, 7]. Mathematical modeling and simulation also can be performed for 
signals received from sensors [8]. It can also be a source of entertainment and can 
provide security. An investigation into the development and testing of an indepen-
dently navigating robot for the blind has been proposed by some research groups 
[9–11]. 

Finding a feasible, accessible, and general solution becomes paramount because 
as stated, blindness and visual impairments are leading causes of many first-world 
problems. The current solutions available for those with visual impairment, such as 
the use of sighted guides or guide dogs, are subject to limitations imposed by biolog-
ical variables. Additionally, alternative technologies that are currently available do 
not possess the necessary versatility to cater to a wide range of general applications. 
Furthermore, certain technical solutions that have been developed rely on sensors 
that are inefficient in their functionality. Although the number of people affected by 
visual impairments increases over time, technological advances are also accelerating 
quickly. In the proposed work, we tried to design and develop the assistive robot 
with the utilization of an advanced sensor array, including ultrasonic, LIDAR, and 
infrared sensors, alongside a sophisticated camera system, that enables the robot 
to effectively perceive and analyze its dynamic surroundings. The proposed robot 
enables blind individuals to confidently navigate unfamiliar terrains and embark on 
independent journeys.
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Table 1 Components used to 
build the assistive robot S. No Component name Quantity 

1 Ultrasonic sensor 1 

2 IR sensor 3 

3 Arduino mega 2560 1 

4 L293D motor driver shield 1 

5 Servo motor 1 

6 Battery holder 1 

7 Bluetooth HC05 1 

8 Lithium-Ion Batteries 3 

9 TT gear motor and wheels 4 

10 Jumper wires 30 

11 GPS module 1 

2 Design and Development of Methodology 

The first step in the design and development of the robot involves creating a circuit 
diagram of the robot. The circuit is designed in the Proteus software. Once the circuit 
is designed, the next phase involves writing the embedded C code for the robot in the 
Arduino IDE. During the simulation of the circuit in the Proteus software, if errors 
are found, then the code is to be modified accordingly. The final code is uploaded to 
the Arduino microcontroller once there are no errors in the code. Next step involves 
building an application for transmitting voice commands and input signals to the 
microcontroller via Bluetooth module. The robot starts or stops functioning according 
to the input signal given by the user through the app which is then transmitted to 
the robot via the Bluetooth module. After building the app, DC motors attached to 
the wheels are to be integrated with the robot chassis and then connect the motor 
driver to the microcontroller. Once the connection between the motor driver and 
microcontroller is made, then the servo motors and DC motors are to be connected 
to the motor driver. Once all the connections are made, the next step is to arrange 
the IR sensors and Bluetooth module in their respective positions and place the 
ultrasound on top of the servo motor. Then, connect the power source and switch to 
the driver shield integrated with the Arduino. Table 1 shows the components used 
for constructing the robot. 

3 Circuit Diagram 

The components of the robot include an Arduino Mega Board, three IR sensors, an 
Ultrasonic sensor, an L293d motor driver shield, four DC motors, and an HC-05 
Bluetooth module. All components are supported by an acrylic sheet chassis. The
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Fig. 1 Circuit diagram of the proposed assistive robot 

Arduino provides control and helps in processing power for the robot. The two types 
of sensors which we used provide the input and feedback to the system. The four DC 
motors together provide the movement of the robot with the help of rubber wheels. 
We also used a GPS module for providing precise location and accuracy to the user. To 
facilitate the communication between the prototype and the app, a HC-05 Bluetooth 
module was integrated with the robot which transmitted voice commands from the 
user. The circuit diagram of the proposed assistive robot is given in Fig. 1. 

4 Prototype Development 

Firstly, a power supply or a battery is to be connected and then manually switch 
on the robot using the power switch. After turning on the switch, the user should 
open the custom-designed android application. Using the HC-05 Bluetooth module, 
connect the app to the robot. An input voice command is to be given through the 
Android application for the robot to start moving. By passing “START” as input 
voice command through the app, the Bluetooth module installed takes this input and 
then passes the signal to the microcontroller (Arduino UNO). When the microcon-
troller successfully detects the signal, the robot starts functioning (or start working 
or moving). The HC-SR04 ultrasonic sensors installed at the back of the robot start 
detecting or searching for human or the user throughout its motion, and it keeps on
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checking the distance between the user and robot to ensure that the robot maintains 
a healthy distance throughout the journey. Once the robot detects the human, it starts 
moving by parallelly giving information about its surroundings to the user through 
the app, while in motion, the robot keeps searching for any obstacle. Once it detects 
an object through the IR sensors, the robot changes its direction. This information is 
then passed to the human user through the app and the robot continues searching for 
any obstacle in its path. It moves in a linear path until it finds an obstacle. Finally, 
once the user gives “STOP” command, the Bluetooth module sends a signal to the 
microcontroller to stop the motion of the robot. Aluminum alloy AA6061/AA7075 
and nanocomposites can be utilized for the mechanical structure of the robot [12–14]. 
The flowchart for the construction of the robot is shown in Fig. 2. Figure 3 represents 
flowchart for working of the assistive robot. Figure 4 depicts the assistive robot’s 
connections and internal status, whereas Fig. 5 provides a visual representation of 
the completed prototype. 

Fig. 2 Flowchart for construction of the robot
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Fig. 3 Flowchart for working of the robot

5 Construction and Working of Custom Designed Android 
Application 

The Android application used in this paper is designed using an App Inventor. The 
designing of the application using the App Inventor can be divided into two main 
phases: (a) designing and (b) programming.
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Fig. 4 Connections and internal state of the assistive robot

(a) Designing: The first phase, designing, takes place in the App Inventor Designer 
which involves selecting the components that will be used for designing the 
app. These components include the buttons, labels, textboxes, and images. In 
this phase, the basic layout and structure of the Android application are designed. 

(b) Programming: The second phase of the process involves using the App Inventor 
Block Editor. Here, the user assembles blocks of code that specify how the 
components should behave visually. For example, the user might specify that 
when a button is pressed, a certain action should occur, such as displaying a 
message or changing the background color of the screen. This phase is where 
the user really brings the app to life, defining its functionality and behavior. 

Once the designing and the programming phases of the app are complete, the 
application is now ready to run on an Android phone by connecting the phone to 
a computer, or it can be run on an Android Emulator if the user does not have a 
physical Android device. After testing the app, the user can download the app’s.apk 
file and install it directly onto their Android device, allowing them to use the app like 
any other installed application. The app uses Google’s speech recognition service 
to detect the user’s speech and then convert it into text which is then sent to the 
microcontroller in the form of a signal. The speech-to-text module takes the user’s 
commands and converts them into a digital signal that can be transmitted to the 
Arduino board. When the user speaks a specific set of commands, the speech-to-text 
module converts the speech into text using Google’s online services. The converted 
text is then sent to an Arduino microcontroller through a Bluetooth connection. The 
microcontroller processes the input signal, which enables the robot to act accord-
ingly based on the user’s commands [15–17]. The user interface of the custom-made 
Android application is shown in Fig. 6.

The system is designed to be interactive, as it allows for real-time communication 
between the robot and the user. The app also uses a text-to-speech module that
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(a) Top view      (b) Bottom view 

(c)Side view 

Fig. 5 Visualization of the final prototype

speaks out messages to the user. For example, when the robot detects an obstacle, 
the microcontroller sends a signal to the app via Bluetooth module. Using the text-
to-speech module, the app speaks out the message to the user which allows the user 
to be informed of any obstacles in their path. 

6 Results and Discussion 

The results are quantified by taking the following factors into consideration: (a) no. 
of times tested vs. no. of times obstacle successfully detected; (b) time taken by 
Bluetooth app to recognize the users voice, i.e., to receive signal (time taken vs. test 
number, ten tests); (c) no. of times the blind person was not detected by the robot
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Fig. 6 Image of user interface of the custom-made Android application

(tested in different positions); (d) no. of times the obstacle was avoided completely; 
(e) time taken to cover certain distance milestones. 

From Fig. 7, it can be inferred that the robot is mostly successful in detecting 
the obstacles and taking action through corresponding movements. Around 15 tests 
were done with obstacles in different positions (left, front, and right) with respect 
to the robot. The success rate of obstacle detection and corresponding movements 
appears to be highest when the obstacle is directly in front of the robot. This may 
indicate that the robot’s sensors are more effective in this orientation. Some lighting 
conditions may also affect the performance of the IR sensors. Despite some variability 
in the success rate across different obstacle positions, the overall trend is that the 
robot is able to successfully detect and respond to obstacles in most cases. This is a 
positive result, as it suggests that the robot is well-suited to tasks that require obstacle 
avoidance. It is important to note that the graph only reflects the robot’s performance 
in the specific testing scenarios that were carried out.

Figure 8 shows a clear trend in the time it takes for the Bluetooth module to 
register the user’s voice commands on average 1–2 s. The time it takes for the 
Bluetooth module to register the user’s voice commands may depend on a variety 
of factors. For example, it may depend on the distance between the user and the 
robot, the amount of background noise in the environment, or the specific words or 
phrases that the user is speaking. The voice commands were tested in a fairly noisy 
environment.



128 S. Bhaskar Nikhil et al.

Fig. 7 Probability of successfully obstacle detected

Fig. 8 Time taken by Bluetooth app to recognize the users voice, i.e., to receive signal 

From Fig. 9, it can be inferred that the person was detected around 70% of the 
times the tests were conducted and the failure rate is fairly less. The user was placed in 
different orientations with respect to the robot. There seems to be a higher detection 
rate when the person is facing the robot directly, as opposed to when they are turned 
to the side. We have conducted this test to track the user’s walking speed and adjust 
robot’s speed accordingly to match the user’s speed.

Figure 10 shows that there were some tests where the robot struggled to maneuver 
the objects. Specifically, there were four tests where the robot was only partially 
successful in maneuvering the objects and one test where it failed completely. The 
ability of the robot to avoid the objects depends on the parameters of the objects,
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Fig. 9 No. of times the blind person was not detected by the robot (tested in different direction)

especially the size, shape, and width of it. The performance of IR sensors which 
are used to detect the objects can also be affected by factors such as the color and 
reflectivity of the objects being detected. 

Figure 11 shows time taken to cover certain distance milestones. The graph helps 
us understand the speed of the robot. The speed of the robot is an important aspect to 
measure as it gives us an idea of how fast it should travel to guide the person and the 
time it takes to avoid the obstacles. In average the robot travels around 33.7 cm per 
second. The robot was allowed to run freely on a uniform terrain with no obstacles 
in its path. The robot may move more slowly on uneven or rough terrain or when it 
encounters obstacles that require it to slow down or change direction. There is some 
variation in speed in different distance milestones which is to be expected as uniform

Fig. 10 No. of times the obstacle was avoided completely (same as first result bar graph) 
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Fig. 11 Time taken to cover certain distance milestones 

speed is hard to maintain due to factors like weight or battery power. The speed of 
the dc motors was set in the embedded C code. 

The robot, vector, was tested in the lab and on an open ground, where we placed 
a few obstacles and the robot was allowed to move in a path. The robot changed its 
direction when it detected an obstacle. When an obstacle is detected, a message is 
sent to the Android app through which the user is notified about the obstacle. 

7 Conclusion 

The advancement of technology has led to creation of many innovative develop-
ments in the field of robotics which have transformed our lives in many ways. This 
assistive robot and mobile application utilizes cutting-edge speech recognition algo-
rithms to accurately transcribe and interpret commands, allowing for intuitive control 
and seamless navigation toward desired destinations. The fusion of these technolo-
gies culminates in the generation of real-time auditory feedback, providing vital 
information about obstacles, navigation directions, environmental cues, and points 
of interest. Through the integration of state-of-the-art sensor technology, computer 
vision, and natural language processing, the robot empowers visually impaired 
individuals, offering them unparalleled independence and confidence to navigate 
unfamiliar environments and reach their desired destinations with ease.
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