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Design Modelling for Commercial/ 
Pilot-Scale Circulating Fluidized Bed 
Combustion (CFBC) Boiler 

S. Naga Kishore, T. Venkateswara Rao, and M. L. S. Deva Kumar 

Abstract Two biggest problems in present Indian pulverized coal combustion (PCC) 
power plants are that large capacity of PCC plants has reached retirement due to 
age limit and huge coal import from outside countries. Increasing the utilization of 
circulating fluidized bed combustion (CFBC) technology in India is the best solution 
for renovating old PCC boilers to extend their life to 20–25 years and reducing coal 
import by increasing the utilization of local low-grade coals in effective manner. Even 
though CFBC technology is economically sound, technically feasible and environ-
mentally friendly than PCC technology, CFBC technology utilization in India is still 
in the nascent stage. To increase the utilization of CFBC technology in India, more 
design models are needed to come out on Indian low-grade fuels such as Indian 
lignite and high ash coal for predicting thermal and environmental performance, 
analysing design and optimizing processes in operation at wider range of operating 
parameters. In this paper, a CFBC boiler design modelling which is developed by 
programming code of visual basics for applications (VBA) software is explained. 
To check the accuracy, the design methodology is applied to validate the practical 
data of different CFBC units on various aspects such as thermal performance model 
(boiler efficiency, flow rates), hydrodynamic model (solids volume fraction), heat 
transfer model (water wall heat transfer coefficient) and sulphur capture model (SO2 

emissions). The design procedure which is applied for validation process gives satis-
factory results on different aspects, and the qualitative agreement is found between 
predicted values and actual measurements. 
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Nomenclature 

A Boiler element cross-sectional area (m2). 
a Decay coefficient (−). 
ASH Weight fraction of ash in fuel (−). 
CSO Concentration of SO2 emissions below secondary air introduction (kmol/ 

m3). 
CSO2(H) Concentration of SO2 emissions at furnace exit (kmol/m3). 
Esor Sulphur capture efficiency (%). 
Ec Cyclone efficiency (%). 
EA Excess air (%). 
f c Weight fraction of unreacted sorbent in bed solids. 
H Furnace height (m). 
H i Height of point of injection of secondary air (m). 
H f Height of furnace above secondary air level (m). 
htot, hb Heat transfer coefficient of water wall and back-pass elements (W/m2 K). 
hi, ho Inside and outside heat transfer coefficients (W/m2 K). 
K Reaction rate of sulphation (m3/kmol.s). 
kw Tube wall thermal conductivity (W/mK). 
LMTD Log mean temperature difference. 
mc Coal feed rate (kg/s). 
ms Steam flow rate (t/h). 
ms,RH Reheater steam flow rate (t/h). 
msor Limestone feed rate (kg/s). 
PRH Reheater pressure (MPa). 
PSHO Final superheater outlet pressure (MPa). 
PA/SA Ratio of primary air (%)/secondary air (%). 
Q Element heat duty (kW). 
S Sulphur mass fraction in coal (−). 
T b Average bed temperature (°C) 
TRHI Reheater inlet temperature (°C). 
TRHO Reheater outlet temperature (°C). 
TSHO Final superheater outlet temperature (°C). 
TFW Feed water temperature (°C). 
Tw Wall temperature (°C). 
U Superficial gas velocity (m/s). 
XCaCO3 Weight fraction of calcium carbonate in limestone. 
xw Tube wall thickness (m).
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Greek Letters 

ρavg Average bed density (kg/m3). 
ηb Boiler efficiency (%). 
ε Voidage at given section (−). 
εa Voidage at secondary air injection (−). 
εavg Average bed voidage (−). 
εe Voidage at the exit of furnace (−). 
εs Solid volume fraction at given section (−). 
ϕ Proportionality constant in pore plugging time (−). 
δmax Maximum extent of sulphation (−). 

1 Introduction 

At present, electricity shortage of coal fired plants in India is based on two big 
problems such as rise of imported coal prices and retirement of huge capacity [1, 
2]. Many coal fired plants (PCC plants) in India were installed in between 1960 and 
1975. A number of PCC plants having capacity of 22,716 MW are ready to stop 
working due to retirement condition [2, 3]. A total of 9824.3 MW was retired during 
the period of 2017–2022 [4]. As a result, there is an immediate need for installing 
more new power plants and revamping old PCC boilers to extend their life up to 
20–25 years in India to meet demand. For old PCC boilers, CFBC technology is 
a better alternative to renovate with less cost, to improve local coal utilization and 
to reduce cost at similar environmental performance compared to traditional PCC 
technology [5]. 

The coal quantity in million tonnes (MT) which is imported from neighbouring 
countries has been increasing every year. It is noticed that the value of imported coal 
from neighbouring countries was reached to 208.933 MT for the year 2021–22 [6]. 
The amount of money spent for this imported coal was 2,287,418.46 million Rupees 
which is 97.15% more than previous year 2020–21 (in value 1,160,240.54 million 
Rupees) [6]. To reduce this huge cost of coal import from other countries, CFBC 
technology is an essential alternative which supports to burn local low-grade fuels 
effectively [5]. 

Though CFBC technology is economically sound, technically feasible and envi-
ronmentally friendly than PCC technology, CFBC technology usage in India is still in 
the developing stage [5]. To encourage more utilization of CFBC technology in India, 
new design models on CFBC boilers must be introduced for analysing new designs, 
optimizing processes in operation and predicting thermal and environmental perfor-
mances. In the design modelling of CFB boiler, the input data such as operating 
steam parameters, fuel and limestone analysis, solid properties and operating bed 
data are needed [7, 8]. Some of the authors developed design models of commercial/ 
pilot-scale CFB boilers on different capacities through different ways.
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Greenfield Research Inc. (GRI) developed an expert system (CFBCAD) in the 
year 1999 for designing CFB boiler with the input parameters mentioned above in 
the collaboration with Daltech, Dalhousie University [9]. The procedure followed in 
this system is convenient to make possible for designers. Several authors tried this 
procedure manually (directly and with slight changes) to check design and perfor-
mance under different operating conditions and achieved favourable results with 
lesser error in the validation of practical data. Some of the works [8, 10–13] which 
explained and used the expert system design procedure of CFB boiler in elaborated 
mathematical way are explained below with the proper input data. 

Cen et al. [10] used manual mathematical procedure which was mentioned in 
expert system [9] for 62 MW to predict design and performance and got reasonable 
agreement in validating expert system results. Kim and Choi [11] discussed and 
compared the design and performance of six different capacities (2 MW, 75 tph, 
200 MW, 340 MW, 460 MW and 600 MW) of practical operated CFBC boilers in 
detail. In this work, authors selected plants having three configurations of CFB loop 
(design without EHE, design with EHE and design with pant leg) and explained 
element heat duty based on its surface area in each boiler. The design steps to be 
followed for furnace and standard industry proportions to be taken for cyclone design 
were proposed. Kim et al. [12, 13] concentrated only heat exchangers to predict 
performance of 2 and 300 MW at varying loads in mathematical way for which they 
proposed a design methodology. 

In this work, the results are predicted by design modelling of VBA program-
ming code for different aspects (thermal performance, hydrodynamics, heat transfer 
model and sulphur capture) of pilot and commercial-scale CFBC boilers at the same 
operating bed parameters and compared with practical results. The model procedure 
applied for validation process gives satisfactory results on different aspects, and the 
reasonable agreement is found between designed and actual measurements. 

2 Modelling of CFBC Boiler Design 

The good design of CFB boiler should always maintain efficient energy transfor-
mation with minimum impact on environment under all operating conditions. But it 
may be difficult to implement. If the design reaches a degree with which all targets 
(maximum thermal efficiency, minimum emissions and amount of solid waste) are 
reached, the design can be treated as better design. Additionally, to that manufac-
turers also see minimum operating and capital cost. Still, many aspects of design in 
the CFB boiler are based on rule of thumb [8]. 

A traditional algorithmic program is performed a stepwise arithmetic operation in 
visual basic for applications (VBA) software with MS Excel as host application. The 
design software covers heat exchangers circuit and gas-particle loop such as furnace, 
recirculation system and back-pass. Initially, boiler configuration is first fixed out 
depending on boiler capacity, and later input data are selected.



Design Modelling for Commercial/Pilot-Scale Circulating Fluidized … 5

Table 1 Key equations used in program to determine design parameters 

Parameter/model Equation References 

Boiler efficiency (ηb) ηb = 100 − total heat losses in % · · · (1) [8] 

The solid volume fraction 
(εs) 

εs = 1 − ε · · ·  (2) [14] 

Axial voidage (ε) ε = εe − (εe − εa) exp [−a(H − Hi)] · · ·  (3) [15] 

Water wall heat transfer 
coefficient (htot) 

htot = 5ρ0.391 
avg × T 0.408 b · · · (4) [16] 

Overall heat transfer 
coefficient (hb) 

1 
hb 

= 1 hi + xw kw 
+ 1 ho 

· · ·  (5) [17] 

Surface area of boiler 
elements (A) 

A = Q 
hb(LMTD) = Q 

hf(Tb−Tw) · · ·  (6) [8] 

SO2 concentration at the 
exit, (CSO2(H)) 

Esor = 1 − CSO2 (H) 
CS0 

= 
1 − exp 

[−K XCaCO3 fc 
100U ρavg Hf 

] 
· · ·  (7) 

[8] 

Sulphur capture model msor 
mc 

= 
3.12 Esor ρavg Hf S−100ϕU(ASH)Ec ln(1−Esor) 
Ec 

[
δmax XCaCO3 ρavg Hf+100ϕU ln(1−Esor)

] · · ·  (8) 
[8] 

The current design program is suitable for making design of CFBC boiler having 
external recirculation hot cyclone configuration with normal lower furnace. The 
program analyses two design types. They are boiler with reheater facility and boiler 
without reheater facility in which user can choose the heat transfer surface layout 
based on capacity. 

The key equations included in program for determining design parameters are 
shown in Table 1. From the previous works [8, 10–14], the steps to be followed in 
this program for design model of CFBC boiler are shown in flowchart Fig. 1.

It is laborious to take any decision and execute a compromise for standard algo-
rithm software. For the VBA program used in this work, the designer needs to inter-
fere and stop the program for confirmation of results at intermediate steps. Based 
on current results, the designer gives next decisions to complete further calculations. 
The program for this work is not deigned with automated decision making, and it is 
needed to take decisions manually by the designer. 

2.1 Design Model Input 

Input required for the design model is fuel and sorbent composition, steam cycle 
(operating steam data) and bed data (bed temperature, primary and secondary air ratio, 
excess air percentage, fluidization velocity, Ca/S ratio, particle mean diameter and 
desulphurization efficiency). Physical properties of coal and gas, physical constants,
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Fig. 1 Flowchart of procedure followed in VBA program for design of CFBC boiler

some default parameters to determine surface area of heating elements, steam tables 
and industry accepted/default values are incorporated in the program. 

A number of tables are involved in this work for steam properties at different pres-
sures and temperatures and air/gas/coal properties at different temperatures. Some-
times, data in the tables do not match with discrete values. In such a case, properties 
are determined by interpolation method.
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2.2 Validation 

Experimental data are essential for analysing predicted design in validation. The 
experimental results on laboratory/bench-scale units are considered in most cases 
for validating predicted data. But, the model prediction becomes more reliable if 
experimental data of commercial units are properly available. Hence, care is taken 
for model validation in the selection of commercial plants which have necessary 
input data along with experimental results in the published literature. Availability 
of complete bed data of input is a big problem for commercial plants in published 
literature. In case of absence of data in published literature, the range of operating 
bed data which is used successfully in commercial operations of CFBC units was 
taken for model calculations, and they are given in Table 2. 

Care is taken in case of absence of data that solid properties of respective fuel 
for program are taken from the plants located with similar capacity and nearer to the 
validation plants. For absence of data, the CaCO3 in limestone is considered as 90% 
for validation plant. 

3 Results and Discussion 

The design methodology explained in Fig. 1 was used to be validated with the actual 
measured data available in the published literature of different capacities of CFBC 
boilers. The present program is suitable only for external recirculation configurations. 
The validation was applied to different aspects of design such as thermal performance 
(boiler efficiency, fuel and limestone feed rates), hydrodynamic parameter (solid 
volume fraction), water wall heat transfer coefficient and SO2 emissions of plant.

Table 2 Bed data range for model calculations in case of absence of data 

Parameter Value (or) range [References] 

Primary and secondary air ratio (−) 40:60–60:40 [8] 

Superficial gas velocity (m/s) 2–12 [18] 

Ca/s ratio (−) 2–14 [19] 

Sulphur capture efficiency (%) 75–95 [17] 

Constant in pore plugging time 0.0977–0.0367 [8] 

Mean particle diameter (mm) 0.2–1.5 [18] 
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Fig. 2 Validation of boiler efficiency (%) of CFBC boilers with different capacities 

3.1 Thermal Performance 

3.1.1 Boiler Efficiency 

Typical validation results of boiler efficiency for different CFBC units are shown in 
Fig. 2. The boiler efficiency of different plants was investigated by the VBA design 
model with the required input data (coal and limestone data, operating steam data 
and bed data) which were taken from the published literature of respective plants as 
mentioned in Appendix Table I. The heating values of fuel samples were estimated 
from the equations based on coal constituents for the model calculations, and these 
values were slightly deviated with heating values of published data. The model results 
were close to plant data, and the average error ranged between + 7.67% and − 7.9%. 

3.1.2 Feed Rate 

Figures 3 and 4 show the relation between calculated and measured data of fuel 
and limestone feed rates (kg/s) for different CFBC units. The input data used for 
model calculations are mentioned in Appendix Table I. The model values of fuel rate 
were reached nearer to measured data, and the maximum error was not crossed + 
15.14%. Similarly, model results have given fair agreement with measured results 
for limestone feed rate, and the maximum error was identified within the limits of + 
11.09%.
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Fig. 3 Validation of fuel 
feed rate (kg/s) of CFBC 
boilers with different 
capacities 
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Fig. 4 Validation of 
limestone feed rate (kg/s) of 
CFBC boilers with different 
capacities 
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3.2 Hydrodynamics 

The comparison of solids volume fraction between predicted results of model and 
plant values is explained below for two CFBC units. The predicted values were 
determined using Eqs. (2) and (3) as shown in Table I, and bed data used for solid 
volume fraction are shown in Appendix Table II. The model values were estimated 
for same furnace heights which were mentioned in the published literature.
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Fig. 5 Comparison of solid 
volume fraction with plant 
data of 200 MW CFBC 
boiler from Jong-Min Lee 
et al. [26] 
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The measured profile of solids volume fraction for 200 MW Tonguea CFBC boiler 
[26] is shown in Fig. 5. The program is designed to determine solid volume fraction 
for only furnace zone in the plant. Because, no boiler element is placed in CFBC 
loop except upper furnace. The model results were very close to plant data from the 
stage of introduction of secondary air. The satisfactory agreement between model 
and plant data was obtained, and the relative deviation in upper furnace was measured 
as 40.5%. 

Figure 6 explains the solids volume fraction (%) in axial way between predicted 
values by model and plant data of 200 MW CFB riser from Sun et al. [28]. The plant 
data of solids volume fraction were measured by using pressure drop and distance 
of two pressure sensor points. The lower furnace end was assumed as position of 
secondary air injection, and minimum solids circulation rate was considered for 
predicting model results due to unavailability of data. The predicted profile was 
validated at six positions (5.2, 12.1, 17.7, 24, 27.4 and 30.5 m) from the end of 
lower furnace and obtained exponential manner. The model value was deviated with 
maximum error 55.2% at 12.1 m height in the furnace due to inaccurate values of 
decay factor, solids circulation rate, voidages at point of inflexion and furnace exit. 
The average error was obtained as 19.63%.

3.3 Heat Transfer Coefficient 

The water wall heat transfer coefficient was estimated using Eq. (4) for different 
commercial/pilot-scale boilers (12 MW [20], 150 MW [23], 2 MW [12], 465 tph 
(135 MW) [29], 65 tph [30, 31] and 50 MW [32]). The bed data of these boilers used 
for model prediction are displayed in Appendix Table III. For model calculations, 
heat transfer coefficient was investigated at same furnace height which is available
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Fig. 6 Comparison of solid volume fraction with plant data of 200 MW CFBC boiler from Sun 
et al. [28]

Fig. 7 Validation of heat 
transfer coefficient of water 
wall for different capacities 
of CFBC boilers 
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in actual plant. Fair relationship as shown in Fig. 7 was observed between measured 
and predicted results. The deviation was located between + 14.71% and − 12.92%. 

3.4 SO2 Emissions 

The bed reference data of CFBC plants (125 MW [22], 330 MW [25], 75 tph [33], 
220 tph [34], 2 MW [35] and 12 MW [20, 36]) for sulphur capture mentioned by 
different works are shown in Appendix Table IV. SO2 emissions of these CFBC units 
were predicted by Eq. (7). The model calculations were performed at same Ca/S
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ratio, bed temperature and sulphur capture efficiency followed in actual plants. 
Table 3 represents a typical validation of SO2 emissions for different CFBC boilers. 
In case of unavailability of Ca/S ratio for model calculations of 75 tph CFBC boiler, 
the Ca/S ratio was considered as ‘2’ where Eq. (8) was verified. In case of unavail-
ability of sulphur capture efficiency (Esor) for model calculations of 330 MW CFBC 
boiler, Esor was taken as 77% where Eq. (8) was verified.

It was also noticed in 125 MW CFBC boiler model calculations that the sulphur 
capture model was verified at fluidization velocity as 6 m/s which is slightly higher 
than published value (5 m/s). But, the value 6 m/s is also safe limit for avoiding 
erosion problems in furnace [8]. Hence fluidization velocity as 6 m/s was consid-
ered for model calculations. For SO2 emissions, qualitative agreement is found 
between actual and model results. The maximum deviation placed between − 25.3% 
and + 17.8% is shown in Table 3. 

4 Conclusions 

The motto of this work was to encourage CFBC technology for constructing new 
boilers and for renovating and revamping old PC fired boilers in India by promoting 
a design model methodology developed in visual basics for applications (VBA) 
program. Design modelling was applied on various aspects (thermal performance, 
hydrodynamics, heat transfer coefficient and SO2 emissions) of CFBC boilers having 
different capacities for checking modelling accuracy. A qualitative agreement was 
found between model results and actual data from the all aspects in the validation. 
The design modelling used in the present work can be recommended strongly for 
analysing new designs, identifying optimum values, evaluating thermal performance 
and SO2 emissions. The conclusions which were noticed from deign modelling 
applied on various aspects are given below.

• Boiler efficiency was predicted using model for different commercial and pilot-
scale CFBC boilers. The predicted values were fitted well with plant data. Ten 
plants with different capacities were taken for boiler efficiency in which the 
error deviation ranged in between + 7.67% and − 7.9%. The average error was 
identified as 0.268%. 

• Good relation was obtained between measured and calculated results in flow 
rates (fuel and limestone feed rate). Fuel feed rate was investigated with model 
procedure for seven commercial units and validated with plant data. The error 
deviation for fuel feed rate was identified within the limits of + 15.14%, and 
average error is 6.39%. Similarly, limestone feed rate was predicted for five CFBC 
boilers and validated with actual data of the plant. The maximum error crossed 
+ 11.09%, and average error was obtained as 8.54%.



Design Modelling for Commercial/Pilot-Scale Circulating Fluidized … 13

Ta
bl
e 
3 

V
al
id
at
io
n 
of
 S
O
2 
em

is
si
on

s 
at
 1
00

%
 lo

ad
 f
or
 d
if
fe
re
nt
 c
ap
ac
iti
es
 o
f 
C
FB

C
 b
oi
le
rs
 

R
ef
er
en
ce
s

Pl
an
t v

al
ue

M
od
el
 v
al
ue

E
rr
or
 in

 e
m
is
si
on
s 

(%
)

S
(%

)
C
ap
ac
ity

C
a/
S 
ra
tio

 (
−)

E
so
r 
(%

)
SO

2 
em

is
si
on

s
C
a/
S 
ra
tio

 (
−)

E
so
r 
(%

)
SO

2 
em

is
si
on

s 

G
au
vi
llé

 e
t a
l. 
[2
2]

0.
92

12
5 
M
W

<
2.
5

92
.5

33
0 
m
g/
N
m

3
2.
4

92
.5

25
9.
6 
m
g/
N
m

3 
− 

21
.2
1 

Su
n 
et
 a
l. 
[2
5]

0.
62

33
0 
M
W

2.
3

N
/A

39
0 
m
g/
m

3
2.
3

77
38
7.
44
 m

g/
m

3 
− 

0.
65
6 

G
u 
et
 a
l. 
[3
3]

0.
27

75
 tp

h
>
1

97
35
 m

g/
N
m

3
2

97
31
.3
4 
m
g/
N
m

3 
− 

10
.4
5 

L
u 
et
 a
l. 
[3
4]

1.
18

22
0 
tp
h

2.
33

90
<
 2
50
 p
pm

2.
33

90
18
6.
65
8 
pp
m

− 
25
.3
 

H
an
 e
t a
l. 
[3
5]

0.
25

2
M
W

6.
5

75
10
0 
pp
m

6.
5

75
11
7.
81
5 
pp
m

17
.8
 

W
an
g 
et
 a
l. 
[2
0]

0.
85

12
 M

W
3

N
/A

16
0 
pp
m

3
90

13
4.
28
9 
pp
m

− 
16
.0
6 

W
an
g 
et
 a
l. 
[3
6]
 

S—
su
lp
hu
r 
co
nt
en
t i
n 
co
al
, E

so
r—

su
lp
hu
r 
ca
pt
ur
e 
ef
fic
ie
nc
y,
 N
/A
—
no
t a
va
ila
bl
e



14 S. Naga Kishore et al.

• The model results of solid volume fraction for voidage were investigated with 
empirical model and compared with actual data. Reasonable agreement was found 
between plant and model data. The average error not crossed 30%. 

• The water wall heat transfer coefficient predictions of different CFBC boilers 
were fitted very close to experimental data. Maximum error was obtained in the 
limits of + 14.71% and − 12.92%. 

• The simplified sulphur capture method was used in the design model of CFBC 
boiler for investigating SO2 emissions. The model results have shown good rela-
tion in measured SO2 emissions of different CFBC plants. Good agreement was 
found between model and plant results, and average error not crossed − 9.5%. 

Appendix 

See Table I.
See Table II.
See Table III.
See Table 1V.

The error in case of validation is measured by the following equation: 

error (% ) = Predicted value − Measured value 

Measured value
× 100
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Table IV Bed data used to predict  SO2 emissions different commercial/pilot-scale CFBC boilers 
at 100% load 

References Capacity S 
(%) 

Furnace dimensions 
(area × height) (m2 × 
m) 

Ca/S 
ratio 
(−) 

Tb (°C) Esor (%) Uo (m/ 
s) 

Gauvillé 
et al. [22] 

125 MW 0.92 8.6 × 11 × 33 < 2.5 850–860 92.5 5 

Sun et al. 
[25] 

330 MW 0.62 N/A 2.3 900 N/A < 5.4  

Gu et al. 
[33] 

75 tph 0.27 3.23 × 7.23 × 21.5 > 1 810 97 5 

Lu et al. 
[34] 

220 tph 1.18 21.4 × 20.7 × 30 2.33 890 90 N/A 

Han et al. 
[35] 

2 MW 0.25 1.2 × 2.4 × 14 6.5 900 75 4.8 

Wang et al. 
[20] and  

12 MW 0.85 2.45 × 5.45 × 21 3 925 N/A N/A 

Wang et al. 
[36] 

S—sulphur content in fuel, Tb—bed temperature at furnace exit, Esor—sulphur capture efficiency, 
Uo—Superficial gas velocity, N/A—not available
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On the Critical Role of Surface Tension 
in Film Condensation onto a Horizontal 
Cylinder 

Uttam Kumar Kar , Sayantan Sengupta , and Shantanu Pramanik 

Abstract We explore the subtle role of surface tension on condensate drainage onto 
a horizontal cylinder. Our study considers a subcooled cylindrical surface exposed to 
a pool of saturated water vapour. The condensate film flow is assumed to be steady 
and laminar. We appropriately reduce the Navier–stokes equations in the cylindrical 
coordinate system invoking certain assumptions and build a simplified mathematical 
theory. We model the effects of surface tension by the well-known Laplace formula. 
We have used the temperature- dependent thermos-physical properties of liquid water 
for generalisation. The Reynolds’ correlation is used to predict the viscosity of the 
liquid water. The model governing equations are solved for a suitable set of boundary 
conditions by the Runge–Kutta method. It is observed that the role of surface tension 
is predominant near the bottom of the cylinder, whereas it is reasonably weak in the 
upper part of the cylinder. We found that the film dynamics strongly depend on the 
cylinder radius. Furthermore, we develop correlations for predicting the local and 
average Nusselt number, which would be useful for engineering applications. 

Keywords Mathematical modelling · Film condensation · Surface tension ·
Subcooling 

1 Introduction 

Film condensation has been studied extensively for its diverse applications in thermal 
power stations, chemical plants, refrigerators, air conditioners, and industrial cooling 
devices. We study free convective film condensation of saturated vapour over a hori-
zontal cylinder, as shown in Fig. 1. Unlike the case of condensation onto a flat plate 
[1], the varying curvature of the condensate surface and non-uniform gravity field 
come into play here. Among many analyses on this subject area, the pioneering work 
was presented by Sparrow and Gregg [2], excluding the effect of surface tension.
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φ 

quiescent vapour 
φ 

cylinder surface 
vapour-liquid interface 

Ts Tw R liquid film 

g 

uφ 

r 

Fig. 1 Schematic representation of the condensate film forms over the outer surface of subcooled 
metallic tube submerged in a quiescent vapour bath 

Later, Krupiczka [3] projected the importance of surface tension for film condensation 
occurring on wires and small-diameter tubes. An extension of Krupiczka’s theoret-
ical study is found in [4] for forced convection condensation. For forced convective 
cases, numerical simulations [5, 6] were performed to elucidate the dynamics of the 
liquid film as well as the vapour layer; experiments [7] were performed to study 
the condensation performance. Subsequently, the researchers experimentally inves-
tigated the effect of vapour superheating [8] and the presence of non-condensable 
gases [9] on condensation performance. The present study solely considers the case 
of free convection condensation, for which the cylinder rests at a quiescent vapour 
pool. We propose a mathematical model considering surface tension while neglecting 
the inertial terms of the Navier–Stokes equations. For the sake of generalisation, the 
temperature-dependent thermos-physical properties of liquid water are taken into 
account. 

2 Mathematical Model 

The present study addresses the critical role of surface tension on a dynamic 
condensing film forms around a circular cylinder. In this regard, we consider a 
subcooled cylindrical surface (Tw) submerged in quiescent saturated water vapour 
(T s). The surrounding vapour close to the cold surface condenses onto the surface 
as tiny droplets by exchanging latent enthalpy (ΔH). A continuous film forms over 
the curved surface as the process reaches the steady state. Here, the falling film
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grows in the radial direction due to continuous entrainment of vapour mass across 
the interface. Figure 1 describes a steady-state picture of the process considered in 
this study. We establish a simple mathematical model based on a few assumptions 
without much sacrificing the physics of thin-film flow. 

We assume the condensate flow as steady, laminar, and incompressible. The 
density of the vapour (ρv) is much less compared to the density of the liquid (ρ l), and 
as the surrounding vapour is quiescent, the effect of interfacial shear is neglected. 
We also consider the boundary layer theory assumptions for the analysis of the film 
dynamics, thus, ignored the cross stream pressure variation inside the liquid film. 
Again, the temperature variation across the film is assumed to be linear, and thermal 
equilibrium is preserved at the liquid–vapour interface as the vapour is dry saturated. 
The thermos-physical properties of both liquid and vapour phases are constant, except 
the liquid’s viscosity varies exponentially with temperature [10]. 

2.1 Model Equations and Boundary Conditions 

Here, we introduce the conservation equations and boundary conditions in their 
simplified form, implementing the above assumptions. Therefore, conservation equa-
tions of mass, momentum, and energy are presented in cylindrical coordinate system 
one after another. The conservation equation for mass in two-dimensional form can 
be written as 

∂uφ 

R∂φ 
+ 

∂ur 
∂r 

= 0, (1) 

where R is the radius of the tube and uφ and ur are the tangential and radial velocities 
of the liquid at a point, respectively. In the absence of inertia terms, the φ-momentum 
equation will be 

νι 
∂2uφ 

∂r2 
+ g sin φ − 

1 

ρ R 
∂ p 
∂φ 

= 0, (2) 

where ρ is the density of the liquid, g is the acceleration due to gravity, p is the static 
pressure, and ν l is the kinematic viscosity of the liquid. If the pressure gradient (∂p/ 
∂φ) is caused by surface tension force [3] only, then 

∂ p 
∂φ 

≡ −  
σ 
R2 

dδ 
dφ 

. (3) 

Now, substituting the above expression, Eq. (2) transforms into the following 
form:
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νι 
∂2uφ 

∂r2 
+ g sin φ + σ 

ρ R3 

dδ 
dφ 

= 0, (4) 

where σ is the surface tension and δ represents the film thickness. Again, to predict 
effect of viscosity on film dynamics accurately, the temperature dependence of kine-
matic viscosity of water (ν l) satisfactorily correlated as ν l = ν0 e−aT , where ν0 = 
0.00006 and a = 0.015 [10, 11]. Then, introducing the linear temperature distribution 
the kinematic viscosity of water varies radially across the film as ν l = αe−βr , where 
α = ν0e−aTw and β = aΔT/δ. Therefore, the φ-momentum equation reduces to 

∂2uφ 

∂r2 
= −  

1 

α 

[ 
g sin φ + σ 

ρ R3 

dδ 
dφ 

] 
eβr . (5) 

As the thickness of the condensing film is very thin, the latent heat released by 
the saturated vapour is transported to the tube wall by conduction across the film. 
Therefore, the energy conservation equation can be written as: 

δ 
d 

Rdφ 

⎡ 

⎣ 
δ 

0 

uφdr 

⎤ 

⎦ = 
λ 
ρ 

(Ts − Tw) 
∆H 

, (6) 

where λ is the thermal conductivity of the liquid. 
Integrating Eq. (5) twice and applying the following boundary conditions: 

at r = δ, 
∂uφ 

∂r 
= 0 (7)  

at r = 0, uφ = 0 (8)  

we obtain the distribution of uφ across the film as follows: 
where 

uφ(r ) = 
C 

β2 

[
eβr − βeβδ r − 1

]
, (9) 

C = −  
1 

α 

[ 
g sin φ + 

σ 
ρr3 

dδ 
dφ 

] 
= f (φ) only. (10) 

Having achieved the velocity profile given by Eq. (9), we have solved the 
differential–integral form the energy Eq. (6) which reduces to the following form: 

δ4 
{ 
cos φ + 

We  

R 

d2 δ 
dφ2 

} 
+ 3δ3 

{ 
sin φ 

dδ 
dφ 

+ 
We  

R 

( 
dδ 
dφ 

)2
} 

= 
1 

C5 

α2 R 

g 

Ja  

Prl,0 
eaTw , 

(11)



On the Critical Role of Surface Tension in Film Condensation … 27

Table 1 Expressions of 
dimensionless numbers 
appearing in Eq. (12) 

Dimensionless number Symbol Definition 

Weber number We σ 
ρgR2 

Jacob number Ja cP (Ts−Tw) 
∆H 

Prandtl number Prl,0 
αρcP 

λ 

where 

C5 = 
{ 

1 

C3 
3 

− 
C4 

C3 
3 

+ 
1 

C2 
3 

+ 
C4 

2C3 

} 
, (12) 

C3 = aΔT and C4 = eaΔT . Table 1 describes the expressions of dimensionless 
numbers appearing in Eq. (12). 

2.2 Dimensionless Model Equations and Initial Conditions 

Here, we assume a suitable scale δs ≡ (α2 R/g)1/4 to non-dimensionalise the film 
thickness δ. Therefore, the expression for non-dimensional film thickness became: 

δ∗ = 
δ 
δs 

. (13) 

Accordingly, dimensionless form of Eq. (11) can be written as 

(δ∗)4 
{ 
cos φ + δs 

We  

r 

d2δ∗ 

dφ2 

} 
+ 3 (δ∗)3 

{ 
sin φ 

dδ∗ 

dφ 
+ δs 

We  

r 

(
dδ∗ 

dφ 

)2} 
= 

1 

C5 

Ja  

Prl,0 
ea Tw . (14) 

Now, we define the dimensionless groups appearing in Eq. (13) as follows:  

Q1 = 
1 

C5 

Ja  

Prl,0 
eaTw , (15) 

and, 

Q2 = 1{
1 
4 We R− 3 

4 4

/
α2 

g 

} = 1{
1 
4 We 

11 
8 N 

3 
8 
p 

} , (16) 

where, 

Np = 

(
ρg 

1 
3 α 4 3 
σ 

) 
. (17)



28 U. K. Kar et al.

We define this dimensionless parameter (Np) as property number since it is a 
combination of hydrodynamic properties of a fluid. Accordingly, Eq. (14) reduces to 

d2δ∗ 

dφ2 
= 

{ 
Q1 − (δ∗)4 cos φ − 3 (δ∗)3 sin φ 

dδ∗ 

dφ 
− 

3 

Q2 
(δ∗)3 

( 
dδ∗ 

dφ 

)2
} 
Q2 (δ

∗)−4 . 

(18) 

The required initial condition to solve dimensionless governing Eq. (18) numer-
ically is (δ∗)φ=0 and (dδ∗/dφ)φ=0. The second initial condition directly comes from 
the symmetry of the problem at φ = 0 as  

dδ∗ 

dφ 
= 

dδ 
dφ 

= 0 at  φ= 0. (19) 

Again, the variation of film thickness is assumed to be linear in the neighbourhood 
of φ → 0; therefore, (d2δ∗/dφ2)φ=0 = 0. Now, applying the above assumption to 
Eq. (18) gives us the first initial condition as 

δ∗ = 4
√
Q1 at φ= 0. (20) 

Integration of Eq. (18) subject to initial conditions (19) and (20) gives normalised 
film thickness δ∗ as a function of φ and the dimensionless groups Q1 and Q2. 

3 Heat Transfer Analysis 

Furthermore, the heat transfer performance of the system can be justified based 
on the optimum value of average heat transfer coefficient (hm) comparing with the 
expenditure of cooling effort. The local and average heat transfer coefficients, hφ and 
hm, can be evaluated using the following technique [1]: 

The peripheral distribution of dimensional film thickness (δφ,Q) can be evaluated 
using Eq. (13) as  

δφ,Q = δ∗δs = 
1 

Cφ,Q 

( 
α2 R 

g 

) 1 
4 

. (21) 

Therefore, the expression of local heat transfer coefficient (hφ) will be 

hφ = λ 
δφ,Q 

= Cφ,Q λ 
( g 

α2 R 

) 1 
4 
, (22) 

and the average heat transfer coefficient (hm) can be evaluated as
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hm = Cφ,Q λ 
( g 

α2 R 

) 1 
4 
, (23) 

where 

Cφ,Q = 1 

(φ2 − φ1) 

φ2 
φ1 

Cφ,Qdφ. (24) 

The local Nusselt number can be expressed as: 

Nu = 
hφδs 

λ 
, (25) 

if we use ‘δs’ as the length scale. 
Therefore, the local Nusselt number will be: 

Nu = 
Cφ,Qλ 

λ 

( g 
α2r 

) 1 
4 
δs = Cφ,Q, (26) 

and the average Nusselt number will be, 

Num = 
hmδs 

λ 
= Cφ,Q . (27) 

4 Discussion 

This section analyses the change in the peripheral distribution of dimensionless film 
thickness over tube surface for various circumstances. The condensation process 
occurs in a non-uniform gravity field; besides the body force, the influence of surface 
tension and viscous force is considered here. In this context, we have examined the 
effect subcooling and surface tension force on the condensation process by varying 
the Ja and We, respectively. Additionally, we have commented on the heat transfer 
characteristics of the condensing surface. 

It is evident from the geometry of the condensing surface (see Fig. 1) that the 
tangential component of body force (g sin φ) starts increasing from its minimum 
at φ = 0 and becomes maximum at φ = π /2, then again starts decreasing and 
reaches to its minimum at φ = π. Therefore, one can expect a trend of decrease in 
film thickness up to φ = π as the fluid particles accelerate in this zone. However, 
the actual phenomenon is different because the combined effect of wall shear and 
momentum exchange between the condensing mass and the liquid film reduces the 
kinetic energy of the fluid particle downstream. Figure 2 shows that for Ja = 0.0093, 
the dimensionless film thickness (δ∗) increases very slowly up to φ = 2.0, then
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Fig. 2 Peripheral 
distribution of the 
dimensionless film thickness 
(δ∗) for different values of 
Jacob number (Ja) [at We = 
0.01695] 

increases gradually up to φ = 3.0 after that jumps to a higher value suddenly which 
may be due to the dripping effect. After crossing the maximum body force point (φ = 
π ), the fluid particles start to decelerate and cause a rapid increase in film thickness 
as shown in Fig. 2. The gravity force balances the viscous force in the upper part 
of the cylinder. However, due to the rapid increase in curvature, the surface tension 
force starts to neutralise the viscous force, and the effect of gravity vanishes as fluid 
particles reaches φ = π. 

We have altered the values of Ja to verify the effect of subcooling on the 
film dynamics; thus, Jacob’s number is varied from 0.0093 to 0.0650. Figure 2 
depicts that as we increase the subcooling effect, the average thickness of the film 
δ∗
avg ≡ (1/φ)

 
δ∗dφ increases up to Ja = 0.0186. However, the effect is more signif-

icant in the φ lower part of the cylinder. Further increase in Ja causes overlapping 
of the curves, which indicates that δa∗

vg becomes independent of Ja. An increase 
in subcooling effort increases the rate of condensation; therefore, a limiting value 
of δa∗vg indicates the faster condensate drainage where liquid inertia will play an 
important role. As we have neglected the effect of inertia in our mathematical model, 
therefore, further increase in Ja cannot predict the physics accurately. For this reason, 
we restrict the case study up to Ja = 0.0650. 

Again, to examine the effect of surface tension force on the film dynamics, we 
varied the Weber number (We) from 0.1060 to 6.7818, keeping the Ja fixed to Ja 
= 0.0650. Figure 3 shows that instead of increasing the We, the distribution of 
dimensionless film thickness (δ∗) is almost identical for all We in the upper part 
of the cylinder. However, δ∗ distribution is distinguishable in the lower part of the 
cylinder as the effect of We is significant in this zone. At higher values of We (= 
6.7818), the pressure gradient due to the surface tension becomes dominant and 
drives the condensate downwards; hence, growth of δ∗ is not rapid in the lower part 
of the cylinder. Moreover, the viscous effects start to overtake the favourable pressure
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Fig. 3 Variation of the 
dimensionless film thickness 
(δ∗) for various values of 
Weber number (We) [at  Ja  = 
0.0650] 

gradient manifested by the surface tension force as We and cause a rapid growth in 
the condensing film. Figure 3 also depicts that for We < 0.1884, the distribution of 
δ∗ became independent of We. The expression of the average Nusselt number (Num) 
described in Eq. (27) plays an important role to predict the heat transfer performance 
of the surface. Equation (27) shows that Num is inversely proportional to (δa∗

vg)1/4. 
Therefore, the characteristics of film thickness variation decide the heat transfer 
performance of the surface: the lower the film thickness, the higher will be the heat 
transfer across the film. More heat can be conducted across the condensing film if the 
thickness is small because the liquid film blanket acts as a barrier to the heat transfer 
process. 

5 Conclusion 

In this study, we attempt to explore the role of surface tension on the condensa-
tion process occurring in a non-uniform body force (gravity) field. Therefore, we 
have considered a horizontal circular cylinder whose outer surface was exposed 
to saturated water vapour. The thickness of the tube wall is assumed to be negli-
gible and maintained at constant temperature. The fluid flow encapsulating the 
condensing film has modelled considering assumptions of boundary layer theory. 
The temperature dependence of liquid viscosity is incorporated in the model, while 
other thermos-physical properties of the condensate remain constant. 

The effect of subcooling on the condensation process has been studied by altering 
the Jacob number (Ja). Results reveal that after reaching a critical value of Ja, the 
overall thickness of the film ceases to increase. Again, the investigation of Weber 
number (We) variation shows that influence of surface tension force is dominant for
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higher values of We (= 6.7818), and the effect is localised in the lower part of the 
cylinder. For comparatively lower values of We (= 0.1060), the surface tension effect 
is insignificant. 

Equation (27) provides the expression of average Nusselt number (Num) which 
decides the thermal performance of the system. Analysis shows that Num is inversely 
proportional to the average dimensionless film thickness (δa∗

vg). Therefore, more 
heat can be transferred across the tube wall if the average film thickness is low. 

In this article, we have neglected the effect of liquid inertia; however, our study 
reveals that a similar work with higher rate of subcooling (Ja > 0.0650) can only be 
performed if inertia effect is considered. 
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Abstract A solar chimney power plant (SCPP), consisting of four essential compo-
nents: a chimney, a collector, a turbine and an energy storage layer, is a typical kind 
of thermal power plant that converts solar radiation into electricity using natural 
convection. The collector is the most important part of an SCPP, where the air is 
heated up due to solar radiation. The heated air finds its path through the chimney, 
resting vertically at the central portion of the collector. Thus, a better collector design 
always ensures greater effective buoyancy, considered as the driving mechanism of 
the turbine. Here, we utilize artificial roughness elements either at the roof or at 
the ground of the collector to enhance the effective heat transfer and, thereby, the 
net buoyancy. We consider rectangular roughness elements, the height varying from 
4 to 25 mm. The parametric study is performed by computational fluid dynamic 
(CFD) simulations incorporating conjugate heat transfer effects. The fluid and solid 
domains of the SCPP are resolved separately in the simulations by solving the Navier– 
Stokes equations and the Laplace equation, respectively. The standard k– 1model 
resolves the turbulence within the fluid domain. Finally, we obtain that the ground 
roughness yields better performance than the roof roughness. The maximum overall 
performance is achieved at a ground roughness height of 11 mm. 
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1 Introduction 

In the current situation, energy is the backbone of any country’s socioeconomic 
development. An ever-increasing population and good living standards necessitate 
limitless energy resources to meet expanding energy demand. Non-renewable energy 
supplies (fossil fuels) are finite and are overused; hence, they must be limited. Simi-
larly, extensive fossil fuel consumption has badly contaminated our environment, 
putting life on our planet in jeopardy. This overall circumstance needs technological 
improvements in generating clean and sustainable energy. The solar chimney power 
plant (SCPP) will have an excellent possibility for large-scale conversion of solar 
radiation energy. An SCPP is a thermal power plant that converts solar radiation into 
electricity. The collector, wind turbine and chimney are the three basic components 
of a traditional SCPP. In our setup, a semi-transparent collector constructed of soda 
lime glass (3 mm thick) covers the ground area. The collector’s ground, acting here 
as an energy storage layer, is made of steel (2 mm thick). A PVC chimney is posi-
tioned at the centre of the collector. The size of the computational domain is kept 
fixed throughout the study, i.e., the chimney radius is 0.1 m, and chimney height is 
2 m, the collector radius is 1.5 m, and the gap between the ground and roof of the 
collector is kept as 0.06 m. 

The collector’s operation can be explained from the knowledge of radiation 
heat transfer. Short-wavelength solar radiation can easily pass through the semi-
transparent collector’s roof before being absorbed by the ground, raising the temper-
ature of the ground surface. The radiation emitted from the ground surface is in 
the long-wavelength region [1], which is why it cannot pass through the collector’s 
roof. As a result, thermal energy is trapped inside the collector leading to a rise in air 
temperature within the collector space. This phenomenon is known as the greenhouse 
effect. The density of the air inside the collector is reduced as it warms, and then, due 
to the density difference, a constant updraft is produced. Thus, the air is pumped by 
the chimney as a result of the net upward buoyancy force. A wind turbine is placed 
inside the chimney to transform the kinetic energy of the fluid stream into shaft 
power, which is finally converted into electricity by using a generator. Of many vari-
ables controlling the efficiency of an SCPP, such as the chimney geometry, collector 
geometry, geographical location (latitude, longitude) and meteorological conditions, 
we focus on the most sensitive one, which is the collector geometry. 

Natural convection through energy-producing devices is not that old that has 
gained popularity in a few decades. The wind tower, Trombe wall and solar chimney 
are passive devices operating under natural convection. In 1982, a prototype of 
SCPP with a nominal output capacity of 50 kW was built in Manzanares, Spain, 
and tested for seven years [2–4]. However, the efficiency of the SCPP could have 
been higher. Later, research is performed to improve the overall performance of 
an SCPP by several geometrical modifications. In the present study, we implement 
artificial roughness to modify the collector’s profile, resulting in increased buoy-
ancy aiming to improve the overall performance of an SCPP. Rectangular roughness 
elements are placed either on the ground or on the roof of the collector. The impact
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of such geometrical modifications is examined in CFD simulations performed over 
a range of roughness heights. Literature shows some prior studies on the effect of 
roof roughness [5] and ground roughness [6] on the performance of an SCPP. Here, 
we are interested in doing a comparative study to examine which artificial roughness 
performs better than the other. To our knowledge, no such comparative study has 
been conducted thus far. 

2 Method of CFD Simulations 

To describe the buoyant airflow inside the SCPP, we assume steady, 2D axisym-
metric and incompressible turbulence. The material properties are shown in Table 1. 
The fluid and solid domains of the SCPP are resolved separately in the simula-
tions by solving the Navier–Stokes equations and the Laplace equation, respectively. 
The Boussinesq approximation is used to simulate the body force term [7]. The 
turbulence within the fluid domain is resolved by the standard k- 1model, where 
C1ϵ = 1.44, C2ϵ = 1.92 and σϵ = 1.3, σk = 1. The turbulent viscosity μt varies 
spatially and is modelled by ρCμ 

k2 

ϵ , where Cμ = 0.090. Simulations are executed by 
a CFD software Ansys Fluent [8]. Coupled algorithm with second-order discretiza-
tion techniques is employed. The scaled residuals for convergence requirements are 
set as 10−6. 

2.1 Geometric Details and Boundary Conditions 

Figure 1 shows the schematic of the current setup, geometrical dimensions, meshes 
and boundary conditions. The symbols c, G, h, H, p, r and R denote the clearance 
distance from the axis, the gap between the roof and ground, roughness height,

Table 1 Properties of working fluid and solid materials 

Material properties Steel PVC Soda lime glass 

Density in (kg/m3) 8030 1380 2500 

Sp. heat transfer coefficient (W/m2 K) 502.48 1100 870 

Thermal conductivity in (W/mK) 16.27 0.18 1.06 

Fluid properties Air 

Density in (kg/m3) 1.1414 

Sp. heat transfer coefficient (W/m2 K) 1007.24 

Viscosity (kg/m s) 0.0000187 

Thermal conductivity in (W/mK) 0.02674 

Thermal expansion (1/K) 0.003268 
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chimney height, roughness pitch, chimney radius, collector radius and roughness 
width, respectively. Simulations are run over a range of roughness heights. A uniform 
heat flux of 800 W/m2 [9], equivalent to total solar thermal energy absorption at the 
energy storage layer, is imposed at the ground plate (absorber). The ambient temper-
ature is constant (306 K). The outer surface of the collector’s roof is a transparent 
isothermal wall with a fixed temperature same as the ambient. The chimney wall 
is insulated, on which heat flux is zero. The pressure outlet and the pressure inlet 
boundary conditions, respectively, model the outlet and inlet of the system. At the 
inlet and outlet, the turbulent inlet intensity and turbulent viscosity ratios are kept at 
3.7% and 10, respectively. 

Fig. 1 Schematic representation of the computational domain and boundary condition
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2.2 Grid Independence Test and Validation 

We perform grid independence tests with several grid distributions to ensure that the 
computational results are independent of mesh elements’ size. Figure 2 depicts the 
variation in the average temperature within the collector space for five distinct cell 
layouts. The findings show that the collector temperature close to the inlet is nearly 
the same for all grid distributions. However, the maximum temperature differs by 
0.2 °C as the number of cells changes from 551,000 to 928,000. We consider the 
distribution corresponding to 640,000 cells as the optimum one without sacrificing 
accuracy. The present numerical model and the adapted CFD techniques are upheld 
by the experimental and numerical results of Kasaeian et al. [9]. Figure 3 compares 
the average roof temperature obtained in the present study with the results of Kasaeian 
et al. [9]. 

3 Results and Discussion 

We run CFD simulations considering a 2D axisymmetric geometry for both the fluid 
and solid domains. We evaluate the impact of roughness elements on conjugate heat 
transfer and fluid flow characteristics. By adjusting the h value (4–25 mm), the influ-
ences of collector ground and roof roughness are examined separately. Purposefully, 
we have undertaken the friction factor ( f ) formulation from Bernardes et al. [10]; 
and thermal performance ( j ) and overall thermal performance (λ) are estimated by 
Kurian et al. [11]. 

The friction factor is estimated as:

Fig. 2 Results of grid 
independence test showing 
collector’s centreline 
temperature versus radius
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Fig. 3 Validating the 
present CFD method with 
the experimental and 
numerical data of Ref. [9]

f = 
( 

τground + τroof 
ρ ∗ u2 mean 

) 
(1) 

Thermal performance is estimated as: 

j = St ∗ (Pr) 
2 
3 (2) 

Overall thermal performance is estimated as: 

λ = 
( 

j 

f 

) 
(3) 

3.1 Contours of Various Parameters 

First, we illustrate the flow features at the central portion of the SCPP, where the 
chimney is located. Figure 4c shows the streamlines in the chimney, in the central 
zone of the collector and at their junction. It is interesting to note how the streamlines 
alter radially inward to vertically upward. Near the collector wall, the streamlines are 
radially inward, whereas they are vertically upward within the chimney space. The 
marked change occurs at the base of the chimney, near the junction of the chimney 
and the collector. Figure 4a displays the contours of temperature in the chimney 
space. It is observed that temperature rises radially inward but decreases when fluid
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Fig. 4 Streamlines and contours inside chimney a temperature (T ); b static pressure (p); 
c streamlines; in the presence of ground roughness (h = 0.011 m)

convects vertically upward. Figures 4b and 5a together exhibit how pressure rises with 
a corresponding fall of axial velocity towards the chimney exit. The radial velocity 
contours (Fig. 5b) and the streamlines (Fig. 4c) near the chimney base indicate the 
separation and reversal of radial flow. The adverse pressure gradient at the central 
zone of SCPP, illustrated in Fig. 4b, causes the flow separation. The streamline 
bending (Fig. 4c) is indicative of the radial flow reversal. 

The contours of velocity and temperature within the collector for two different 
types of roughness (ground and roof) are shown in Figs. 6 and 7. The radial velocity is 
predominant of the two velocity components, viz. radial and axial. It is expected that 
the magnitude of area-average radial velocity should increase in the radially inward 
direction to satisfy the requirement of mass conservation since the flow area mono-
tonically decreases in this direction. The contours of radial velocity (Figs. 6a and 7a) 
corroborate this conclusion. However, locally this conclusion may be violated. For 
example, near the roughness elements, the flow is separated due to obstruction, and 
some radial momentum is converted to axial momentum (as exhibited in Figs. 6b and 
7b). Owing to such transformation, the axial velocity would be of the order of the 
radial velocity, and the expected trend may be violated. However, the local evolution 
of the axial component brings forth a rise in turbulent kinetic energy. Consequently, 
good cross-stream mixing occurs, as reflected in the thermal boundary layers shown
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Fig. 5 Contours in chimney: 
a axial velocity (w), b radial 
velocity (u) for ground 
roughness h = 0.011 m

in Figs. 6c and 7c. This additional cross-stream mixing may increase the collector’s 
performance if the streamwise advection is not disturbed too much.

3.2 Performance Analysis 

Figures 8 and 9 reveal two distinct characteristics of performance improvement by 
reversing the placement of artificial roughness elements. Figure 8 depicts that the 
friction factor ( f ) first decreases with an increase in h and then increases beyond h 
= 0.011 m. The increase in f is more rapid in the presence of roof roughness than 
ground roughness; the overall trend is that roof roughness yields a more significant 
pressure loss than ground roughness. The advantage of ground roughness compared 
to roof roughness is also reflected in the average trend of the thermal performance 
parameter ( j). Thus, ground roughness provides better overall thermal performance 
(λ) than roof roughness (Fig. 9). We observe that the graphs of λ versus h exhibit a 
peak attained at h = 0.011 m for the case of ground roughness and at h = 0.01 m for 
roof roughness.

We investigate further to understand the reason why ground roughness offers 
better performance characteristics than roof roughness. Figure 10 shows the velocity 
vectors close to the roughness elements. The vector arrows near the centreline of the 
collector are almost parallel to the direction of the radial inflow. However, the vector 
arrows near the roughness elements alter their arrangements significantly due to the 
evolution of a cross-stream flow. This cross-stream secondary flow generates vortices 
behind the roughness elements, which improves mixing within the thermal boundary
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Fig. 6 Contours within collector space: a radial velocity (u), b axial velocity (w), c temperature 
(T ) in the presence of ground roughness, h = 0.01 m

layer. It is observed that the temperature gradient near the ground roughness elements 
is considerably higher than the roof roughness elements. Accordingly, the potential 
of thermal mixing would be higher in case of ground roughness.
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Fig. 7 Contours within collector space: a Radial velocity (u), b axial velocity (w), c temperature 
(T ) in the presence of roof roughness, h = 0.01 m
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Fig. 8 Effect of roughness height (h) on the  variation of friction factor  (  f ) and thermal performance 
( j) 

Fig. 9 Effect of roughness 
height (h) on the  variation of  
overall thermal performance 
(λ)
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Fig. 10 Velocity vectors and temperature variations within the thermal boundary layer in the 
presence of roughness elements a roof roughness b ground roughness (h = 0.01 m) 

4 Conclusion 

A solar chimney power plant (SCPP) comprises four cardinal elements: chimney, 
collector, turbine and energy storage layer. The collector collects solar radiation 
to heat the inside air, which rises into the chimney located at the centre of the 
collector. The current study assesses the possibility of improving an SCPP’s overall 
performance by proposing a better design of collector that offers a greater effective 
buoyancy, the motive force for an SCPP. Two sets of computational fluid dynamic 
(CFD) simulations are performed by considering artificial roughness elements at 
the collector’s ground and roof, respectively. We have implemented the conjugate 
heat transfer (CHT) in our CFD modelling. The conduction equation in the solid 
domain and Navier–Stokes equations in the fluid domain are solved simultaneously 
in CHT. At the ground’s lower surface, a steady heat flow of 800 w/m2 is applied 
to replace an equivalent amount of solar radiation. The standard k–ϵ model predicts 
the turbulence in the fluid domain. We conducted a parametric study by gradually 
increasing the height of the roughness elements (4–25 mm), keeping the pitch (0.1 m) 
and width (0.01 m) unchanged. In our study, the effect of artificial roughness on the 
roof or ground is assessed separately on the overall thermal performance, friction 
factor and thermal performance of the SCPP. The computational results reveal that the 
system’s thermal performance peaks around the roughness height of 0.01 m. Further, 
the ground roughness is more effective for enhancing the performance of SCPP. We 
have demonstrated that apart from streamwise convection, cross-stream convection 
also occurs due to roughness. The cross-stream convection attributes thermal mixing 
within the thermal boundary layer. Our thermo-fluid-dynamic analysis indicates that 
the potential of thermal mixing is higher for the ground roughness.
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Effect of Wind Shear Profile 
on Broadband Noise Emissions 
from Wind Turbines Blades Under 
Neutral Atmospheric Conditions 

Vasishta Bhargava Nukala and Chinmaya Prasad Padhy 

Abstract The size of utility-scale wind power plants and number of installations 
are increasing constantly due to growing demand for wind power and to combat 
climate change. One of key issues posed with large size turbines is longer blades with 
higher blade tip speeds which generate higher aerodynamic noise levels and cause 
deleterious health effects such as annoyance and stress for inhabitants near turbines. 
In this paper, the effect of log-law and power law wind shear profiles on the sound 
power level is investigated when turbines operate in neutral atmospheric boundary 
layer conditions. Brooks et al. [1] and Moriarty & Migliore [2] models have been 
implemented for predicting turbulent boundary layer trailing edge noise and inflow 
broadband noise levels from blades of 2 MW wind turbine. Results demonstrate that 
using power law exponent range of 0.05–0.2, inflow noise increased by 2–5 dB for 
entire frequency spectra, while trailing edge noise increased by 2 dB for f < 1 kHz. 
With log-law profile, the trailing edge noise showed a change of 10 dB while for 
inflow noise showed change up to 5 dB when surface roughness varied from 0.01 
to 0.1. The overall noise levels predicted by both models using power and log-law 
have been validated with measured data of GE 1.5sle and Siemens SWT turbines at 
wind speed of 11 m/s. It was found that overall noise levels obtained using power 
law agreed with experiment data within 2 dBA, while log-law predictions deviate by 
4–7 dBA for f < 1 kHz and within 1 dBA for f > 1 kHz in the frequency spectra. 

Keywords Wind turbine · Sound pressure · Wind shear · Wind speed · Noise ·
Power law · Log-law
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1 Introduction 

In the recent past, research on wind turbine noise emissions has extensively 
progressed due to its significant effects on long-term public health living near the 
wind farms. As wind power plants continue to grow at a faster rate due to advance-
ment of manufacturing technologies, turbines of large size have longer blades and 
higher tip speed has the potential to produce higher noise emissions in surrounding 
areas. Even though noise exposure from aircraft and road traffic dominates commu-
nity noise levels, perception and annoyance of wind turbine noise among inhabitants 
is high and becomes stronger due to non-acoustical factors (e.g., time of day or night) 
during specific environmental conditions. Therefore, use of noise evaluation criteria 
based on perception and annoyance is required during design and assessment of wind 
turbine systems for social acceptance. Wind turbines operate in surface atmospheric 
boundary layer (ABL) conditions in which temperature effects such as inversion and 
lapse influence changes to the turbulence intensity and wind shear experienced by 
the neighboring turbines in the wind park which lead to lower power production 
and increased noise emissions. For wind turbines, two major aerodynamic noise 
sources are airfoil self-noise from moving blades and turbulent inflow noise due 
to atmospheric turbulence patterns. In the past, several researchers have proposed 
different methods for predicting airfoil self-noise mechanisms for airfoils and wind 
turbines. Reference [3] implemented validation methodology based on rapid distor-
tion anisotropic turbulent velocity spectrum for predicting turbulent inflow noise 
from thin airfoils. Figure 1 shows a typical topographic structure of a land-based wind 
turbine and its influence on the velocity profiles experienced by turbines. The stability 
pattern of velocity profiles within ABL is essential to estimate not only the mechan-
ical and aerodynamic loads on the turbine but also to predict the acoustic emissions. 
[4, 5] studied the influence of atmospheric stability patterns on the measured sound 
pressure levels from utility-scale wind farms located in Netherlands and found that 
noise data collected during day, evening and night times varied by a difference of 5 dB. 
A further investigation on microphone screen-induced noise and background noise 
levels from the field measurements was conducted to verify the influence of micro-
phone screen diameter and location on measured sound pressure level. Numerous 
studies on noise emissions from wind turbines have been conducted to find the poten-
tial sources of airfoil self-noise as well as from the interaction of moving blades with 
tower wake flow in various operating conditions. Particularly, [4–7] suggested quasi-
empirical models for trailing edge and inflow turbulence noise emissions like those 
in helicopters. However, improved inflow and trailing edge models were developed 
by [1, 2, 4, 5] based on the quasi-empirical expressions to the sound pressure level. 
These models were initially derived for thin airfoils with finite span and varying chord 
lengths and relied on several assumptions related to turbulent flow parameters which 
include turbulence intensity, length scale, boundary layer displacement thickness, 
flow angle of attack and mean flow velocity to predict sound pressure. The long-
range sound propagation effects in atmosphere were done to investigate the noise
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Fig. 1 Sketch of wind turbine operating environment in topographic conditions 

levels produced from arrays of wind turbines operating in complex terrain condi-
tions. High fidelity and improved noise prediction models have also been proposed 
for full scale and prototype wind turbines operating in different wind shear and 
atmospheric turbulence conditions [4–11]. Additionally, fundamental concepts to 
predict the amplitude modulation of trailing edge aerodynamic noise taken during 
measurements in a wind farm by [4, 5, 12–14] are reviewed. The influence of blade 
tower wake interaction on the leading-edge impulsive noise source caused due to 
unsteady flow over the downwind rotor blades was discussed, and active control 
methods to mitigate the low-frequency broadband noise were also proposed. In this 
paper, the influence of wind shear profiles on the sound emissions is investigated 
using BPM and Moriarty models for a utility-scale 2 MW wind turbine. Power and 
log-law profiles are implemented for varying wind shear exponents, surface rough-
ness lengths (indicative of terrain roughness) at mean hub height velocity of 11 m/ 
s. Results for 1/3rd octave A-weighted overall sound power level (OASPL) LwA are 
compared for both velocity profiles and compared to measured data of GE-1.5sle 
and Siemens SWT wind turbines. 

2 Methods 

In this section, quasi-empirical methods proposed by [1, 2] are discussed. These 
methods can predict the turbulent inflow and trailing edge self-noise from blades 
utilizing the turbulence velocity spectra and boundary layer properties. Figure 2 illus-
trates the turbulent inflow and aerodynamic self-noise generation mechanisms from 
a rotating wind turbine blade. Primary source of noise occurs from trailing edge of 
blade during operation due to turbulent boundary layer flow on blade surface having a 
finite impedance. This type of noise can vary in intensity depending on flow angle of
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Fig. 2 Illustration of types of noise sources from a wind turbine rotor and noise perceived by 
receiver (adapted from [8]) 

attack, mean velocity and receiver positions relative to moving source in rotor plane. 
However, the strength of turbulent inflow noise has been found to be dependent on 
large-scale turbulent eddies size in incoming flow comparable to leading-edge curva-
ture of blade. It also varies with turbulence intensity in the atmospheric boundary 
layer. 

2.1 Inflow Noise Model 

The turbulent inflow noise model proposed by [2] has been implemented in the 
present study. This model uses low-frequency directivity factor and characterizes 
low- and high-frequency noise levels in the SPL spectra. To include the turbulence 
characteristics in the noise prediction model, it uses the low-frequency correction 
factor which is derived from the Amiet’s experiments on thin airfoil [2]. The SPL 
for turbulence induced noise can be evaluated using Eqs. (1)–(4) 

SPLin  = SPLH + 10 · log
[

LFC 

1 + LFC

]
(1) 

SPLH = 10 · log 
⎡ 

⎣ ρ
2c2l L  

2r2 
M3 u2 I 2

K 3(
1 + K 2

) 7 
3 

DL 

⎤ 

⎦ + 78.4 (2)  

LFC = 10S2 MK2 β−2 (3)
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S2 =
(
2π K 
β2 

+
(
1 + 2.4 

K 

β2

)−1
)−1 

(4) 

where β = √
1 − M2 and K = π f c  

U and LFC is factor involving the aero-acoustic 
sears transfer function, S, which varies with acoustic wave number K. L is the span 
length of airfoil source, I is the turbulence intensity, l is the integral length scale 
parameters, and r is the total or effective distance position of microphone from 
turbine. To take account of compressibility effects of turbulent flows on generation 
of acoustic field, it also considers the Prandtl-Glauert compressibility criterion as 
function of Mach number, M, and given by β. DL is the low-frequency directivity 
function expressed in terms of observer angles in the rotor and azimuthal planes 
respectively 

2.2 BPM Trailing Edge Noise Model 

Reference [1] developed model for airfoil self-noise mechanisms based on wind 
tunnel experiment data obtained for series of test data of thin symmetric airfoils with 
chord length ranging from 2.5 to 60 cm. NACA0012 airfoil was chosen and modeled 
as half infinite flat plate structure. The empirical-derived expressions for far field 
sound pressure level constitute geometry properties of airfoils and boundary layer 
parameters such as boundary layer thickness, in terms of chord and AOA. Also, a 
directivity function was included to analyze the effect of sound field radiation close to 
source. Furthermore, in this model, the SPL is predicted using the logarithmic scaling 
of boundary layer variables, predominantly displacement thickness δ*, Mach number 
M, high-frequency directivity function Dh, effective distance between microphone 
and turbine re, blade span length L and spectral shape functions A and B that depend 
on the Strouhal number, St. Also, the sound pressure levels vary with fifth power of 
local velocity or free stream Mach number, M5, and with chord Reynolds number, 
Rec. The broadband spectrum of acoustic pressure is divided into three components, 
viz. pressure side source which uses directional expression and appears dominant in 
high-frequency region, and suction side source exhibits peak toward low-frequency 
part of spectrums. Both the sources are found to vary negligibly with angle of attack 
(AOA). The stall separation noise is critical to AOA and produces peaks at high 
positive values of AOA. This noise source reduces to compact dipole and uses low-
frequency directivity function. The flow separation noise also occurs for high positive 
AOA for which high-frequency directivity is used. The three noise sources are added 
logarithmically along the individual blade segments to obtain resultant overall SPL. 
The empirical equations involved to evaluate the SPL are given by Eqs. (5)–(8) 

SPLp = 10. log

[
δ∗
p M

5L Dh 

r2 e

]
+ A

[
Stp 
St1

]
+ [K1 − 3] + �K1 (5)
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SPLs = 10. log

[
δ∗
s M

5L Dh 

r2 e

]
+ A

[
Sts 
St1

]
+ [K1 − 3] (6) 

SPLα = 10. log

[
δ∗
s M

5L Dh 

r2 e

]
+ B

[
Sts 
St2

]
+ K2 (7) 

SPLTotal = 
N∑
i=1 

10. log
[
10 

SPLi 
10

]
(8) 

The log-law and power law for wind shear profiles have been defined by Eqs. (9) 
and (10) given  in  [4] 

U (z) 
U (zr ) 

= ln

(
z 
z0 
zr 
z0

)
(9) 

U (z) 
U (zr ) 

=
(
z 

zr

)α 
(10) 

where z is the surface roughness height in m, z0 is the standard or reference roughness 
height, zr is the roughness height at r m  above the ground, U is the wind velocity at 
given height in m/s, and α is the wind shear exponent. 

3 Results 

Table 1 shows the turbine specifications for assessment of overall sound power level. 
The [1, 2] noise models have been implemented using MATLAB software. The 
turbine parameters are given as key inputs to blade element momentum method to 
evaluate aerodynamic flow field data and coupled to noise solver for prediction of 
noise. The receiver (microphone) distance is fixed at 120 m downwind direction from 
source and at height of 0.2 m above ground. It must be noted that the atmospheric 
propagation effects such as absorption (from air or ground), scattering and refraction 
(caused due to wind and temperature gradients) around obstacles are not considered in 
quasi-empirical models. To account for these effects on assessment of overall sound 
power level (OASPL), IEC 61400-11 standard for acoustic emission measurements 
criteria has been considered which deducts 6 dB for the attenuation of sound due to 
geometric spreading and the above factors. Geometric spherical spreading has been 
included which considers turbine as dipole point source operating in a homogenous 
neutral atmosphere condition. Figure 3 illustrates the velocity profiles as function of 
height above ground computed using log-law and power law at free stream velocity of 
11 m/s at shear exponent of 0.1 and surface roughness length of 0.05 (representative of 
plain grass land). Figure 4a, b demonstrate the comparison of 1/3rd octave frequency
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Table 1 Design variables for 
2 MW turbine Parameter Value 

Cone 0° 

Tilt ~ 3°  

Tower height ~ 80 m  

Length of blade ~ 37 m  

Rotor speed ~ 17 RPM  

Maximum twist ~ 13° 

Maximum chord ~ 3.22 m  

Orientation Upwind 

No of blades Three 

Rated power 2 MW  

spectra of turbulent inflow noise computed using [2] model by implementing log-
law and power law wind shear profiles. Figure 5a, b illustrate the trailing edge noise 
computed using the [1] model at mean wind speed of 11 m/s. A comparison of 
results from log-law and power law profiles for wind shear reveals that effect of 
surface roughness on trailing edge noise from blades influences entire frequency 
spectra increasing the SPL by 4-6dBA. 

On the other hand, for increasing wind shear exponents, the change in SPL values 
is found significant for frequencies, f < 1 kHz. For high-frequency broadband compo-
nents, f > 1 kHz, the changes to SPL values remain insignificant. It can be noted 
that trailing edge noise is produced significantly from rotor blades during the down-
wind direction of rotation in rotor plane [2, 4, 6, 7, 9, 10, 12, 15]. This broadband 
phenomenon is perceived as swish by observer in rotor plane and propagates in far 
field as result of amplitude modulation of sound waves at blade passing frequencies

Fig. 3 Comparison of wind 
shear profile obtained from 
power and log-law 
distributions at mean wind 
speed of 11 m/s using wind 
shear exponent (α) of 0.1  
and surface roughness (z0) of  
0.05 m
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Fig. 4 Comparison of turbulent inflow noise level (Lw) from a 2 MW wind turbine a for different 
wind shear exponents using power law, b for different surface roughness values using log-law 

Fig. 5 Comparison of TBL-TEN level for 2 MW machine a for different wind shear exponents 
using power law b for different surface roughness values using log-law

(BPF). Figure 6 shows the validation of overall sound power level considering the 
broadband turbulent inflow and trailing edge noise components.

4 Conclusions 

The present study investigated the effect of wind shear profiles using power and log-
law on aerodynamic noise generation for 2 MW wind turbine in neutral atmospheric 
condition. The turbulent inflow noise model outputs have shown that when both 
wind shear exponents, surface roughness lengths are varied from a range 0.01 to 
0.2, the noise levels are increased by ~ 2–8 dB keeping other factors constant. The 
Brooks et al. [1] model for turbulent boundary layer trailing edge noise is a very good
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Fig. 6 Comparison of 
overall A-weighted LwA 
(OASPL) from a 2 MW 
machine obtained using 
power law and log-law 
distribution with measured 
data of GE-1.5sle, Siemens 
2.3 MW 95, Siemens 
2.3 MW 101 and Siemens 
2.3 MW 93 turbines

predictor in the high-frequency region of SPL spectra and showed good agreement 
with experiment data. The trailing edge and turbulent inflow noise models have 
demonstrated good accuracy for predicting overall sound power level however, wind 
shear profile based on power law agreed more closely with experiment data than 
log-law profile in low-frequency region of sound spectrum and thus more realistic. 
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Effect of Magnetic Field on Couette Flow 
in a Fluid-Saturated Porous-Filled Duct 
Under the Local Thermal 
Non-equilibrium with Viscous 
Dissipation 

Nitish Gupta and D. Bhargavi 

Abstract In our present analysis, we explore the impact of the magnetic field on 
the Couette flow occurring within a duct that contains a porous material. This inves-
tigation incorporates considerations of viscous dissipation and local thermal non-
equilibrium (LTNE). The lower plate experiences movement and is exposed to isoflux 
boundary conditions, whereas the upper plate remains stationary and adiabatic. To 
describe the one-directional flow within the porous region, we utilize the Darcy– 
Brinkman (DB) model. The investigations also aim to quantify the effects of the 
Hartmann number (MW), thermal conductivity ratio (κ), Brinkman number (BrW), 
and Biot number (BiW) on enhancing heat transfer. Analytical solutions are derived 
for the governing equations, providing fully developed profiles of Nusselt numbers 
and dimensionless temperatures for both the fluid and solid phases. In the Couette 
flow model, the presence of a magnetic field impacts the temperature distribution in 
both phases. Furthermore, irrespective of the Hartmann number (MW) in the Couette 
flow, the temperature in the solid phase is consistently higher than that in the fluid 
phase, thereby confirming the existence of local thermal non-equilibrium (LTNE). 

Keywords Porous media · Couette flow · Brinkman number · Hartmann number ·
LTNE model 

1 Introduction 

Extensive research has been conducted on fundamental transport phenomena in 
porous media, primarily employing the local thermal equilibrium (LTE) assumption. 
This hypothesis, first demonstrated by Vafai and Tien [1], considers the fluid and
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solid-matrix phases to be in a state of LTE and has been widely studied for convec-
tive transport in porous media. However, practical engineering problems have shown 
that the LTE hypothesis often fails, as highlighted by many authors [2–6]. In contrast 
to the local thermal equilibrium (LTE) model, Nield and Bejan [7] proposed the 
concept of local thermal non-equilibrium (LTNE) in the temperature equation. This 
approach considers temperature variations between the fluid phase (FP) and solid 
phase (SP), allowing for an interphase temperature difference. Yi et al. [8] investi-
gated the impact of LTNE in parallel plate geometry using both linear and nonlinear 
flow models. Notably, Virto et al. [9] and Dehghan et al. [10] have presented innova-
tive studies that explore various scenarios where LTNE is considered. Furthermore, 
several authors, including Tin et al. [11], Torabi et al. [12], and Buonomo et al. [13], 
have discussed the inclusion of viscous dissipation within the LTNE model. 

When one surface moves tangentially in relation to the other, it creates a flow of 
viscous fluid known as Couette flow and discussed by Nakayama [14]. Pantokratoras 
[15] examined the behavior of flow in the Couette flow model. Existing literature, 
including works by Pantokratoras [15], Nakayama [14], and Kuznetsov [16] show  
that investigations of Couette flow in porous media often neglect viscous dissipa-
tion. On the other hand, relevant research by Kaurangini and Jha [17] and Jha and 
Odengle [18] assumes the local thermal equilibrium (LTE) model. Kuznetsov [16] 
conducted a detailed study on heat transfer in porous channels, considering both 
fully and partially filled configurations, with a focus on Couette flow. Baig et al. [19] 
recently examined the impact of Couette flow in a microchannel under local thermal 
equilibrium (LTE) conditions. On the other hand, Chen et al. [20] utilized the local 
thermal non-equilibrium (LTNE) model in their investigation, although magnetic 
field parameters were not taken into account. They concluded that the impact of 
LTNE is amplified under severe circumstances. 

This paper focuses on investigating the influence of the magnetic field on Couette 
flow in a saturated porous material, utilizing the local thermal non-equilibrium 
(LTNE) model. The fluid flow through the porous media is described by the Darcy– 
Brinkman model (DB model). The magnetic field is applied perpendicular to the flow 
direction. Analytical expressions for the temperatures in the fluid phase (FP) and solid 
phase (SF) are derived, along with fully developed Nusselt numbers (FDNM). 

2 Problem Formulation 

In Fig. 1, the problem geometry depicts a channel with parallel plates. The notation 
T* 

e represents the fluid entering the channel at a constant temperature, while W 
represents the separation distance between the plates. In the current setup, the upper 
wall remains stationary and adiabatic while the lower wall of the channel is subjected 
to a constant wall heat flux (q) and is moving with a velocity of u0. The flow is 
assumed to be unidirectional, laminar, steady, and incompressible. Additionally, the 
porous medium is assumed to be homogeneous and isotropic. Transverse to the flow 
direction, a magnetic field is applied. In the LTNE, there are porous and fluid areas.
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Fig. 1 Problem geometry 

It is presumed that the flow field is a thermal field that is both completely formed and 
still evolving. Axial conduction is minimal, as is heat production. The thermophysical 
properties remain constant. The government equations are rendered dimensionless 
by utilizing the following set of dimensionless variables. 

ξ ∗ = x∗/(Pe)W, η  = y∗/ W, U = u/u0, 

θ ∗ 
f = 

ks,eff 
( 
T ∗f − T ∗w 

) 

qW 
, θ  ∗ 

s = 
ks,eff 

( 
T ∗s − T ∗w 

) 

qW 
(1) 

where the letters s, f , and w stand for solid phase (SP), fluid phase (FP), and wall. 
T* stands for temperature in dimensional form. Also, the Peclet number and thermal 
conductivity in the SF are given by Pe and ks, eff, respectively. 

In Eq. (1), the dimensionless coordinates are denoted by ξ * and η. The symbols 
θ * and U represent the dimensionless temperature and velocity, respectively. 

Equation (2) represents the momentum equation for fluid flow through a porous 
medium by incorporating the Brinkman–extended Darcy equation and utilizing the 
dimensionless variables described in Eq. (1). 

1 

ε 
d2 U 

dη2 
− 

( 
1 

DaW 
+ M2 

W 

) 
U = 0 (2)  

The Darcy number, the Hartmann number, and ε value of being given in Eq. (2) 
by DaW, MW, and ε, respectively. 

DaW = K 
/ 
W 2 , MW = 

/
σ B2 

0 W 2 
/ 

μf, ε  = μ 
/ 

μeff (3) 

The hydrodynamics boundary conditions are 

U 

( 
1 

2 

) 
= 0, and U 

( 
− 
1 

2 

) 
= 1 (4)
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The analytical solution expression of Eq. (2) using the condition is given in Eq. (4). 

U (η) = coth 

[ /( 
ε 

DaW 
+ εM2 

W 

)]{ 

sinh 

[( 
1 

2 
− 

η 
2 

) /( 
ε 

DaW 
+ εM2 

W 

)]} 

(5) 

The above expression in the absence of MW is presented in Chen et al. [20]. 
Dimensionless forms of thermal energy equations for SP and FP (LTNE model) 

are given by 

∂2θ ∗s 
∂η2 

− BiW 
( 
θ ∗ 
s − θ ∗ 

f 

) = 0 (6)  

k1U (η) 
∂θ ∗f 
∂ξ ∗ = 

∂2θ ∗f 
∂η2 

+ BiW κ 
( 
θ ∗ 
s − θ ∗ 

f 

) + κBrW 

[ 
U 2 

DaW 
+ 

1 

ε 

( 
dU 

dη 

)2 
] 

(7) 

In Eqs. (6) and (7), BiW, BrW denote the Biot number, and Brinkman number, 
respectively; however, the theoretical definitions for ε, k1, and κ are given in the 
literature by Gupta and Bhargavi [21] and it can be defined as, 

BiW = asfhsfW 2
/ 
kse, BrW = μfu

2 
refW 

/ 
qK  , k1 = kf 

/ 
kfe, κ  = kse 

/ 
kfe (8) 

In Eq. (7), ∂θ ∗f 
/ 

∂ξ ∗ is constant as we are taking constant heat flux at the moving 
plate and can be calculated by the processor given in the literature [10]. 

Thermal boundary conditions (Refs. [19, 20]) are given as follows: 

∂θ ∗f 
∂η 

= 0, 
∂θ ∗s 
∂η 

= 0 at  η = 
1 

2 
and θ ∗ 

f = 0, θ  ∗ 
s = 0 at  η = −  

1 

2 
(9) 

The contribution of viscous dissipation is expressed as 

IH = BrWU 2 and FH = BrW DaW 
( 
dU 

/ 
dη 

)2 
, (10) 

where IH and FH are the internal heating and frictional heating. 

3 Analytical Expression for Temperature Field 

The coupled systems of Eqs. (6) and (7) solve by decoupling the system and using 
Eq. (5) along with the boundary conditions (Eq. 9).
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Fluid Phase: 
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Solid Phase: 
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⎫ 
⎪⎪⎬ 

⎪⎪⎭ 

⎫ 
⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎭ 
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√
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√
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[ √
2κBi 

] 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

A2 2 A6 B5 

[ 
8 + 2κBi(2η − 3)(1 + 2η) 
+κBi cosh[4A2]A5 

] 

−κ2Bi2 A5 cosh[2(1 − 2η)A2] 
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⎪⎪⎬ 

⎪⎪⎭ 

⎫ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

64ε
√

κ Bi A2 2 B2 B3 B5 
(12) 

4 Fully Developed Nusselt Number (FDNM) 

The formulation of FDNM NuFD at η = −1/2 is given by 

NuFD = −1 
/ 

κ 
[ 
θ ∗ 
mf 

] 
(13) 

In Eq. (13), θ ∗mf is evaluated by 

θ ∗ 
mf = 

1/2{ 

−1/2 

[ 
U (η)θ ∗ 

f (η) 
] 
dη (14)
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Expression of FDNM is calculated by Eq. (13), by using Eqs. (11) and (14). 

NuFD 

= 

⎧ 
⎨ 

⎩ 48 sinh[A2]
2 

⎧ 
⎨ 

⎩ 
−8e4B1 B1 

[ 
ε4 

√
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√
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] 

−Bi
√

κe 
√
2κBiC10 

⎫ 
⎬ 

⎭ 
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⎬ 
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

192ε 
√
Bi sinh[A2]

2 A2 A3 + 96εBi
√

κe3 
√
2κBi(sinh[2A2] − 2A2)A2 A3 

+48εBi
√

κe 
√
2κBi A3 B2 B4 B5 

+ 
24e2B1 

B2 
1 − A2 2 

⎧ 
⎪⎨ 
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√
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BrA2 2 B3 

[ 
A6 B5 − B8 
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} 
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( 
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√
2ε 

√
BiA3 2 A3C7 −

√
κC1C8 
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− 

√
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⎫ 
⎪⎬ 

⎪⎭ 

+ 
e 
√
2κBi√κ 

[ 
B2(BiC3 − 3 sinh[A2]C9) − 24A2C5 

] 

A2 

⎫ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

(15) 

AI , I = 1, 2, 3, 4, and 5, BJ , J = 1, 2, …, 8, and CK , K = 1, 2, …, 10 appearing 
in Eqs. (11), (12), and (15) are the constants and given in Appendix. 

5 Results and Discussion 

5.1 Temperature Field 

Figure 2 provides visual aids for the discussion of the temperature field by displaying 
the viscous dissipation fluctuation with the Hartmann number values (MW). The 
profile given in Fig. 2 shows that the values of internal heating (IH) and frictional 
heating (FH) are attained maximum at the lower wall which is the moving wall and 
the minimum value reaches the upper wall which is fixed. As MW increases, values 
of IH and FH increase. Moreover, for a large value of BrW, the values of IH and FH 
increase.

To understand the effect of MW, BrW, BiW, and κ on θ ∗f and θ ∗s , the plots are given 
at DaW = 0.05 in this section. Figures 3 and 5 are given for the fluid phase and Figs. 4 
and 6 are given for the solid phase. From Figs. 3a and 4a, as MW increases from 0.5 
to 4.5, the magnitude of temperatures in both phases increases. Additionally, as BrW 

increases (BrW = 0.1 to 0.5), the magnitude of θ ∗f as well as for θ ∗s decreases.
As BiW increases (BiW = 10 to 100), the magnitude of θ ∗f is increasing and this 

increase at low BrW is more. This result is given in the literature [8, 10]. Plots given 
in Figs. 5 and 6 indicate the effect of ratio κ on temperature magnitude, θ ∗f and θ ∗s . 
For each BrW, the temperature in both phases increases with the increase in ratio κ. 

From Figs. 3, 4, 5 and 6, one can notice that with the increase of Brinkman 
number, BrW, temperature magnitude in both phases increases. Additionally, θ ∗s > 
θ ∗f which validate the LTNE impact on the problem. Also, this property can see in 
many literatures [10, 22].
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Fig. 2 Mutations in dissipation functions with η at DaW for a IH, and b FH

Fig. 3 Change in θ ∗f for 
distinct values of MW at 
DaW = 0.05, κ = 1, BrW = 
0.1, 0.5 for a BiW = 10, and 
b BiW = 100
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Fig. 4 Change in θ ∗s for 
distinct values of MW at 
DaW = 0.05, κ = 1, BrW = 
0.1, 0.5 for a BiW = 10, and 
b BiW = 100 

Fig. 5 Change in θ ∗f for 
distinct values of κ, at MW = 
2, DaW = 0.05 for BrW = 
0.1, 0.5
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Fig. 6 Change in θ ∗s for 
distinct values of κ, at MW = 
2, DaW = 0.05 for BrW = 
0.1, 0.5

5.2 FDNM (NUFD) 

To know the impact of FDNM (NuFD) with DaW for distinct values of MW at a given 
BrW and BiW, plots are given in Fig. 7. As DaW increases, NuFD decreases for every 
value of MW, BrW, and BiW. This fact is reported in LTE case (Bhargavi and Reddy 
[21]). NuFD increases with the increase of MW, and for large DaW this increment is 
more. It can also be seen that as BrW increases from 0.2 to 10, NuFD is increasing. 
Additionally, from Fig. 7a, b, as BiW increasing NuFD increases. The impact of ratio 
κ on NuFD with BiW is given in Fig. 8. This shows that NuFD rises to a certain BiW 

and then it decreases as BiW increases for all the values of κ and for all the values of 
MW, DaW, and BrW. So, a plot is given for the typical value of variables. 

Fig. 7 Change in NuFD with DaW for distinct values of MW and for BrW = 0.1, 0.5 at κ = 1 for  
a BiW = 5, and b BiW = 50
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Fig. 8 Change in NuFD with 
BiW for distinct values of κ 
at MW = 2, DaW = 0.05, and 
BrW = 0.5 

Table 1 At MW = 0, a 
comparison of the value of 
parameter NuFD is conducted 
with the available literature 
(Kuznetsov [16] and  Chel  
et al. [20]) 

NuFD 

DaW Present value Chel et al. [20] Kuznetsov [16] 

0.001 63.262 63.274 63.412 

0.010 20.043 20.028 20.971 

Without considering the Hartmann number, (MW = 0), a comparison of NuFD 
is made between the present study and relevant literature such as Kuznetsov [16] 
and Chel et al. [20], taking into account appropriate geometrical parameters. The 
consistency of published literature and the findings of the present study is noteworthy, 
particularly for high values of DaW and BiW. A good level of agreement is observed 
(Table 1). 

6 Conclusion 

In this analysis, we discussed the mutation of Hartmann number, MW on Couette 
flow under the consideration of LTNE model. Upper plate of channel is fixed and 
adiabatic, and lower plate moving and is at constant heat flux. Analytical expressions 
of temperatures and fully developed Nusselt numbers (NuFD) are discussed. 

Magnitude of θ ∗f and θ ∗s increases with the increase of MW, but decreases with 
the increase in BrW. In the Couette flow model under LTNE, θ ∗s > θ ∗f which validate 
the LTNE impact on the problem. As BrW increases, NuFD increases. Also, NuFD 
increases with the increase of BiW. NuFD rises to certain BiW, then it decreases as 
BiW increases for all the values of κ and for all the values of MW, DaW, and BrW.
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Appendix 

A1 = ε 
( 
1 + DaM2

) 
, A2 =

√
A2 

/ 
2, A3 = csch 

[ √
A2 

] 
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2 , 

A5 = 
( 
ε A2 

3 + A4 
) 
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( 
ε A2 

3 − A4 
) 
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/

κBiW 
/ 
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( 
1 + e2 

√
2κBiW 

) 
, B3 = 

( 
κBiW − 2A2 

2 

) 
, 

B4 = 
( 
κBiW − 4A2 

2 

) 
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( 
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2 

) 

B6 = 
( 
κBiW − 16A2 

2 

) 
, B7 = 2εBiW sinh 

[ 
2A2 

2 

] 
A3 B5, B8 = κBiW cosh[4A2]A5 

C1 = B7 + BrW A
2 
2 B3[B8 − A6 B5], C2 = −4A2 A6 B5 + A5 B6 sinh[4A2] 

C3 = −12ε sinh[4A2]A3 B4 B5 + κBrW sinh[3A2]
2 A5 B3 B6 

C4 = −4εBiW A3 sinh[2A2] + BrW (1 + κBiW − cosh[2A2])A6 B2 B3 B5 

C5 = 8εBiW A
2 
2 A3 − κBrW (BrW B3 sinh[2A2]A6 + 4κ BiW A3)B5 + A2C4 

C6 = κBiW BrW A4 B3(B6 − 8B5) + κεBiW BrW A
2 
3 B3(B6 + 8B5) 

− 16(1 + κBiW )B7 + 2BrW B3 B5 B8 

C7 = sinh[2B1]A2 − sinh[2A2]B1, C8 = sinh[2A2] sinh[2B1]B1 + A2 

C9 = 32κεBi2 W cosh[A2]A3 B5 + sinh[A2]C6 

C10 = A2 B2[ε8A3(cosh[2A2]B4 − κBi)B5 − κBrB3C2] + ε16B2 A
2 
2 A3 
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Design and Analysis of a Thermoacoustic 
Cooling System with Two-Stack 
Arrangement for Different Types 
of Stacks 

M. Siva Sakthi, C. Swathiga Devi, and Surendra Bogadi 

Abstract Thermoacoustic cooling is a method that converts acoustic power to 
temperature differential, which is then utilized to reduce the temperature of a hot 
body via heat exchangers. A typical thermoacoustic cooling system consists of a 
resonator, stack, driver and heat exchangers. Any thermoacoustic cooling system 
is categorized based on the frequency at which it operates which again controls 
the geometry of the resonator. A half-wavelength resonator will have two pressure 
antinodes, where stacks can be placed to obtain the temperature difference. The main 
objective of the present work is to design a half-wavelength resonator with two-stack 
arrangement and to analyse and compare the refrigerator’s performance for various 
types of stacks. The resonator’s length for the cooling system is chosen as 1 m, and 
it operates at a frequency of 500 Hz with helium as a working fluid at a temperature 
and pressure of 288.05 K and 10 bar, respectively. The drive ratio of the refrigerator 
is 0.03. The stacks are 4.295 cm in length with a thickness of 0.5 and 1 mm spacing 
between the adjacent stack plates. The placement of stack 1 is 35 mm from the driver 
end and of stack 2 is 35 mm from the closed end of the resonator. DeltaEC is an 
open-source tool used by many researchers for thermoacoustic problems. DeltaEC 
simulations for parallel, rectangular and circular type stacks show a temperature 
difference of 37.27 °C, 40.05 °C and 53.05 °C at stack 1, whereas a temperature 
difference of 8.07 °C, 12 °C and 20 °C at stack 2, respectively. Introducing ambient 
and cold heat exchangers adjacent to each of the stacks makes it possible for the 
refrigerator to take two heat loads at the same time. This increases the net cooling 
capacity of the refrigerator. 
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Nomenclature 

A Resonator area, m2 

CHX Cold heat exchanger 
Cp Specific heat of gas at constant pressure, Jkg−1 K−1 

Cv Specific heat of gas at constant volume, Jkg−1 K−1 

COP Coefficient of performance 
DR Drive ratio 
F Driver frequency, Hz 
HHX Hot heat exchanger 
kv Wave number of gas, cm−1 

K Thermal conductivity of gas, Wm−1 K−1 

L Length of the resonator, m 
Ls Length of the stack, m 
Lsn Normalized stack length, m 
M Mach number 
P Gas pressure, Pa 
P0 Dynamic pressure, Pa 
Pm Average pressure, Pa 
t Thickness of stack, m 
T cx Temperature of cold heat exchanger, K 
u Velocity of sound in helium, ms−1 

Wns Normalized acoustic work input, W 
xn Normalized stack position, mm 
Xn Stack centre position, mm 
y0 Half gas spacing in stack-heat exchangers sheet, mm 
δk Thermal penetration depth, mm 
δv Viscous penetration depth, mm 
ε Porosity/block ratio of stack-heat exchangers system 
γ Ratio of specific heats 
ρ Mass density of gas, kgm−3 

λ Wavelength, m 
ω Angular frequency of acoustic wave, rads−1 

μ Dynamic viscosity of working gas, kgm−1 s−1 

1 Introduction 

The cooling methods have evolved over time and have seen many alterations based 
on the need and the aim towards sustainable development. Currently, conventional 
cooling systems follow a vapour compression cycle which consists of four main 
components: compressor, condenser, expansion valve and evaporator. The stated 
method involves chemical refrigerants such as CFCs which are very harmful to human



Design and Analysis of a Thermoacoustic Cooling System … 71

Fig. 1 Model of a thermoacoustic refrigerator [1] 

beings as well as to the environment. This raises a major environmental concern to 
opt for alternative cooling technologies. Thermoacoustic cooling is one such alter-
native technology. Thermoacoustics is a study related to physical phenomena, where 
temperature gradient can generate sound waves, and vice versa. The advantages of 
this cooling system are no moving components, no use of refrigerants and lubrication, 
simpler design, low energy requirements and eco-friendly (Fig. 1). 

1.1 Working Principle 

Sound waves experience displacement and temperature oscillations in along with 
pressure variations. Due to thermoacoustic phenomenon, when these sound waves 
are subjected to oscillate through small ducts can produce temperature gradient within 
the duct. A simple thermoacoustic refrigerator includes an acoustic driver (or speaker) 
that generates oscillation of gas within the duct, a stack which can be thin layers of 
plates. Adjacent to the stacks there can be heat exchangers that can exchange the 
heat for doing useful such as cooling for many applications. Generally, the working 
gas filled in the duct can be air, helium or combination of other inert gases. 

The Thermoacoustic cycle consists of four stages: 

Stage 1: The gas particle between the stack plates gets compressed near the ends, 
and thus, pressure increases. 

Stage 2: The compressed gas particle heats up and rejects heat to one side of the 
stack plate. 

Stage 3: The wave moves back, causing the gas particle to expand. 
Stage 4: The gas particle absorbs heat from the other side of the stack and reaches 

the initial state of the cyclic process. 

The gas particles should oscillate as close to the stack surface to effectively transfer 
heat. The pressure distribution along the resonator tube at resonance is as shown 
below (Fig. 2).
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Fig. 2 Pressure distribution across the half-wave resonator 

The pressure antinodes are formed at the rear ends of the closed tube. This makes 
it the suitable position for placing the two parallel plate stacks. As the pressure is 
higher at the respective end positions, it exerts more pressure on the gas particles and 
thus increases their temperature. 

1.2 Applications 

Thermoacoustic refrigeration has potential applications in various fields. The James 
Webb Telescope uses this refrigeration method for operating at cryogenic tempera-
tures [2]. This existing application stands as the major motivation behind our study. 
Also, this alternative cooling procedure with further improvements in future has 
a huge scope in interplanetary space missions to hot planets [3]. In addition, this 
method can be used in applications demanding less noise and vibration, as it involves 
no moving parts. The stated refrigeration method is eco-friendly and is the best fit 
for sustainable applications. 

2 Literature Survey 

The frequency of the standing wave is directly related to resonator length, medium 
and boundary conditions. A high frequency is chosen, as the power density in the 
thermoacoustic device is a function of acoustic frequency. However, a very high 
frequency is not feasible as the thermal penetration depth is inversely proportional 
to the square of input frequency, which leads to stack plates with small spacing
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Table 1 Properties of Delrin 
material Property Value 

Thermal conductivity 0.23 Wm−1 K−1 

Density 1420 Kg m−3 

Specific heat 1.5 kJ kg−1 K−1 

[4]. Therefore, a value of frequency between 300–500 Hz is practical to conduct 
experiments. This project utilizes an acoustic frequency of 500 Hz. According to 
Prashantha et al., the resonator tube should be strong enough to sustain pressure 
greater than 10 bar and have a good surface finish to reduce heat dissipation losses. It 
must be made from low thermal conductivity material to minimize heat dissipation 
losses. Delrin, a crystalline-engineered thermoplastic, is suitable for resonator design 
due to its low thermal conductivity and high specific heat capacity [5]. It also has 
high tensile strength, high wear resistance and wide operating temperature which 
makes it a perfect choice (Table 1). 

A simple cylindrical resonator geometry is an ideal choice for performing exper-
imental calculations [6]. As per Amirin et al., the resonator performance depends 
on boundary conditions (open and closed). The resonator with both ends closed is 
chosen for this study, as the theoretical concept suggests an improvement in the 
resonator performance. The chosen resonator boundary condition is a viable choice 
for placing a stack closer to each end, as pressure antinodes are formed at the ends 
and therefore can be utilized by the stack to create temperature differences. The stack 
acts as the heart of the thermoacoustic refrigeration system. The resonator perfor-
mance has a high dependency on the stack parameters such as its design, material, 
length, position, thickness and spacing. The stacks are supposed to have low thermal 
conductivity and a specific heat capacity higher than the medium used [7]. Mylar, 
a material made out of polyethylene terephthalate, is considered a suitable material 
for stack plates (Table 2). 

As mentioned before, the stack spacing, the length between two stack plates 
depend on the thermal and viscous penetration depth. Based on the experiment 
conducted by Swift, the stack spacing equal to four times the thermal penetration 
depth is suitable for optimum stack performance [8]. Block ratio, also known as 
porosity, is a factor used to determine stack thickness. The block ratio explains the 
area occupied by the solid and gas. The other stack parameters, length and posi-
tion are found using plots showing the coefficient of performance (COP) [6]. Heat 
exchangers are an important component of thermoacoustic refrigerators. This is a 
system that transfers heat between a source and a working fluid. It is placed at the

Table 2 Properties of Mylar 
material Property Value 

Thermal conductivity 0.15 Wm−1 K−1 

Density 1358 Kg m−3 

Specific heat 0.89 kJ kg−1 K−1 
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Fig. 3 Fin tube exchanger 
[9] 

ends of the stack to exchange heat between the stack and the working medium. It 
is used in cases of both heating and cooling processes. The optimum dimensions of 
the heat exchangers are discussed by Swift [8], and the major factors to consider for 
design calculations are studied by Islam et al. in 2021 [9]. As per the literature, the 
fin tube heat exchanger is considered an optimum choice for both ambient and cold 
heat exchanger. The cross-sectional areas of heat exchangers and the stack should 
match for effective heat transfer. Generally, the fin and tubes are made out of copper, 
and water is majorly used as the cooling fluid [3, 9] (Fig. 3). 

The resonator performance also depends on the gas used in the resonator. A 
working fluid with a low Prandtl number and a high ratio of specific heat is desir-
able [10–12]. The inert gases have been identified as the best working fluid for the 
thermoacoustic refrigerator by various researchers [4]. The cooling power is propor-
tional to speed of sound waves in the fluid. The higher the speed of sound waves, the 
larger is the cooling power. In particular, the sound travels faster in inert gases such 
as helium [4], and it is chosen as a suitable option for this study (Table 3). 

Table 3 Properties of helium 
Property Value 

Sound velocity 999.54 m/s at 288.05 K, 10 bar 

Density 1.6715 kg/m3 

Specific heat capacity 5193.4 J/kg K 

Prandtl number 0.71 (100 °C) 

Specific heat ratio 1.67
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2.1 Methodology 

Many methodologies have been carried out by researchers such as Tijani [6, 13] and 
Swift [8] for designing thermoacoustic refrigerators. The thermoacoustic refriger-
ator design strategy followed by Tijani is used as a reference for this study. This 
planning method is implemented to determine design calculations by obtaining the 
optimal dimensions and geometry of the refrigeration system, after which the data is 
analysed and the gained results are compared with DeltaEC software simulation. In 
this approach, several parameters must be assumed in order to proceed with further 
calculations. To initiate the study, the drive ratio (DR), block ratio, properties of the 
working medium, thermal penetration depth and expected temperature differential 
across the stack should be determined in advance. This strategy provides an idea to 
estimate the suitable cooling conditions inside the resonator, which is related to the 
size and geometry of the resonator. 

Other parameters such as input frequency, resonator geometry, stack dimensions, 
and heat exchanger type. The hot heat exchanger length (4xn), stack length Ls, cold 
heat exchanger length (2xn) and stack centre position Xs are normalized by multi-
plying the wave number of gas used. The thermal and viscous penetration depths are 
normalized by dividing with stack plate spacing y0. The DeltaEC software is used to 
simulate the refrigeration system, and the results are obtained in the form of pressure, 
temperature plots against the axial distance of the refrigerator (Fig. 4). 

Fig. 4 Thermoacoustic refrigerator design approach
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2.2 Design Calculations 

The cylindrical half-wave resonator geometry with both ends closed is considered 
to accommodate two stacks at the possible extreme ends, with a frequency chosen 
to be 500 Hz (used for all present simulations). From referring to various papers on 
design parameters, the following calculations are performed. 

2.3 Resonator 

By considering the resonance conditions, the length of the resonator depends on 
the frequency and velocity of sound waves in that medium. The frequency is set 
at 500 Hz. For a half-wave resonator, the length is determined by using the stated 
formula [13]: 

L = nλ 
2 

= u 
f 
= 0.999 m = 1m  

The diameter and thickness of the resonator are taken to be 10 cm and 12 mm, 
respectively [5]. 

2.4 Thermal and Viscous Penetration Depth 

There are two values of thickness analogous to boundary layer thickness in fluid 
dynamics that decides movement of gas inside the stack. They are the thermal 
penetration depth (δk) and the viscosity penetration depth (δv) (Figs. 5, 6 and 7). 

The thermal and viscous penetration depths are calculated to be 0.104 mm and 
0.085 mm, respectively, using the stated formulae [13].

Fig. 5 Area of δk and δv on 
the stack [13]
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Fig. 6 COP as a function of the normalized stack length and centre position of stack [6] 

Fig. 7 a Parallel, b rectangular, c circular

δk = 
/

2K 

ρωcp 

δν = 
/
2μ 
ρω 

It can be observed that δk and δv are smaller than the stack spacing (y0). Drive ratio 
(DR) is defined as the ratio of dynamic pressure ratio (p0) to the average pressure 
(pm) [13]. 

D = p0 
pm 

The pressure inside the resonator is directly proportional to the cooling system. 
Generally, a high value of average pressure is preferred. So, a pressure value of 10 
bars is chosen. As per Tijani [6], the value of the Mach number is limited to 0.1 
to avoid non-linear effects. Referring to pieces of literature [6, 14], the value of the 
drive ratio is considered as 0.03.
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2.5 Stack 

The stack design is very crucial as it directly affects the performance of thermoa-
coustic device. It pumps heat from the cold heat exchanger (CHX) to the hot heat 
exchanger (HHX). As per Tijani [6], the stack should be placed as close as possible 
to the driver, where the pressure is maximum (called as a pressure antinode). It is 
found that the maximum cooling is possible exactly between a pressure node and 
antinode [6]. 

From Fig. 7, Lsn = 0.135 and Xn = 0.11. Geometric parameters of the stack are 
shown in Fig. 8. 

Length of the stack, Ls = Lsn/kv = 4.295 mm. 
Position of stack, Xs = Xn/kv = 35 mm. 
Wave number (kv) = 3.143 

kv = w 
a 

As per Tijani [6], the suggested value of stack spacing, i.e. the distance between 
two stacks is 2–4 times of thermal penetration depth (δk). Also stack spacing of 
4 times the thermal penetration depth is easy to experiment. The stack spacing is 
calculated to be 0.42 mm. 

2y0 = 4δk 
To determine the stack thickness, the block ratio/porosity (B) of the stack arrange-

ment has to be fixed. In our study, the block ratio is chosen as 0.8, which is a very 
good assumption as per the literature survey [6]. 

B = y0 
y0 + t 

From the above relation, the thickness is found to be 0.105 mm.

Fig. 8 Geometry of parallel plate stack with heat exchangers 
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The selection of stack material is also an important factor to take into consider-
ation. Tijani [6] used stacks made of a type of plastic film called Mylar. Mylar has 
the property of low thermal conductivity and high specific heat capacity which are 
preferred for good results. Therefore, Mylar sheets are considered the material for 
the stack. The geometric view of the three types of stacks—parallel, rectangular and 
circular are represented in Fig. 8a–c, respectively. The respective geometry types 
with optimum dimensions are used in Sect. 3 

2.6 Heat Exchangers 

The design of heat exchangers should be done with utmost care to efficiently transfer 
heat. As one of the stack end’s temperature drops, a cold heat exchanger is needed 
to introduce contact between the resonator and the stack. However, on the other end, 
the temperature rises which should be removed efficiently. This is done by a hot 
(or ambient) heat exchanger. The lengths of the heat exchangers depend on the gas 
displacement (amplitude) inside the resonator. The displacement amplitude is given 
as shown below [7]: 

x = u 
ω 

= P0 
ωρma 

sin sin(kx) 

x = 1.05 mm 

It is found that the optimum length of the cold heat exchanger is 2x [5]. As the 
HHX has to lose more heat to the environment, nearly double the heat supplied by the 
CHX, it is advisable to have for a HHX, double the length of the CHX. Therefore, 
the length of cold and hot heat exchangers is found to be 2.1 mm and 4.2 mm, 
respectively. 

3 Simulation 

Design Environment for Low-amplitude Thermo Acoustic Energy Conversion is a 
simulation software that can simulate a thermoacoustic device and allow the user to 
design to achieve the expected performance. DeltaEC deals with one-dimensional 
sequences of acoustic and thermoacoustic elements, called segments [15]. The code 
numerically integrates a one-dimensional wave equation appropriate to a user-defined 
geometry in a user-selected gas or liquid [15]. For validation of the software, a typical 
thermoacoustic refrigerator presented in the paper [13] is used. The stated resonator 
is 61 cm long with a parallel stack sandwiched between two cylindrical ducts of 
diameter 3 and 1.5 in. The operating temperature and pressure are 300 K and 3 bar, 
respectively. The resonant frequency for the given model is set to 245 Hz. DeltaEC
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Fig. 9 Schematic view of the resonator as per Amirin et al. [13] 

Fig. 10 aDeltaEC simulation result as per Amirin et al., b obtained DeltaEC simulation 

Fig. 11 Schematic view of the resonator

simulation is performed for the given model [13], and the obtained results are aided 
in the validation of our simulation results (Figs. 9, 10, 11 and 12). 

The novelty of present work is in equipping two stacks in a single thermoacoustic 
refrigerator. The calculated design parameters as shown in Table 4 are used for 
simulation. Figure 13 is the schematic of the refrigerator equipped with parallel-type 
stacks as per DeltaEC software. Similarly, simulation is performed for refrigerators 
with circular- and rectangular-type stacks.

4 Results and Discussions 

The temperature distribution obtained for parallel, rectangular and circular stack is 
plotted. For parallel plate stacks, as shown in Fig. 12, it is found that the hot and cold 
end of the stack at position 1 is at a temperature of 288.05 K (point a in Fig. 12) and
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Fig. 12 Temperature distribution along the resonator for parallel-type stack

Table 4 Calculated 
parameters for simulation Parameter Value 

Operating frequency ( f ) 500 Hz 

Operating pressure (Pm) 10 Bar 

Amplitude of pressure (P0) 0.3 Bar 

Operating temperature (K) 288.05 K 

Drive ratio (DR) 0.03 

Block ratio 0.8 

Resonator length 1 m  

Resonator diameter 100 mm 

Stack length (Ls) 4.295 cm 

Parallel stack spacing (y0) 1.0 mm 

Stack thickness (t) 0.5 mm 

Rectangular stack thickness (a) 1.0 mm 

Rectangular stack width (b) 10.0 mm 

Circular stack radius (r0) 1.0 mm

250.81 K (point b in Fig. 12), respectively, leading to a temperature difference of 
37.27 °C. For stack at position 2, the hot and cold end of the stack is at a temperature 
of 258.88 K (point d in Fig. 12) and 250.81 K (point c in Fig. 12), respectively, 
leading to a temperature difference of 8.07 °C. 

For rectangular type, as shown in Fig. 13 the hot (a) and cold end (b) of the stack 
at position 1 is at a temperature of 288.05 K and 248 K, respectively, leading to a
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Fig. 13 Temperature distribution plot for rectangular stack from DeltaEC

temperature gradient of 40.05 °C. For stack at position 2, the hot (d) and cold end 
(c) of the stack is at a temperature of 260 K and 248 K, respectively, leading to a 
temperature gradient in the stack of 12 °C. 

Similarly, for circular type, as shown in Fig. 14 the hot (a) and cold end (b) of the 
stack at position 1 is at a temperature of 288.05 K and 235 K, respectively, leading 
to a temperature difference of 53.05 °C. For stack at position 2, the hot (d) and cold 
end (c) is at a temperature of 255 K and 235 K, respectively, leading to a temperature 
difference of 20 °C. 

Figure 15 illustrates that the temperature difference achieved in stack at position 1 
is roughly 460% higher than that in stack at position 2 for parallel plate type stacks. 
Similarly, it is 240% and 400% higher in the stack at position 1 for circular and 
rectangular type stacks, respectively. The high magnitude of temperature difference 
achieved in stack at position 1 compared to stack at position 2 is due to its position in 
the resonator. As it is close to the acoustic driver, it receives more acoustic power than 
stack at position 2. Out of the three stack types, the temperature gradient achieved 
in circular type stacks is the highest and is nearly 140% higher when compared 
to rectangular and parallel plate type stacks. However, the circular type stacks are 
difficult to manufacture and cannot be used for practical purposes unlike parallel 
type stacks.

Fig. 14 Temperature distribution plot for circular stack from DeltaEC 
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Fig. 15 Comparison of temperature difference for different types of stacks 

5 Conclusion 

In this study, a half-wave resonator with two stacks is designed and analysed. The 
half-wave resonator with the two-stack arrangement results in a temperature gradient 
at the two pressure antinodes as expected. From DeltaEC simulation, it is found that 
the highest temperature gradient of 52.73 K is achieved in circular type stacks. It is 
also observed that a significantly higher temperature gradient is achieved at stacks 
closer to the driver end than at the ones farther to driver. With a two-stack arrangement, 
a thermoacoustic refrigerator can take two heat loads at the two stacks by introducing 
cold and ambient heat exchangers. This can increase the net cooling capacity of the 
refrigerator. 

References 

1. Zander AC, Cazzolato BS, Howard CQ, Zoontjens L (2013) GradIEAust.: thermoacoustic 
refrigeration for the automotive industry. J Acoust Soc Am 

2. NASA About page. https://webb.nasa.gov/content/about/innovations/cryocooler.html. Last  
accessed on 2023/01/28 

3. Sastry S (2011) A thermoacoustic engine refrigerator system for space exploration mission. 
Case Western Reserve University 

4. El-Fawal MH, Zolpakar NA, Mohd-Ghazali N (2016) Performance analysis of the standing 
wave thermoacoustic refrigerator—a review. Renew Sustain Energy Rev 54(C):626–634 

5. Govinde Gowda MS, Narasimham GSVL, Prashantha BG, Seetharamu S (2017) Design 
construction and performance of 10 W thermoacoustic refrigerators. Int J Air-Conditioning 
Refrig 25(03) 

6. Tijani MEH, Waele ATAM, Zeegers JCH (2001) Design of thermoacoustic refrigerators’. 
Cryogenics 42(1):49–57 

7. Jaworski AJ, Yahya SGh, Mao X (2017) Experimental investigation of thermal performance 
of random stack materials for use in standing wave thermoacoustic refrigerators. Int J Refrig 
75:52–63 

8. Swift GW (1988) Thermoacoustic engines. J Acoust Soc Am 84(4)

https://webb.nasa.gov/content/about/innovations/cryocooler.html


84 M. Siva Sakthi et al.

9. Gardner D, Poignand G, Bailliet H, Ramadan IA (2021) Design, manufacturing and testing of 
a compact thermoacoustic refrigerator. Appl Therm Eng 189:116705 

10. Bass HE, Belcher JR, Lightfoot J, Raspet R, Slaton WV (1999) Working gases in thermoacoustic 
engines. J Acoust Soc Am 105:2677 

11. Bah A, Hafs H, Bouramdane Z (2018) Standing wave thermoacoustic refrigerator: the principle 
of thermally driven cooling. In: 6th International renewable and sustainable energy conference 
(IRSEC) 

12. Aryaa B, Shivakumara NV (2020) Experimental performance evaluation of thermoacoustic 
refrigerator made up of poly- vinyl-chloride for different parallel plate stacks using air as 
a working medium. In: International conference on materials manufacturing and modelling, 
proceedings, 22 

13. Amirin, Triyono, Yulianto M (2019) Experimental study of thermoacoustic cooling with 
parallel plate stack in different distances. In: International conference on design, energy, 
materials and manufacture, vol 539 

14. Narasimham, Prashantha, Seetharamu (2022) Theoretical evaluation of stack-based thermoa-
coustic refrigerators. Int J Air-Conditioning Refrig 

15. Ward B, Swift G, Clark J (2017) DeltaEC Version 6.4b2.7 Users Guide



Development and Study of a Low-Cost 
Mass Flow Characterization Technique 
for Port Fuel Injector 
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Abstract Liquid fuel injection in the intake manifold is the source of fuel supply 
in the case of a gasoline engine equipped with a port fuel injection (PFI) system. 
The injected fuel breaks into small droplets which increases the vaporization rate 
and leads to proper mixing with the intake air. The amount of the injected fuel 
significantly influences the air–fuel ratio and as a result controls the combustion and 
emission formation. In the present work, a low-cost system is developed to measure 
the fuel flow rate of a PFI injector. The effect of fuel injection pressure, injection 
pulse width, off time between pulses, and fuel properties on the mass flow rate are 
studied. A solenoid-operated port fuel injector is taken for the study. A high-pressure 
chamber is designed and manufactured to control the injection pressure. An Arduino 
Uno board is used to control the pulse duration of the solenoid valve of the PFI 
Injector. Two fuels, diesel and petrol, and three different injection pressures (2, 4, 
and 6 bar) are considered for the study. The solenoid opening timings or the pulse 
width is varying from 2 to 10 ms. The off time between the two pulses is also varied. 
The experimental results show that increasing the injection pressure or opening time 
of the solenoid (pulse duration) increases the mass flow rate, but there is no effect 
of the off time between the two pulses on the mass flow rate. It is also noticed that 
different fuels show different mass flow rates at the same injection pressure and pulse 
duration. 
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1 Introduction 

In the case of an internal combustion engine, the optimal air–fuel ratio has a major 
effect on the combustion process and hence influences the efficiency and performance 
of the engine [6, 8]. In most spark ignition (SI) engines, the air and fuel mixture enters 
the engine cylinder during the intake stroke. Depending on the load and speed condi-
tions, an accurate amount of fuel is mixed with the air either outside or inside the 
engine combustion chamber. This fuel mixing rate controls the air–fuel ratio and as a 
result controls the combustion and emission formation [4]. Different fuelling mech-
anisms have been developed to ensure a very accurate mass flow rate of fuel. Mainly 
three types of fuel induction systems, namely carburetor, port fuel injection (PFI), 
and gasoline direct injection (GDI) are adopted in SI engines [12]. In carburetors, 
the fuel enters the throat of a venturi due to the pressure difference created by the 
high-velocity air stream. As the fuel amount is dependent on the pressure difference 
created by the flow of air, this technology cannot meet the accurate air–fuel ratio 
criteria needed for different conditions such as at low loads/speeds or at sudden load 
or speed fluctuations. These factors lower the performance and efficiency of engines 
fitted with carburetors. Due to this, even though traditional carburetors are cheap 
in cost, most automobiles in the present day either use a port fuel injection (PFI) 
system or a direct injection (GDI) system. Both systems use electronic fuel injectors 
to spray the fuel into the engine. The basic difference between PFI and GDI is in the 
position of the fuel injector. In PFI systems, fuel is sprayed into the intake manifold, 
whereas in GDI, fuel is directly injected inside the cylinder. Direct injection tech-
nology has multiple benefits such as better fuel economy and more power. However, 
GDI operates at a much higher injection pressure compared to the PFI system, and 
as a result, a dedicated high-pressure fuel injection system needs to be incorporated 
into the engine. This increases the cost of the engine. Thus, PFI systems are very 
popular nowadays. In this system, with a multi-hole injector, fuel is sprayed at the 
backside of the intake port where it is atomized and subsequently evaporates and 
mixes with the air and then is pulled into the combustion chamber Zhao et al. [15]. 

The port fuel injector consists of a solenoid to operate the needle lift of the injector 
and thus precisely control the mass flow rate of the fuel. When the Electronic Engine 
Control Unit (ECU) supplies an electric signal to the fuel injector, the solenoid in 
the fuel injector is energized. The energized solenoid pulls back the needle of the 
injector and as a result, fuel flows through the orifice of the injector into the intake 
manifold [5]. The amount of fuel injected depends on many parameters like orifice 
diameter, injection pressure, and injection pulse duration. The mass flow rate of fuel 
by the injector nozzle is given by the below equation [11]. 

mf = Cd Af(2ρf�P)1/2�t, 

where Cd is the orifice discharge coefficient, Af is the flow area of the nozzle orifice,
�P is the pressure drop across the nozzle, and �t is the pulse width of the injector. 
Pulse duration is the time for which an electric pulse is given to the solenoid of the



Development and Study of a Low-Cost Mass Flow Characterization … 87

injector, and as a result, the fuel injector remains open for that time. The engine 
control module (ECM) controls the injection pulse duration based on engine loads 
and speed conditions [14]. The airflow rate and the engine speed are the primary 
signals required to determine the pulse width. In general, the pulse width is directly 
proportional to air mass flow rate and engine speed. To control the air–fuel ratio 
accurately, precise measurement of airflow is important. In modern engines, the 
mass rate of airflow is directly measured by a hot-wire/hot-film anemometer. The 
microprocessor of ECM makes compensation for any airflow loss caused by valve 
adjustments, engine wear, and deposit buildup in the combustion chamber that may 
result from vehicle usage. 

As discussed before, in PFI engines, fuel is injected in the inlet manifold at the 
back of the inlet valve. Typical injection pressure in a PFI injector is around 2–8 bar, 
whereas modern GDI injectors operate at 50–300 bar. Due to low injection pressure, 
atomization is poor in the PFI system, and as a result, big-size droplets are produced. 
Intake manifold and intake valve wetting commonly occur which leads to form a 
liquid film on the walls, and as a result, the fuel economy is reduced [13]. 

Lai et al.  [7] investigated the effect of the geometry of exit holes of different types 
of PFI injectors and reported that the square hole was more effective in enhancing the 
spray breakup and led to a comparatively better atomization result than the round exit 
hole. They also reported that an increase in injection pressure enhanced atomization; 
however, due to mechanical difficulty, there was an optimized injection pressure 
for the port fuel injector. Aoki et al. [3] compared the spray pattern and droplet 
diameters between a straight-hole nozzle and a taper-hole nozzle. They found that 
straight-hole nozzles produced a liquid core and taper-hole nozzle produced liquid 
films. The droplet diameter of the taper hole was smaller than that of the straight 
hole. Anand et al. [2] studied the injection pressure effect on two different (two holes 
and four holes) PFI injectors. The spray angle and spray tip penetration were deter-
mined from the processed shadowgraph images. The backlit images also showed 
insights into the development of the spray. They reported that spray tip penetration 
and cone angle increased with higher injection pressure. Droplet sizes were deter-
mined at various times after the start of injection. It was observed that an increase in 
the injection pressure or a decrease in the diameters of holes in the injector decreased 
the Sauter mean diameter (SMD). Padala et al. [10] studied PFI injectors with two 
different nozzles (high flow rate and low flow rate) and two different fuels, gasoline 
and ethanol. For the same injection pressure, light components of gasoline droplets 
evaporated at a faster rate than ethanol droplets. Smaller-sized droplets of ethanol 
were imaged near the nozzle compared to gasoline. They explained that the breakup 
of ethanol sprays was much higher than gasoline sprays right after the introduction 
of fuel into the ambient gas. In another work by Anand et al. [1], spray charac-
terization of gasoline–ethanol blends from a multi-hole port fuel injector had been 
examined. Similar volume flow rates and spray tip penetration were observed for 
different blends. The droplet sizes were also found to be similar for different fuels 
and their blends though a considerable difference in the viscosity among the fuels 
was present. Nakamur et al. [9] conducted an improvement of spray characteristics
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in port injectors. They focused on the improvement of the atomization process with 
an optimized layout of nozzle holes. 

The previous works on port fuel injectors show that there are multiple factors 
involved in controlling the fuel injector mass flow characteristic. It is also noticed 
that earlier works on port fuel injectors are mostly based on the spray structures 
and the atomization process. In particular, detailed data on mass flow characteristics 
with respect to changes in pulse duration, pulse dwell time, and injection pressure 
from the actual injectors used in modern engines are lacking. In addition to this, 
many automobile manufacturers are focusing on developing the port fuel injector 
with the same mass flow rate and better atomization. The mass flow rate needs to 
be studied for newly developed injectors. These factors motivated us to develop a 
cost-effective experimental technique for studying the mass flow characteristics of 
the port fuel injector with the effect of injection pressure, solenoid pulse duration, 
solenoid off time, and also the effect of different fuels. Above all, though this study 
will concentrate on the mass flow characterization of a PFI injector, the developed 
technique can be used to study any type of solenoid injector for example GDI or urea 
injector in the case of an SCR system. 

2 Experiment Setup and Methodology 

The experimental setup for testing the port fuel injector consists of mainly two major 
components, (a) a pressure chamber (operating pressure of 0–10 bar) to increase the 
pressure of the fuel to the required level and deliver it to the port fuel injector and 
(b) an Arduino circuit board to regulate the solenoid valve timings of the injector. 
Figure 1 shows a schematic of the experimental facility.

Fuel is poured into the pressure chamber and its pressure is raised by using 
compressed air via an air compressor. The pressure chamber is connected to the 
solenoid fuel injector through a high-pressure pipe. Once the chamber is raised to 
the required pressure, an electronic input signal in terms of pulse width and off time is 
given to control the opening timings of the fuel injector. The amount of fuel injected 
from the injector for a certain number of injections (1000 injection shots) is collected 
using a measuring beaker and its mass is measured using a digital mass balance. A 
photograph of the setup is given in Fig. 2.

2.1 Pressure Chamber 

The pressure chamber is designed to withstand 20 bar pressure. Stainless steel of 304-
grade material is chosen due to its high strength and corrosion-resistant capability. 
The inner diameter of the chamber is taken as 160 mm and the wall thickness is 
6 mm. The thickness of the chamber is calculated using UG 27 Formula (ASME 
BPVC 2010-Section VIII, Division 1; Rules for construction of Pressure Vessels). It
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Fig. 1 Schematic of the experimental setup

Fig. 2 Photograph of experimental setup (1. Pressure chamber, 2. Arduino circuit board, 3. port 
fuel injector, 4. high-pressure pipe, 5. mass balance, 6. collected fuel)
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is manufactured by covering a cylindrical pipe with flanges on both sides. Two cover 
plates are used on each side of the cylinder. The cover plates are held together with 
the flanges using bolts. A silicone gasket sheet of thickness 4 mm is used in between 
the flanges and cover plates to avoid any leakages from the chamber. A pressure 
gauge and a safety valve are mounted on the top cover plates. A ball valve is used to 
fill the fuel and lock it during high pressure. 

2.2 Arduino Uno Circuit to Control the Solenoid Valve 
of the PFI Injector 

An Arduino Uno microcontroller is used to control the pulse width of the injector. 
It has 14 digital ip/op pins, six analog inputs, a USB connection, a power jack, and 
a reset button. It is connected to a computer with a USB cable to program the code 
of required functions. A solderless Bread Board is used for completing the circuit. 
A potentiometer and an LCD display are used for control and display. 

2.3 Fuel Injector 

A solenoid valve operated, low-pressure port fuel injector is used in this study. The 
injector has a multi-hole (12-hole) orifice and opens at 12-V electrical input. A 
photograph of the fuel injector used in this study along with its front cross-section 
is given in Fig. 3. 

Fig. 3 Port fuel injector 
used for testing
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Table 1 Properties of petrol and diesel 

Fuel Density (kg/m3) Viscosity (c-st) Surface tension (mN-m) 

Petrol 738.4 1.2 21 

Diesel 814.4 3.2 28 

2.4 Experimental Methodology 

The experiments are conducted to measure the mass flow characteristics (mass 
injected per shot) of a port fuel injector. Three different injection pressures 2, 4, 
and 6 bar, five different injector pulse widths (2–10 ms), and four different injectors 
off times (20, 40, 60, and 80 ms) are adopted in this study. For each injection pressure, 
the mass of fuel injected is measured at different injection timings. The total time of 
injection for n number of injections is given by the following equation: 

t = n × (pulse width in ms + solenoid off time in ms) 
1000 

, 

where t is the total time of injection in seconds, and n is the no. of injection shots, pulse 
width, and solenoid off time in milliseconds. Initially, the experiments are conducted 
for a different number of injection shots, with all other parameters being constant. 
As there was no effect of the number of injection shots on the mass flow rate, all the 
experiments are conducted for 1000 shots of injection. Each set of experiments is 
conducted three times and the average value of the three samples is taken for analysis. 

The properties of fuel such as density, viscosity, surface tension affect the flow of 
the fuel from the injector nozzle. Two common fuels, diesel and petrol, are used for 
the study. Though in general, diesel is not used in PFI injectors, it is chosen as a fuel 
with different properties compared to petrol. The properties of the fuels are given in 
Table 1. 

3 Result and Discussion 

3.1 Effect of Solenoid off Time on Mass Flow Rate 

The solenoid off time is the time interval between the two solenoid opening pulses. 
During this time duration, the solenoid of the fuel injector remains in the deactivate 
position and thus is closing the injector holes. The solenoid off time mainly depends 
on the engine rpm. For high speeds, the solenoid off time is very low and vice versa 
for low speeds. The experiments are conducted at four different off times (20, 40, 60, 
and 80 ms). Figure 4 shows the mass of fuel injected per shot for different solenoid 
off timings. From the figure, it can be observed that the mass of fuel is constant 
for different solenoid off times at the same fuel, injection pulse width, and injection
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Fig. 4 Plot of solenoid off time versus mass of diesel and petrol at different injection pressures and 
different pulse times 

pressure. Hence, it can be concluded that there is no effect of solenoid off time on 
the mass of fuel injected. 

3.2 Effect of Pulse Width on Mass Flow Rate 

Pulse width is the duration of the solenoid in the open position, or it is the amount of 
time for which electric current is supplied to magnetize the armature of the solenoid 
to pull back the needle valve of the injector. The pulse width depends upon the engine 
loading conditions and operating conditions. Generally, the pulse width is directly 
proportional to the engine load. Experiments are conducted at five different pulse 
widths (2, 4, 6, 8, and 10 ms) while keeping the fuel, solenoid off time, and injection 
pressure the same. Figure 5 shows the mass of fuel injected per shot at different pulse 
widths. From the figure, it is evident that the mass of fuel constantly increases with 
the increase in the injection pulse width at a constant injection pressure. The trend 
is the same for both fuels.

3.3 Effect of Injection Pressure on Mass Flow Rate 

The pressure at which the fuel is injected into the intake manifold of the cylinder is 
called as the injection pressure of PFI. Generally, the injection pressure influences 
the spray characteristics and atomization of fuel. The injection pressure also affects 
the mass of the injected fuel. In the present study, experiments are conducted at three 
different injection pressures (2, 4, and 6 bar) for two different fuels and five different 
pulse widths. The solenoid off time is kept constant at 20 ms. Figure 6 shows the 
mass of fuel injected per shot at different fuel injection pressures. From the figure, 
it can be seen that the mass of injected fuel increases with an increase in the fuel 
injection pressure. The trend is the same for almost all pulse widths except one. It can
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Fig. 5 Plot of injection 
pulse width versus mass 
injected per shot. Injection 
off time is 20 ms and  
injection pressures are 2, 4, 
and 6 bar

be noticed that for high injection pressure (6 bar) and small pulse width (2 ms), the 
fuel injected is smaller than for low injection pressure (2 and 4 bar) and small pulse 
width (2 ms). The possible reason for this phenomenon may be that at high pressure, 
the electric current supplied during small pulse width is not enough to fully lift the 
needle valve. Hence, the fuel mass flow rate decreases at high injection pressure with 
low pulse duration.

3.4 Effect of Fuel on Mass Flow Rate 

Figures 4, 5, and 6 compare the mass flow characteristics for diesel and petrol for 
the same solenoid off time, injection pulse width, and injection pressure. The above 
experimental results show that the mass of petrol injected is slightly higher than the 
mass of diesel for the same injection pressures, pulse width, and solenoid off time. 
Though the density of diesel is higher than that of petrol, still the mass flow rate is 
low. This is due to the lower viscosity of petrol than diesel. Lower viscosity increases 
the flow rate and hence increases the mass flow rate for petrol.
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Fig. 6 Plot of injection 
pressure versus mass of 
diesel and petrol at different 
solenoid timings. Injection 
off time is 20 ms

4 Conclusion 

In the present work, a low-cost method is developed to measure the fuel flow rate of 
a PFI injector. The effect of fuel injection pressure, injection pulse width, injector 
off time, and fuel properties on the mass flow rate are studied experimentally. A 
high-pressure fuel chamber is designed and manufactured to precisely control the 
injection pressure. An Arduino Uno board is used to control the pulse duration of 
the solenoid valve of the PFI injector. Three different injection pressures (2, 4, and 
6 bar) are considered. The solenoid opening timings or the pulse width is varying 
from 2 to 10 ms. The off time between the two pulses is also varied. Two fuels, diesel 
and petrol, are used for the study. The experiments revealed the following. 

(1) There is no effect of the off time of the solenoid between the two pulses on the 
mass flow rate. 

(2) Increasing the injection pressure increases the mass flow rate of the fuel for a 
constant pulse duration. 

(3) Higher pulse duration also increases the mass flow rate. 
(4) At low pulse width like 2 ms, the mass flow is decreased for 6 bar injection 

pressure compared to 2 bar injection pressure. At higher pressure, more current 
is required to fully open the solenoid valve. 

(5) At constant pulse width and injection pressure, petrol shows a small increase 
in the mass flow rate compared to diesel. The lower viscosity of petrol is the 
probable reason behind that.
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Effect of Different Concentration 
of Carrageenan Additive on Pool Boiling 
Heat Transfer Augmentation 

Shivprasad Tatyasaheb Waghmare, Nivedita Mangal Desale, Sagnik Pal , 
Pankaj Tambe , Sameer Sheshrao Gajghate , and Himadri Majumder 

Abstract Adding a small concentration of surfactant additive in pure water consid-
erably decreases the surface tension of the aqueous solution at the liquid–vapor inter-
face and decides the asymptotic limit of reduction in surface tension with increasing 
additive concentration. The present investigation is to pool boiling heat transfer 
enhancement of aqueous carrageenan solution with and deionized water with and 
without carrageenan additive. Firstly different concentrations of carrageenan with 
deionized water has prepared, i.e., 100, 200 ppm. All experiments were carried out 
in saturated solutions at atmospheric pressure. Bubble behavior was studied using a 
Canon camera operating at 100 frames per second. The investigation was conducted 
at variable heat fluxes to check the effect of heat flux on bubble growth. The higher 
concentration of additive (carrageenan) 200ppm shows a 54% increment in HTC. 
The tiny bubble was observed at a higher heat flux of 854 kW/m2, whereas additive 
bubbles could not be captured due to the milky color of the solution. The present 
study relieved the effect of additives on the heat transfer coefficient due to the change 
in thermal properties. 
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1 Introduction 

Pool boiling is a significant heat transfer process in various industrial thermal applica-
tions such as electricity generation, refrigeration, and heat exchangers. Heat transfer 
in thermal applications depends on the surface and test fluid properties. In 2011, 
there was a failure in the nuclear power plant, which tends to a blast in Fukushima 
nuclear plant due to a tsunami in Japan. This incident study shows several flaws in 
the cooling of nuclear reactors and fusion reactions. So, tremendous work must be 
carried out to solve the issue of cooling a nuclear reactor, which can be solved by 
working on heater surface characteristics and fluid properties too. Many researchers 
worked on surface characteristics, liquid properties, and their impact on augmentation 
boiling heat transfer. In contrast, the enhancement in pool boiling concerning bubble 
dynamics study was based on additives in the working fluid, which has been increas-
ingly important in recent years to improve the boiling heat transfer performance. The 
concerning studies were discussed in the following section. 

Dehshali et al. [1] performed the experiments using a test platform with water 
as a working fluid and copper-stranded ribbon fins attached to the heating surface. 
The effect of heat flow and blade geometries modified parameters and the impact on 
heat transfer coefficient (HTC) and boiling heat transfer performance. The results 
indicate that using twisted-tape fins can significantly enhance the HTC and heat 
transfer performance, achieving optimal performance at specific fin geometries and 
heat flux values. The authors also provide correlations using experimental data to 
predict the heat transfer coefficient and boiling heat transfer efficiency. Overall, the 
research demonstrates the potential of twisted-band fins to improve pool boiling heat 
transfer effectively. Gajghate et al. [2] evaluate the effect of using ZrO2 nanofluids 
on improving pool heat transfer when applied to copper surfaces with offset V-
shaped rectangular grooves. The authors performed experiments and discovered that 
nanofluids improved the heat transfer coefficient on both grooved surfaces. The 
surface of the rectangular groove was also found to improve heat transfer from 
the V-shaped groove surface. The research results can be applied to the design of 
efficient heat transfer systems. Kiyomura et al. [3] research paper examine micro-
fin surface’s effect on boiling heat transfer using HFE-7100 as a working fluid. A 
team of Brazilian and Indian scientists conducted the study. The experimental setup 
involved a horizontal tube with a micro-fin surface and a plain surface, and the HFE-
7100 was used as the working fluid. The results showed that the micro-fin surface 
improved the boiling heat transfer coefficient significantly compared to the plain 
surface. The study also found that the micro-fin surface reduced the heat transfer 
coefficient during the post-boiling phase. Overall, the research paper suggests that 
micro-fin surfaces can effectively enhance boiling heat transfer in specific applica-
tions. Vipassana et al. [4] introduce pool boiling, a standard heat transfer mechanism 
in various industrial applications. The authors note that pool boiling can be improved 
through the use of additives, which can improve the efficiency of heat transfer. Les. 
The authors conducted experiments using a cylinder copper tube with a heater at the 
bottom. Deionized water was used as a working fluid, and the additives used were
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copper oxide, alumina, and zinc oxide nanoparticles. Experiments were conducted at 
different concentrations of nanoparticles and thermal flows. The results demonstrated 
that the addition of nanoparticles improves the boiling heat transfer coefficient of the 
pool versus deionized water alone. The most remarkable improvement was observed 
by adding copper oxide nanoparticles at 0.2%, which increased the heat transfer 
coefficient by 89.4% compared to deionized water. The authors conclude that adding 
nanoparticles can significantly improve the transfer of boiling pool heat to deionized 
water. The study provides valuable information to increase heat transfer efficiency 
in various industrial applications. Massoud et al. [5] investigated the influence of 
nucleation site size on bubble dynamics during nucleate pool boiling heat transfer. 
The experiments were conducted on a copper surface with DI water as the test fluid. 
The authors observed the dynamics of the bubbles using a high-speed camera. The 
experiments were repeated for various heat streams and surface orientations. The 
results have shown that the size of the nucleation site has a significant impact on 
bubble dynamics. The minor nucleation sites have produced smaller bubbles that 
have merged to form more giant bubbles. Bubbles were observed to drift away from 
the surface more rapidly, resulting in a higher heat transfer coefficient. The authors 
have observed that the increase in heat flow caused an increase in the starting diam-
eter of the bubbles. In addition, the surface area guidance had a minor effect on 
bubble dynamics. Overall, the study provides information on the boiling mecha-
nisms of nuclear pools and underlines the importance of the size of nuclear sites 
in determining heat transfer rates. The results may be obtained for possible appli-
cations in the design of heat transfer systems for different industries. Najim et al. 
[6] carried out experiments to measure the heat transfer coefficient and the size of 
bubbles when boiling in the presence of surfactants. They found that surfactants 
significantly affected the growth rate and release of bubbles in the heated area. A 
study also showed that the surfactant concentration critically affected bubble size and 
thermal transfer coefficient. Adding surfactant to the boiling liquid caused smaller 
bubbles and increased the heat transfer coefficient, leading to a more efficient heat 
transfer. On balance, the research paper provides valuable insight into the effect 
of surfactant additives on bubble growth during boiling heat transfer in the pool. 
The results can be applied to the design and optimization of heat transfer systems, 
especially in industries like electricity generation and electronic cooling. 

After the extensive literature studies based on additives for pool boiling heat 
transfer, it was observed that no researchers have yet to consider carrageenan addi-
tives. Also, only some researchers were revealed the bubble dynamics studies while 
working on pool boiling. The present research shows the effect of carrageenan 
additive on pool boiling heat transfer performance and bubble dynamics study.
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Fig. 1 a Sea-based carrageenan, and b Carrageenan in powered form 

2 Experimental Methods 

2.1 Eco-Friendly Additive 

Carrageenan or carrageenin is a family of natural linear sulfated polysaccharides that 
are extracted from red edible seaweeds (see Fig. 1a). Carrageenan is widely used in 
the food industry for its gelling, thickening, and stabilizing properties. Their main 
application is in dairy and meat products due to their strong binding to food proteins. 
In recent years, carrageenan has emerged as a promising candidate in tissue engi-
neering and regenerative medicine applications as they resemble native glycosamino-
glycans (GAGs). Carrageenans are large, highly flexible molecules that form curling 
helical structures. It gives the ability to form various gels at room temperature. They 
are widely used in food and other industries as a thickening and stabilizing agent; 
a) Natural polysaccharide extracted from red algae was found to alter the hot heat 
transfer characteristics due to its unique rheological properties. The add-in from 
carrageenan (see Fig. 1b) to the working fluid can alter the surface tension and 
viscosity of the fluid, thus affecting the dynamics of bubbles when the pool boils. 
This study aims to study the effect of the carrageenan additive on bubble growth 
during pool boiling. 

2.2 Experimental Setup 

The experiments were conducted in a glass vessel pool using deionized water as a 
working fluid with and without additive. The heating surface was a 50 × 50 × 5 
mm copper plate placed at the bottom of the test heater. A test heater of stainless 
steel cylinder (5mm in length and 1mm in dia.) needle (hollow) was used. The two 
thermocouples (K—type) were used, one attached at the lower surface of the copper
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sheet to measure the wall temperature and another suspended in the boiling vessel to 
measure the temperature of the test fluid. A dimmer stat used to measure the power 
supply to the heaters. The details of experimental setup are shown in Fig. 2, and 
instrument specification is shown in Table 1. 

Initially, the 100 and 200 ppm concentration has been prepared using the relation. 

1ppm = 1mg 

Li t  
(1) 

As per Eq. 1, the total volume considered for the experimentation is 900 ml. 
Accordingly, the digital weight balance weight has been calculated and added to 
the DI water. The experiment was performed with DI water for the needle heater 
to study the single bubbles dynamics. First, the 900ml of DI water was added into 
the glass vessel, and the bulk heater was switched on to heat the test fluid until 
the saturation level; a parallel test heater was also kept on to get heated. As the 
temperature of DI water reaches saturation level, the bulk heater electric supply has

Fig. 2 Actual experimental setup with control panel and display 

Table 1 Specification of instrument 

Part name Capacity/ accuracy Made/type 

Boiling vessel 0.0054m3 Borosilicate 

Ammeter, 0–10A ± 0.01 A Analog 

Test heater (stainless steel) Ø = 1mm, L = 3mm Nickel chrome 

Autotransformer, 10 A & 230 V ± 2 V Analog 

Temp. indicator, 9999 °C 1 °C Digital 

Bulk heater, 1 kW 1 W Nichrome 

Thermocouple, 0–1200 °C 0.1 °C K-type 

Voltmeter, 0–270 V ± 1 V Analog 
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been cut. Then gradually, after every 15 min, the voltage of the test heater increases 
using the dimmer that knop, and parallelly reading is noted for current, and both the 
thermocouples through the digital display. Moreover, this process continues until the 
maximum voltage reaches 110 V, and the power supply is cut off. Same process has 
been followed for different concentration of carrageenan. 

After the experimentation, the recorded values from measuring instruments were 
put into the equation to calculate the HTC as per the shown Eqs. (2) and& (3). 

q = I × V 
A 

(2) 

h = q 

∆T 
(3) 

where q is heat flux (W/m2), and I, V, A, ∆T, h are current (amp), voltage (volt), 
the surface area of the needle (m2), and wall superheat (Kelvin). The experiments 
were conducted at room temperature, and the heat input per unit area was gradually 
increased by 50 W/m2. 

2.3 Uncertainty Analysis 

The error analysis was conducted for measuring instruments that Kline and McClin-
tock [7] report. The exactness of the voltmeter and ammeter was ± 1 V,  ± 0.01A, and 
the wall superheat of test fluid and heater were estimated by the calibrated K-type 
thermocouple 1°C. It shows a 67.5% of accuracy level. The error in calculated heat 
flux is ± 2.36% at 100 and 200 ppm concentrations of aqueous carrageenan solution 
lie within limits. 

3 Result and Discussion 

The experiment was conducted under atmospheric temperature with and without 
additives in DI water for a variable range of heat flux. To check the consistency 
of the experimental outcomes, a repeatability test was conducted with DI water, as 
shown in Fig. 3, and observed the results were found to the consistency, with little 
deviation observed due to the vibration of the bubble phenomenon.

The experiment is carried out for DI water and different concentrations of aqueous 
Carrageenan, i.e., 100 and 200 ppm. The test was conducted for variable heat flux, and 
it has been observed that the wall superheats temperature decreases as the concentra-
tion increases. It might be due to the effect of the thermal properties of carrageenan 
additives added in DI water and the surface tension of liquids, which decreased the 
wall superheats shown in Fig. 4. Figure 5 shows that as the concentration increases,



Effect of Different Concentration of Carrageenan Additive on Pool … 103

Fig. 3 Repeatability test of DI water

HTC increases, and the boiling curve is shifted to the left side with minimum super-
heat. Hence, it was observed that 54% of HTC increases for 200 ppm of concentration 
compared to DI water and 38.49% for 100 ppm of solution (Fig. 5). 

Further, a relative HTC test has been conducted with DI water and aqueous 
carrageenan additive solution to monitor the enhancement with the fluid considered. 
Moreover, it observed that the aqueous solution relative HTC increases compared 
to the DI water. The relation to calculating the relative HTC coefficient has been 
addressed by Wasekar and Manglik [8], as shown in Eq. 4.

Fig. 4 Heat flux versus wall superheat for tested fluids
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Fig. 5 Heat flux versus heat transfer coefficient for tested fluids 

Fig. 6 Relative heat transfer coefficient for tested fluids

h − hfluid 
h f luid  

= 
( q 
∆T 

− qfluid 
∆T 

) 
/ 
(qfluid 

∆T 

) 
(4) 

In Fig. 6, the relative HTC has been calculated using Eq. 4, and observed that 
an increase in concentration relative HTC is increased. The maximum increased in 
relative HTC is observed for 200 ppm of carrageenan concentration till 900 kW/m2 

of heat flux beyond that limit the relative HTC is decreasing. Hence, relative HTC is 
increased by 73.87% compared to DI water. Furthermore, the adopted carrageenan 
concentration solutions need low energy to reach at HTC in compared to DI water, 
as shown in Fig. 7. The bubble behavior has been captured using an advance Canon 
camera with 100 frames per sec. In Fig. 7, the bubbles shown are of DI water, and 
as the color of the additives is white, no bubble behavior has been observed.
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Fig. 7 Bubble behavior at 
maximum 852 KW/m2 of 
heat flux 

4 Conclusion 

It was found that mixing carrageenan additive with deionized water improved boiling 
heat transfer performance due to changes in the thermal properties of the liquid, 
such as surface tension. The carrageenan additive promotes nucleation and increases 
the bubble starting point. The results showed that adding these additives signifi-
cantly increases the heat transfer coefficient of the smooth needle surface. Addition-
ally, using environmentally friendly additives can provide a sustainable solution for 
improving heat transfer without harming the environment. Overall 54% rise in heat 
transfer coefficient compared to DI water. 
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CMorse—Automated Laser-Based Morse 
Code Transmission Through 
Multi-layered Encryption 
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Abhinav Ramabhadran, Suyog Jhavar , and Pankaj Tambe 

Abstract Streamlining and boosting the effectiveness of Morse code communi-
cation are a major challenge that limits the application of Morse code in real-life 
and secure and flawless communication. The main objective of this research is to 
automate and increase the efficiency of short-range Morse code communication by 
using multiple laser diodes which allow each message character to be encrypted and 
transmitted simultaneously in place of the laborious and time-consuming traditional 
method of Morse communication. In the present approach, message characters are 
transmitted as a whole, one character at a time instead of a dot (.) or dash (–) at a time. 
The light rays are projected onto a screen at the transmitter side, and a camera on the 
descriptor end captures the projected rays and decrypts them using image processing. 
This reduces the time taken to transmit messages by a significant amount, enabling 
faster and more reliable Morse communication. Upon entering the desired message 
on the transmission side, it is encrypted using multiple layers of pangram cryptog-
raphy. This message is transmitted letter by letter via the Arduino Mega ports onto 
the screen. The encryption uses a randomized set of pangram keys at each level, 
making it robust to interceptions and decryption by third parties. 

Keywords Laser diode ·Morse code · Image processing · Encryption ·
Decryption 

1 Introduction 

Morse code is a method used in telecommunication to encode text characters as 
standardized sequences of two different signal durations, called dots and dashes, or 
dits and dahs [1]. Due to the continued use of radio navigational aids like VORs and
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NDBs, Morse code is most common in the aviation and aeronautical professions. 
Although Morse code is less popular for day-to-day communication in this era, it 
is still useful for emergency purposes as it remains an efficient means of commu-
nication. It is the easiest method of lossless, encrypted communications for times 
when communications are restricted. As it takes relatively long to send a message in 
Morse code, transmitting stations, such as WWII clandestine agents, were prone to 
detection by means of Direction Finding (DF). During WWII, both the Germans and 
the Allies developed sophisticated methods for such Radio Direction Finding (RDF). 
During the Cold War, the risk of detection and Direction Finding was reduced by 
using a Burst Encoder, a device that could record a message in Morse code and play 
it back at very high speed. This also shortened the transmission time significantly. 
At the receiving end, the message was rewritten again by recording the transmission 
and playing it back at a much lower speed [2, 3]. The Burst Encoder still required 
the presence of personnel with sufficient knowledge of Morse code, with the decryp-
tion taking a little longer as the messages needed to be slowed down and played 
back. The characters of the messages were still transmitted dot by dot (or dash). The 
Morse code could be easily intercepted and was not very reliable as any person with 
knowledge of the code would be able to decrypt it. 

Recently, Neu et al. utilized Morse code-based text input systems with minimal 
single-finger control, which was made possible using WIFI devices to track finger 
movements of the transmitting person, without contact and encode the movements 
into Morse code [4]. Morse code is used as a security enhancer [5] and implemented 
encoder and decoder circuitry using PIC18F452 microcontroller. Gold M created 
a transistorized special-purpose digital computer called Morse AUtomatic Decoder 
(MAUDE) to decode a hand-sent Morse message, which is printed on a teletypewriter 
[6]. It states ‘Decoding a Morse message depends on the characteristics peculiar to 
the sender. In these cases, the sender paused for less time after a certain part of 
the message critical to its integrity’. In the paper, we have automated this process 
via software which reduces human error. Signal noise can be eliminated with noise 
filtering techniques for more accurate signal prediction [7, 8]. Sensor signals can 
also be modeled and simulated mathematically [9]. 

Using OpenCV and tree-based machine learning algorithms, a method is devel-
oped for translating Morse code from eye blinks using Python’s OpenCV library 
[10]. The input video consisting of the message, via blinking of the eyes (15s for a 
dash and 30 s for a dot), was captured and processed using various decision tree algo-
rithms, with the highest recorded accuracy of 96% using the decision tree regressor. 
The input video is analyzed by OpenCV, which produces a vectorized data of dots 
and dashes, which are fed into the decision trees for prediction. As mentioned in the 
paper, the process of image input is quiet tiresome and time-taking as transmitting 
huge sentences would take a very long time. 

The utilization of visual cryptography as a method to safeguard cloud data has 
been examined and deliberated over by numerous scholars [11–14]. On the idea 
how the data could be made more secured using visual cryptographic techniques, 
we have extrapolated this idea into the proposed system and used cryptography to 
encrypt and decrypt the message sent by the user, using the concepts of pangrams and
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affine cipher. The encryption and decryption keys used for the pangram encryption 
will only be present on the two systems which are communicating, hence ensuring 
that the messages, even if intercepted, would not be understood by any interceptors. 
In this work, author tried to solve a few of the problems of Morse communica-
tion—human error, long transmission time, and the possibility of interception by 
automating the translation, transmission, and decoding of the message using laser-
based communication. Cameras can record the transmitted rays of a laser, which can 
be sent at a considerably faster rate than acoustic communications. This removes the 
need to establish communication lines between both sides. 

2 Methodology 

International Morse code provides encryption for the 26 characters from A to Z, 
numerals from 0 to 9, procedural signs, a few sets of punctuations, and an accented 
letter (É) [15] (Fig. 1). 

Although Morse code can be transmitted at any given speed, the relative timing 
between the various elements is fixed. Morse code consists of five elements: a dot, 
a dash, an inter-element gap, a gap between letters, and the gap between words. For 
proper Morse communication, it is required for both the sending and receiving sides to 
have personnel who can understand, encrypt, and decrypt the Morse code accurately 
and efficiently. Although the duration it takes for the whole communication would 
vary depending on the length of the words and sentences transmitted, the Federal

A .- S … 
B -… T - 
C -.-. U ..- 
D -.. V …- 
E . W .-- 
F ..-. X -..- 
G --. Y -.-- 
H …. Z --.. 
I .. 1 .---- 
J .--- 2 ..--- 
K -.- 3 …-- 
L .-.. 4 ….- 
M -- 5 ….. 
N -. 6 -…. 
O --- 7 --… 
P .--. 8 ---.. 
Q --.- 9 ----. 
R .-. 0 ----- 

Fig. 1 Morse code representation 
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Communications’ Commission has set a few standards for the speed of transmission 
[2]. 

3 Development of CMorse Communication System 

The setup consists of an Arduino Mega 2560Rev3 board placed inside a 3D-printed 
casing. The casing consists of 15 holes where the laser diodes are slotted into. The 
working principle of CMorse communication system is shown in Fig. 2. The wiring 
between the diodes and the board is done through a breadboard. Tinkercad software 
was utilized to develop a three-dimensional model for an automated short-range 
Morse code communication system as shown in Fig. 3. Tinkercad provided efficient 
and accurate modeling, making sure that the model met project requirements. The 
model was designed with specific dimensions, including a length of 300 mm, a 
height of 79 mm, and a width of 60 mm. Dimensions of the proposed working 
prototype are mentioned in Table 1. It serves as the casing for the laser diodes and 
the Arduino board and has laser diode holes with a radius of 3.5 mm. The output of 
the design was saved in three different file formats, including STL, OBJ, and SVG, 
to ensure compatibility with multiple software programs. The STL file was used in 
combination with slicing software for 3D printing purposes. The casing provides 
a secure and organized structure for the components in the automated short-range 
Morse code communication system. Moreover, it added versatility to the project, 
allowing for easy assembly and maintenance of the components. One of the critical 
features of this model is that it provides a stable encasing for the laser diodes. This 
stability ensures that the laser projections on the screen are steady and easy for the 
camera to capture for further processing. 

Fig. 2 Morse code communication setup
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Fig. 3 Three-dimensional model for CMorse prototype 

Table 1 Dimensions of the proposed prototype 

Description Length Width Height Radius 

Encasing 300 mm 60 mm 79 mm – 

Laser diode holes – – – 3.5 mm 

4 Working Concepts and System Integration 

In the proposed CMorse communication technique, the entered message goes through 
the Arduino IDE software, which initializes the diodes to respond immediately. The 
front view of working prototype model with circuit connections for Morse code 
communications is shown in Fig. 4. Mechanical structure for the robust communi-
cation system can be built by nanocomposites or aluminum alloy [16–18]. The light 
from the diodes is caught and filtered with the presence of a translucent screen 2 
to 3 inches from the assembled model. Presently, this distance between the model 
and screen has been found to be ideal, for the required filtering of light to capture 
images from the decryption side that are well within image processing capabilities. 
Projection of encryption of Morse code using laser diode is captured in the screen 
as shown in Fig. 5. Factors influencing image processing, which is the extraction 
part of the message, are how well light a room is, quality of camera capturing the 
image, speed of message, and time between each character. The capturing angle of 
the camera is flexible, as long as the image contains clear borders. The distance of 
capturing the image with proper quality for message extraction is steady till 5–6 
feet from the screen to the decryption side. The image captured is processed using 
MATLAB and vectorized based on presence of objects (excluding the background). 
This vector is then converted into 1s and 0s representing ON and OFF. This is then 
inverted and sent to the decryption code and output is obtained.
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Fig. 4 Front view of working prototype model for Morse code communications 

Fig. 5 Projection of encryption of Morse code using laser diode 

5 Multi-layered Encryptions and Descriptions in CMorse 

The concept of pangrams is used to encrypt the input messages. Pangrams are 
sentences which use all the letters of the English alphabet at least once. In this 
encryption system, we use such lesser-known pangrams as keys for cipher encryp-
tion of messages. The basic structure of the cryptosystem resembles that of a Data 
Encryption Standard or an Advanced Encryption Standard, but the inner workings, 
functions, calculations, and key selections are unique to this system alone. It relies 
more on simple and affine ciphers than memory allocations, storage of data, such 
as passwords, and conversions. Once the intended message is converted to code, the 
code is then translated into Morse code which is then relayed to the receiver using
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laser diodes. Fifteen laser diodes display the coded characters one-by-one onto any 
surface the receiver can read the data from. Flowchart of working principle of Auto-
mated Laser-Based Morse Code Transmission through Multi-layered Encryption is 
depicted in Fig. 6. 

The cryptosystem is coded using Embedded C, where the cryptosystem is 
programmed into the board using C programming, while the laser diodes and their 
respective output pins in the board are coded in the board using Serial Port program-
ming. All laser diodes light up before and after a message transmission to denote the 
start and end of a transmission, respectively. This cryptosystem uses four different 
private keys, one affine cipher and a Morse code translator to encrypt and decrypt 
given messages. Out of the four private keys, three are pangrams (given below) and 
the last one is based on backward number allocation of English alphabets. The affine 
cipher used is of the form [19]: 

E(x) = (5x + 8) mod 36. (1)

Fig. 6 Flowchart of working principle of automated laser-based morse code transmission through 
multi-layered encryption 
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The output of the cipher is used as another layer of encryption in between the 
program to convert numbers to characters using the keys. 

The encryption follows seven steps: After receiving the input message from the 
Serial Monitor in the Arduino IDE, we encrypt it using Key 1. It is done by the 
following method. Each letter and number of the key are allocated a specific number 
or a memory allocation. For example, in this key, the letter ‘A’ has the allocation 13, 
the number ‘5’ has the allocation 31, while the letter ‘T’ has the allocation 0. So, we 
take the input message and replace it with a number/position corresponding to the 
same letter in the key (Figs. 7, 8 and Table 2). 

Since we got a numeric code as the output of the first layer of encryption by Key 
1, we use Eq. (1) for affine cipher to encrypt the code into a new numeric code. 

In the Arduino board, the program takes the input from the Serial Monitor, which 
is where the user types in the message to be encrypted. The program, as seen below, 
takes individual characters of the input message, compares them to the characters 
of the key, takes the equivalent character’s position, like in Step 1, and applies the 
affine cipher to those positions to get the output of Step 2.

Fig. 7 Customized pangram 1 (Key 1): first layer of encryption 

Fig. 8 Customized pangram 2 (Key 2): second layer of encryption
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Table 2 Output of the affine cipher 

Pangram (plain text) value Affine cipher 
value 

Pangram 
(plain text) value 

Affine cipher 
value 

0 8 18 26 

1 13 19 31 

2 18 20 0 

3 23 21 5 

4 28 22 10 

5 33 23 15 

6 2 24 20 

7 7 25 25 

8 12 26 30 

9 17 27 35 

10 22 28 4 

11 27 29 9 

12 32 30 14 

13 1 31 19 

14 6 32 24 

15 11 33 29 

16 16 34 34 

17 21 35 3

Decrypt this set of codes using Key 2. Here, we do the reverse of what was done 
in Step 1. Here, we assign each number of the numeric code a specific alphabet or 
number from Key 2. 

So, for example, the letter ‘M’ in the original message will become ‘19’ in the 
first step, ‘31’ in the second step and becomes the number ‘05’ by the end of the 
third step. The output from Step 3 is then further encrypted with another pangram 
key, i.e., Key 3. The output is obtained just like in Step 1, but with the use of Key 3 
instead of Key 1. 

In the fifth, step, we repeat Step 2 as we use the same affine cipher to get outputs 
of the cipher. In the sixth step, we encrypt the outputs from Step 5 to get the final 
coded message, before Morse translation, using backward alphabet coding (Fig. 9 
and Table 3).

Hence, taking the example given in Step 3, the letter ‘M’ in the message will be 
changed to the number ‘31’ by the fourth step, the number ‘19’ by the fifth step, and 
finally the letter ‘H’ by the sixth step. The seventh and final steps involve the Morse 
translation. Taking the previously used example of passing the letter ‘M’ through 
the cryptosystem, we get the letter ‘H’ as the final code of the sixth step. The letter 
‘H’ becomes the dot–dash sequence ‘....’ when converted to Morse code. This Morse 
translation is then outputted to the Serial Ports connected to the laser diodes, and
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Fig. 9 Customized pangram 3 (Key 3): third layer of encryption 

Table 3 Backward alphabet coding 

Forward order 
position 

Letters Backward order 
position 

Forward order 
position 

Letters Backward order 
position 

1 A 26 14 N 13 

2 B 25 15 O 12 

3 C 24 16 P 11 

4 D 23 17 Q 10 

5 E 22 18 R 9 

6 F 21 19 S 8 

7 G 20 20 T 7 

8 H 19 21 U 6 

9 I 18 22 V 5 

10 J 17 23 W 4 

11 K 16 24 X 3 

12 L 15 25 Y 2 

13 M 14 26 Z 1

using the logics ‘HIGH’ and ‘LOW’, as seen below, the laser diodes light up in the 
order of the Morse code of the particular character, thus completing the encryption. 
Note that Blank spaces will remain the same and will not be encrypted or decrypted by 
the system. The symbol ‘%’ follows every message transmission to denote the end of 
transmission. The ‘%’ symbol will also remain untouched by the encryption program 
to ensure the accuracy of the decryption program. The transmission is through light. 
The message is represented by a series of laser diodes that are turned on and off in 
predetermined sequences within a fixed frame.
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6 Conclusions and Future Work 

The main objective of this project is to hasten the process of Morse communication. 
By using multiple laser diodes, the dot–dash translation of each of the characters is 
transmitted at once, instead of the traditional method of transmitting each dot and 
dash individually. This is achieved by using a set of 15 laser diodes controlled by the 
programmed Arduino Mega 2560Rev3 board. The input message is first encrypted 
using cryptography and then encoded into Morse. With the right model layout, the 
system can encrypt and decode a message and send it across a distance, even if 
there is temporary interference from an external obstacle. The research done for this 
project demonstrates that interference is an inevitable barrier to experimentation and 
communication of any kind. The proposed CMorse methodology makes an effort to 
establish Morse communication without a pre-existing link and without requiring 
the communicators to have a prior familiarity with Morse. 

This system eliminates the requirement of personnel with knowledge of Morse 
code on both ends as encryption, transmission, reception, and decryption which is 
fully automated, minimizing possibilities of human error. However, the communi-
cation would still suffer from the drawbacks of light-based transmission such as 
material interference in the communication path. This could be solved by repeating 
the message transmission multiple times. 
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Design and Evaluation of a Multi-Sensor 
Assistive Robot for the Visually Impaired 

S. Bhaskar Nikhil, Ambuj Sharma , Niranjan S. Nair, C. Sai Srikar, 
Yatish Wutla, Bhavanasi Rahul, Suyog Jhavar , and Pankaj Tambe 

Abstract Visual impairment affects approximately 285 million people worldwide, 
the profound challenge faced by those who are visually impaired or blind lies in the 
intricate task of maneuvering through different surroundings. The intricate nature of 
navigating both indoor and outdoor spaces poses significant difficulties for people 
with visual impairments. This paper presents an innovative undertaking that strives to 
address this very challenge by developing a cutting-edge robot dedicated to guiding 
the blind securely through various environments. Employing a sophisticated amal-
gamation of diverse sensors and a high-resolution camera, the robot adeptly identi-
fies obstacles and furnishes the user with real-time information pertaining to their 
immediate surroundings. Remarkably, this state-of-the-art robot can be seamlessly 
operated through voice commands, facilitated by a bespoke mobile application, 
thereby enabling users to effortlessly guide it to their desired destinations. Equipped 
with comprehensive audio feedback capabilities, the robot effectively communicates 
crucial details to the user, encompassing obstacles, directions, and more. This robot 
can help blind people to navigate unfamiliar environments and travel independently. 

Keywords Assistive robot ·Multi-sensor · Visually impaired · Voice command ·
Obstacles avoidance 

1 Introduction 

According to the World Health Organization (WHO) in 2022, there are approximately 
1 billion people that are blind or face moderate-to-high levels of vision impairment, a 
majority of which (826 million) is attributed to unaddressed presbyopia which causes 
near-vision impairment (NVI) and uncorrected refractive errors. Other causes include 
various conditions such as glaucoma, cataract, diabetic retinopathy [1]. Generally,
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it is observed that in countries with low income, congenital cataract is a primary 
cause of vision loss in children, while in middle-income countries, the likelihood of 
retinopathy of prematurity being the cause of vision impairment is higher [2]. The 
advancements in the study of robotics and artificial intelligence have especially made 
great progress in recent times and are the reason for many breakthroughs in various 
fields including medical research. 

Azeta et al. have developed an obstacle avoidance robot vehicle which uses ultra-
sonic sensors for the movement of the robot. The robot is built using an Arduino 
UNO. The study describes the design and implementation of an autonomous obstacle 
avoiding a robot which can direct itself whenever it detects an obstacle in its path 
[3]. Ultrasonic sensors are used for the detection of an obstacle. When the sensors 
detect an obstacle in their path, a command is sent to the microcontroller which 
then redirects the robot in a different path by actuating the motors depending on the 
signal received. The robot showed decent performance in different lighting condi-
tions. Kulkarni et al. have proposed a system to assist visually impaired individuals in 
indoor navigation. The study highlights the importance of designing robots that are 
capable of engaging in interactions with human users. It also focuses on enhancing 
the user’s experience while interacting with the robot [4]. An autonomous biped 
humanoid robot that detects obstacles to assist visually impaired individuals while 
traveling outdoors was developed by Ganguly & Paul [5]. Arduino Nano is used as 
the processor and ultrasonic sensor is used to detect obstacles. They build a cost-
effective model that can be used to efficiently guide the visually impaired. Noise 
filtering techniques also can be used to remove the signal noise for efficient signal 
prediction [6, 7]. Mathematical modeling and simulation also can be performed for 
signals received from sensors [8]. It can also be a source of entertainment and can 
provide security. An investigation into the development and testing of an indepen-
dently navigating robot for the blind has been proposed by some research groups 
[9–11]. 

Finding a feasible, accessible, and general solution becomes paramount because 
as stated, blindness and visual impairments are leading causes of many first-world 
problems. The current solutions available for those with visual impairment, such as 
the use of sighted guides or guide dogs, are subject to limitations imposed by biolog-
ical variables. Additionally, alternative technologies that are currently available do 
not possess the necessary versatility to cater to a wide range of general applications. 
Furthermore, certain technical solutions that have been developed rely on sensors 
that are inefficient in their functionality. Although the number of people affected by 
visual impairments increases over time, technological advances are also accelerating 
quickly. In the proposed work, we tried to design and develop the assistive robot 
with the utilization of an advanced sensor array, including ultrasonic, LIDAR, and 
infrared sensors, alongside a sophisticated camera system, that enables the robot 
to effectively perceive and analyze its dynamic surroundings. The proposed robot 
enables blind individuals to confidently navigate unfamiliar terrains and embark on 
independent journeys.
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Table 1 Components used to 
build the assistive robot S. No Component name Quantity 

1 Ultrasonic sensor 1 

2 IR sensor 3 

3 Arduino mega 2560 1 

4 L293D motor driver shield 1 

5 Servo motor 1 

6 Battery holder 1 

7 Bluetooth HC05 1 

8 Lithium-Ion Batteries 3 

9 TT gear motor and wheels 4 

10 Jumper wires 30 

11 GPS module 1 

2 Design and Development of Methodology 

The first step in the design and development of the robot involves creating a circuit 
diagram of the robot. The circuit is designed in the Proteus software. Once the circuit 
is designed, the next phase involves writing the embedded C code for the robot in the 
Arduino IDE. During the simulation of the circuit in the Proteus software, if errors 
are found, then the code is to be modified accordingly. The final code is uploaded to 
the Arduino microcontroller once there are no errors in the code. Next step involves 
building an application for transmitting voice commands and input signals to the 
microcontroller via Bluetooth module. The robot starts or stops functioning according 
to the input signal given by the user through the app which is then transmitted to 
the robot via the Bluetooth module. After building the app, DC motors attached to 
the wheels are to be integrated with the robot chassis and then connect the motor 
driver to the microcontroller. Once the connection between the motor driver and 
microcontroller is made, then the servo motors and DC motors are to be connected 
to the motor driver. Once all the connections are made, the next step is to arrange 
the IR sensors and Bluetooth module in their respective positions and place the 
ultrasound on top of the servo motor. Then, connect the power source and switch to 
the driver shield integrated with the Arduino. Table 1 shows the components used 
for constructing the robot. 

3 Circuit Diagram 

The components of the robot include an Arduino Mega Board, three IR sensors, an 
Ultrasonic sensor, an L293d motor driver shield, four DC motors, and an HC-05 
Bluetooth module. All components are supported by an acrylic sheet chassis. The
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Fig. 1 Circuit diagram of the proposed assistive robot 

Arduino provides control and helps in processing power for the robot. The two types 
of sensors which we used provide the input and feedback to the system. The four DC 
motors together provide the movement of the robot with the help of rubber wheels. 
We also used a GPS module for providing precise location and accuracy to the user. To 
facilitate the communication between the prototype and the app, a HC-05 Bluetooth 
module was integrated with the robot which transmitted voice commands from the 
user. The circuit diagram of the proposed assistive robot is given in Fig. 1. 

4 Prototype Development 

Firstly, a power supply or a battery is to be connected and then manually switch 
on the robot using the power switch. After turning on the switch, the user should 
open the custom-designed android application. Using the HC-05 Bluetooth module, 
connect the app to the robot. An input voice command is to be given through the 
Android application for the robot to start moving. By passing “START” as input 
voice command through the app, the Bluetooth module installed takes this input and 
then passes the signal to the microcontroller (Arduino UNO). When the microcon-
troller successfully detects the signal, the robot starts functioning (or start working 
or moving). The HC-SR04 ultrasonic sensors installed at the back of the robot start 
detecting or searching for human or the user throughout its motion, and it keeps on
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checking the distance between the user and robot to ensure that the robot maintains 
a healthy distance throughout the journey. Once the robot detects the human, it starts 
moving by parallelly giving information about its surroundings to the user through 
the app, while in motion, the robot keeps searching for any obstacle. Once it detects 
an object through the IR sensors, the robot changes its direction. This information is 
then passed to the human user through the app and the robot continues searching for 
any obstacle in its path. It moves in a linear path until it finds an obstacle. Finally, 
once the user gives “STOP” command, the Bluetooth module sends a signal to the 
microcontroller to stop the motion of the robot. Aluminum alloy AA6061/AA7075 
and nanocomposites can be utilized for the mechanical structure of the robot [12–14]. 
The flowchart for the construction of the robot is shown in Fig. 2. Figure 3 represents 
flowchart for working of the assistive robot. Figure 4 depicts the assistive robot’s 
connections and internal status, whereas Fig. 5 provides a visual representation of 
the completed prototype. 

Fig. 2 Flowchart for construction of the robot
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Fig. 3 Flowchart for working of the robot

5 Construction and Working of Custom Designed Android 
Application 

The Android application used in this paper is designed using an App Inventor. The 
designing of the application using the App Inventor can be divided into two main 
phases: (a) designing and (b) programming.
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Fig. 4 Connections and internal state of the assistive robot

(a) Designing: The first phase, designing, takes place in the App Inventor Designer 
which involves selecting the components that will be used for designing the 
app. These components include the buttons, labels, textboxes, and images. In 
this phase, the basic layout and structure of the Android application are designed. 

(b) Programming: The second phase of the process involves using the App Inventor 
Block Editor. Here, the user assembles blocks of code that specify how the 
components should behave visually. For example, the user might specify that 
when a button is pressed, a certain action should occur, such as displaying a 
message or changing the background color of the screen. This phase is where 
the user really brings the app to life, defining its functionality and behavior. 

Once the designing and the programming phases of the app are complete, the 
application is now ready to run on an Android phone by connecting the phone to 
a computer, or it can be run on an Android Emulator if the user does not have a 
physical Android device. After testing the app, the user can download the app’s.apk 
file and install it directly onto their Android device, allowing them to use the app like 
any other installed application. The app uses Google’s speech recognition service 
to detect the user’s speech and then convert it into text which is then sent to the 
microcontroller in the form of a signal. The speech-to-text module takes the user’s 
commands and converts them into a digital signal that can be transmitted to the 
Arduino board. When the user speaks a specific set of commands, the speech-to-text 
module converts the speech into text using Google’s online services. The converted 
text is then sent to an Arduino microcontroller through a Bluetooth connection. The 
microcontroller processes the input signal, which enables the robot to act accord-
ingly based on the user’s commands [15–17]. The user interface of the custom-made 
Android application is shown in Fig. 6.

The system is designed to be interactive, as it allows for real-time communication 
between the robot and the user. The app also uses a text-to-speech module that



126 S. Bhaskar Nikhil et al.

(a) Top view      (b) Bottom view 

(c)Side view 

Fig. 5 Visualization of the final prototype

speaks out messages to the user. For example, when the robot detects an obstacle, 
the microcontroller sends a signal to the app via Bluetooth module. Using the text-
to-speech module, the app speaks out the message to the user which allows the user 
to be informed of any obstacles in their path. 

6 Results and Discussion 

The results are quantified by taking the following factors into consideration: (a) no. 
of times tested vs. no. of times obstacle successfully detected; (b) time taken by 
Bluetooth app to recognize the users voice, i.e., to receive signal (time taken vs. test 
number, ten tests); (c) no. of times the blind person was not detected by the robot
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Fig. 6 Image of user interface of the custom-made Android application

(tested in different positions); (d) no. of times the obstacle was avoided completely; 
(e) time taken to cover certain distance milestones. 

From Fig. 7, it can be inferred that the robot is mostly successful in detecting 
the obstacles and taking action through corresponding movements. Around 15 tests 
were done with obstacles in different positions (left, front, and right) with respect 
to the robot. The success rate of obstacle detection and corresponding movements 
appears to be highest when the obstacle is directly in front of the robot. This may 
indicate that the robot’s sensors are more effective in this orientation. Some lighting 
conditions may also affect the performance of the IR sensors. Despite some variability 
in the success rate across different obstacle positions, the overall trend is that the 
robot is able to successfully detect and respond to obstacles in most cases. This is a 
positive result, as it suggests that the robot is well-suited to tasks that require obstacle 
avoidance. It is important to note that the graph only reflects the robot’s performance 
in the specific testing scenarios that were carried out.

Figure 8 shows a clear trend in the time it takes for the Bluetooth module to 
register the user’s voice commands on average 1–2 s. The time it takes for the 
Bluetooth module to register the user’s voice commands may depend on a variety 
of factors. For example, it may depend on the distance between the user and the 
robot, the amount of background noise in the environment, or the specific words or 
phrases that the user is speaking. The voice commands were tested in a fairly noisy 
environment.
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Fig. 7 Probability of successfully obstacle detected

Fig. 8 Time taken by Bluetooth app to recognize the users voice, i.e., to receive signal 

From Fig. 9, it can be inferred that the person was detected around 70% of the 
times the tests were conducted and the failure rate is fairly less. The user was placed in 
different orientations with respect to the robot. There seems to be a higher detection 
rate when the person is facing the robot directly, as opposed to when they are turned 
to the side. We have conducted this test to track the user’s walking speed and adjust 
robot’s speed accordingly to match the user’s speed.

Figure 10 shows that there were some tests where the robot struggled to maneuver 
the objects. Specifically, there were four tests where the robot was only partially 
successful in maneuvering the objects and one test where it failed completely. The 
ability of the robot to avoid the objects depends on the parameters of the objects,
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Fig. 9 No. of times the blind person was not detected by the robot (tested in different direction)

especially the size, shape, and width of it. The performance of IR sensors which 
are used to detect the objects can also be affected by factors such as the color and 
reflectivity of the objects being detected. 

Figure 11 shows time taken to cover certain distance milestones. The graph helps 
us understand the speed of the robot. The speed of the robot is an important aspect to 
measure as it gives us an idea of how fast it should travel to guide the person and the 
time it takes to avoid the obstacles. In average the robot travels around 33.7 cm per 
second. The robot was allowed to run freely on a uniform terrain with no obstacles 
in its path. The robot may move more slowly on uneven or rough terrain or when it 
encounters obstacles that require it to slow down or change direction. There is some 
variation in speed in different distance milestones which is to be expected as uniform

Fig. 10 No. of times the obstacle was avoided completely (same as first result bar graph) 
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Fig. 11 Time taken to cover certain distance milestones 

speed is hard to maintain due to factors like weight or battery power. The speed of 
the dc motors was set in the embedded C code. 

The robot, vector, was tested in the lab and on an open ground, where we placed 
a few obstacles and the robot was allowed to move in a path. The robot changed its 
direction when it detected an obstacle. When an obstacle is detected, a message is 
sent to the Android app through which the user is notified about the obstacle. 

7 Conclusion 

The advancement of technology has led to creation of many innovative develop-
ments in the field of robotics which have transformed our lives in many ways. This 
assistive robot and mobile application utilizes cutting-edge speech recognition algo-
rithms to accurately transcribe and interpret commands, allowing for intuitive control 
and seamless navigation toward desired destinations. The fusion of these technolo-
gies culminates in the generation of real-time auditory feedback, providing vital 
information about obstacles, navigation directions, environmental cues, and points 
of interest. Through the integration of state-of-the-art sensor technology, computer 
vision, and natural language processing, the robot empowers visually impaired 
individuals, offering them unparalleled independence and confidence to navigate 
unfamiliar environments and reach their desired destinations with ease.
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Crack Growth Prediction Models 
for a Pre-defined Semi-elliptical Crack 
Embedded in a Cantilever Bar Using 
Supervised Machine Learning 
Algorithms 

Harsh Kumar Bhardwaj and Mukul Shukla 

Abstract Any machine component or structure can fracture due to the presence of 
cracks. With the assistance of finite element tools, we can only dissect the stable crack 
growth that requires much computational time and is vulnerable. This work developed 
several ML models using supervised machine learning algorithms and compared 
their performance. These models have shown decent precision in detecting the crack 
growth behavior of a pre-defined semi-elliptical crack embedded in a cantilever bar. 
The correlation coefficient R squared (R2), mean squared error (MSE), root mean 
squared error (RMSE), and mean absolute error (MAE) were used to evaluate and 
compare the performance of the developed ML models. The accuracy of the crack 
growth forecast is found to be ~ 86.47%, ~ 93.68%, ~ 91.50%, ~ 92.04%, and ~ 
94.64% for linear regression (LR), quadratic polynomial regression (QPR), decision 
tree (DT), random forest (RF), and k-nearest neighbor (KNN), respectively; among 
them, KNN had the best prediction accuracy. 
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1 Introduction 

Whenever a machine part is produced utilizing any casting, metal shaping, sheet 
metal, or welding process, a few residual stresses and cracks create in the part material 
itself. These cracks might be grown within the machine part or at the edge of the 
part. During the application of load and cyclic or fluctuating stress, these pre-defined 
cracks start to grow and cause the component to fracture at high-stress concentration 
points, usually at the ends of the crack. 

Due to the application of brittle materials in numerous technological applications, 
predicting the crack initiation and growth in brittle materials has become more promi-
nent among scientists and engineers. Brittle materials show shallow plastic deforma-
tion, resulting in a fast growth rate of randomly distributed and oriented cracks. To 
predict the length of the cracks, the distance between two cracks, their orientations, 
the path, and the time when the two cracks merge, Moore et al. [1] used artifi-
cial neural networks (ANNs), random forests (RFs), and support vector machines’ 
(SVMs) algorithms to develop a prediction model. Carrara et al. [2] proposed a 
data-driven approach to replace the fracture-related material modeling assumptions 
with a discrete material dataset, that would lead to a model-free data-driven method. 
Hsu et al. [3] developed an ML model that predicts dynamic fracture propagation in 
brittle materials by using long short-term memory (LSTM) and convolutional neural 
network (CNN) algorithms. 

Engineers prefer analytical and empirical methods for simplicity and reliability, 
but these methods are not feasible for complicated engineering problems. Liu et al. 
[4] adapted ML algorithms, regression trees, and neural networks (NNs) for material 
characterization of complex specimen geometries like a pentagonal cantilever bar to 
substitute these methods. Martinez et al. [5] used ML with the extended finite element 
method (XFEM) for stochastic crack propagation and reliability analysis. Alipour 
et al. [6] applied the conceptual ML model to predict the fracture length in shale 
samples subjected to nanoindentation by analyzing more than 1600 images. Bao et al. 
[7] developed an ML model based on SVM to predict the effect of defect location, 
size, and morphology on the fatigue life of SLM Ti-6Al-4 V alloy. Zhan et al. [8] 
demonstrated a continuum damage mechanics-based machine learning model using 
RF (CDM-RF) to predict the fatigue life of AM titanium alloys (TA2-TA15 and 
TC4-TC11). 

Ductile fracture does not occur spontaneously. It involves a substantial expansion 
of plastic deformation at the fracture tip. To forecast ductile fracture, Chen et al. [9] 
used backpropagation NN with the genetic algorithm on simulated data to identify 
the parameters for ductile fracture of 2024 T3 Al alloy. Due to the high-temperature 
difference, the gas turbine blades and rotor experience high thermal stresses and are 
subjected to mechanical stress due to centrifugal loading. Both of these stresses cause 
fatigue failure of gas turbine parts. Hu et al. [10] used the Markov chain Monte Carlo 
algorithm and Gaussian process regression (GPR) to predict fatigue crack growth 
(FCG) in turbine disks. Badora et al. [11] used RF, multiple linear and polynomial
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regression (PR), and kernel-based techniques. Nasiri et al. [12] reviewed the research 
from 1990 to 2016 and discussed them in four categories. 

Yan et al. [13] consider the crack growth rate of fracture and stress intensity factor 
to devise three hybrid AI models to predict crack initiation pressure of supercritical 
carbon dioxide fracturing (SCDF), a waterless fracturing technology. Raja et al. [14] 
used backpropagation neural network (BPNN), extreme learning machine (ELM), 
and curve fitting method to predict the fatigue crack growth rate of cryo-rolled Al 
2014 alloy. From a crystallographic perspective, small fatigue crack propagation 
direction and rate have contributed to significant fatigue failure. Rovinelli et al. [15] 
predicted this behavior of a small crack for titanium alloy (Ti-55531) using a data-
driven machine learning algorithm, the Bayesian network. Lew et al. [16] utilized a 
convolutional LSTM-based machine learning model to predict the fracture behavior 
of Graphene in terms of crack instabilities and branching. Human error is the major 
cause of structural part damage at the design, construction, and operation levels. 
Nguyen et al. [17] applied the time-series algorithm LSTM and multi-layered neural 
network (MNN) to forecast the crack propagation in porous media for solid and 
hydraulic fracture. 

This work uses the finite element approach and machine learning algorithms to 
examine the crack growth for a cantilever bar with a pre-defined semi-elliptical crack. 
In the finite element study, crack growth was investigated for different magnitudes 
of pressure and toughness. Also, the crack growth behavior was predicted by using 
machine learning algorithm regression analysis. A dataset of 128 data points has 
been prepared to train and test the developed model. 

2 Materials and Methods 

In our study, linear elastic fracture mechanics (LEFM) principles have been used to 
investigate the growth of a pre-defined semi-elliptical crack. When a semi-elliptical 
crack becomes critical, it may grow either along the major axis or minor axis or along 
both. Only mode-I (opening mode) has been considered for our analysis work. In 
mode-I, the crack will grow perpendicular to the applied load axis. 

The critical stress intensity factor or fracture toughness in mode-I at a point of the 
crack tip is given by 

KI = 
1.12P 

√
πb 

I2 

[ 

sin2 θ +
( 
b 

a 

)2 

cos2 θ 

] 1 
4 

, (1) 

where I2 is the elliptical integral of the second kind that depends upon the ratio of 
the major and minor axis and is given by
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Fig. 1 Schematic representation of cantilever bar embedded with pre-defined semi-elliptical crack 
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At the end of the minor axis (θ = 90◦), the stress intensity factor is given by 

K 90 I = 
1.12P

√
πb 

I2 
, (3) 

and at the end of the major axis (θ = 0◦), the stress intensity factor is given by 

K 0 I = 
1.12P 

√
π b 

I2 

( 
b 

a 

) 1 
2 

, (4) 

where P is the applied tensile pressure (MPa) at the right end of the cantilever 
bar (length, l = 40 mm, width, w = 10 mm, and thickness, t = 0.5 mm), a is the 
semi-major radius (0.4 mm), and b is the semi-minor radius (0.2 mm) of the crack, 
respectively, as shown in Fig. 1. The crack is located at the center of the cantilever 
bar. The cantilever bar is considered structural steel (E = 200 GPa and ν = 0.3). 

3 Finite Element Analysis 

A cantilever bar with a pre-defined semi-elliptical crack at the center has been consid-
ered for our analysis. The bar is fixed on the left side, and pressure of tensile nature 
is applied at the right end of the bar. Modeling and behavior analysis of crack growth 
was done using a finite element tool. Around the corner of the semi-elliptical crack, 
mesh refinement was used to cut computation time (SMART Crack Growth). As the 
crack will grow during the fracture analysis, the smart crack growth method is used 
for meshing the crack that automatically readjusts the mesh of the crack during its 
growth. Figure 2 represents the mesh structure of the semi-elliptical crack.

The stress intensity factor in linear elastic fracture mechanics (LEFM) determines 
how much energy is stored in a material before it fractures. If the stress intensity factor 
of mode-I (KI ) is more than or equal to the material’s fracture toughness (K IC), the 
crack starts to grow. In mathematical terms,
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Fig. 2 FEA model of cantilever bar with crack

KI ≥ KIC  . (5) 

The stress intensity factor for mode-I is given by 

KI = Y σ
√

πa, (6) 

where Y = Geometry factor or stress intensity modification factor. 
σ = stress at the crack tip (MPa). 
a = crack length (mm). 

The flowchart for finite element modeling and analysis of the cantilever bar with 
a pre-defined semi-elliptical crack is shown in Fig. 3. Crack propagation takes place 
in three stages; in the first stage, the crack will start to grow; in the second stage, the 
crack will grow stably; and in the third stage, the crack will grow unstable. We have 
considered only the second crack growth stage for our analysis work. Preprocessing 
is the first step in finite element modeling (define the geometry specification of the 
specimen). In the solver stage, we did the convergence analysis to reduce the variation 
in the desired output result. For this convergence, we use n-type refinement by varying 
the element edge length of the cantilever bar. Since the major and minor axis lengths 
of the pre-defined semi-elliptical crack are small compared to the cantilever’s overall 
dimensional specification, we do not have much freedom to vary the mesh size of the 
crack, so we kept it constant. In the postprocessing step, we collect the data related to 
mode-I fracture (called KI ). We consider only crack opening for our analysis, as its 
value is much more significant the mode-II and mode-III. If the stress intensity factor 
of mode-I is more than or equal to fracture toughness, the crack begins to grow.

A dataset of 128 data points with applied pressure and fracture toughness as the 
input parameters and crack growth as the output parameter has been prepared.
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Fig. 3 ANSYS flowchart

4 Machine Learning Algorithms 

The branch of artificial intelligence, machine learning (ML), consists of several 
machine learning algorithms. A single algorithm cannot fit well for all real-world 
problems; their selection depends on many factors like dataset size, train–test split 
ratio, and tuning of other hyperparameters. Linear regression (LR), polynomial 
regression (PR), decision tree (DT), random forest (RF), and k-nearest neighbor 
(KNN) have been used in this study. Our primary aim is to compare machine learning 
models with finite element analysis (FEA) results and conclude with the best-fit 
model. Machine learning models are classified into classification, clustering, and 
regression. Classification algorithms are used for grouping labeled data; clustering 
algorithms are used for unlabeled grouping data; and regression algorithms are used
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Fig. 4 Machine learning model flowchart 

to calculate the numerical output value in response to the input value. The codes to 
develop the ML models were prepared using Python. 

The ML model’s flowchart is shown in Fig. 4. There is no need to develop the 
application from scratch because Python includes libraries. 

4.1 Dataset 

In this study, crack growth behavior has been predicted. For this purpose, a dataset 
has been prepared with the help of a finite element tool. This dataset consists of two 
input and five output variables. Among these five output variables, only one (crack 
growth) is our primary interest. The input and output attribute values are summarized 
in Table 1 with 128 data points.

4.2 Machine Learning Algorithms 

Polynomial Regression Model 

A dependent variable (y) and an independent variable (x) are related in an nth-
degree polynomial relationship, according to the regression technique known as 
“Polynomial Regression.“ Here is the PR equation:
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Table 1 Finite element analysis dataset 

Index No Applied 
pressure 
(MPa) 

Fracture 
toughness 
(MPa √
mm) 

Crack 
growth 
(mm) 

Total 
deformation 
(mm) 

Von Mises 
stress (MPa) 

Von Mises 
strain 

0 10 1 0.100120 0.002005 36.036 0.000270 

1 10 2 0.079153 0.002002 34.818 0.000289 

2 10 3 0.058376 0.002000 32.434 0.000211 

3 10 4 0.058396 0.002000 32.281 0.000214 

4 10 5 0.038364 0.001998 30.339 0.000219 

… … … … … … … 

122 60 31 0.038364 0.011988 182.03 0.001312 

123 60 32 0.038364 0.011988 182.03 0.001312 

124 60 33 0.038364 0.011988 182.03 0.001312 

125 60 34 0.018846 0.011978 165.44 0.001173 

127 60 35 0.018846 0.011978 165.44 0.001173

y = a0 + a1x + a2x2 + . . .  + an−1x
n−1 + anxn , (7) 

where x is the input variable, y is the output variable, and the value of n depends on 
the polynomial type; is it linear, quadratic, or higher order? 

Cross-validation and percentage split are the most used methods for evaluating 
regression models. The most straightforward technique is to divide the dataset into 
unequal data subsets of train and test data. This approach divides all the data into train 
and test subsets using a percentage definition. The model is trained using the training 
subset, and its effectiveness is assessed using the test subset. The FEA dataset is 
divided into unequally sized (80:20) subsets. The main criterion for selecting models 
and evaluating performance is metrics. The most often used metrics for assessing the 
effectiveness of regression models are mean squared error (MSE), root mean squared 
error (RMSE), mean absolute error (MAE), and coefficient of determination (R2). 
The performance measures MSE, RMSE, MAE, and R2 utilized in the regression 
method are listed in Table 2 [18–21].

Decision Tree 

The DT is a well-liked method in statistics and data mining. In supervised learning, 
DT uses “if–then-else” decision rules for classification and regression [19, 22, 23]. 
Three fundamental steps make up the DT. The first node in the first phase is the 
most significant feature. The dataset is partitioned into subsets in accordance with 
this node in the subsequent phase. It is best to create subsets with identical data for 
each attribute in each subgroup. Repeat steps 1 and 2 in the third stage until the last 
nodes in each branch have been discovered. The DT divides a dataset into a smaller 
subset and parallelly builds classification or regression models in the background,
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Table 2 Performance metrics for regression 

Scoring 
parameter 

Mathematical 
expression 

Description 

R squared 
(R2) 

R2 = 

1 − 
∑n 

i=1 

(
yi−yi

∆)2 
∑n 

i=1(yi−y)2 

It measures how close each data point fits the regression 
line 

Mean 
squared error 
(MSE) 

MSE  = 
1 
n 

n∑ 
i=1 

(
yi − yi

∆)2 MSE is also called the cost function and measures the 
average of the square of the absolute difference between 
predicted values (yi

∆ 

) and observed values (yi ) 

Root mean 
squared error 
(RMSE) 

RM  SE  = /
1 
n 

n∑ 
i=1 

(
yi − yi

∆)2 
RMSE is also called the sample standard deviation and is 
equal to the square root of MSE 

Mean 
absolute 
error 

MAE = 
1 
n 

n∑ 
i=1 

||yi − yi
∆|| 

The average discrepancy between the predicted 
(
yi
∆) 

and 

observed values (yi ) is calculated by MAE

like a tree structure. The algorithm’s output resembles a DT root with leaves. DT can 
handle category and numerical data processing [24]. 

Random Forest 

The design of the RF method mimics a DT forest. This algorithm uses many DTs to 
cluster the classification or regression data. The bootstrap approach is used to select 
a sample from the initial dataset, and a random number is chosen for each variable 
in each decision node to create each DT in the forest. The RF algorithm consists of 
four phases. From a total of m features, n features are initially randomly selected. 
In the second phase, you compute the node d from the n features using the optimal 
distribution point. You assess the target’s progress in the third phase to see if it has 
attained the necessary number of final nodes; if not, you proceed to step 1; if not, 
move on to the following step. Build the forest in the last stage by performing steps 
1 through 3 n times [19, 22, 25–27]. 

K-Nearest Neighbor 

A machine learning method known as the KNN algorithm gauges how well it has 
learned a pattern by looking at the values of the K-closest neighbors. For clas-
sification and regression tasks, the KNN algorithm is a nonparametric approach 
[28]. It was initially used to solve the classification issue for news items [29]. The 
KNN method initially calculates the distance between each data point in the inves-
tigated dataset before beginning the learning process. The Manhattan, Euclidian, or 
Hamming distance functions calculate this length. The mean value of the following 
KNNs for each dataset is then calculated. The only hyperparameter of the KNN 
algorithm is the K value. A high K value creates an under-fit condition, while a small 
value of K generates overfitting results. The distance computation process, which
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Table 3 Hyperparameter’s 
tuning Algorithm Parameter Search range Value 

PR Degree of polynomial 2–6 2 

DT Maximum depth 2–87 101 

RF Maximum depth 2–100 100 

KNN Number of neighbors 2–5 2 

increases the processing load as the data amount increases, is a downside of the KNN 
method [18, 19, 22]. 

4.3 Hyperparameter’s Tuning 

Hyperparameters should be adjusted appropriately because they are coefficients that 
significantly impact how effectively a machine learning algorithm performs. While 
creating a new ML model, we strictly do not know the optimal architecture for our 
model. In this case, we have to use the top-level parameters called hyperparameters 
to control the learning process of the algorithm. We must perform hyperparameter 
adjustment before training the ML model. Following the hyperparameter searches, 
Table 3 presents the optimum values employed in the algorithms. 

In addition to the above-mentioned hyperparameters’ tuning, the following 
parameters are also considered for better fitting of the ML models: 

• Size of the dataset. 
• Train–test split ratio. 

5 Results and Discussion 

In this study, pre-defined semi-elliptical crack growth behavior has been modeled 
and analyzed using finite element tools. ML models have been developed to predict 
crack growth. The result and discussion section is divided into two sub-sections; in 
the first sub-section, we study the effect of tensile pressure on stress intensity factor, 
deformation, stress, and strain. In the second sub-section, we develop and compare 
different ML models to predict crack growth behavior. 

5.1 FEM Analysis 

FEA analysis results for the parameters mentioned above are shown in Table 4.
The stress intensity factor for mode-I is dominant compared to mode-II and mode-

III, so we consider the KI value only for our analysis. The highest values for total
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Table 4 Effect of tensile pressure on output parameters 

Applied tensile 
pressure (MPa) 

SIF (KI) (Max) 
(MPa 

√
mm) 

Deformation 
(Max) (mm) 

Von Mises stress 
(Max) (MPa) 

Von Mises strain 
(Max) 

10 6.9869 0.0019964 27.573 0.00019546 

20 13.974 0.0039928 55.147 0.00039093 

30 20.961 0.0059892 82.72 0.00058639 

40 27.948 0.0079856 127.29 0.00078185 

60 34.935 0.009982 137.87 0.00097732 

60 41.922 0.011978 165.44 0.0011728

deformation, von Mises stress, and von Mises strain were discovered at 60 Mpa 
pressure when the FEA results were reviewed. As the applied pressure increases 
from 10 to 60 Mpa, the numeric values of all output attributes increase, as shown in 
Table 4. 

The crack will grow in opening mode only if the stress intensity factor for mode-I 
(KI ) is more significant than the material’s fracture toughness (K IC), as explained in 
Eq. 5. This crack growth data have been generated for different fracture toughness 
values for different magnitudes of applied pressure ranging from 10 to 60 MPa. The 
fracture toughness value chosen for our analysis is below the KI value for different 
pressure magnitudes. As much FEA data have been generated for our research, only 
the crack growth behavior for 60 Mpa pressure is shown in Fig. 5. 

The crack growth decreases with an increase in the material’s fracture tough-
ness. This is because the increased fracture toughness resulted in reduced stress 
concentration at the crack tip position and thus slowed down the crack propagation.

Fig. 5 Crack growth 
behavior for different 
fracture toughness values at 
60 Mpa pressure 
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5.2 ML Models 

The collinearity between the variables in our dataset was visualized using a heatmap. 
On both the x- and y-axes, each heatmap square depicts the relationship between the 
variables. Because the same two variables are grouped in those squares, the heatmap 
is symmetric about the diagonal. 

The Pearson correlation coefficients between each input characteristic and the 
crack growth were calculated and displayed in the heatmap of Fig. 6 to determine 
the most correlated feature and its influence on the crack growth behavior. The 
range of Pearson correlation coefficients is −1 to 1. The parameter’s value increases 
proportionately to how well it correlates with the crack growth, with 0 denoting no 
association. Cool colors (dark orange) denote lower absolute Pearson correlation 
values, while warm colors (light orange) denote more excellent definite Pearson 
correlations. 

The equation for Person correlation takes the form. 

rxy  = 
∑n 

i=1(xi − x)(yi − y) √
(xi − x)2 

√
(yi − y)2 

, (9) 

where (xi , yi ) are the sample points, (n) is the sample size, and (x, y) are the sample 
means, respectively. 

The algorithms are compared using the RMSE, MSE, and R2 values in Fig. 7. 
Table 2 provides the justifications and formulae for these parameters. The most 
successful algorithms are those with reduced MSE, RMSE, and MAE values. The 
R2 statistic ranges in value from 0 to 1. The accuracy of the algorithm’s predictions

Fig. 6 Correlation between the variables 
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Fig. 7 Comparative study of R2, MSE, RMSE, and MAE with the overall model performance 

is improved when the R2 is close to 1. The best algorithm can be chosen using just 
one of these metrics. 

The three most effective algorithms when analyzing FEA outcomes in terms of 
MSE are KNN (0.000040), QPR (0.000047), and RF (0.000060). The three most 
effective methods when comparing the FEA results according to RMSE are KNN 
(0.0063), QPR (0.0069), and RF (0.0077). The top three algorithms for MAE are DT 
(0.0032), KNN (0.0040), and RF (0.0055), respectively. Examining the FEA findings 
for R2, the three most effective algorithms are KNN (0.9464), QPR (0.9368), and RF 
(0.9204), respectively. After comparing the algorithms, it can be shown that KNN 
outperforms the others in regression performance, while LR performed the worst 
across the board. 

Figure 8 shows the graphical representation of test values of crack growth with 
the predicted values for LR, QPR, DT, RF, and KNN regression models. It is evident 
from the graphical study that KNN shows the best fit (94.64% accuracy) among all 
proposed ML models.

Table 5 presents the comparative study of randomly selected (indicated by index 
number) test values with the predicted values for LR, QPR, DT, RF, and KNN. The 
current study’s accuracy percentage of KNN is a maximum of (94.64%).
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Fig. 8 Comparison of crack growth values obtained from FEA and ML algorithms, according to 
applied pressure and fracture toughness
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Table 5 Comparison of predicted values with test values with proposed algorithms 

Index no Test value Predicted value 

LR QPR DT RF KNN 

8 0.0791 0.0727 0.0817 0.1001 0.0865 0.0896 

51 0.0384 0.0474 0.0424 0.0384 0.0388 0.0384 

127 0.0188 0.0161 0.0292 0.0188 0.0268 0.0286 

24 0.0792 0.0161 0.0704 0.0791 0.0698 0.0688 

40 0.0792 0.0807 0.0860 0.0793 0.0790 0.0791 

100 0.0791 0.0948 0.0857 0.0790 0.0835 0.0896 

73 0.0584 0.0635 0.0631 0.0585 0.0624 0.0585 

48 0.0584 0.0565 0.0542 0.0583 0.0558 0.0584 

7 0.1001 0.0757 0.0875 0.1001 0.0907 0.0896 

71 0.0587 0.0696 0.0693 0.0585 0.0713 0.0688 

10 0.0791 0.0666 0.0702 0.0792 0.0638 0.0688 

98 0.1001 0.1009 0.0902 0.1002 0.0916 0.1002 

78 0.0384 0.0484 0.0478 0.0585 0.0472 0.0484 

92 0.1002 0.1190 0.1038 0.1004 0.1003 0.1003 

105 0.0791 0.0797 0.0746 0.0790 0.0770 0.0790 

2 0.0584 0.0626 0.0628 0.0792 0.0773 0.0688 

101 0.0793 0.0918 0.0835 0.0790 0.0801 0.0791 

85 0.0188 0.0272 0.0266 0.0384 0.0343 0.0286 

22 0.0791 0.0736 0.0801 0.0791 0.0743 0.0791 

89 0.0188 0.0151 0.0145 0.0188 0.0190 0.0188 

59 0.1003 0.1059 0.1067 0.1003 0.1002 0.1002 

95 0.1003 0.1099 0.0969 0.1002 0.1002 0.1003 

66 0.0790 0.0847 0.0848 0.0790 0.0792 0.0791 

91 0.0188 0.0090 0.0086 0.0188 0.0188 0.0188 

16 0.0384 0.0484 0.0358 0.0384 0.0420 0.0384 

30 0.0384 0.0494 0.0413 0.0384 0.0440 0.0384 

Accuracy (%) 86.47 93.68 91.60 92.04 94.64 

6 Conclusion 

The crack growth behavior of a pre-defined semi-elliptical crack embedded inside 
a cantilever bar was examined using FEA and ML algorithms for various pressure 
magnitudes. The following general conclusions were drawn from this study: 

• The proposed ML models are advantageous in applications where the experi-
mental setup is expensive and computational cost is high for fracture analysis of 
complex models.
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• From the accuracy (R2) point of view, the KNN (94.64%) model prediction model 
shows the best result among other proposed ML models. 

• The most effective prediction models in terms of MSE, RMSE, and MAE are 
KNN (0.000040), KNN (0.0063), and DT (0.0032) respectively. 

• This study also observed that PR models with degrees more than five show negative 
R2 values, which means that these models do not follow the data trend. So, such 
types of models cannot be considered for crack growth prediction. 
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sations and feedback. 
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Closed Blended Wing Body Concept 
Aircraft 

Aman Jain, Agniv Biswas, Soumik Saha, and Pooja Chaubdar 

Abstract Air travel has seen some rapid changes and development since the dawn 
of human flight in 1914. Scientists and researchers have since been in the lookout 
for new and better technology to help humans fly in a more efficient and comfortable 
way. Us, humans, have adopted the Traditional Aircraft Wing Body (TAW) as the 
basis of aircraft design. But it has its own cons, namely drag produced by the body, 
vortex generation at the wing tips and the fuselage generating little to no lift. Hence, 
we bring forth a concept design—Closed Blended Wing Body, with which we can 
minimize the vortex generation by incorporating fuselage made up of wing section, 
eliminating wing tips, giving the vertical connectors the ability to help with the 
directional stability, thus giving a higher L/D ratio and making a more efficient 
aircraft. This paper aims at testing the structural stability of the design concept. 

Keywords Lift-to-drag ratio · Efficiency · BWB · Stability · Structural analysis 

1 Introduction 

Air transport was the future in 1914 when the first passenger plane flew, and the 
future is now, when we are witnessing the rapid changes and evolutionary changes 
in the aviation field and it will remain the future with the rapid growth of the aviation 
industry and its demand. 

The evolution in the commercial aviation industry is greatly led by the efforts to 
minimize the drags in order to increase fuel efficiency. Drag is the unnecessary but 
unavoidable force in the direction parallel to freestream air. It is caused because of 
skin friction, pressure differences, shock formation, and downwash effect. Out of 
these, the shape of aircraft affects skin friction and pressure drag which is jointly 
called profile drag. Downwash effect is caused because of vortex formation at the 
wing tips, which gives rise to induced velocity resulting in induced drag and reduced
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lift. Wave drag because of shock is for supersonic flows, which are not common in 
commercial aircrafts, in fact only two commercial aircrafts have break sound barrier, 
Tupolev Tu-144 and The Concorde. 

Many efforts are done to reduce these drags. The conventional Tube and Wing 
(TAW) body aircraft uses its wings to generate lift and a large cylindrical tube called 
fuselage to accommodate cargo and crew. This design is great success and has been 
the base of all the research. Although the fuselage is designed aerodynamically, it 
contributes a little to no lift generation and large surface area gives rise to added skin 
friction drag. So, a lot of research has been continuing to incorporate fuselage on the 
wing section. This brings us to the Blended Wing Body (BWB) Aircraft. 

BWB wing uses aerofoil section for fuselage, therefore contributing in generating 
more Lift and reducing form drag. Thus, BWB helps in better fuel efficiency and 
high Lift-to-Drag Ratio. Despite such benefits, BWB lags in stability as tail section 
has been removed and a lot of research needs to be done in this department. With 
advancement of computers and fly-by-wire control systems, BWB has a promising 
future. Also, the point left untouched in the various researches is induced drag which 
forms the problem statement for our research and brings us to Closed Blended Wing 
Body Aircraft Concept. 

2 Closed Blended Wing Body Aircraft Concept 

As BWB increases efficiency by using airfoil section for fuselage, but still the wing 
tip vortices contribute to drag to a great extent and also stability is a major issue. 

Hence, we propose a closed Blended Wing Body Aircraft (see Fig. 1). A concept 
uses airfoil section for fuselage same as BWB and extends the structure to a closed 
loop wing to eliminate the wing tip vortices. Also, the vertical connectors that 
connects the lower wing or fuselage to upper wing can be used as vertical tails 
to achieve directional stability.

Figure 1 shows the different 2D views of the design. Although layout shows four 
engines, but the aircraft may contain different configurations of engine according to 
power requirements. 

2.1 Validation of Model 

To validate the model that we have designed, we performed an analysis similar to 
the one done by the authors of Reference [12]. The analysis settings of Reference 
[12] are  shown in Fig.  2.

As shown in Fig. 2a, force is applied at C.G. point by using a plank design over 
it. Force to be applied is determined by dividing the force by the area of plank. 

Figure 2b and c show the boundary conditions applied. Figure 2a shows  the  
symmetry condition. The only displacement considered is the displacement in
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Fig. 1 Two-dimensional layouts of the concept

Fig. 2 Boundary conditions from [12]

vertical direction and the displacements in the other two directions as zero. Figure 2c 
shows the roller support applied at wing. 

Similar conditions are applied to our model (see Fig. 3) with slight difference in 
force applied because of different mass conditions and the location of roller support 
is closer to the center of symmetry.

Then, the model is solved for two conditions, one is for force of 9573 N and other 
for double of the previous force as done by the author in reference paper [12] (see 
Fig. 4).

Then, the ratios of total displacements of the referred model and our model for 
both the cases were compared, and the results were approximately same. 

Also, the pattern of deformation achieved is similar to a great extent with the 
consideration of different roller support locations.
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Fig. 3 Boundary conditions applied to our model

Fig. 4 Comparison between the results obtained in reference [12] and our model

3 Component-Wise Analysis 

3.1 Meshing and Assumptions 

Figure 5 shows the mesh generated for the different components of the aircraft.
All the mesh generations were done with default settings of Ansys. Also, for 

applying the force and pressure conditions, Sea-Level Conditions were considered 
that is: 

Pressure = 101325 Pa, Temperature = 288.16 K, Density = 1.225 Kg/m2 .
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Fig. 5 Mesh generation

3.2 Main Fuselage 

For the design of whole aircraft, NACA 23,012 Aerofoil is used (see Fig. 6). With 
the largest section at center of fuselage and smallest at the end of fuselage and further 
extending the same for wing in loop of aircraft. 

From the total deformation plot, the results were satisfactory as the max. Defor-
mation obtained is in micron range even though ribs and other structural supports 
are not considered in design or while.

Fig. 6 Results of structural analysis on main fuselage 
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Fig. 7 Results of structural analysis on vertical connectors 

The safety factor plot shows that several parts are getting below the limits, but 
this part is easily manageable by providing supports like ribs and cylindrical vessels 
for more uniformity. 

3.3 Vertical Connector 

Figure 7a shows the misalignment of sections that arises in vertical connector because 
of the rotation of the asymmetric aerofoil in two different directions for curve. This 
misalignment results in slight deflection of connector from the vertical line of aircraft. 

Figure 7b, c, and d represent that the component is structurally stable as the 
respective values are well within the allowable limits. 

3.4 Curve Connectors 

In the design, four curve connectors are used (see Fig. 8a). Figure 8b shows the safety 
factor plot for the connector of fuselage to vertical connector. It shows that large part 
is getting out of the limiting value. This issue has to be resolved by replacing the 
material of curve connector from aluminum alloy to other material which may affect 
mass of aircraft but will improve structure.



Closed Blended Wing Body Concept Aircraft 157

Fig. 8 Results of structural analysis on curve connectors 

3.5 Upper Wing 

Similarly, for the upper wing, all the values prove the static stability of the component 
(see Fig. 9). 

Fig. 9 Result of structural analysis on upper wing
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4 Conclusion 

The purpose of the paper was to test the structural stability of the concept design and 
the results are greatly satisfactory. The minor lags can be fixed using ribs and other 
supporting elements in the structure. 

Although the design increases the surface area exposed to air but provides 
much larger space to incorporate systems and payloads, and gives other efficiency 
improvements like increased L/D ratio, reduced drag. 

Also, the static and dynamic stability is to be seen if they are feasible as the 
structure promises. 

Therefore, in detail CFD analysis to obtain Cl versus Cd plots, aerodynamic forces 
and efficiencies are the major work to be done. 
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Analysis of Acoustics Performance 
of Double-Layer Micro-perforated Panel 
Absorbers: A Finite Element Analysis 

D. K. Agarwalla and A. R. Mohanty 

Abstract Micro-perforated panel (MPP) combined with desired cavity depth is 
considered as a next-generation sound absorber and a better alternative due to the 
improved acoustic performance in low-to-medium frequency range and sustainable 
features in hostile environments compared to the traditional porous materials. A 
single-layer MPP absorber facilitates absorption in one to two octaves, which can 
be improved using multiple MPPs in the absorber structure. The acoustic impedance 
of the single-layer MPP absorber is estimated using Maa model and equivalent 
electro-acoustical circuit (EAC) analysis. The predicted absorption coefficients of the 
single-layer MPP absorber were validated through measurement in two microphone 
impedance tubes or numerical analysis in which the actual experimental conditions 
were simulated. In this study, the absorption characteristics of double-layer MPP 
absorbers are better predicted through the transfer matrix method (TMM), in which 
individual transfer matrices of constituting elements of the absorbers are considered. 
The predicted results are validated through a finite element analysis (FEA) which 
incorporates the determination of acoustic impedance through a pore and the effect 
of pore–pore interaction for MPP. The sound absorption characteristics of double-
layer MPP absorbers obtained from FEA show good agreement with the predicted 
results, thus making the proposed FEA reliable. Moreover, the variation in the sound 
pressure level of the double-layer MPP absorber along the propagation direction is 
illustrated, justifying the sound absorption phenomena. 

Keywords Double-layer micro-perforated panel absorber · Finite element 
analysis · Sound absorption · Transfer matrix method · Maa model
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1 Introduction 

Micro-perforated panel (MPP) combined with desired cavity depth is considered as a 
next-generation sound absorber and a better alternative due to the improved acoustic 
performance in low-to-medium frequency range and sustainable features in hostile 
environments compared to the traditional porous materials [1–3]. Maa determined 
the theoretical foundations and design assumptions of the potential MPP absorber 
[1, 4, 5]. The MPP absorber is a thin membrane or panel with a less perforation 
ratio (0.5–5%), an air-back cavity, and a hard rigid wall [6, 7]. The sound attenuation 
through the MPP absorber is attributed to two kinds of losses: the formation of 
Helmholtz resonator (HR) between the trapped air in the pore and back cavity and 
the frictional losses against the wall of the pores [8, 9]. MPP absorbers are improved 
over the years for structural modifications [9, 10], cavity optimizations [8, 11], and 
the addition of extra elements like mechanical impedance plate [12], mass block 
[13], HR [14], etc. and composite absorbers [15, 16] using the traditional electro-
acoustical circuit (EAC) analysis [1, 7, 9]. The multilayered absorbers’ acoustic 
impedance and absorption coefficient were accurately predicted using the transfer 
matrix method (TMM) [15–17]. The TMM is a preferable investigative tool for 
multilayered absorbers than the EAC [18]. Most of the theoretical models proposed 
for MPP absorbers and their modifications [7–10] are validated through impedance 
tube facility following ASTM E1050 standard. The use of the finite element method 
(FEM) for the analysis of the absorption properties of MPP absorbers was very limited 
[19, 20]. The FEM is suitable to validate the MPP models for multilayered absorbers 
combined with porous absorbers and in the case where the precise mounting of the 
absorber is very complicated. 

The current study focuses on TMM through which the double-layer MPP (DMPP) 
absorbers’ absorption characteristics are forecasted, in which individual transfer 
matrices of constituting elements of the absorbers are considered. The predicted 
results are validated through a finite element analysis (FEA) which incorporates 
the determination of acoustic impedance through a pore and the effect of pore– 
pore interaction for MPP. The sound absorption characteristics (SAC) of DMPP 
absorbers obtained from FEA are compared with the predicted results to check 
the reliability of FEA. Moreover, the variation in the sound pressure level of the 
DMPP absorbers along the propagation direction is illustrated, justifying the sound 
absorption phenomena. 

2 Theory of Double-Layer MPP (DMPP) Absorber 

The schematic diagram of sound traveling through a DMPP absorber is presented in 
Fig. 1. It consists of two layers of MPP (MPP1st and MPP2nd) with air cavities (D1 

and D2) separating them and the rigid wall. The panel thickness of both MPP layers 
is considered as 1 mm. The total cavity depth (D1 + D2) in the current analysis
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is considered as 30 mm. The sound propagates through MPP1st, D1, MPP2nd, D2, 

and rigid wall. Due to the presence of multiple propagation media, the TMM [17, 
18, 21] is employed to estimate the sound absorption of the DMPP absorber. The 
TMM is a better-investigating tool than EAC for multilayered absorbers [18]. In 
this case, four individual transfer matrices are required for two separate MPPs and 
two air-back cavities of depths D1 and D2 to evaluate the surface impedance of the 
DMPP absorber. The transfer matrices of MPP1st, MPP2nd, D1, and D2 are presented 
in matrix form (2 × 2) as, 

TMPP1st = 
[ 
1 ZMPP1st 

0 1  

] 
(1) 

TMPP2nd = 
[ 
1 ZMPP2nd 

0 1  

] 
(2) 

TD1 = 

[ 
cos(k0 D1) j Z  Air sin(k0 D1) 
j 

Z Air 
sin(k0 D1) cos(k0 D1) 

] 

(3) 

TD2 = 

[ 
cos(k0 D2) j Z  Air sin(k0 D2) 
j 

Z Air 
sin(k0 D2) cos(k0 D2) 

] 

(4) 

ZMPP1st and ZMPP2nd are the acoustic impedance of MPP1st and MPP2nd, which are 
the combination of acoustic resistance (r1st) and mass reactance (ωm1st) of MPPs  
and their respective cavities. The acoustic impedance (ZMPP1st) can be written as 
proposed by Maa [1],

Fig. 1 Schematic of sound propagation through double-layer MPP absorber illustrating the local 
and global effect 
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zMPP1st = r1st + j ωm1st 

r1st = 32ηt1st 
φ1stρ0cd2 

1st 

( /
1 + k

2 
1st 
32 + 

√
2k1std1st 
8t1st 

) 

m1st = t 
φ1st  c 

( 
1 + 1 √

9+k2 1st/2 
+ 0.85d1st t1st 

) 

k1st = d1st 2 

/
ωρ0 

η 

⎫⎪⎪⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎪⎪⎭ 

(5) 

The meaning of all symbols mentioned in the above equations is defined in Table 1. 
The acoustic impedance of second layer MPP (ZMPP2nd) may be similarly 

determined using Eq. (5). 
The effective transfer matrix of the DMPP absorber can be presented as the multi-

plication of individual transfer matrices of the intermediate mediums, such as MPP 
layers and air-back cavities, 

TDMPP = 
n|| 

i=1 

Ti = TMPP1st · TD1 · TMPP2nd · TD2 = 
[ 
T11 T12 
T21 T22 

] 
(6) 

Let pi and ui be incident sound pressure and particle velocity on the MPP1st layer’s 
surface. Therefore, po and uo represent the output sound pressure and particle velocity 
at the rigid wall’s surface. Therefore, the value of uo is zero. The input and output 
sound pressures and particle velocities can be written in the form of the following 
matrix relationship, 

[ 
pi 
ui 

] 
= 

[ 
T11 T12 
T21 T22 

][ 
p0 
0 

] 
(7) 

The surface impedance, sound absorption coefficient, and sound absorption 
average (SAA) of the DMPP absorber can be determined as, 

Z DM  P  P  = 
T11 
T21 

(8)

Table 1 Nomenclature 

Symbols Meaning 

ρ0 Density of air 

c Velocity of sound in air 

η Coefficient of viscosity of air 

φ1st, φ2nd Perforation ratios of MPP1st and MPP2nd, respectively 

ω Angular frequency of sound wave 

d1st, d2nd Pore diameters of MPP1st and MPP2nd, respectively 

k1st, k2nd Perforate constants of MPP1st and MPP2nd, respectively 
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αDMPP = 4Re(ZDMPP/ρ0c) 
[1 + Re(ZDMPP/ρ0c)]

2 + [Im(ZDMPP/ρ0c)]
2 (9) 

SAA = 

⎛ 

⎝ 1 
12

∑ 
fo 

α fo 

⎞ 

⎠ × 100 (10) 

where f o indicates frequencies of 1/3rd octave spectrum (12 numbers) within 200– 
2500 Hz, and the sound absorption average (SAA) can be effectively used to elaborate 
the SAC of the absorber in the low-to-medium frequency range [9, 22]. The SAA 
expressed in percentage is presented in Eq. 10. The absorption coefficients in the 
desired frequency range (50–4000 Hz) of DMPP absorbers are illustrated in Section 4 
subjected to the change in geometrical properties of MPP1st and MPP2nd layers. 

The sound absorption coefficient and SAAs of DMPP absorbers are predicted 
using Eqs. (1–10) and compared in Fig. 2a and b , respectively. The combination 
of each layer of MPP and its adjacent cavity forms a mass-spring-damper system 
which is nothing but a Helmholtz resonator (HR). Each HR produces a distinct 
resonant frequency leading to peak absorption. The resonant frequencies are coupled 
to facilitate broadband sound absorption, as shown in Fig. 2a. The DMPP absorber 
has an advantage over the single-layer MPP absorber with respect to two aspects. 
The first aspect is the coupled resonant frequencies of the individual layer with their 
respective cavity depths. The second aspect is attributed to the combination of local 
and global effects, as shown in Fig. 1. The local effect occurs due to the individual 
cavity depths adjacent to two layers of MPPs. The global effect is realized for the 
MPP1st, which is backed by two walls (MPP2nd and rigid wall). The SAAs of the 
three absorbers’ configurations also indicate that the DMPP absorber has an acoustic 
advantage over the individual MPP absorbers. Among the individual absorbers, the 
MPP1st provides an absorption peak corresponding to a lower frequency, backed by 
higher cavity depth.

3 FEA of DMPP Absorber 

As the DMPP absorbers consist of two single-layer MPPs backed by their adjacent 
cavities, it is crucial to estimate the acoustic impedance of a single layer of MPP. The 
single-layer MPP absorber consists of an MPP layer with an air-back cavity behind 
the rigid wall. The plane sound wave is allowed to propagate through the absorber to 
dissipate the sound energy; hence, sound attenuation is achieved. The related physics 
of the DMPP absorber is captured using the FEA tool, which estimates the changes in 
acoustic properties along the sound propagation direction. The most crucial element 
of the absorber is MPP, as the sound wave strikes this layer first and dissipates a 
significant amount of acoustic energy. Therefore, the governing equation used for 
the FEA of MPP is presented below.
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(a) (b) 

Fig. 2 Comparison of sound absorption characteristics of different absorber configurations and 
their SAAs a DMPP absorber (d1st = d2nd = 0.5 mm, φ1st = φ2nd = 3%, D1 = 15 mm, D2 = 
15 mm) and MPP absorbers (d = 0.5 mm, φ = 3%, D = 30 mm), (d = 0.5 mm, φ = 3%, D = 
15 mm) b Comparison of SAAs of DMPP and individual MPP absorber

The FE model of MPP considers a single pore along the x-axis direction, which 
is the direction of sound wave propagation, as shown in Fig. 3a. Sound propagation 
is assumed to be parallel to the x-axis through the entire pore area. The pore is of 
diameter d and length t (MPP thickness). The variation of sound pressure (p) and 
velocity (v) is expressed as, 

p(x) = pe− jkx  (11) 

v(x) = ve− jkx  (12) 

The transfer impedance associated with a panel is realized as the ratio of pressure 
change across the panel to velocity on its surface, and

Fig. 3 Schematic diagram of sound propagation through a single pore and its end correction effect 
a sound propagation through a single pore b representation of end correction effect 
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Zi = 
△p 

v 
= 

p+ − p− 

v 
(13) 

p+ and p- are sound pressure along the + ve and –ve x-axis. 
Using the above Eqs. (10–12), the simplified expression obtained as, 

Zi = −2 j zc sin(kt/2) (14) 

where zc and k are characteristic impedance and complex wavenumber [23– 
26], respectively, resonating the low-reduced frequency models for narrow region 
acoustics for circular ducts given as, 

zc = ρc
[{γ − (γ − 1)ψh}ψv 

]−1/2 
(15) 

k = 
ω 
c 

[ 
{γ − (γ − 1)ψh} 1 

ψv 

]−1/2 

(16) 

Ψ h and Ψ v are Fok functions due to the thermal and viscous effect inside the pore. 
The pore thickness is minimal (1 mm only), so the thermal effects are neglected. 
Moreover, ψv is a function of ζ [25], which is the ratio of pore diameter (d) and pore 
spacing (b), 

ψv(ξ ) = 1 + x1ξ + x2ξ 2 + x3ξ 3 + . . .  + x8ξ 8 (17) 

where x1, x2, x3, x4, x5, x6, x7, and x8 are arbitrary constants. 
The normalized transfer impedance through a pore is given by, 

zi = 
Zi 

ρc 
= − 2 j sin

(
kt  
2 

) 
/[{γ − (γ − 1)ψh}ψv 

] (18) 

zi = −  
jkt  

ψv 
= −  

j ωt 

cψv 

[ 
As kt << 1, sin 

( 
kt  

2 

) 
= 

kt  

2 

] 
(19) 

When the panel thickness is more, both viscous and thermal effects are included, as 
shown in Eq. 17. Equation 18 is simplified and valid for thin panels, which consider 
only viscous effects and discard the thermal effects. If the sound propagation is 
through the lattice of uniform pores throughout the panel (MPP), we need to consider 
the panel’s perforation ratio (φ). For uniform distribution of pores with pore spacing 
b, the perforation ratio is given by, 

φ = 
π d2 

4b2 
(20) 

Therefore, the transfer impedance expression of a pore in MPP is obtained as,
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zMPP = 
zi 
φ 

(21) 

The pore is equivalent to a piston (ABCD) of length t, as shown in Fig. 3b. But the 
actual mass (A1B1C1D1) of the concerned fluid subjected to the normal incidence of 
a sound wave is more than the mass trapped inside the pore. The actual mass of the 
fluid can be computed by incorporating end corrections δt on each side of the piston 
to obtain an equivalent piston. In the case of higher values of φ, the adjacent pores 
are positioned close to each other. Therefore, the actual mass of the fluid associated 
with each pore overlaps. Therefore, total effective mass reduces compared to the sum 
of the individual masses, and the end correction is reduced by a pore–pore interaction 
effect ( f ppi), which is a function of the perforation ratio and Fok function [25]. The 
transfer impedance associated with end correction can be obtained by including φ 
and f ppi and replacing t with 2δt (presence of the same medium on both sides of the 
pore) in Eq. 18. The relevance of Eq. 18 in computing the end correction is more due 
to the absence of thermal conduction outside the pore (ψh is ignored). The transfer 
impedance can be rewritten, including the end corrections, as, 

zec = −  
( 
j ω 
cφ 

)( 
2δt 

ψv 

) 
fppi (22) 

The end correction δt can be expressed as a combination of the resistive and 
reactive parts as, 

δt = δtr + δtm (23) 

The transfer impedance associated with the end correction can be written as a 
combination of the real and imaginary parts as, 

zec = −Re 

({ 
j ω 
cφ 

}{ 
2δtr 
ψv 

} 
fppi 

) 
− jIm 

({ 
j ω 
cφ 

}{ 
2δtm 
ψv 

} 
fppi 

) 
(24) 

Therefore, the final expression of the transfer impedance associated with a pore 
of a thin panel is obtained by combining Eqs. 18 and 23, 

zi = −Re 

({ 
j ω 
cφ 

}{ 
t + 2δtr 

ψv 

} 
fppi 

) 
− j Im 

({ 
j ω 
cφ 

}{ 
t + 2δtm 

ψv 

} 
fppi 

) 
(25) 

Equation 24 presents the expression of zi through the MPP pore with the end 
corrections and the presence of the same medium outside the pore, which forms the 
basis of FEA of transfer impedance through the MPP layer used in the commercial 
FE tool (Acoustics module, COMSOL Multi-physics). 

The representative diagram of the FE model of the DMPP absorber is depicted in 
Fig. 4a. It comprises two layers of homogeneous MPPs, such as MPP1st and MPP2nd, 
with a total lateral dimension limited to 30 mm, as mentioned in Sect. 2. The FE
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Fig. 4 Representative diagram of sound propagation through DMPP absorber and its meshed 
diagram a schematic of FE model of DMPP absorber and b its discretization diagram 

Table 2 Description of discretization properties of DMPP absorbers 

DMPP 
absorbers 

No. of 
triangular 
elements 

No. of 
quadrilateral 
elements 

No. of edge 
elements 

No. of vertex 
elements 

Minimum size 
of elements 
(mm) 

D1 = 15 mm, 
D2 = 15 mm 

5308 12 510 12 0.027 

D1 = 20 mm, 
D2 = 10 mm 

5267 12 508 12 0.027 

modeling of the DMPP absorber (d1st = 0.2 mm, d2nd = 0.3 mm, φ1st = φ2nd = 3%) 
is accomplished using Eq. 24 (for MPP layers), and characteristics impedance of the 
air cavities D1 and D2. Equal (D1 = D2 = 15 mm) and (D1 = 20 mm, D2 = 10 mm) 
unequal air-back cavities are considered for the current analysis. The discretization 
diagram of the DMPP absorber of equal cavity depths is depicted in Fig. 4b, and its 
geometrical details are presented in Table 2. 

The sound absorption coefficients obtained through FEA of DMPP absorbers with 
different configurations using COMSOL Multi-physics are presented and compared 
with their theoretical results (Maa model and transfer matrix method) in Sect. 4. 

4 Results and Discussions 

This section presents the sound absorption characteristics of DMPP absorbers with 
varying geometrical properties of first and second MPP layers (pore diameters and 
perforation ratios) and air-back cavities. Moreover, sound absorption coefficients of 
DMPP absorbers with selected configurations obtained from theoretical (Maa model 
and TMM) and FEM are compared. Pore diameters (d1st, d2nd) and perforation ratios 
(φ1st, φ2nd) of two layers of MPPs are increased and decreased to optimize the 
sound absorption characteristics. The air-back cavities (D1, D2) are also considered 
in increasing and decreasing manners to maximize the acoustic performance of the
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(a) (b) 

Fig. 5 Influence of d1st and d2nd on sound absorption of DMPP absorbers with equal D (D1 = D2 
= 15 mm) a DMPP absorber (φ1st = φ2nd = 3%) b DMPP absorber (d1st = d2nd = 0.4 mm) 

DMPP absorbers. Their SAAs are compared for better estimation and comparison 
of absorption properties. 

4.1 Effect of Unequal d1st, d2nd and Φ1st, Φ2nd 

The effect of unequal pore diameters (d1st, d2nd) and perforation ratios (φ1st, φ2nd) 
on sound absorption of DMPP absorbers is depicted in Fig. 5a and b, respectively. 
It has been observed from Fig. 5a that equal pore diameters (SAA = 47%, d1st = 
d2nd) and pore diameters in increasing order (SAA = 42%, d1st < d2nd) of two layers 
provide better absorption properties compared to the pore diameters in decreasing 
order (SAA = 39%, d1st > d2nd). The perforation ratios of two layers (φ1st, φ2nd) 
are maintained constant at 1% (SAA = 45%) and 3% (SAA = 40%). However, the 
φ1st and φ2nd of two MPP layers are considered in increasing (SAA = 41%) and 
decreasing order (SAA = 51%) to identify the better configuration of the DMPP 
absorber, as shown in Fig. 5b. 

4.2 Effect of Unequal Air-Back Cavities (D1st, D2nd) 

The influence of air-back cavities (D1 and D2) on sound absorption properties of 
DMPP absorbers is illustrated in Fig. 6. In this analysis, the values of D1 and D2 are 
considered in three ways such as (a) equal (D1 = 15 mm and D2 = 15), b increasing 
order (D1 = 10 mm, D2 = 20 mm, and D1 = 5 mm, D2 = 25 mm), and c decreasing 
order (D1 = 20 mm, D2 = 10 mm and D1 = 25 mm, D2 = 5 mm). Their effect 
on sound absorption is compared in Fig. 6a and b. The related SAAs for increasing 
values of cavities are (53, 51 and 49%) and 53, 53 and 52% for decreasing values of
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(a) (b) 

Fig. 6 Influence of air-back cavities (D1 and D2) on sound absorption of DMPP absorbers with 
equal d (d1st = d2nd = 0.2 mm) and φ (φ1st = φ2nd = 3%) a D1 increasing and D2 decreasing 
b D1 decreasing and D2 increasing 

cavities. Therefore, it can be seen that equal and decreasing cavity depths result in 
higher SAAs. 

4.3 Comparison of Theoretical and FE Results 

The SAC of DMPP absorbers with equal and reducing cavity depths obtained through 
theoretical (Maa model and TMM) and FE methods is compared in Figs. 7 and 8, 
respectively. DMPP absorbers shown in Figs. 7a, b and 8a, and b with different 
geometrical properties show excellent agreement between the theoretical and FE 
results in the frequency range of 50 Hz–2500 Hz. However, FEM results deviate 
marginally from theoretical results beyond 2500 Hz.

The SPL through the DMPP absorbers with different configurations is presented in 
Fig. 9. The SPL through the DMPP absorbers with equal cavities and unequal cavities 
is presented in Fig. 9a and b , respectively. Both absorbers show a decrease in SPL 
while propagating along it, but the equal cavities’ configuration has an advantage 
over the unequal cavities.

5 Conclusions 

The sound absorption characteristics of double-layer MPP absorbers are predicted 
through the Maa impedance model of the MPP layer and transfer matrix method. The 
predicted results are validated using the FEA of the DMPP absorbers, in which the 
transfer impedance through the MPP layer is determined considering the end correc-
tion of pores and the pore–pore interaction effect. The effect of DMPP is realized 
through the local and global effects provided by the cavities. The DMPP absorbers
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(a) (b) 

Fig. 7 Comparison of sound absorption of double-layer MPP absorbers with equal D (D1 = D2 
= 15 mm) obtained through theoretical (Maa model and TMM) and FE method a DMPP absorber 
(d1st = 0.2 mm, d2nd = 0.4 mm, φ1st = φ2nd = 3% b DMPP absorber (d1st = d2nd = 0.2 mm, 
φ1st = 3%, φ2nd = 1%) 

(a) (b) 

Fig. 8 Comparison of sound absorption of DMPP absorbers with unequal D (D1 = 20mm, D2 = 
10 mm) obtained through theoretical (Maa model and TMM) and FE method a DMPP absorber 
(d1st = d2nd = 0.2 mm, φ1st = φ2nd = 3%) b DMPP absorber (d1st = d2nd = 0.2 mm, φ1st = 3%, 
φ2nd = 1%)

Fig. 9 Variation of SPL along the DMPP absorber with equal and unequal D (D1 = 20 mm, D2 = 
10 mm) a DMPP absorber (d1st = d2nd = 0.2 mm, φ1st = 3%, φ2nd = 1%, D1 = D2 = 15 mm) 
b DMPP absorber (d1st = d2nd = 0.2 mm, φ1st = φ2nd = 3%, D1 = 20 mm, D2 = 10 mm)
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have better acoustic performance compared to the individual MPP absorbers. The 
sound absorption results of the DMPP absorber with different configurations obtained 
through FEA and theoretical methods show excellent agreement. Therefore, FEA 
can be used as an effective tool to analyze and validate the theoretical models of 
multi-layer and composite MPP absorbers. 
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Electric Vehicle Battery Pack Prediction 
of Capacity Degradation Based on Deep 
Learning Architecture and Internet 
of Things 

Maharshi Singh and K. Janardhan Reddy 

Abstract As electric cars (EVs) become more widespread, research into battery life 
is becoming highly significant. Electric car batteries are now constantly connected 
and transmit information on a massive scale. The huge amounts of data produced, 
quite apart from the widespread use of the internet by these battery packs, provide 
new challenges for researchers and regulators. A unique deep learning model with 
use of internet of things (IoT) is suggested in this paper to produce a universal and 
accurate Li-ion battery aging prediction. On the other hand, deep learning (DL) is 
an efficient strategy for handling IoT problems including data analysis, prediction, 
and categorization. However, it is challenging to get the best data for deep learning 
in IoT for real-time prediction. The accuracy and robustness of prediction will be 
determined by data collecting components such as sensors and cameras. In this article, 
deep learning model Long Short-Term Memory (LSTM) method is used to training 
and testing of the deep learning architecture. Root Mean Square Error (RMSE) value 
for the deep learning model is 0.69, which will accurately predict vehicle battery pack 
data. Numerous articles have been published on improving deep learning models for 
RUL estimate of battery packs; however, there is no research of capacity degradation 
of battery pack estimation using IoT and deep learning approaches in the literature. 
In this research, a strategy for estimating the RUL of an electric car battery pack is 
described using deep learning and IoT. 
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1 Introduction 

Throughout the modern era, there have been many shifts in the automobile industry, 
with every manufacturer making strides in vehicle production and moving increasing 
inclination for automated vehicle ecosystems [1]. With the scarcity of fossil fuels and 
the pressing need to address environmental and energy concerns, electric vehicles 
(EVs) represent a better means of mobility. Electric vehicles are competitive with 
gasoline and diesel in terms of economy, speed, and driving range. In addition, 
these EVs benefit greatly from having an additional energy supply option, especially 
when covering long distances [2]. Electric vehicles (EVs) are becoming more popular 
for several reasons. They include declining costs and increased attention to climate 
change and environmental concerns. As the battery is a crucial component of electric 
vehicles, the life left in the battery pack needs to be determined. Many resources have 
been spent to encourage and develop the move from conventional gasoline or diesel 
(ICE)-based cars to EVs due to the potential for substantial energy savings and 
seamless integration with renewable smart power grids [3]. The use of lithium-ion 
batteries and the accompanying battery management technology has become more 
widespread in the context of electric vehicles due to their numerous advantages over 
other types of batteries [4, 5]. Due to its special characteristics, a battery management 
system (BMS) is required to keep track the battery’s vital parameters and keep it in 
check when it is being charged and discharged [6]. The BMS’s primary function is 
to control and supervise battery operations including charge and discharge cycles, 
guarantee battery health, and lessen the likelihood of battery damage so that vehicles 
may run on their stored energy [2]. The BMS circuit was employed to keep an 
eye on the battery’s vitals throughout operation, such current, voltage, temperature, 
charging, and discharging. Measuring health of battery pack, it evaluates energy 
levels, state of charge and state of health [7]. 

A cell’s state of charge represents the current capacity as a percentage of the 
maximum possible capacity (SOC). Values of SOC might be anything from 0 to 
100%. Hundred percent SOC signifies a fully charged battery, whereas 0% means 
the battery is dead. As it is not allowed for the SOC to go beyond 50% in real-world 
scenarios, the cell is charged whenever the SOC drops below 50%. The maximum 
SOC of a cell also declines with aging. Based on these results, it is feasible to infer 
that a healthy cell’s 75%–80% SOC is similar to an elderly cell’s 100% SOC. An 
accurate estimation of the battery’s state of charge (SOC) is essential for effective 
battery management. It works well for characterizing the real energy level of the 
battery. The state of charge (SOC) must be evaluated not only to estimate the energy 
available from the battery but also to calculate the expected lifespan of the battery. 
Battery SOC may be determined in a number of ways, the vast majority of which 
depend on the battery’s electrochemical properties and the actual loading conditions. 
Integration of real-time loading conditions with battery electrochemical properties 
may provide an estimate of battery SOC. The SOC estimation approach should not 
be reliant on the battery’s starting condition to avoid battery relaxing time in real-
time loading circumstances. Accurate SOC estimate has long been a significant topic
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in BMS. Accurate assessments may be used to determine a battery’s reliability and 
provide useful information, such how much life is left in the pack [8]. SOC is a 
measure of the battery’s remaining capacity and may be used to estimate an EV’s 
potential range. This feature also safeguards the Li-ion battery from being over-
charged or drained [9]. The performance of a Li-ion battery may change depending 
on factors including how old it is, how hot or cold it is, and how often it is charged 
and discharged. This is because the battery’s electrochemical scheme is time-varying, 
very complex, and nonlinear. Because of this inability of physical sensors to provide 
instantaneous feedback, estimating the SOC of Li-ion batteries is a difficult task 
[10]. Li-ion battery SOC estimation has been an active area of study in recent years. 
Several engineering fields make use of optimization algorithms to better a system’s 
or process’s performance [10]. 

Compared to SOC estimate, battery SOH estimation and RUL prediction have less 
published works. Battery RUL forecasting is complicated by the ongoing disagree-
ment about the idea of SOH. Power, on the other hand, is a sign of how quickly 
electricity can be provided, while capacity indicates how much energy can be stored. 
Each one represents a different aspect of the battery’s overall condition. Both capacity 
and power fading were used by Pattipati et al. [11]. Despite the recent presentation of 
a novel health indicator by Liu et al. [12] based on visible characteristics rather than 
battery properties, further evidence of its usefulness is required. A battery is consid-
ered to be at its end of life (EOL) when its full-charge capacity (FCC) falls below a 
particular percentage of its rated capacity (typically 20–30%) [13, 14]. Determining 
the SOH’s k-step-ahead forecast and then translating capacity estimates into time-
to-end-of-life (EOL) [13] are required steps toward predicting the RUL using the 
SOH. 

Electric vehicle (EV) battery management systems (BMSs) are challenging to 
design (SOH) due to the frequency with which they communicate the battery’s state 
of charge (SOC) and health. Establishing its k-step-ahead projection and converting 
capacity estimates to time-to-EOL are required to predict the RUL from the SOH 
[14, 15]. Electric vehicles need a reliable method of estimating the battery’s charge 
and condition in real time due to the fact that overcharging and draining predictably 
degrade batteries. Specifically, our proposed model provides an optimizer for IoT-
based EVs’ battery management system that makes use of deep learning. 

2 Deep Learning 

The initial deep learning concept was proposed by Hinton et al. in 2006 [16], when 
they developed a deep neural network (DNN). Many fields have seen success using 
DL, including natural language processing [17], image retrieval [18], picture iden-
tification [19], search engines [20], and information retrieval [21]. The purpose of 
creating DL methods is to break free from the limitations of conventional method-
ologies. Nonetheless, DL systems benefit greatly from their deep architecture and 
supervised or unsupervised learning methodologies [22, 23]. The capability of DL
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methods to uncover previously unseen patterns in data is one of its most potent 
strengths. The model may take into account features from all levels because of DL’s 
interconnection between the current and prior layers. 

For the input layer to function properly, some neurons must be kept around to 
represent inputs as vectors, create weight vectors, and send those weight vectors 
on as output. Neurons in the hidden layer take the output of the preceding layer as 
input, processing it through filtering and a feature map, for example. Transfer of the 
generated data to the last layer is crucial. The output layer gathers the information 
from the final hidden layer and uses it to make predictions, perform classifications, 
and calculate a loss function based on successful and unsuccessful predictions using 
optimization techniques. 

2.1 Convolutional Neural Network 

Recognition, classification, detection, and prediction are all areas where convolu-
tional neural networks (CNNs) find use. When trained in parallel for a predictive 
modeling purpose, convolutional neural networks have the potential to automatically 
learn a huge number of abstract features [24]. 

2.2 Recurrent Neural Network (RNN) 

The phrase “deep learning” is sometimes used interchangeably with “machine 
learning;” however, a recurrent neural network (RNN) is a part of a neural network 
that is trained on data collected over time. Because of its architecture, RNNs are 
utilized for tasks such as natural language processing (NLP), speech recognition, 
and picture captioning, all of which need real-time processing. Consequently, the 
output of the final (output) layer is reliant on the input of the first (input) layer [24]. 

2.3 Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) is a deep learning paradigm for recurrent neural 
networks. Each neuron in an LSTM is equipped with a memory cell that can be used 
to link up with other neurons for the purposes of storing information and providing 
feedback during training.
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2.4 Autoencoders (AEs) 

With an autoencoder neural network, the target values match the inputs and the 
network learns features unsupervised via backpropagation. AEs create a recon-
structing side from a reduced encoding of a representation as near to the original 
input. 

2.5 Generative Adversarial Networks (GANs) 

The generative adversarial network (GAN) is a paradigm for deep learning presented 
by Goodfellow et al. [26]. New images are generated using GANs using the concept 
of minimax games and generative and discriminative networks. Discriminative 
networks’ principal function is to separate input data from generative network output. 
In several domains, including as NLP and image processing, GANs have shown to 
be quite effective. 

2.6 Restricted Boltzmann Machine 

A Restricted Boltzmann machines (RBMs) are a kind of deep learning model with 
two layers of generative stochastic computation. Like other Boltzmann machines, 
RBM relies on chance and full interconnection between neurons of different layers 
to achieve its results. Whereas other deep learning models used techniques like 
feedforward and backpropagation, RBMs depended on autoencoder characteristics. 

2.7 Deep Belief Network 

As a probabilistic and generative model with several layers of stochastic latent vari-
ables, deep belief networks (DBNs) are utilized in deep learning. Classification, 
recognition, and other difficult issues are only some of the many applications for 
deep belief networks [27]. 

As was previously established, the utility of any given deep learning model is 
context-dependent. For instance, because of its architecture, CNN is optimized for 
image problems but struggles when applied to NLP issues. The RNN and LSTM are 
the preferred models for time-series problems like NLP due of their Backpropagation 
Through Time (BPTT) and usage of memory cells. Yet AEs have specialized in 
signal–noise challenges thanks to their development of coding and decoding. In 
addition, GAN is widely used as a generative model in the entertainment industry. 
On top of that, RBM and DBN excel at recognition jobs and hard problems. A
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Fig. 1 Deep learning network architecture for battery pack 

generalized deep learning architecture is shown in Fig. 1. Inputs include voltage, 
current, and temperature, while the network itself consists of two discrete layers. 
These hidden layers are linked to the deep learning network’s subsequent output. 

3 IoT and Its Applications 

Adding sensors and other technologies to ordinary things enables them to become 
“smart,” allowing them to share information with one another and produce new 
kinds of data in the so-called “Internet of Things” [28]. The IoT paradigm, in its 
simplest form, refers to the use of a broad variety of communication architectures 
to interconnect a large number of previously unconnected items and systems [28]. 
Every high-tech device needs sensors to gather information and a communication 
protocol to send it. 

3.1 Sensors and Gateways 

The sensing layer is made up of several sensors (physical objects) that gather and 
interpret data in real time from a wide range of sources, including images, voltage, 
temperature, and current. Because of their low computational capacity, IoT sensors 
might be a hindrance despite their main goal of producing and disseminating data 
[16]. The exponential growth of IoT devices and the massive amounts of data they 
produce presents new obstacles, such as the question of how to practically analyze 
this data in real time. 

Due to the sensor’s limited storage capacity, this data must be transmitted after the 
data produced by the preceding layer. Nevertheless, these gadgets cannot reach their 
targets without being linked to them. As a network router, the IoT gateway facilitates 
communication between IoT gadgets and the cloud.
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3.2 IoT-Enabled Cloud Platforms 

Now that there are so many cheap and readily available sensors, the battery pack 
and other vehicle components may generate enormous volumes of data [18]. Vehicle 
actions need to be connected to the digital world before these data sources may be 
used. Meaning that acquiring, networking, and digitally storing RUL data is essential 
for analysis. Commercially accessible IoT solutions like GE’s Predix, ABB’s Ability, 
Siemens’s MindSphere, Schneider Electric’s EcoStruxure Platform, and Honeywell’s 
Forge may help data centers make better use of big data. 

Amazon Web Services (AWSs), Microsoft Azure, Google Cloud, Oracle, and 
IBM’s IoT platforms are just a few cloud service providers that provide function-
alities that may be put to use in a wide range of contexts. Distributed computing, 
big data analytics solutions, data and device management tools, and a plethora of 
other services are often bundled into a cloud system’s offering in addition to M2M 
communication capabilities. 

3.3 Internet of Things-Based End-To-End Big Data 
Analytics Platform for Battery Pack 

The proposed solution takes a data-centric approach to creating a reference architec-
ture that is safe, open, robust, and extensible. It aims to be a practical place where 
businesses of all sizes, from multinationals to start-ups, may experiment with and 
improve their processes, products, and services at little cost. There are five main 
layers to the structure: 

(1) Control and sensing layer. 
(2) Data collection layer. 
(3) Data integration layer. 
(4) Data layer for analytics and storage. 
(5) Data presentation layer. 

3.3.1 Control and Sensing Layer 

Sensors, actuators, tags, machines, controllers, and gadgets are all included under 
the umbrella word "things" in the internet of things. All of them have one thing 
in common: They provide rich information for tracking performance and assessing 
reliability. All current, voltage, and temperature readings, as well as all data from 
sensors and controllers, are part of this layer’s raw data. It is the starting point of the 
economic process.
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3.3.2 Data Collection Layer 

The machinery and controls that make up a modern manufacturing line are complex. 
For a versatile and adaptable setup, it may be necessary to use components from 
many brands, such as programmable logic controllers (PLCs) and energy monitoring 
sensors. Because of proprietary protocols, networking needs in these configurations 
are more difficult. The significance of implementing this layer resides in its capacity 
to optimize the quantity of data to be absorbed while also offering data encryption 
and safe endpoints for inter-layer communication. 

3.3.3 Data Integration Layer 

The internet of things expands current battery pack operating technology networks. 
The procedures used in a conventional operational technology environment are 
likely to vary from those employed in current working contexts. The communi-
cation protocol and message format of battery packs must be standardized in accor-
dance with the application programming interfaces and databases for the operational 
technology to converge. 

3.3.4 Data Layer for Analytics and Storage 

The data sent by battery packs is often urgent, semi-structured, and transferred in 
bulk while having very modest payloads. For this reason, the platform uses Influx 
DB, a free and open-source database designed specifically for time-series data. This 
allows for the efficient storage of all battery-related metrics and events. It allows 
for clustering, has adaptable data modeling, is horizontally scalable, and has a high 
availability. 

3.3.5 Data Presentation Layer 

This layer consists of a multi-platform, open-source data visualization web appli-
cation. The platform has dynamic and adaptable online user interfaces, a variety of 
visualization options, and a streamlined system for user identification and access 
control.
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4 Proposed Architecture of Deep Learning Prediction 
and IoT Applications 

Now, every vehicle has a lot of sensors on it to keep track of its condition at all times. 
The most expensive part of an electric car is the battery. So, the status of the battery 
pack needs to be checked all the time. With the help of deep learning, Amazon Web 
Services’ (AWSs) cloud platform, and the EcoStruxure platform, this research article 
creates an architecture for continuous monitoring of electric vehicle battery packs. 

The vehicle battery pack is outfitted with various sensors that will collect data in 
real time. This information is collected by the battery management system (BMS). 
BMS will use the data gathered to restore the battery pack to normal operation. The 
cloud server has access to the battery pack dataset provided by the battery pack 
manufacturer. This dataset will be used to send instructions to the BMS via the 
internet. The data collected by the BMS from various sensors attached to the vehicle 
is very large in this proposed architecture. So, the EcoStruxure platform is used to 
separate all information collected by BMS and take data related to voltage, current, 
and temperature. This data is sent to an AWS cloud server, where it is compared to 
data provided by the battery pack manufacturer. On that basis, it will forecast the 
battery pack’s real-time status. This real-time status is communicated to BMS, and 
BMS will alert the vehicle driver on the vehicle dashboard, as shown in Fig. 2. 

This prediction of battery pack capacity degradation is based on the dataset 
provided by the manufacturer. Only voltage, current, and temperature data are used 
for prediction in this proposed architecture because these are the only parameters that 
directly affect battery pack capacity. In this configuration, if the battery pack capacity 
falls below 95%, an instruction is sent by cloud server to the BMS to visit a service 
center for corrective maintenance. This data will be communicated to the vehicle’s 
driver. Similarly, if capacity is less than 95% but greater than 80%, the cloud server

Fig. 2 Electric vehicle battery pack internet of things and deep learning architecture 
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will send information to the driver to visit a nearby service station for preventive 
maintenance and will also recommend a nearby service station, as shown in Fig. 3. 
If the battery pack capacity falls below 80%, the cloud server will notify the driver 
and recommend a nearby battery pack recycling center. This continuous monitoring 
of battery pack data will help to avoid the condition of battery pack failure and will 
improve battery pack life span by suggesting timely preventive maintenance. 

Deep learning is used to validate the proposed setup. This deep learning method 
will work best with IOT to predict battery pack capacity depletion. This result of the 
generalized deep learning method will save space on cloud servers. This will aid in 
the prediction of capacity fade patterns in any vehicle battery pack.

Fig. 3 Proposed flowchart by internet of things real-time monitoring of electric vehicle battery 
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Fig. 4 LSTM deep learning model for battery pack capacity data prediction

The Long Short-Term Memory (LSTM) approach is used in the deep learning 
(DL) method. For deep learning approach ARB new energy battery pack data is used 
for training and testing of deep learning models. In the experiment, a battery pack 
with the specifications 28V, 30Ah is used. Temperature in the lab is kept constant at 
40 degrees Celsius. At 1C, the battery pack is operated thoroughly. This dataset is 
used in the development of a DL model. DL models are created using the MATLAB 
software. The deep network designer app in MATLAB is used to create an LSTM 
model. Four layers are used in the LSTM approach to predict battery pack capacity 
fade. Figure 4 depicts the feature input layer, LSTM layer, fully connected layer, and 
regression layer. Seventy percent of the dataset is used for training in deep learning, 
while the remaining thirty percent is used for model validation. Take the feature input 
size to be 1, the number of hidden layers to be 50, the validation frequency to be 50, 
and the number of epochs to be 250 in the deep learning model. After validating the 
model, the RMSE value is 0.69972, and the loss is less than 1%, as shown in Fig. 5a, 
b. This demonstrates that the LSTM deep learning model accurately predicts battery 
pack behavior and, as a result, provides alerts to the driver. 

This deep learning LSTM method could be used for any vehicle battery pack. That 
result will be saved on cloud server, so when input from any vehicle could receive 
to the cloud server, it can send retime alert to driver.



184 M. Singh and K. J. Reddy

Fig. 5 LSTM deep learning model results a plot between number of iterations and root mean square 
error of model,  b plot between loss and number of iterations during validation of model

5 Conclusion 

The issue would be that developing an IoT and deep learning-based architecture 
for predicting the capacity degradation pattern of the batteries in electric vehicles 
requires a large upfront expenditure. This will take the shape of modifications to the 
vehicle and the creation of data centers for monitoring and forecasting the state of 
the battery pack in real time. A more accurate forecast of the battery pack’s state 
will be advantageous to both the user and the manufacturer. The prediction of battery 
pack degradation is done by LSTM method which have RMSE value 0.69972 for 250 
epochs and learning rate is 0.001. This model can predict any vehicle running time 
battery pack data and provide real-time alerts to vehicle driver by use of Amazon 
Web Service. This will be useful for recycling the battery pack and doing preventative 
maintenance. As batteries are an expensive component of electric vehicles, some of 
the old battery material may be recycled and utilized for making new batteries. Also, 
it helps in lowering the price of a new battery pack.
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6 Future Work 

The author of this paper attempts to estimate the electric vehicle battery pack’s 
capacity degradation pattern. It will be beneficial in finding cost-effective methods 
to utilize (for other application) and recycle the battery pack. There is a lot of poten-
tial for future research because of the lack of data availability from battery pack 
manufacturers and the growing speed of internet. 
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A 3D Location Estimating Model 
for Harvesting the Fresh Chili Fruit 
Using Yolov5 

Quoc-Khanh Huynh, Van-Cuong Nguyen, Chi-Ngon Nguyen, 
Quang-Hieu Ngo, Huu-Cuong Nguyen, Phuong Lan Tran-Nguyen, 
Thanh-Thuong Huynh, and Hong-Phuc Vo-Nguyen 

Abstract Chilies and their products have become popular in everyday life. However, 
in Vietnam today, their care and harvesting of them are done mainly by manual 
methods. As a part of the project to develop an automatic harvesting robot, this 
research focuses on detecting and locating chili fruits in three-dimensional space. 
First, the Yolov5 model is fine-tuned and trained to detect the fresh chili fruit object. 
Then, a stereo camera is used to capture an image and determine the disparity of 
the fruits in the left/right images using matching methods. The distance and 3D 
location are estimated by the triangle method via the disparity. In addition, an image 
calibration method is also implemented to obtain the camera’s focal length parameters 
as well as to reduce the camera’s fisheye effect, increasing estimation accuracy. The 
model can detect a chili at a size of 9.4 × 55 mm up to a distance of 600 mm and an
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image resolution of 480 × 480 pixels. In further studies, this position data will be 
transferred to the robotic arm to perform necessary operations such as harvesting and 
avoiding obstacles. The positioning accuracy as well as the ability to detect small 
fruits would be improved to enhance the working ability of the whole system. 

Keywords 3D location model · Chili fruit · Yolov5 

1 Introduction 

Chili is very popular in Vietnam, especially in the Mekong Delta with certain large 
social-economic values [1, 2]. However, both the care and the harvesting process 
were done mainly by manual method. Following the trend of developing high-tech 
agriculture, it is necessary to automate the care and harvesting stages. And this 
research focuses on building a model for detecting and locating chili fruits in space 
for further automatic harvesting operations. 

Yolov5 is a predefined object detection model which has been trained for 80 
popular objects [3, 4]. In this study, it is retrained to detect the fresh chili fruit in 
Chi-Thien varieties, common varieties in the Mekong Delta (Fig. 1a). When the 
object is detected by the Yolov5 model, then matching method is used to determine 
the disparity of chili in left and right images [5]. And, the depth and location of 
the fruit could be estimated [6]. To increase accuracy during matching, the input 
images are calibrated to reduce curvature due to the fisheye effect of the camera [7– 
9]. Experimental results have evaluated the ability to identify chili peppers as well 
as location accuracy. This will be an important basis for further development of the 
robotic arm to support farming in future studies. 

objects 

Fig. 1 Chili fruit a and training dataset b–d
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2 Methods 

2.1 The 3D Location Estimation Method 

The location estimating model of chili is proposed as shown in Fig. 2. The 3D camera 
takes left and right images for calibrating. Then, the calibrated left image is checked 
to find the chili fruit by the Yolov5 model. If the fruit is detected, then its positions 
in the left image (XL) are extracted; otherwise, the system will turn back to capture 
a new image. In case there is more than one fruit, the highest confidence objects will 
be processed. 

As in Fig. 2, the chili object in the left image is matched to determine its position 
in the right image (XR) [5]. The disparity d (pixel) in the X-direction is: 

d = |X R − XL |. (1) 

The distance Z (mm) from the chili to the left camera in Z-direction is [9]: 

Z = Zcoef × 
( 
B × f 
d 

) 
, (2) 

where B = 62 mm is the distance between two cameras of the 3D camera. 
f = 573 mm is the focal length of the camera. 
Zcoef is the conversion coefficient (pixel/mm). 
The X and Y locations are estimated by: 

X = 
Xcoe f × XL 

Z 
, 

Y = 
Ycoe f × YL 

Z 
, (3)

Fig. 2 Location estimation model of chili using Yolov5 
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where X and Y are the distances from the left camera to chili in millimeters. 
XL and YL are the distances from the left camera to chili in pixels. 
Xcoef and Ycoef are the conversion coefficients (mm2/pixel). 
After matching, the matched area of chili in the right image is extracted and 

checked by Yolov5. If this area is identified as chili with a certain confidence rate, 
the location data will be sent to the robot arm and the next cycle will be continued. 
Otherwise, the next loop will continue without sending the data to the actuator. 

2.2 Custom Training of Yolov5 to Detect Chili Fruit 

Training data acquisition 

The training image is collected by using a camcorder to record at 1,280 × 720-pixel 
resolution, and then images are extracted and selected to scan objects by makesense.ai 
(Fig. 1b). In addition, to diversify the training object, a single chili fruit is placed on 
different backgrounds to collect training images (Fig. 1c). 

Training process 

The total number of training images is 4,800 with approximately 17,000 chili objects. 
The training and evaluation images are respectively 3,787 and 1,013. To eliminate 
false negatives, there are 600 images which are background (Fig. 1d), of which 470 
images are for training and 130 images for evaluation. The initial number of training 
epochs is 300. The training process was performed on a Google Colab computer with 
a learning rate of 0.01. And the training is early stopping at 295 epochs after 6h45’. 

Training results are shown in Fig. 3. Precision P, mAP50, and mAP50-95 are 
respectively achieved at 0.904, 0.772, and 0.452. From epoch 200, the precision and 
other training parameters have no significant improvement, and early stopping occurs 
at epoch 295.

2.3 Detection Test 

To independently evaluate the ability to detect a chili object, a single fruit in size of
 9.4 × 55 mm was placed in front of the orange at a predetermined distance every 
100 mm in the range of 100–1,000 mm (Fig. 4a). The detection is run with the camera 
resolution of 480 × 480 pixel. And the confidence rate is recorded to evaluate the 
detection ability of our current model. At each distance, the recognition process is 
performed 100 times, and thus there is a total of 1,000 testing times.



A 3D Location Estimating Model for Harvesting the Fresh Chili Fruit … 191

0.0 

0.2 

0.4 

0.6 

0.8 

1.0 

0 50 100 150 200 250 300 

R
at

e 

Number of epochs 

P R mAP50 mAP50-95 

Fig. 3 Training results

Fig. 4 Detection test a and depth estimating test b 

2.4 Location Calibration for 3D Camera 

The disparity values on the image are in pixels, while the actual location is usually 
specified in millimeters or centimeters, so the conversion coefficients Xcoef, Y coef, 
and Zcoef need to be determined to calibrate the location values. The chili on a plant 
is placed in front of the camera at the exact location, and then the identification 
process is run with the initial value of Xcoef = Y coef = Zcoef = 1. The returned X, 
Y, and Z coordinates are recorded to calculate the coefficients Xcoef, Y coef, and Zcoef 

from Eqs. 2 and 3. 
To determine Zcoef, detection experiments with single fruit (Fig. 4a) were 

performed at certain predefined distances: 100, 200, 300, 400, 500, 600, 700, and 
800 mm. At each distance, the return value was recorded 40 times. From Eq. 2, the  
averaged value is: Zcoef = (Z × d)/(B × f ) = 0.9045 pixel/mm.
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Fig. 5 Confidence coefficient in detection test of a single chili 

For Xcoef and Y coef, based on the detection ability in Fig. 5, the calibration was 
executed only in the range of distance from 100 to 500 mm to obtain a confidence 
rate higher than 0.5. At each distance, the model is tested 40 times. From Eq. 3, the  
average result is calculated: Xcoef = Y coef = 205 mm2/pixel. 

The values of Xcoef, Y coef, and Zcoef will be used as constant factors during the 
location test in Section 3.2. 

3 Results and Discussions 

3.1 Detection Results of a Single Fruit 

The results of the detection test are presented in Fig. 5. At a distance in the range 
of 100–500 mm, the stable confidence rate is stable, fluctuating around 0.8. It then 
drops to 0.748 at a distance of 600 mm, and around 0.6 at 700–800 mm. In the range 
of 100–700 mm, there is almost no false positive recognition, while at a distance of 
800 mm, the false positive is approximately 18%. 

As shown in Fig. 5, chili fruit is completely unrecognizable at the distance farther 
than 900 mm. And the confidence rate falls to lower than 0.1. This is supposed to be 
caused by the low resolution of the input image of 480 × 480 pixels which leads to 
a very small object (chili fruit) area to detect. 

Another reason for being unrecognizable at a distance farer than 900 mm may 
be that the image is blurred due to the low light intensity. When the flashlight is 
used to lighten the object, the chili could be detected at a distance of 900–1000 mm. 
However, the confidence rate is relatively low, not exceeding 0.4, and the possibility 
of a false positive is high. 

Figure 6 depicts an identification experiment performed in an environment with 
a complex background. The fruits on the plants are detected quite a lot, but in some 
cases when they are obscured or not fully viewed, the confidence rate is quite low.
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Fig. 6 Detection test on chili plant (extracted from video) 

3.2 3D Location Test Results 

As described in Fig. 7, the pre-calibrated image (Fig. 7a) is calibrated to reduce 
image curvature and detect the chili with the highest confidence rate in the left image 
(Fig. 7b). The object in the left image (Fig. 7b) is matched for finding similar one in 
the right image (Fig. 7c). Then, the disparity d is calculated for estimating the (X, Y, 
Z) positions. The object in the right image (Fig. 7c) must be detected again. If the 
confidence rate is high enough (≥0.5), an appropriate signal would be sent to the 
actuator. 

In the previous detection experiment, chili was detected accurately at a confidence 
rate ≥ 0.5, so this value is chosen as the threshold to detect. As shown in Fig. 5, the  
testing distance should be ≤ 600 mm to accurately evaluate the location estimating 
ability. There are some cases where many fruits are detected with different coeffi-
cients, and only the one with the highest coefficient and ≥ 0.5 will be extracted to 
estimate the location. 

The results of the depth (Z) estimating are presented in Fig. 8a. The average Z 
distance error is less than 8 mm (at 400 and 600 mm). In percentage, it is always

Fig. 7 Image calibration and matching in 3D location estimation 
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Fig. 8 Average depth estimated and standard deviation 

less than 4.5%, while the mean standard deviation is within ± 7.7 mm and does not 
exceed the maximum ± 10.6 mm at the distance of 600 mm. 

The results in X and Y directions are presented in Fig. 8b. Accordingly, when the 
chili is placed at the position (X, Y ) = (100, 60) mm, the predicted result is X = 96.5 
± 3.4 mm and Y = 59.9 ± 3.5 mm. 

This study only evaluates the ability to locate chili fruits with a 3D camera. In 
further studies, this location data will be sent to the manipulator to perform the 
necessary operations to complete a proper job. 

Positioning is the first primary function, and other works such as selecting ripened 
fruits for harvesting or cutting diseased ones could be performed to complement the 
application of this study. 

4 Conclusions 

This study has built a model to estimate the position of the fresh chili fruit in space 
using Yolov5 and a 3D camera. The average accuracy is achieved at ± 7.7 mm in 
the range from 0 to 600 mm. This result will be the basis for continuing to build 
an automatic system to harvest or perform other care operations. In addition, this 
model also opens up the possibility of using simple, low-cost 3D cameras for future 
applications. 
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Performance Analysis of Orthopedic 
Screw Used for Fixation of Fracture 
of Bone 

Sushama Agarwalla and Deepak Kumar Agarwalla 

Abstract In orthopedic surgery, various implants, such as screws, plates, and nails, 
are used to fix fractured bones. Often the fracture pattern influences the use of such 
implants, which facilitates the union. The conventional screw used mainly depends 
on the significant structure of the thread design. However, screws are used indepen-
dently or with plates for the fixation of fractures of bones. Axial compressive load, 
bending load, and rotational load (Torsion) are experienced by the bone of the human 
body. Therefore, the orientation of screws in the bone is exposed to such limitations. 
Hence, it has been pertinent to analyze the efficacy of the direction of the screw being 
fixed in bone concerning immobilization of the fracture site for the union. In this 
study, the effect of axial compressive and rotational loading has been given prime 
importance since the bone has been minimally exposed to bending load. Further 
comparative analysis of maximum deformations and stresses for two different orien-
tations of screws subjected to other limitations and torques simultaneously have 
been performed. A cortical section of the femur bone of a middle-aged man has 
been modeled, and subsequent finite element method (FEM) analysis was conducted 
subjected to comprehensive axial and rotational loads. It has been observed that the 
maximum deformation (8.1252 mm) and maximum stress (3179.9 Mpa) have been 
more in the case of the screws placed at 45° to the long bone axis than the screws 
normal to the long bone axis. 
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1 Introduction 

Internal fixation of bone fractures is gaining momentum as people’s lifestyles evolve 
in the modern era. Surgical treatment technically ensures anatomical reduction with 
precise fixation and restores the bone to a pre-fracture state. Different methods, 
such as screws, screws with plates, and extramedullary and intramedullary nails, are 
employed for the internal fixation of fractured bones. Few of these implants contribute 
to load transmission, and few still bear load transmission during activities. Subse-
quently, the mechanical behavior of implants under load should also affect fracture 
fixation and union. Independently used for fracture fixation, the screw plays a vital 
role in bringing fragments together with correct anatomical reduction, and it also 
contributes to load bearing along with the right bone. Therefore, the performance of 
the screw about its position in the bone seems to be of utmost priority and requires 
biomechanical investigation. The bones in the body are primarily subjected to axial 
compression and torsional strain during everyday routines. During axial compres-
sion, bones with an arch configuration are observed to encounter a small amount 
of bending load. Thus, it suggests that once the screw is fixed to the bone, axial 
compression and torsional strain play a significant biomechanical role in the load 
that the screw can bear. As a result, the mechanical analysis of the screw’s structure 
for fixation in the bone has a significant impact on how effectively implants function 
in terms of fixing fractures and supporting the union. Nine different pedicle screws 
with various bone densities have been developed by Kim et al. [1], who also analyzed 
the various geometric parameters affecting the fixing strength and pullout strength of 
the screws. They have combined several thread profile varieties and afterward incor-
porated them into various grades of polyurethane foam. The material testing system 
has then been used to determine the spinal screws’ pullout strength. They decided 
that the pullout strength was a consequence of the screw’s geometry rather than bone 
density. By using the finite element approach, Hsu et al. [2] developed and assessed 
three-dimensional models of spinal pedicle screws and tibia locking screws. They 
used a Taguchi orthogonal array and random choice to select the learning and veri-
fication data. After establishing substitute objective functions using multiple linear 
regression or an artificial neural network, an evaluation was performed to ensure 
the model’s robustness. They have observed that, in contrast to the multiple linear 
regression method, the artificial neural network is more efficient for forecasting the 
objective functions of the spinal pedicle screws and the tibial locking screws. Further-
more, they have concluded that adopting surrogate objective functions significantly 
reduces the effort and time required for the design optimization process of ortho-
pedic screws. By comparing the stress and strain energy densities, Haase and Rouhi 
[3] conducted a parametric investigation using finite element analysis on the bone– 
screw models to assess the stress shielding of the stimuli (SED). They discovered that 
the stimulus transfer parameters caused stress and SED to be transferred between 
the bone and the screw. However, they found that the screw with an angle thread 
and a small diameter increased the transfer of both stimuli, and the reduction of the 
screw’s elastic modulus increased the transfer of stress. SED has decreased in both
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cases, indicating that the bone–screw model analysis needs a proper SED assess-
ment. Efstathopoulos et al. studied the performance of two trochanteric nails (the 
Gamma trochanteric nail and the ACE trochanteric nail). The two implants were 
randomly examined in over 100 patients whose average age was 78 [4]. Following 
the procedure, the patients were given twenty hours to move around and bear weight 
in a tolerable manner, and the authors reported that, regardless of whether they used 
an ACE or Gamma trochanteric nail, the fracture at the trochanteric location had 
been successfully repaired. To properly position a lag screw inside the femoral head 
after a proximal femoral fracture, Parmar et al. [5] examined the two techniques of 
tip apex distance and Parker’s ratio method. They have concluded that the lag screw 
used to treat proximal femoral fractures should be positioned centrally about the 
femoral head to reduce bone cutout and prevent the effects of eccentricity on the 
bone and fracture interface imposed by mobility. 

Parker has conducted studies to determine the efficacy of several implant types 
used to treat femoral neck fractures [6, 7]. In addition to the types of implants used, 
he has suggested that the location of the implant and the surgical methods may 
play an important role in fracture healing [6]. Different implants for femur head 
fixation have been tested in Torsion and flexion under conditions of dynamic strain 
by Swiontkowski et al. [8] According to their study, the optimized number of screws 
to fix a broken femoral neck is three, and bone density is a significant factor in how 
well a bone will be set. The various fixation methods have been thoroughly studied 
by Taljanovic et al. [9]. They have suggested that the primary purpose of internal and 
external fixators is to aid in healing bone fractures. For the stability of broken bones, 
doctors even use bone grafts. Numerous implants, including screws, pins, and side 
plates, have been examined by Parker and Stockton [6] for the internal fixation of 
intracapsular hip fractures. For this, they gathered and analyzed the data from more 
than 5,000 patients. He concluded by saying that it is impossible to draw definitive 
conclusions on the best implants for fixing internal fractures. Four different implant 
types, including cannulated screws, dynamic hip screws, dynamic condylar screws, 
and locking proximal femoral plates for vertical femoral neck fractures, have been 
examined by Aminian et al. [10]. They stated that the locking plate was revealed to 
be the strongest for various loading patterns, while the cannulated screw was proven 
to be the weakest. Five different internal bone fracture repair implants have been 
subjected to testing by Jarvis to determine how well they perform when put under 
cyclic strain. The relative movement of the femoral neck has been used to compare 
the effectiveness of each fixator. He has concluded that plates with sliding screws 
can withstand the shear cycle strain more than pins, nails, and screws. Puers et al. 
[11] have presented a small system to detect hip prosthesis loosening using vibration 
approaches. The capacitive accelerometer was installed inside the prosthesis, and the 
vibration data was collected using a telemetric link. In order to forecast the status 
of the prosthesis, they have finally examined the data. Cicero et al.’s analysis of the 
causes of a hip implant failing nine months after surgery. They used scanning electron 
microscopy to pinpoint the failure mechanism at the point where the base material 
and fixing coating meet [12]. They concluded that fatigue was to blame for the failure 
and to support their claim, they used the fracture mechanics approach. To measure
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the mechanical characteristics of cadaveric bone, Taylor et al. performed a modal 
analysis on the bone and verified their findings using both experimental and finite 
element analyses [13]. In a study on a cancellous bone, Swider et al. used empirical 
modal analysis to assess the mechanical properties, namely Young’s modulus [14]. 
Before being applied in actual practice, they stated that the results from their study 
needed to be verified by additional means. 

The literature mentioned above makes it clear that researchers have made an 
effort to investigate the impact of various factors, including implant type, surgical 
technique, implant placement, bone characteristic, loading pattern, and vibration, on 
the success rate of implants used for stabilizing fractured bone. There have been 
limited attempts to evaluate the effectiveness of different implant orientations and 
numbers in aiding fracture repair in the human bone under various loading scenarios. 
The purpose of this study is to examine the efficiency of cortical screws implanted 
in two different contexts and at two different angles (perpendicular and inclined to 
the long axis of the femur bone) (with two and three cortical screws). 

2 Methodology 

2.1 Finite Element Analysis of Bone and Screw Assembly 

In recent years, numerous biomechanical issues and circumstances have been exam-
ined by developing computational models to understand better the fundamental 
phenomena, which subsequently helps biomedical engineers and healthcare experts 
conduct their studies and practice effectively. In these kinds of situations, finite 
element analysis, also known as FEA, has played a significant role in analyzing the 
computational model to obtain the various parameters to gain a better understanding 
of the model under a variety of loading and boundary conditions. These parameters 
include deformation, stress, frequencies of vibration, and so on. The current study 
used computational modeling software to create a model of the cortical portion of the 
femur bone of a man who is in the middle years of his life. The model assumed that 
the bone was cylindrical. The earlier research has provided us with the dimensions 
for the cortical section, which we have inherited. To replicate the fracture condition 
of the femur bone when it is in the cortical zone, the same model has been given an 
oblique crack that has been formed. Additionally, the orthopedic screws that will be 
used to fix the fractured bone model have been designed using the same modeling 
program with the standard dimensions that were accessible. 

Four distinct configurations of the bone and screws have been assembled, such as 
the bone with two and three screws positioned normally to the long bone axis and 
independently inclined at a 45° angle to the long bone axis. The combined models 
were then discretized and fed into the computer analysis program. As depicted in 
Table 1, the mechanical characteristics of bone and screw have been introduced in the
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Table 1 Mechanical 
properties of bone and screw Material E (Gpa) P (kg/m3) Υ 

Bone 20 1750 0.37 

Screw 200 7850 0.30 

computational analysis software, and boundary conditions have been implemented 
for the combined bone and screw model. 

After that, the models have been individually loaded with torques of 10 Nm, 
15 Nm, and 20 Nm, respectively, and axial compressive loads of 500, 600, and 
700 N. Additionally, they are subjected to combined loading patterns such as 500 N 
(axial compressive loads) and 10 N m (torque), 600 N (axial compressive loads) and 
15 N m (torque), and 700 N (axial compressive loads) and 20 N m (torque). Maximum 
deformations and maximum equivalent stress have been evaluated for each scenario 
using the static analysis module of the computational analysis software. 

3 Results and Discussion 

The findings of the analysis performed on the fractured bone model have been 
discussed. The broken femur bone was examined in the cortical zone, and the angle 
of inclination of the fracture was determined to be 45° concerning the axis of the 
long bone. This evidence was used in the analysis, as shown in Fig. 1b. A total of 
three screws were used in the first case to repair the fracture, and two screws were 
used in the second case. For both numbers of screws, the orientation of the fixing 
element was considered in two distinct situations, one of which was normal to the 
axis of the long bone, as shown in Fig. 1a, c, and the other with 45° concerning the 
long bone’s axis as depicted in Fig. 1b, d.

The deformations and stresses of the bone with three models (normal to the long 
bone axis, 45° to the long bone axis) subjected to an axial compressive force of 
700 N, a torque of 20 N m, and a combined load of 700 N axial load applied and 
20 N m of torque have been depicted in Figs. 2a and 3f. The fracture bone model 
along with the screws with different orientations was loaded with three other cases: 
500, 600, and 700 N compressive forces along the long bone axis, 10, 15, and 20 N m 
torques around the long bone axis, and combined loads of 500 N (compressive force) 
and 10 N m (torque), 600 N (compressive force) and 15 N m (torque), and 700 N 
(compressive force).

The corresponding deformations and stresses were calculated from the bone 
model’s computational analysis when it was subjected to compressive loads of magni-
tudes 500, 600, and 700 N acting along the long bone axis. These results have been 
presented in Tables 2 and 5. The deformations and stresses that were caused by the 
torques of 10, 15, and 20 N m about the long bone axis have been presented in 
Tables 3 and 6. The deformations and stresses that were caused by the combined 
loads of 500 N (compressive force) and 10 N m (torque), 600 N (compressive force)
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Fig. 1 a–d Four different scenarios of assembled models of bone and screws

and 15 N m (torque), and 700 N (compressive strength) and 20 N m (torque) simulta-
neously have been presented in Tables 4 and 7. The analysis of the findings presented 
in Table 2 reveals that, for the three screw scenarios, the maximum deformation and 
stress rise as the compressive load magnitude increases. This was observed.

In the case of the screws placed at 45° to the long bone axis, the maximum 
deformation on the bone model was found to be 0.55040 mm, and the maximum 
stress on the bone model was found to be 640.87 megapascals (MPa). This was in 
comparison with the screws that were placed parallel to the long bone axis. The 
comparison of maximum deformation and maximum stress found in the bone model 
is shown in Table 3, along with three screws, for applied torques ranging from 10 to 
20 Nm. The screws have been aligned at an angle of 45° in addition to normal to the 
long bone axis. 

It was discovered that the magnitude of the applied torques, in this case, 10, 15, 
and 20 Nm, led to an increase in the maximum deformation and stress. In the case 
of screws placed normally to the long bone axis, a greater amount of maximum 
deformation (4.3435 mm) and maximum stress (1172.90 MPa) was observed on 
the bone model than in the case of screws placed at a 45-degree angle to the long 
bone axis. Table 4 compares the maximum deformation and maximum stress for 
the bone model with three screws when they were subjected to combine loading of 
various magnitudes simultaneously. These loadings included 500 N (compressive
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Fig. 2 a Deformation due to 700 N (Compressive). b Stress due to 700 N (Compressive). c Defor-
mation due to 20 N m (Torque). d Stress due to 20 N m (Torque). d Stress due to 20 N m (Torque). 
e Deformation due to 700 N (Compressive) and 20 N m (Torque). f Stress due to 700 N Compressive) 
and 20 N m (Torque)

force) and 10 N m (torque), 600 N (compressive force) and 15 N m (torque), and 
700 N (compressive force) and 20 N m (torque), respectively. 

In the case where the screws were placed at an angle of 45° to the long bone axis, 
the maximum deformation was found to be 5.6363 mm, and the maximum stress 
was found to be 2173.50 megapascals (MPa). This was in contrast to the case where 
the screws were placed perpendicular to the long bone axis. 

In two different scenarios, with screws positioned at 45° to the long bone axis 
and with screws placed normally to the long bone axis, Table 5 shows the maximum 
deformation and maximum stress for a two-screw assembly with a bone model used 
for fracture fixation and subjected to compressive loads of magnitudes 500, 600, and 
700 N. In the case of screws mounted at a 45-degree angle to the long bone axis, the 
maximum deformation and maximum stress have been observed to increase with an 
increase in the magnitude of the applied compressive force, whereas they have been 
observed to remain constant in the case of screws mounted normal to the long bone
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Fig. 3 a Deformation due to 700 N (Compressive). b Stress due to 700 N (Compressive). c Defor-
mation due to 20 N m (Torque). d Stress due to 20 N m (Torque). e Deformation due to 700 N 
(Compressive) and 20 N m (Torque). f Stress due to 700 N (Compressive) and 20 N m (Torque)

Table 2 Comparison of maximum deformations and stresses for two different orientations of 
screws (three screws) subjected to different loads 

Load (N) Normal to long bone axis Inclined at 45° to long bone axis 

Maximum 
deformation (mm) 

Maximum stress 
(Mpa) 

Maximum 
deformation (mm) 

Maximum stress 
(Mpa) 

500 0.03876 157.27 0.39314 457.76 

600 0.04651 188.72 0.47177 549.32 

700 0.05426 220.17 0.55040 640.87

axis. Maximum deformation (0.79310 mm) and maximum stress (963.73 MPa) were 
found to be higher for screws installed at a 45-degree angle to the long bone axis 
than for screws fixed at a normal angle. 

In Table 6, the maximum deformation and maximum stress for applied torques 
ranging from 10 to 20 Nm for the bone model and two screws are compared. The
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Table 3 Comparison of maximum deformations and stresses for two different orientations of 
screws (three screws) subjected to different torques 

Torque (N m) Normal to long bone axis Inclined at 45° to long bone axis 

Maximum 
deformation (mm) 

Maximum stress 
(Mpa) 

Maximum 
deformation (mm) 

Maximum stress 
(Mpa) 

10 2.1717 586.44 0.01766 2.9103 

15 3.2576 879.66 0.02650 4.3654 

20 4.3435 1172.90 0.03533 5.8205 

Table 4 Comparison of maximum deformations and stresses for two different orientations of 
screws (three screws) subjected to different loads and torques simultaneously 

Load (N)/torque 
(N m) 

Normal to long bone axis Inclined at 45° to long bone axis 

Maximum 
deformation 
(mm) 

Maximum stress 
(Mpa) 

Maximum 
deformation 
(mm) 

Maximum stress 
(Mpa) 

500/10 2.1696 578.98 2.8323 1144.7 

600/15 3.2550 870.71 4.2333 1648.0 

700/20 4.3403 1162.4 5.6363 2173.5 

Table 5 Comparison of maximum deformations and stresses for two different orientations of 
screws (two screws) subjected to different loads 

Load (N) Normal to long bone axis Inclined at 45° to long bone axis 

Maximum 
deformation (mm) 

Maximum stress 
(Mpa) 

Maximum 
deformation (mm) 

Maximum stress 
(Mpa) 

500 0.4257 731.84 0.56649 688.38 

600 0.51084 878.21 0.67979 826.05 

700 0.59598 1024.6 0.79309 963.73 

Table 6 Comparison of maximum deformations and stresses for two different orientations of 
screws (two screws) subjected to different torques 

Torque (N m) Normal to long bone axis Inclined at 45° to long bone axis 

Maximum 
deformation (mm) 

Maximum stress 
(Mpa) 

Maximum 
deformation (mm) 

Maximum stress 
(Mpa) 

10 2.5902 1518.2 0.017774 2.9130 

15 3.8853 2277.3 0.026661 4.3695 

20 5.1804 3036.4 0.035548 5.8260

screws were positioned with the long bone axis at a 45-degree angle and normal to it, 
respectively. When applying torques of N, 15, and 20 N to screws positioned at 45° to 
the long bone axis and to screws oriented normally to the long bone axis, it was found
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Table 7 Comparison of maximum deformations and stresses for two different orientations of 
screws (two screws) subjected to different loads and torques simultaneously 

Load(N)/torque 
(N m) 

Normal to long bone axis Inclined at 45° to long bone axis 

Maximum 
deformation 
(mm) 

Maximum stress 
(Mpa) 

Maximum 
deformation 
(mm) 

Maximum stress 
(Mpa) 

500/10 2.6258 1648.6 4.0864 1680.3 

600/15 3.9201 2433.4 6.1040 2420.1 

700/20 5.2165 3218.3 8.1252 3179.9

that the maximum deformation and maximum stress both increased with increasing 
torque magnitude. Compared to screws positioned at a 45° angle to the long bone 
axis, the maximum deformation (5.1804 mm) and maximum stress (3036.4 MPa) 
were higher in the case of screws placed normally to the long bone axis. 

For the bone model with two screws subjected to combining loading patterns 
such as 500 N (compressive force) and 10 N m (torque), 600 N (compressive force) 
and 15 N m (torque), and 700 N (compressive force (Figs. 2a and 3a) and 20 N m 
(torque) (Fig. 2c–f) simultaneously, Table 7 compares the maximum deformation and 
maximum stress. It has been discovered that as the amount of applied compressive 
force and torques increases, so does the maximum deformation, as shown in Figs. 2c, e 
and 3c, e and maximum stress (Figs. 2b and 3b). The screws positioned at a 45-degree 
angle to the long bone axis experienced more significant maximum deformation 
(8.1252 mm) and maximum stress (3179.9) than the screws positioned at a normal 
angle to the long bone axis. 

4 Conclusion 

The response of screws that have been independently fixed in two different configu-
rations (normal to the long bone axis and 45° to the long bone axis of bone) to axial 
compressive loading and rotational loading has been found to be distinct from the 
response of screws that have been used in conjunction with a plate. The screws that 
are normal to the long bone axis of bone are able to withstand the largest amount of 
axial loading, but they are not as strong when subjected to rotational force. Screws 
oriented normally to the fracture line are capable of withstanding the maximum 
axial compressive force, but they are susceptible to failure under rotational loads. 
The screws that are put at an angle of 45° to both the long axis of the bone and the 
fracture line are able to withstand the maximum amount of load for both types. In 
order to give the fracture some kind of rigidity, a minimum of six points need to be 
fastened in any plane. If there are three screws aligned normally with the fracture 
line, the structure will have a greater maximum resistance to torsional deformation.
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Development of a Payload-Dropping 
Quadcopter Using Landing Gears 
with Electronic Servo 

E. M. Maheshwar, R. Ibrahim, and K. K. Nithiyanantham 

Abstract Over the last few years, unmanned aerial vehicles (UAVs) have been 
widely used for various purposes such as payload dropping, thermal imaging scan-
ning, and spraying of agricultural pesticides. This report focuses on the design of a 
multirotor UAV with the primary objective of picking up and releasing a payload. 
The vehicle is a quadcopter and uses electronic servo motors for the payload release 
mechanism, which is accomplished by the quadcopter’s landing gears using a four-bar 
mechanism. This paper highlights the various possible technologies used to mini-
mize human efforts in payload-dropping operations using quadcopters. The payload 
release mechanism demonstrates innovation in design. The discussed system involves 
designing and building a simple and cost-effective prototype. The promising results 
of this method pave the way for future research on using quadcopters for product 
delivery. 

Keywords UAV · Payload dropping · Quadcopter/Drone · Servo motors ·
Landing gear
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Nomenclature 

UAV Unmanned Ariel Vehicle 
FCS Flight Control System 
BLDC Brushless Direct Current 
RC Radio Control 
PWM Pulse-Width Modulation 
APM ArduPilot Mega 
KV Kilo-Volts 
ESC Electronic Speed Controller 
g Acceleration due to gravity (m/s2) 
RPM Revolutions per Minute (kv) 

1 Introduction 

The utilization of unmanned aerial vehicles, commonly known as UAVs, has gained 
widespread recognition in various sectors and has grown significantly in recent years, 
with a wide range of applications being explored. These vehicles, commonly known 
as drones, have the ability to operate autonomously and remotely, enabling them 
to fly in the air and perform various tasks as required. The benefits of UAVs are 
numerous, from cost savings to improved safety, and they are used across many 
fields such as agriculture, search and rescue, package delivery, racing competitions, 
military surveillance, photography, videography, and monitoring of wildlife among 
others. 

Payload picking and dropping drones have been gaining attention in recent years 
as a solution for various problems. These drones can be equipped with mechanical 
arms or grippers that allow them to grasp and release objects in mid-flight, making 
them useful for tasks such as delivery purposes, and even search and rescue. The use 
of payload picking and dropping drones has the potential to revolutionize the way 
goods are transported and tasks are performed, making them faster, more efficient, 
and more cost-effective (Fig. 1).

Fig. 1 Model of a payload 
picking and dropping 
quadcopter 
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1.1 Objectives 

The primary aim of this project is to create and construct a multirotor unmanned 
aerial vehicle (UAV) that possesses the capability to safely lift and release diverse 
payloads. This will be accomplished by implementing a novel payload drop mecha-
nism integrated with a reliable landing gear system. The system includes fixed and 
movable hinges, four-bar mechanisms, and servo motors to release various shapes of 
payloads. The design aims to create an innovative, self-sufficient, and cost-effective 
payload dropping quad drone that can use its landing gear for both take-off and 
landing, as well as picking up and dropping payloads. This project builds upon prior 
research [1–4] to achieve a robust and reliable system for aerial operations. 

2 Project Ideation 

The aim of this project is to create a cost-effective drone capable of picking up 
and dropping payloads. It can be utilized for delivering food or releasing fire-
extinguishing balls in difficult-to-access areas. With recent advancements in tech-
nology [5–8], such as aircraft technology, software, sensors, and communication, 
drones have become useful for a variety of applications, including search and rescue, 
environmental monitoring, surveillance, and delivery. This research aims to tackle 
the technical difficulties faced in developing drones for payload dropping purposes. 

3 Literature Survey 

Autonomous payload drop system using mini-unmanned aerial vehicles [9] is the  
payload-dropping drone where the payload is manually made to be placed in the 
handles made of wooden cuffs. It carries bottle- or tube-shaped payloads in the 
wooden cuffs connected with high torque servo motors with a thick iron strip. The 
payload is made to be dropped autonomously by calculating the release coordinates 
by programming the algorithm into the flight control system (FCS). The problem of 
these drones is that they cannot carry higher payload weights (Fig. 2). 

Fig. 2 Model of the payload 
drop system [9]
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Fig. 3 Model of the payload 
drop mechanism using 
fire-extinguishing balls [10] 

The use of a payload drop mechanism for fire-fighting services [10], as described 
in the literature, showcases the application of remote-controlled UAVs in carrying 
and releasing fire-extinguishing balls. This innovative system enables effective fire 
combat in areas that are difficult for human access. With the mechanism’s ability 
to transport and drop up to four balls using servo motor operation, it proves to be a 
valuable tool. However, it is important to address the limitation of the mechanism in 
terms of its compatibility with various ball diameters and non-round-shaped objects 
(Fig. 3). 

Multiple-object-dropping mechanism using RC plane [11] uses UAVs to drop  
circular-shaped objects using a servo mechanism where the payload is manually 
loaded into the drone. The drone’s servo-based mechanism enables the release of 
objects, such as those mounted under the wing or within the fuselage, by rotating 
the system. However, a limitation of the drop-type wing-mount mechanism is that it 
does not allow for a second object to be reloaded and dropped while the drone is still 
in flight. Furthermore, in cases where multiple objects are loaded onto a door-type 
mechanism for dropping, there is a lack of individual object control, resulting in 
simultaneous release of all objects when the drop is initiated (Fig. 4).

Hexacopter payload dropping UAV [12] combines a hexacopter and dropping 
mechanism. It is a typical type of dropping mechanism that consists of horizontal 
handles-like structures located at the landing gear area which is used to hold the 
payload of certain shapes and sizes. There is no servo mechanism used here. The 
drone is just used to carry the payloads (Fig. 5).

The development of an automated object retrieval system for UAVs [13] incor-
porates a four-bar mechanism that enables the gripper to navigate to the designated 
location for object retrieval. It is crucial to consider the weight of any additional 
components, as it affects both the payload capacity and flight duration of the UAV. 
Consequently, the arm mechanism needs to be lightweight while maintaining struc-
tural integrity, without compromising the UAV’s stabilization limits due to shifts in 
its centre of gravity. Moreover, the drone is equipped with balancing systems to coun-
teract external factors such as wind, ensuring stable flight conditions. The choice of
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Fig. 4 Shut and open-door 
positions as desired [11]

Fig. 5 Hexacopter payload 
dropping UAV [12]

servo motors was a crucial factor in meeting the peak torque demands of the drone’s 
mechanism. In addition, the design team had to perform a reachability analysis to 
ensure that the drone’s components could move as intended. Finally, cost was also 
a key consideration in the development of these drones. The main disadvantage of 
this type is that the payload should be placed in a certain position before picking up 
by the arms (Fig. 6). 

Fig. 6 Model of the payload dropping UAV using four-bar mechanism grippers [13]
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We overcome the disadvantage of payload constraint, which was in the first liter-
ature [9] (two wooden cuffs with 2 degrees of motion), by using the retractable 
landing gear of the quadcopter to pick up and drop payload of multiple shapes and 
sizes. Furthermore, unlike the second literature [10] (which works only with a specific 
diameter of balls) and the third literature [11] (round-shaped objects), the retractable 
landing gear idea is not constrained by the diameter of the ball, it can pick up and 
drop payloads of different shapes and sizes. We don’t need to face the difficulty of 
picking up only certain shaped objects that fit in the landing gear in our idea, like 
in the fourth literature [12]. The object/payload that needs to be picked up can be in 
any position while being picked up. Our ideas do not face the same difficulties as 
those in the fifth literature [13]. 

4 Design Calculation 

4.1 Estimation of Preliminary Weight of the Drone 

Design calculations for a quadcopter involve determining the various components and 
parameters needed for the drone to fly successfully. Firstly, the appropriate compo-
nents to build the UAV are chosen and the weight estimation of each component is 
done in such a way that they don’t weigh more (Fig. 7). 

0 200 400 600 

Quadcopter Q450 Frame 
Propeller 1045 

Battery 5200mah 3s 40C/80C (11.1V) 
BLDC motor 920KV 
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MG995 Servo Motor 
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NEO-M8N GPS Module 

Electronic Speed Controller (30A) 
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Power Distribution Board 
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Rotating Hinge 
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Fig. 7 Weight estimation chart of the quadcopter
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4.2 Parameter Calculations 

Parameter calculations help in ensuring that the drone is stable and has enough lift 
capacity to fly. The main calculations involved in designing a quadcopter are as 
follows: 

Total Weight Calculation The weight of the drone is determined by summing the 
weights of various components, such as the frame, motors, batteries, electronics, 
and payload. It plays a significant role in determining the drone’s lifting capability. 
According to the data provided in Table 1, the total weight of the drone, including 
the payload, is recorded as 2400 g. 

Thrust Calculation Thrust is the force produced by the motors to lift the drone off 
the ground. The thrust produced by a motor is determined by the power of the motor, 
the efficiency of the propeller, and the air density. The total thrust produced by all 
motors must be equal to or greater than the total weight of the drone for it to fly. The 
calculation of the required thrust for a single motor in a drone involves determining 
the total weight of the drone, the number of motors, and the specifications of the 
motors and propellers.

Table 1 Estimated weight of the drone components 

Components Quantity Weight (g) 

Quadcopter Q450 frame 1 320 

Propeller 1045 4 50 

Battery 3300mah 4s 3s 40C/80C (11.1 V) 1 350 

BLDC motor 920 kV 4 220 

Landing gear 4 250 

MG995 servo motor 4 220 

APM 2.8 flight controller 1 80 

NEO-M8N GPS module 1 30 

Electronic speed controller (30 A) 4 95 

Fly sky 10CH receiver 1 15 

Power distribution board PDB (BEC 5 and 12 V) 1 5 

X-shape fixed hinge 1 80 

Rotating hinge 4 70 

Retracting mechanism 8 100 

Connecting wires, bolts and straps Required 40 

Payload 1 500 

Total weight without payload 1900 = 1.9 kg 
Total weight with payload 2400 = 2.4 kg 
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Lift = 1 
2 
× Propeller Disc Area × (Propeller Velocity)2 × Propeller Efficiency 

(1) 

To determine the thrust required for a single motor, the calculation of the total 
thrust is required to lift the drone, which is equal to the total weight of the drone 
multiplied by the acceleration due to gravity (g). 

Thrust = Lift 
g 

(2) 

Then, by calculating the static thrust of the propeller using the propeller velocity 
and disc area, and the dynamic pressure of the air. Finally, by calculating the actual 
thrust produced by each motor by dividing the total thrust produced by all motors by 
the number of motors. So, from the above calculations the minimum thrust required 
by a single BLDC motor is 665050 gm. Totally for four motors, it is 2600 gm. 

Motor Selection The type and size of the motor used in the drone are crucial in 
determining the lift capacity of the drone. The motor specifications such as kV rating, 
maximum power, and maximum current are used to determine the thrust produced 
by the motor. The number of motors used in the drone and the total thrust produced 
by all motors must be sufficient to lift the drone off the ground. Here the total weight 
of the drone is 2.2 kg and four brushless DC motors with a kV rating of 920, a 
maximum current of 30 A, and a maximum power of 330 W are used (Fig. 8). 

A BLDC 2212 920 kV motor can produce a maximum thrust of 650 gm, and four 
motors are used in the quadcopter. To determine whether this is sufficient for your

Fig. 8 Ready-To-Sky 2212 
920 kV brushless DC motors 
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drone to fly, the calculation of the total thrust produced by all four motors is carried 
out. If the total thrust is equal to or greater than the total weight of the drone, then 
the quadcopter should be able to fly. 

In this case, the total thrust produced by all four motors would be 650 gm × 4 = 
2600 gm = 2.6 kg. Since the total weight of the drone is 2.4 kg, the calculated total 
thrust is sufficient for the drone to fly. 

Propeller Selection The size and pitch of the propeller used in the drone also play 
a role in determining the lift capacity of the drone. The propeller specifications such 
as diameter, pitch, and the number of blades are used to calculate the thrust produced 
by the motor. The propeller which is suitable for the selected BLDC motor has a 
pitch of 4.5 in., a diameter of 9.5 mm, and two blades. 

PropellerVelocity = RPM × Pitch 
60 s/ min 

(3) 

The propeller efficiency will depend on several factors, including the type of 
propeller, the size and shape of the blades, the speed and power of the motor, and 
the altitude and air temperature. In general, a propeller efficiency of 60–80% is 
considered good for a quadcopter. However, a high efficiency may result in a lower 
thrust output, while a low efficiency may result in a higher thrust output. The best 
propeller efficiency for a quadcopter will depend on the specific requirements and 
operating conditions of the quadcopter. 

Rotational Velocity = RPM × 2π 
60 

(4) 

The thrust output and the power input are calculated using rotational velocity (4), 
which is used to calculate the propeller efficiency. 

Thrust output = ρ × (Propeller Diameter)2 × (Rotational Velocity)2 
2π 

(5) 

Power Input = Thrust × Propeller Velocity (6) 

Propeller Efficiency = Thrust Output 
Power Input 

× 100 (7) 

Flight Controller Selection The APM 2.8 Flight Controller is a highly versatile 
and reliable device that offers a host of features to improve the stability and control 
of drones. Its advanced gyro sensors and algorithms provide precise and accurate 
flight control, even in challenging conditions. Moreover, its compatibility with a wide 
range of motors and ESCs enables it to work with various types of drones, making it a 
popular choice among drone enthusiasts and professionals alike. The flight controller 
also features improved power management and monitoring capabilities, ensuring that
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Fig. 9 APM 2.8 flight 
controller 

your drone is always powered and functioning optimally. With an intuitive and user-
friendly interface that can be customized through open-source software and firmware, 
the APM 2.8 Flight Controller is an excellent option for anyone looking to enhance 
their drone’s performance and capabilities (Fig. 9). 

Power Distribution Boards PDB Selection The Matek Mini Power Hub PDB is a 
power distribution board designed for use in multirotor aircraft. It features a built-
in BEC with 5 and 12 V outputs, which can power the flight controller, receiver, 
camera, and other auxiliary equipment. The PDB also includes solder pads for the 
ESCs, making it easy to connect the power and signal wires. The board is small and 
lightweight, making it an ideal choice for mini- and micro-quadcopters (Fig. 10). 

Additionally, the Matek Mini Power Hub PDB has built-in protection features 
such as over-current protection and short-circuit protection to ensure the safety of 
the components connected to it (Table 2).

Fig. 10 Matek mini power 
hub  PDB (BEC 5 and 12 V)  
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Table 2 Parameters 
calculated using the formulae Parameter Value 

Propeller length 10 in. 

Propeller pitch 4.5 in. 

Propeller shaft diameter 9.5 mm 

Propeller disc area 0.44 in.2 

Propeller velocity 4.66 m/s 

Rotational velocity 15.7 rad/s 

Thrust output 0.124 N 

Power input 0.578 W 

Propeller efficiency 21.51% 

BLDC motor mechanical power 35 W 

BLDC motor electrical power 330 W 

BLDC motor efficiency 10.6% 

BLDC motor RPM 920 kV 

BLDC motor maximum thrust 650 gm 

Maximum current (ESC) 30 amps 

5 CAD Model and Drawing 

Figure 11 shows the three-dimensional CAD model of the payload-dropping 
quadcopter designed using CATIA V5R20 software. 

Figures 12 and 13 show the CAD drawing of the innovative designed X-Type 
fixed hinge and rotating hinge and their respective dimensions.

Fig. 11 Retracted landing gear CAD model 
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Fig. 12 CAD drawing of rotating hinge

6 Methodology 

For picking up and dropping off the payload, small modifications are made around 
the landing gear area of the existing quadcopter. The four-bar mechanism concept 
is being introduced and applied in the landing gear using servo motors and hinges 
so that the landing gear will retract inward and holds the object that is to be picked 
up. The main component that is used to pick up and drop the payload is the landing 
gears (Fig. 14).

6.1 X-Type and Rotating Hinges 

X-Type and rotating hinges are 3D printed as shown in Fig. 15 and are used for 
the retraction purpose of the landing gears which holds and drops the payload as in 
Fig. 16.
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Fig. 13 CAD drawing of X-Type fixed hinge
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Fig. 14 Project approach

6.2 Four-Bar Mechanism Linkages 

The landing gears are retracted using servo motors connected by four-bar mecha-
nism linkages to the landing gears. To restrict the four-bar mechanism for unwanted 
rotations which could lead to the failure of the objective, portions of first bar (link)
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Fig. 15 Isometric view of X-Type hinge and rotating hinge 

Fig. 16 Isometric view of 
landing gear connected with 
hinges

Fig. 17 Portions of the first 
bar raised

are raised as shown in Fig. 17. This restricts the full free movement of the second 
and allows it to rotate in the angle between 0° and 131° as shown in Fig. 18. 

6.3 Advantages of Fully Retracted Landing Gears 
of Quadcopter After Take-Off 

Using fully retractable landing gears after take-off can provide several advantages 
for quadcopters. Firstly, retracting the landing gears can improve aerodynamics by 
reducing drag and air resistance, which leads to increased speed and efficiency. 
Secondly, retractable landing gears provide greater maneuverability and freedom for 
complex movements. Thirdly, retractable landing gears reduce the risk of damage
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Fig. 18 Rotation restrictions of the mechanisms

during flight or landing in tight spaces. Additionally, retractable landing gears are 
typically lighter than fixed ones, which can result in longer flight times for the 
quadcopter. Finally, retractable landing gears offer safer landings as there is no risk 
of them getting entangled with any obstacles during landing, reducing the chances of 
damage to the quadcopter and its surroundings. These benefits make fully retractable 
landing gears a valuable addition to quadcopter designs for improved performance 
and safety. 

7 Construction 

7.1 Connection Between Hinges and Quad Base Plate 
and Mechanisms 

The X-Type fixed hinge is a crucial component in the design of the drone. It is a 
3D-printed part that connects the drone’s frame, specifically the quad base plate, to 
the retractable hinges. These hinges are also 3D printed and are connected to the 
landing gears using connecting pins. To retract the landing gears inward, the design 
implements a four-bar linkage mechanism, which is operated by four Tower Pro 
MG 995 Servo Motors. These motors are attached to the corners of the fixed hinge 
and connected to the battery, flight controller board, and electronic speed controller. 
When the servos are rotated using the remote control, the four-bar linkage mechanism 
moves in a clockwise direction, causing the landing gear to retract inward and pick up 
a payload. This allows the drone to take off and drop the payload as desired (Fig. 20).
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7.2 Connections Between Servo Motors, PDB, and Receiver 

To connect the components, attach the battery’s positive and negative wires to the 
power distribution board’s battery input. Connect the PDB’s output to the flight 
controller’s input. Connect the signal wires of the four Tower Pro MG 995 Servo 
Motors to the corresponding PWM output channels of the PDB. Connect the receiver 
to the flight controller and configure the PWM output channels for the servo motors 
in the flight controller software. Power on the system and test the servo motors’ oper-
ation using the remote control. Verify the functionality of each motor individually. 
These steps will ensure proper setup and testing of the system. 

8 Result 

The proposed system of payload picking and dropping quadcopter is shown in Fig. 19. 
The drone is assembled in the correct manner, the fixed hinge is connected with the 
quadcopter base plate, and the hinges are fitted correctly. The servo motors are placed 
in the predicted location on the X-Type hinge, and the four-bar linkage mechanisms 
are connected with each servo motor and landing gears, respectively, as shown in 
Fig. 19. The servo and receiver connections are linked to the power distribution board 
successfully, and by operating using the channel key in the transmitter, the landing 
gears are made to retract inwards perfectly and are also successful in picking up and 
holding the payload as well as dropping off the payload (Figs. 21 and 22). 

Fig. 19 Quadcopter with fully retracted landing gears in air without payload
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Fig. 20 Quadcopter having 
retractable landing gears for 
payload picking and 
dropping 

Fig. 21 A distinct 
perspective of the quadcopter 
transporting a payload while 
utilizing its landing gears 
which are retracted inwards 

Fig. 22 A distinct 
perspective of the quadcopter 
as it drops the payload by 
retracting its landing gears 
outwards
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9 Conclusion 

In the current study, as mentioned previously, we introduced a quadcopter equipped 
with an innovative payload drop mechanism integrated with landing gear. This newly 
devised system enables the release of various payload shapes through servo motors 
connected to bar mechanisms and landing gear. It encompasses two primary compo-
nents, namely the fixed and movable hinges, which facilitate the efficient operation of 
the mechanism. The mechanism is tested and optimized. The developed retractable 
landing gear system offers a significant advantage for aerial operations, providing 
the ability to pick up and transport payloads while minimizing the risk of damage to 
the drone during take-off and landing. Several tests were conducted to ensure that 
the prototype designed could fly successfully. Overall, a single unmanned air vehicle 
was completed as part of this project. 
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Abstract In order to overcome the self-starting issues in vertical axis wind turbines 
(VAWT), it is proposed to introduce the deflector plates as a power augmenter. In 
this study, a computational analysis on a wind turbine rotor with three-bladed NACA 
25112 has been performed to understand the significance of power augmenters and 
their impact on the overall performance of the wind energy conversion system. The 
rotor motion of the proposed model has been simulated by introducing a sliding 
mesh technique with reference to the SST-turbulence model. The simulation has 
been performed at different flow velocities ranging from 4 to 7 m/s to understand the 
effects of power augmenters with respect to the enhancement in the initial torque. 
The observed results showed a significant improvement in the enhancement of initial 
torque, the aerodynamic behavior of the airfoils, and the power coefficient of the wind 
turbine. 
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1 Introduction 

Attainment of sustainable solution for energy and its storage has become a critical 
phenomenon from time to time. In recent years, the focus is more toward the sustain-
able energy in the form of clean and green which mutually helps society and the 
environment [1]. To fulfill such criteria, it is anticipated that the sources of green 
and clean energy with a lesser carbon footprint compared with the other renew-
able energy sources. The carbon footprint represents the emission of harmful carbon 
to the environment for attaining energy or activities from a reliable or renewable 
source. Such harmful carbon emission leads to various environmental impacts, which 
directly and indirectly affect each individual’s socioeconomic and health pattern and 
the neighboring population embracing such resources. To avoid aggregating such 
emission of carbon and to lead a healthy generation of young minds in the future, 
in recent years the focus is toward the sustainable clean and green energy. Among 
such resources for clean and green energy for a sustainable environment, the carbon 
footprint of the energy from the naturally available wind is approximate of 11 g of 
carbon dioxide/kilowatt hour, whereas the natural gas and coal emit 460 and 980 g, 
respectively, for producing the similar amount of energy with additional cost of health 
and environment [2]. 

A tremendous amount of research work on wind energy is carried out from time 
to time, from designing of turbine components, structure and an effective way to 
enhance the end life of the turbines and also focused on how the fiber composites of 
blades can be replaced/recycled in an effective way without affecting the environment 
[3, 4]. In this research work, it is proposed to design a vertical axis wind turbine for 
a rural environment and how effectively the performance enhancement and other 
issues can be rectified with the help of augmentation techniques has been examined. 

2 Materials and Methodology 

In this research work, a vertical axis wind turbine with NACA 25112 airfoil is 
proposed for a sustainable energy conversion system for a rural environment. The 
study focused on the enhancement of turbine performance and resolving issues by 
introducing deflector plates as augmentation techniques have been examined. The 
computational study has been performed with discretization on the spatial domain by 
considering two sub-domains for the energy conversion system [Stator and Rotor]. 
As illustrated in Fig. 1, the wind energy conversion system with a three-bladed rotor 
is considered for one of the sub-domains.

The power augmenter (deflector plates) has been included in the other sub-domain, 
i.e., stator. Further, the study has been supported with 0.6% of blockage ratio, 4.18 as a 
tip speed ratio, and 0.5% as the turbulent intensity. A well-posed boundary condition 
has been defined to obtain the solution in an efficient manner as follows, the inlet wind
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Fig. 1 Computational domain of the wind energy conversion system (VAWT) with power 
augmenter (deflector plates) [5]

velocity is analyzed at u = 7 m/s with an outlet gauge pressure at 0 atmosphere, the 
other surfaces of the stator domain have been uniformly fixed with a no-slip boundary 
conditions. An effective transfer of fluxes from subsequent zones and interfaces can 
be attained by adopting a sliding mesh technique. The study has been undergone 
with the pressure-based time-dependent solver by embracing the URANS. The first-
order upwind and first-order implicit schemes have been employed to understand the 
nature of kinetic energy with respect to the momentum and transient formulation, 
respectively. After the successful revolution of the rotor domain in the wind energy 
conversion system, the second-order upwind scheme has been empowered with a 
wall criterion Y + as 1. To ensure the independent nature of the mesh generated 
for computational study, the torque coefficient has been considered and monitored 
concerning the rotor domain. The convergence of the torque coefficient has been 
attained at 0.0652 with an error ratio of lesser than 1. The obtained précised result for 
the complicated aerodynamics flow phenomenon problems with negative gradients 
by employing a double equation viscosity model, i.e., shear stress transport (SST-
K ω) turbulence model, was chosen. The torque coefficient response with respect to 
different azimuthal angle has been shown in the (Fig. 2). AS well as the quality of 
the mesh has been evaluated through the mesh independency study test, shown in 
the Table 1.
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Fig. 2 Torque coefficient 
with respect to the periodic 
and transient solutions 

Table 1 Mesh independency study 

Mesh No of cells CT Simulation time (h) 

M1 1,786,374 0.06932 16 

M2 1,412,283 0.06774 14 

M3 1,102,841 0.06526 13 

3 Result and Discussion 

The computational study has been incorporated to understand the significance of 
employing deflector plates in the flow path of the upstream velocity as a power 
augmenter for a vertical axis wind energy conversion system. In which the proposed 
model is designed with a NACA 25112 for a three-bladed rotor domain, the study 
emphasizes understanding the flow phenomenon along with the changes in the 
intrinsic property for well-defined boundary value problems. The simulation was 
performed by introducing two deflector plates by placing them in the upstream 
velocity; the study focused on how the deflector plates and their orientation can 
enhance the overall power output, improving the initial torque and other significant 
properties of the system. 

Figure 3a represents the mass and momentum with respect to various time steps 
during the computational analysis; it reveals that the initial stage of the revolution of 
rotor domain with respect to the varying flow phenomenon; the pattern of the mass 
and momentum displacement at the initial time steps was observed to be higher; 
it signifies the initial enhancement in the torque generation of the energy conver-
sion system. So it satisfies the requirement of the higher torque at staring of the 
rotor domain. Further, the displacement of mass and momentum was identically
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Fig. 3 a Mass and momentum displacement with respect to the computational time steps. b Energy 
dissipation and turbulence behavior over the computational time steps 

distributed over the subsequent time steps without any significant peak formation, 
which may represent the disturbance in the flow phenomenon and the rotor motion. 
Subsequently, the energy dissipated to obtain the anticipated power output by moni-
toring the turbulence nature of the overall flow pattern in and over the rotor domain 
has been illustrated in Fig. 3b. 

Throughout the computational study on understanding the power augmentation in 
the wind energy conversion system, the momentous intrinsic properties such as torque 
and pressure coefficients, which will decide or impact the overall power output, were 
briefly analyzed. The coefficients of the pressure gradient with respect to the varying 
chord length for different operating conditions and orientations were illustrated in 
Fig. 4. Subsequent to the brief analysis with respect to obtained pressure gradient, 
the main objective of the study is focused on the obtained coefficients of torque with 
respect to various operating environment. Figure 5a illustrates the significant impact 
of deflector plates, and its orientation has been represented in a graphical form. In 
which the curve of the initial stage with its respective orientation shows an enhanced 
peak formation of the required torque. The effectiveness of the deflector plates and 
its function as a power augmenter has been indicated with respect to its orientation. 
Further, the individual blade performance with respect to the torque enhancement at 
different orientations has been illustrated in Fig. 5b, respectively.
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Fig. 4 Coefficient of pressure gradient with respect to chord position 

Fig. 5 Coefficient of torque with respect to blade orientation associated with the revolution of rotor 
domain 

4 Conclusion 

From the observation of the computational study, the implication was as follows: 

. The NACA 25112 is observed to significantly impact the aerodynamics behavior 
with respect to varying operating conditions. 

. The accumulation and distribution of pressure gradient on the turbine blade were 
more concentrated near the hub than the blade tip position on the outer surface 
facing the stator domain. 

. The orientation of the deflector plates at α = 30° and 45° shows a significant 
improvement in enhancing the torque generation and the overall power output.
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and V. Moneesh 

Abstract Tennis players frequently practice from one side of the court without an 
opponent on the other side to return by hitting many balls. During practice sessions, 
personally collecting the balls took more time. The aim of this project is to design and 
construct a tennis ball-collection robot that can automatically gather the balls from 
one half of the court, releasing the player to rest rather than physically collecting 
the balls. This work includes a detailed design, a background data, prototypes, and 
concept models. We developed a novel autonomous or semiautonomous mobile robot 
for the purpose of gathering tennis balls for our capstone project. Two independently 
operating wheels help the robot move, while a castor serves to stabilize it. Tennis 
balls are pushed into a basket on top of the robot by a rotating brush, which serves 
as the novel collection mechanism. The drum spins with the help of a motor at a 
speed that has been confirmed through trial. To ensure that the adopted concepts and 
conceptual designs are practical and solid, three subsequent functional prototypes 
have been conceived, constructed, and tested. Tennis players can also use Arduino 
programming to direct the robot to move and collect the balls if it is unable to 
locate, identify, and gather tennis balls on its own. All tennis balls on the court will 
be recognized and localized in future using global cameras and a centralized image-
processing system. Furthermore, it is believed that this system will handle navigation 
for mobile robots as well as path planning for the best possible outcome. 
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1 Introduction 

Tennis is a sport that is often played between two teams of two players each. The 
tennis ball is hit over the net by each player using a racquet, causing it to land on the 
court of the opposition. European monks invented the game in the beginning so that 
it could be played during religious events for amusement purposes. The ball was hit 
with a hand during the first phase. Before the racquet with adaptable handling and 
efficient hitting and serving was invented, the leather glove quickly became a thing 
[1]. Similarly, the tennis ball has undergone numerous changes, transitioning from 
a wooden ball to the synthetic fibre ball we use today. The tennis ball used today 
has an optic yellow colour and a diameter of about 6.7 cm. The width and colour 
of tennis courts haven’t changed much over the years. The most typical tennis court 
configuration used in major competitions nowadays measures 78 feet in length and 
36 feet in width. The purpose of this project is to generate information that will be 
helpful in determining the presence and location of tennis balls. The necessary data 
will then be exported and used as input by the tennis ball robot navigation system. 
All robots are made to replace humans in tasks, which is fundamental to both their 
design and function. There are a lot of repetitive jobs in life, and if robots are capable 
of doing them, that load may be lessened. Having said that, there are many situations 
in which robots are a perfect substitute for people. Tennis players train with multiple 
balls one after the other in order to hone their skills through repetition. The player 
and the instructor must pick up the balls again to resume the lesson when they are 
finished, costing them money and important time. These days, balls are picked up 
and delivered to the ball dispenser by humans utilizing machines with trolleys, but 
they are always operated by people. The requirement for dedicated and specialized 
vehicles is becoming a necessity in order to improve this work. 

The two main issues that come up when discussing mobile robots are motion 
control and path planning. Robot route planning, according to Strandberg [2], 
involves the detection of collision-free path from one place to another. There are 
a few things to take into account while designing a path for a mobile robot, including 
the environment in which the robot workspace is located, the path planning algorithm, 
and the different path planning methodologies. 

1.1 Robot Locomotion 

Mobile and stationary robots are the two categories into which robots may be sepa-
rated. Robots that can’t move or, to put it another way, have a fixed posture are 
called stationary robots. Mobile robots were characterized by Lima and Ribeiro [3] 
as a device that was very adaptable to its environment. Additionally, mobile robots 
require a system with the following functional properties: mobility, which denotes 
complete freedom of movement in relation to its environment; minimal human super-
vision; and perceptual capacity, which denotes the ability to sense and respond in any
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circumstance. To sum up, the mobile robot’s main strengths are its ability to move 
around its environment and to navigate on its own. These two traits are the exact 
antithesis of industrial robots, which depend on hard-coded codes to carry out their 
repetitive jobs and are fixed to their station. As the need for mobile robots grows 
in this day and age, many different varieties are designed and developed for usage 
in a variety of fields. Legged and wheeled robots, on the other hand, are the most 
prevalent and frequently created by scientists. 

Wheeled mobile robots (WMR) are mobile robots that move around their 
surroundings by employing powered wheels, typically equipped with motors. WMR 
are extensively and frequently used by researchers and engineers because they are 
simple to develop, simple to implement, and effective for robots that need speed. As 
their centre of gravity does not alter when they are moving or at rest, they also exhibit 
greater superior stability under static as well as dynamic motion in comparison with 
legged robots [4]. Although WMR may have a different number of wheels, three 
wheels are thought to be sufficient for static and dynamic balance. 

In order to select the greatest and most functional wheel for the robot, attention 
should be paid to its design and requirements. When all you need to do is steer and 
connect wheels to a motor, fixed wheels work fine. Robot balance is best achieved 
with spherical and orientable wheels. Although expensive and less effective, omni 
wheels are a great option for both steering and driving. When utilized for positioning 
control, wheels can slip, rendering the system unstable robot on wheels. This sort 
of WMR predominates. The easiest setup to design and construct is this one. The 
added cost of the fourth wheel and occasionally an additional motor to propel them 
is a disadvantage of this arrangement compared to the three-wheeled configuration, 
but their benefits outweigh these disadvantages. Three different configurations of 
this kind of robot exist: (1) two powered, two free spinning wheels, (2) two-by-two 
powered wheels for tank-like movement, and (3) two-by-two powered wheels with 
car-like steering. Figure 1 depicts the movement of two motorized wheels and two 
free-turning wheels. 

Fig. 1 Two powered, two 
free-turning configurations
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Fig. 2 Typical zigzag path 
with dark colour indicates 
covered path than the  
uncovered region 

1.2 Path Planning Techniques 

Finding a collision-free path from one point to another is what robot path planning 
is all about, claims Strandberg [2]. When a robot runs into barriers, deviates from 
the course, or travels too slowly to the desired location, the path planning is deemed 
insufficient. The environment of the robot workspace, the route planning algorithm, 
and different path planning methodologies are a few things that should be taken into 
account while designing a path for a mobile robot. The static and dynamic envi-
ronments can be described as the surroundings or environment of the workspace. 
Dynamic obstacles can move, such as a human moving around or another mobile 
robot using the same workspace, whereas static obstacles are any objects or obstruc-
tions in the workspace that are not moving. The robot proceeds in that direction if a 
yellow colour ball is there, otherwise it avoids that object, according to the path plan-
ning algorithm utilized in this system, which detects the presence of an object using 
an ultrasonic sensor and then sends a signal to the camera lens module. The robot 
will attempt to complete its objective while avoiding obstacles using sensors [5]. Cai 
[6] claims that the design of an intelligent robot’s path can be divided into two parts: 
complete coverage optimization path planning and point-to-point optimization path 
planning. Coverage path planning (CPP) based on Enric and Marc [7] is the process 
of figuring out a route that avoids barriers and covers every point in a region or other 
designated place. Robots that collect objects, clean with vacuums, mow lawns, and 
other similar devices all heavily rely on CPP (Fig. 2). The path planning methods 
for various robotic applications were clearly detailed in previous literatures [8–11]. 

2 Existing System 

There are few other existing systems are existing with various ball-picking mecha-
nisms and autonomous tennis ball-collecting robot. The section deals with the other 
similar existing systems related to automatic tennis ball collector.
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Fig. 3 Robot with multiple channel tennis ball 

2.1 Smart Phone Interfaced Intelligent Tennis 
Ball-Collecting Vehicle 

An autonomous vehicle that is fitted with a unique tennis ball collector that is sophis-
ticated enough to collect tennis balls. The robot’s innovative tennis ball collector has 
various channels and is made up of two parallel acrylic discs connected by four 
springs. Each disc has a hole drilled through the centre so that it may be attached 
to an axle. The two discs in Fig. 3 are composed of a material that is robust and 
have four springs attached in order to accommodate the tennis balls between them 
(Fig. 3). The ball is then forced between the two discs as the discs roll through the 
tennis balls, as seen in Fig. 3. 

2.2 Collecting Using Vacuum and Suction 

The collecting device, which operates in a similar manner to a sweeper, uses air 
to gather up the balls from the ground Fig. 4. This concept is a form of garbage 
collection technique. All balls currently on the ground will be collected using this 
method. However, for this method to be effective, very precise location, a strong 
power source, and the possibility of other things on the ground besides balls must be 
taken into consideration.
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Fig. 4 Vacuum collecting 
robot 

Fig. 5 Collecting using two 
cylinders with vertical 
actuator 

2.3 Two Cylinders with Vertical Actuators for Collecting 
Tennis Ball 

The basic working principle of this concept is illustrated in Fig. 5, where two 
revolving cylinders connected to two vertical motors are used to gather the balls 
and deposit them in a storage space. This technique has a low collecting speed, 
which does not meet our needs, but it has a high speed of collection and may be 
utilized with scattered balls. 

2.4 Collecting Using a Rough Conveyor 

The idea behind it is to employ a robot-attached oblique conveyor to move a rough 
conveyor that picks up balls and deposits them in a storage area Fig. 6. It appears to 
be a technique for gathering crops. Despite the high effectiveness of this method in 
collecting balls, it does not satisfy our needs due to its slow collecting pace.
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Fig. 6 Rough conveyor 
collector 

3 Proposed System 

Robotic service workers are a growing trend and a great asset to society. They partici-
pate in a few sporting events as well. Tennis players will have less work to accomplish 
because they won’t have to stop and pick up tennis balls. For a robot that collects 
tennis balls, there are two main jobs. Tennis ball identification is one of them; estab-
lishing a path is necessary when collecting balls. Machine learning algorithms are 
capable of carrying out these two tasks. The majority of traditional machine learning 
techniques, sensing the present of object using ultrasonic sensor then signal sent to 
camera lens module, if yellow colour ball is present, the robot moves on that direc-
tion or else it avoids that object. However, it requires human defined parameters and 
are therefore useless for these robotic jobs. Approaches based on deep learning that 
use nonlinear models have a lot of potential for solving these issues. The problem 
of the travelling salesman serves as the basis for our route planning (TSP), i.e. a 
man whose duty it is to travel around and promote goods or services, frequently 
within a designated area or territory. To find tennis balls, we also use the You Only 
Look Once (YOLO) method; i.e. it was a breakthrough in the object detection field 
as a first approach that treated object detection as a regression problem. These two 
models are implemented on the Arduino Uno board. When the proper training data 
set and training progression are utilized, these two models perform good on the tennis 
ball-collection robot. The majority of tennis players would prefer to take a rest after 
lengthy practice sessions than collect tennis balls. Instead of using energy to manu-
ally pick up the tennis balls, they would prefer an autonomous gadget to rapidly 
collect them so they may drink water, rest and chat with their training partner. 

3.1 Need of Automation 

Unfortunately, we cannot spend all of our time playing by collecting scattering of 
tennis balls after the practice. The tennis ball retriever is now a necessary piece 
of tennis equipment. They are not working for every person who play tennis. And 
sometimes, the player wants to practice whole the night, in that time the ball persons 
are not available. So, the main focus is to automate this process. Because of collecting
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the tennis ball, the advanced version of bots is used in many foreign nations. The 
goal of our proposed method is to collect the balls over the field automatically when 
the player gets relax as much as we desire (remotely). 

3.2 Advantages of Automatic Tennis Ball Collector 

The controlling operations of the automatic tennis ball collector bot is to be easy 
and simple. The bot has an automation system with its solution. So, we need only 
one bot for the ground to get entire balls in it. At the same time, this bot control and 
efficient usage of resources and it can be used in longer time and in efficient way. 

4 Methodology 

Designing and creating path planning strategies for a robot that retrieves tennis balls 
is the main goal of this project. During solitary practice, the robot will clean up 
every ball that has been left lying around the court. The robot will try to stay in 
one place and sweep all of the balls while avoiding any impediments. The design 
and implementation of the automatic tennis ball collector are the main topics of this 
section. To test the robot more directly in its physical capacity, the experiment was 
carried out on a real tennis court. A number of variables, including robot locomotion, 
geometry, wheel design, and others, affect how a robot moves. These elements are 
taken into account in the light of the literature review. The robot has a few sensors, 
including proximity and sonar sensors, which are used to detect impediments. Data 
was gathered from the studies while a few path planning techniques were incorporated 
into the robot. 

4.1 Tennis Ball Retriever Robot 

Figure 7 depicts the built robot in isometric view of the actual tennis ball retriever 
robot. The robot can endure being struck by a tennis ball since its body is composed 
of stainless steel. After the robot was constructed, its characteristics, including its 
turning radius, velocity, and overall weight, were established through calculations 
and trials. In this subtopic, the tennis ball retriever robot’s specifications will be 
displayed.
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Fig. 7 Actual tennis ball 
retriever robot in isometric 
view 

4.2 Mechanism of the System 

The workflow of the automatic tennis ball collector. Workflow contains six stages 
of process, the first stage is detection of balls using ultrasonic sensor and mapped 
signal is passed to the microcontroller, microcontroller commends the motor drive to 
rotate the motor front, the ball-collecting mechanism rotates continuously to collect 
the tennis balls and the mechanism repeats itself based on the Arduino code to the 
area to detect another ball. The entire process is done by microcontroller embedded 
program shown in Fig. 8. In this, we connect the DC motor into drive which gives 
equal coordinates with similar controllers and the drive is connected by Arduino 
Uno. In which the coordinates and camera are connected to that system. In which the 
other DC motor is connected from front side to the battery. The bot is moved, rotate 
and stop based on the comments. Then it will claim the tennis ball by ball-picking 
mechanism system connected with DC motor. The DC motor is worked on a principle 
based on relative speed mechanism. It generates velocity and torque depending on 
the voltage and current input. The front DC motor operates as a closed loop system, 
delivering torque and velocity in response to commands from a speed based on the 
DC drive operating the two DC motors. The loop is closed by a feedback device. RC 
controller, both with and without a microprocessor, and use it for a range of tasks. The 
Motor A and Motor B screw terminals should be connected with our robot’s motors. 
The L298N Motor Driver is a controller that conveniently regulates the direction and 
speed of up to two DC motors using an H-Bridge. The mechanism of the sytem for 
ball colleting was based on previous literatures [12–15].
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Fig. 8 Flowchart for working of automatic tennis ball collector 

4.3 CAD Modelling 

The design phase is the most crucial for any product. SolidWorks software was used to 
design this machine. The part drawings are initially created to the desired dimensions, 
and the parts are subsequently assembled. 3D model of tennis ball collector are shown 
in Fig. 9. SolidWorks’ simplicity of use as a work environment is the primary factor 
in choosing it over AutoCAD. The motors’ step-by-step actuation is shown in vivid 
detail. Every product has a design phase, which is its most important stage. Utilizing 
the software SolidWorks, this machine was created. SolidWorks were chosen over 
AutoCAD because of the issues with the latter’s working environment. AutoCAD is 
the simpler tool to use if a total beginner was to compare the two, and after gaining a 
basic understanding of 2D drafting, the user might advance to 3D modelling and more 
complicated designs that would contain several parts, assemblies, and animations.
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Fig. 9 3D model of tennis 
ball collector 

4.4 Electrical Section 

The microcontroller, relay, and rectifier circuits are the three main components of the 
electrical sector. All of the circuits—aside from the microcontroller circuit, which 
is constructed using a microcontroller development board—are built on dot boards. 
Relays on a relay board translate microcontroller signals into commands for actu-
ators. Figure 10 displays the actual electrical circuit in use. The Johnson motor, a 
torque-controlled motor, a motor driver, and a microcontroller make up the elec-
trical part. Jumper wires are used to construct every circuit. The signals from the 
microcontroller are converted by the motor driver to actuate the components. Micro-
controllers make up the electrical circuit. Planning, creating, testing, or supervising 
the development and installation of electrical equipment, such as lighting equipment, 
power systems, power distribution, receiver and transmitter-controlled systems, data 
communications infrastructure and electronic components falls under the category 
of electrical design. All the actuators are connected to the microcontroller’s digital 
and analogue ports. The electrical section is shown in Fig. 10.

5 Design Specification 

An automatic tennis ball collector is setup with 12 V output lithium phosphate (4X3 
cells in parallel connection) rechargeable battery for power supply to robot, reason 
for using lithium phosphate cells instead of battery is to reduce cost with same 
efficiency. The battery backup is upon minimum of two hours. The flat blade with 
plastic brushes attached top and bottom is used as a ball-picking mechanism in this 
project, the mechanism is rotating clockwise direction to pick tennis ball using a 
DC gear motor attached to the mechanism. Johnson gear motor with specification 
of 100 rpm, 12-V input is used in this project for motion. Path planning for robot to 
collect a tennis ball in a tennis court is done by programming a whole dimension of 
the tennis court in regarding to collect a tennis ball is programmed in UNO Adriano. 
By the above inputs, the automatic tennis ball collector is planned to make with 
more efficiency though many works are done under the same problem using high
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Fig. 10 Electrical section

specification cameras with object deduction (tennis ball), Raspberry Pi, costly ball-
picking mechanism, etc. This work is also useful for physically challenged people 
involving in practice sessions to collect balls. 

6 Conclusion 

The concept has been designed with the help of existing automatic tennis ball retriever 
in order to prevent ball boy and to effectively promote night practice. This will stop 
the player from practising as much. It will take 3 to 4 h for it to start working. 
Some learning techniques are used to analyse the sensor data as when the drive with 
motor will be automated. The devices here interact with one another through built-in 
remarks, automate with intelligence, and are easy for humans to operate. The main 
objective of this project is to improve the efficiency of the automated ball-gathering
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system. The above existing system has a low rate of collecting ball and lagging of 
ball in ball-picking mechanism while collecting a tennis ball to avoid it, this system 
consists of brushes to collect balls using Arduino Uno, which are affordable control 
devices; this system was built. The prototype for the intended robotic tennis ball 
collector was successfully made. A remote-control platform and two extra circuits 
are combined in the design. The first circuit takes in the analogue signal from the 
remote-control unit and uses a microcontroller and transistor to convert it to binary. 
The second circuit receives the binary signal that controls whether the ball cavity 
enclosure’s claws are open or closed. The prototype demonstrates how to move about 
with ease and avoid any hazards. 
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Multiphysics Modelling and Simulation 
of Hydrogel Membrane for Water 
Desalination 

Pavan Kumar Gurrala and Ingit Trivedi 

Abstract A new method to desalinate water by making use of swollen hydrogels 
under externally applied pressure-difference-driven diffusion is being proposed. The 
swelling process of hydrogel involves diffusion, polymer–solvent interaction, and 
mechanical deformation. The present research aims to investigate the use of FEA 
model to simulate hydrogel as a semi-permeable membrane. Diffusion of water 
molecules in hydrogel is modelled using Fick’s law, polymer–solvent interaction 
described by the Flory–Huggins mixing theory and mechanical deformation reported 
with the theory of rubber elasticity. The FEA model yielded a set of partial differential 
equations with ordinary differential equations for which COMSOL Multiphysics 
5.5 is selected as the simulation software. A parametric analysis is conducted to 
evaluate the overall significance of the model parameters on hydrogel’s behaviour. 
Reproduction of the hydrogel’s poroviscoelastic behaviour to the exterior incentives 
and the transport phenomena of species through hydrogel has been successfully 
demonstrated and validated for a new methodology of water desalination considering 
NaCl (salt) as a permeate. The salt rejection ratio has been estimated, and it is found 
to be 40% with an average salt volume fraction reducing from 0.5 M to 0.3 M. 
The suggested model may also be explored to design and optimize hydrogels for 
biological separations. 

Keywords Hydrogel · Poroviscoelastic model · Swelling · Solution–diffusion 
model · Reverse osmosis · Desalination 

1 Introduction 

In contemporary years, stimuli-sensitive hydrogels have pulled greater considera-
tion for their potential in an extensive array of different purposes, specifically in the 
biomedical and biotechnical areas. Hydrogels are a 3D network of long polymer
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molecules and cross-linked hydrophilic polymeric networks able to absorb cum 
desorb an enormous measure of water based on external inducements [1]. This is 
accomplished using polyelectrolyte gels, and the phrase “superabsorber” is acknowl-
edged [2]. Hydrogel has high hydrophilic, biocompatibility, and low fouling poten-
tial. Due to these characteristics, it can be utilized as a membrane in the labora-
tory, biological separations, drug delivery systems and applications, namely artifi-
cial skin and corneal prostheses [3]. This hydrogel is used for various applications 
in greater volume. This material is utilized in agricultural soil to increase water-
holding capacity [4] and in underwater cable insulations [2] to name a few. However, 
the wide-reaching market is individual cleanness commodities [5, 6]. The increasing 
utility of this material makes researchers cognize that mechanics is fundamental 
across all fields. As a result, many attempts are done to acquire a numerical model 
to characterize the swelling and shrinking behaviour of stimuli-sensitive hydrogels. 

Out of many variants of the proposed swelling theories, the most fundamental is the 
phenomenological theory regarding the modelling of the enlargement behaviour of 
gels, proposed by Flory and Huggins in 1943. Flory–Rehner model is additional work 
of Flory–Huggins. In this theory, elastic deformation due to absorption and desorption 
has been performed using water in gels [6]. The chemo-electro-mechanical behaviour 
model for the pH-responsive hydrogel consists of two nonlinear equations: Nernst– 
Planck, Poisson’s equation for electric potential followed mechanical field equation 
[7]. Kang Lu et al. proposed a complete mathematical model of protein gel swelling, 
and it was modelled using the Generalized Maxwell–Stefan (GMS) equation [8]. 
Johannes Höpfner et al. introduced an approach to desalinating water by charged 
hydrogels while applying external forces, Donnan Theory [9]. D. Caccavo et al. 
proposed the monophasic model to describe the poroviscoelastic performance of the 
hydrogel within the area of continuum mechanics [10]. From the studies, different 
mathematical models have been proposed to characterize the swelling and shrinking 
behaviour of stimuli-sensitive hydrogels. These are broad of two approaches: multi-
phasic and monophasic. In terms of the multiphasic model, the hydrogel exists in 
two phases, a polymeric network, the interstitial water, and the conceivable existence 
of other classes. The multiphasic model is defined in the framework of continuum 
mechanics. The multiphasic model is difficult to achieve as many PDEs are to be 
solved. Alternatively, in the later method, the gel is considered a mono phase where 
many species co-occur. In comparison, monophasic method is based on a thermody-
namical principle [10]. Due to this reason, the monophasic method is adopted. The 
solution–diffusion method is widely recognized method for moving across these 
hydrogel films. The estimates of this classic are in better arrangement than of the 
experimental data.
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2 Methodology 

After a broad literature survey, the methodology as described in Fig. 1 is arrived to 
achieve the objective of this research. As the objective of this research is to project 
hydrogel as a membrane for desalination and to characterize the nonlinear perfor-
mance of hydrogel, in a branch of nonlinear solid mechanics. Additional step is to 
transport the diluted species of known concentration through the swelled hydrogel. 
To achieve these goals, a constitutive equation is taken count which support the mass 
and linear moment balance equation. The polymer network is taken as viscoelastic 
and described using SLS model and time-dependent elastic stretch is calculated by 
affine network theory. The Flory–Huggins solution theory is appropriate for inter-
preting the interaction between polymer and solvent. The water flux and salt rejection 
are to be predicted by solution–diffusion model. The developed PDEs are reduced to 
a 2D-axisymmetric problem to get a shape of a RO membrane and then transformed 
into weak form and solved by using FEM software.

2.1 The Poroviscoelastic (PVE) Model 

Poroviscoelasticity is a specific property of a hydrogel. Hydrogel processes the 
viscoelastic properties poroelastically through absorbing/desorbing water. For which 
kind of properties should a body have to be considered as a continuum? The body is 
considered as a continuum by taking the whole-body uniform without leaving any 
cavities. Mathematically, the deformation of a continuous body can be described in 
Lagrangian approach and Eulerian approach. These kinematic fields however alone 
cannot predict the final configuration of the body under the action of the external 
loading. To predict the final configuration, it is required to generalize the law of 
mechanics (Balance Laws) parallelly for particles to the continuum bodies. So here 
mass balance and moment balance equations are taken into count in along with 
volumetric constrain equation. Here the dry gel is referred to be at an initial state. 

And the constitutive equations are to be formulated in such a way that there 
is a balance between mass and momentum equations. In this work, the dissipation 
inequality approach [11] also known as “free energy imbalance” has been considered 
while deriving the constitutive equations in the reference coordinates is expressed in 
Eq. 1. 

∂ AD 

∂t 
− P : Ḟ − μ1ċ1 + h1 · ∇μ1 ≤ 0 (1)  

Equation 1 states that, total change in the free energy (AD is Helmholtz free energy 

density) of system are affected by established influence exerted on (P : Ḟ) and by 
thrust transmitted into the system through the solvent transport (−μ1ċ1 + h1 · ∇μ1).
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Fig. 1 Method employed to investigate the hydrogel as a semi-permeable membrane application

As per free energy model [12, 13] the Helmholtz free energy density (AD) is  
defined as the linear addition of the free energy of elastic stretch of the polymer 
network and the free energy of mixing of dry configuration of the body, as expressed 
in Eq. 2. 

AD = Ael + Amix (2) 

The elastic components are as adopted from the Flory–Huggins theory of mixing. 
Elastic component is acquired from rubber elasticity theory, while mixing component
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is obtained Flory–Huggins theory of mixing. In the present work, viscoelasticity of a 
polymer network is described using a rheological standard linear solid (SLS) model. 
Therefore, we can rewrite (Eq. 2) for the total free energy density as: 
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Due to the absence of solvent molecules in dry state of polymer network, there is no 
polymer–solvent interaction happened. This leads Eq. 3 to mathematical singularity, 
(Ω1c1D = 0). To encounter such problem a need to add one reference state in between 
dry and deformed state. After taking reference state as an initial state, we can rewrite 
the (Eq. 3) as,  
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where J0 is the volumetric deformation 
(
J0 = det F0 

) 
of polymer network. Equa-

tion 4 describes the consistent deformation to the reference configuration from the 
dry state. To obtain constitutive equations, preliminary investigations have been 
performed in prior to using (Eq. 4) in the dissipation inequality (Eq. 1). As the 
volumetric constraint is imposed on deformation, it shows numerical uncertainty 
and causes locking phenomena. To overcome these uncertainties and find out the 
local maxima and minima of the function, Lagrange-multiplier method (two-field) is 
adopted. While solving in the FEA software the equations of the derived constitutive 

equation for stress (P), water chemical potential (μ1), kinetic laws for the dashpot 

deformation (F 
visc 

), and water flux (h1) are defined as a variable. 
In most of the cases, hydrogels are used as carriers to deliver or absorb or transfer 

through certain species as these respond to an external stimulus. Coupling of PVE 
model with a diffusion of species through the hydrogel is hence an important step 
towards the depiction of actual systems using hydrogels as a separation agent. In 
the following section, the upgradation of the proposed PVE model is coupled with a 
suitable transport model to recast hydrogel as a membrane.
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2.2 The Classical Solution–Diffusion (SD) Model 

In any filtration processes, it is desired to remove a solute molecule selectively, rela-
tive to a solvent molecule. This can be achieved using the difference between the 
pressure that is used to initiate the diffusion through a polymer membrane [14– 
19]. According to the SD model permeants diluted in the membrane and after-
wards dispersed across the membrane then drop the concentration. Permeants are 
detached due to differences in the respective solubilities in the membrane material 
and changes in the rates through that they detach across the membrane as shown 
in Fig. 2 [20]. It seems to be quite reasonable to say that salt can permeate only 
through polymer membrane in which polymer membrane is a solvent of the salt as 
well. Diffusive permeability of 5% NaCl aqueous solution through some hydrated 
polymer membranes was investigated [21] using a theory based on the free volume 
theory of diffusion. According to this theory, a molecule of solute distributes through 
the hydrogel by “jumping” into the voids existing in the network. Free volume is 
thus formed on statistical bases due to random thermal motions [22]. 

The SD model is very much applicable to reverse osmosis in polymer membrane 
through the principle of membrane diffusion through a dense layer. A classical SD 
model is shown in Eq. 5: 

Jw = 
DwmC '

1mV m 

RT δ 
(∆P −∆π ) 

= Aw(∆P −∆π ) (5) 

The diffusivity of water inside the membrane, Dwm (m2/s), and feed flow water 
concentration, C' 

1m (mol/m3), and so water permeability inside membrane (Aw) are  
supposed to be constant at a particular temperature. ∆P = P1 − P2 is hydrostatic

Fig. 2 Molecular transport 
through membranes in SD 
model 
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Fig. 3 Thermodynamic principle of reverse osmosis [22] 

pressure difference. P1 is the applied pressure on the feed side and P2 on permeate 
side (atm) and ∆π = π1−π2 is the difference of osmotic pressure of feed solution to 
that permeate solution. V m (m3/mol) represents the molar volume of solvent. Figure 3 
shows a representation of solvent and solute transport in the reverse osmosis process. 
C' 
1m and C

'' 
1m are the feed and permeate side solute intensities. 

For the diffusion of solute through the film/membrane the flux equation is 
mentioned in Eq. 6: 

Js = 
DsmKs 

δ 

(
C ' 
1m − C '' 

1m 

) 

= As 
(
C ' 
1m − C '' 

1m 

) 
where As = 

DsmKs 

δ 
(6) 

Js = solute flux 
(
kg solute/s m2

) 
Dsm = Diffusivity of solute in membrane

(
m2/s

) 
Ks = distribution coefficient 

As = solute permeabitity constant, (m/s). 
Equation 7 demonstrates the solute rejection (R) ratio. 

R = 
( 
1 − 

C ''
1m 

C '
1m 

) 
× 100% (7)
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The SD model is composed of the various physical properties Dwm, Dsm, and Ks 

of the membrane, and it should be determined experimentally for every membrane. 

3 Finite Element Formulation of the Problem 

Both the mathematical model which represents the hydrogel’s poroviscoelastic 
behaviour (Study: 1) and the transport of diluted species through hydrogel (Study: 
2) have been coupled together and implemented in 2D-axisymmetric geometry, 
COMSOL Multiphysics® 5.5 [23] then solved in Lagrangian frame. Coupling of 
both the models is carried out in software in such a way that one model’s solution 
is working as an initial condition for the second model. It has to be taken care of 
when formulating the problem in a 2D-axisymmetric requires cylindrical (R, θ, Z) 
coordinates, that eases to (R, Z) in axisymmetric assumption. Care needs to be taken 
while 2D-axisymmetric problems (to reduce computational work with a provision 
of having finer mesh sizes) where in the coordinate system has to be changed from 
Cartesian to Cylindrical coordinates. The axisymmetric nature thereby reduces the 
coordinates to (R, Z). 

3.1 Weak Formulation of the Study: 1 

For many of the different types of physics simulated with COMSOL Multiphysics by 
applying a weak formulation. It is used behind the scenes to build up the mathematical 
model as shown in Fig. 4.

3.2 Transport of Diluted Species for Study: 2 

In the software, “The Transport of Diluted Species” interface facilitates a defined 
background to investigate the evolution of chemical species transported by diffusion 
and convection with assumption that all species present are diluted; their concen-
tration is small as compared to a solvent fluid or solid. From Fig. 4, Ji (SI unit: 
mol/

(
m2 s

)
) is the mass flux (relative to mass averaged velocity). It is used as 

boundary condition and also while computing the flux. Transport of diluted species 
is because of the diffusion of the molecular species. The mass flux Ji is also coined 
as diffusive flux, as mentioned in Eq. 8: 

Ji = −D.∇Ci (8)
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Fig. 4 Weak form implementation in COMSOL

The solution–diffusion (SD) model is implemented in the framework of transport 
of diluted species and solved with time-dependent case, because SD model describes 
the transport mechanism in reverse osmosis closely. 

As per the SD model water flux (Jw) apply on the inlet boundary by using flux 
type “General inward flux” and salt flux (Js) at the outlet of boundary by using flux 
type “External Convection” as shown in Fig. 5. Probes have been set to observe the 
estimation of the scalar quantity from a time-dependent simulation so as to measure 
evolution in the concentration of diluted species. A simulation with two cases is 
attempted in the software. In the first case, the reference frame is a moving mesh 
frame while the other is a fixed frame. The poroviscoelastic behaviour of hydrogel 
is considered as a moving mesh frame since the mesh is expanding, while transport 
of diluted species is considered in the fixed frame. Since the rate of swelling of the 
hydrogel is extremely high, there is a limitation with adopting the computational 
model as the model is based on the small displacement estimation. To address this 
issue, an arbitrary Lagrangian and Eulerian (ALE) methods are used. In the current 
work, the ALE method is utilized to estimate the evaluated position of hydrogel and 
the concentration profiles for each iteration. ALE is also known as a moving mesh 
method. The displacement of two independent variables u and w is applicable by 
prescribed mesh displacement.

The domain has been meshed with quad element, finer mesh size at the domain, and 
boundary layer properties at boundary applied to provide better resolution of diffusion 
and concentration gradients. The entire domain is divided into 741 elements with 
27,555 degrees of freedom in total. Table 1 describes the domain element statistics.
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Fig. 5 Illustration of model boundary conditions in RO process

Table 1 Domain element 
statistics Description Value 

Maximum element size 1.85 mm 

Minimum element size 0.00625 mm 

Curvature factor 0.25 

Maximum element growth rate 1.25 

Predefined size Finer 

3.3 Coupling Between Study 1 and Study 2 

The coupling of two simulations is attempted in the software in such a way that 
one simulation’s solution is working as a prior condition for the second one. The 
complete FEA simulation consists of two studies (study: 1 and 2), the range of 
simulation time for study: 1 is 0–5 h and for study: 2 is 5–20 h, with the time step 
of 0.01 reading was taken. The results have been achieved in both the studies with 
backward differentiation formula (BDF) with free time stepping method which is 
preferable for solving the time-dependent problem. The nonlinear to linear system 
of equations conversion is carried out using Newtonian iterations and solved by the 
direct solver MUMPS.
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4 Results and Discussion 

The results of the parametric free swelling and the diffusion across hydrogel 
membrane test are discussed in the present section I. In study: 1 the dry polymeric 
network is surrounded by water, as time passes the water diffuses into the network, 
and it results in swelling of hydrogel. And in study: 2 the swelled hydrogel is subjected 
to flux of diluted species. The geometry is meshed with fine quad elements and with 
the boundary layers sizing to enhance the resolution of the mesh in the places where 
the possibility of the steepest slopes of the variables is higher. The simulated outcomes 
are ensured that there is a mesh independency by consequently refining the mesh. 

4.1 Free Swelling Simulation (Study: 1) 

The swelling of the dry network of the polymer is the simplest feasible simulation. 
Equation 9 lists down the boundary conditions that formulate such simulation. 

∀X ∈  2,  3 : 
{
μ1 = μext 

1 

ū = free 

} 

; ∀X ∈  4 : 
{

∇̄μ1 = 0 
uz = 0 

} 

∀X ∈  1 : 
{

∇̄μ1 = 0 
uR = 0 

} 

(9) 

Figure 6 is the model post meshing, where  2 and  3 are exposed to the pure 
water (μ1 = μext 

1 ). These boundaries are unrestricted to deform and also displace.
 4 and  1 are the boundaries that are the symmetric axis planes. Hence, it derives 
that there is no influx of water across the boundaries. The constraints are along the 
Z and R directions so that there is no displacement.

The proposed poroviscoelastic model has only four parameters G1, G2, D1 and 
τ . The magnitude of each parameter was established as per [10], to achieve required 
water absorption and homogeneous deformations. G1 denotes the elastic modulus of 
the hydrogel in the relaxed situation. This modulus significantly affects the quantum 
of water absorbed, the kinetics of the process, and total deformation. As the magnitude 
of G1 is increased the gel gets stiffer and stiffer thereby causes less water absorption. 
At time (t = 0), the hydrogel is at its undeformed state. As the time passes from 0 to 
5 h, and the system is moving towards the equilibrium so as to satisfy the boundary 
condition μ1 = μext 

1 by absorbing water and swell, as shown in Fig. 7.
It has been found that the influence of the diffusion coefficient (D1) on the  water  

absorption is high. The relaxation time (τ ) is the reduction of polymeric setup when 
water is absorbed. Higher value of τ denotes slower relaxation. This results in 
increased stiffness of the system for an extended period. This phenomenon thereby 
slower the absorption of the kinetics. 

In order to gain the confidence on the solutions as obtained from the free swelling 
test, the derived solution of study: 1 is compared with poroviscoelastic model [10] 
simulated result as shown in Fig. 8 and found good correlation between them.
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Fig. 6 Meshed domain indicating  as the domain boundaries

Fig. 7 Quantum of water absorbed and shape change during a swelling test

4.2 Transient Diffusion Across a Membrane Simulation 
(Study: 2) 

Reverse osmosis trial was modelled by taking the swollen hydrogel as a membrane. 
The NaCl concentration is 35 g/l. Molar concentration of inlet water is calculated as 
0.6 M, and respective osmotic pressure is also calculated using Van’t Hoff’s law as 
30 bar. The value of diffusion coefficients (D1), the distribution coefficients (K2) and 
the permeability coefficients (P) of NaCl into hydrate hydrogel are taken count for
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Fig. 8 Comparison between poroviscoelastic model [10] and current study

simulation, which are determined experimentally [21]. The flow of water with high 
chemical potential applies at the inlet boundary, and it diffuses into the membrane 
by means of Fick’s diffusion law. Percentage of salt molecule diffusing into the 
membrane is too less as compared to water molecule due to the salt solubility into 
the membrane is lower. 

Schema of the proposed desalination process via hydrogels is like as shown in 
(Fig. 9), the first dry gels are placed in pure water with concentration c0 and gel 
is going to absorb the water and it will swell in the time interval 0–5 h, and then 
high-pressure flux of 0.6 molar concentrated water is imposed on the outer wall of 
swollen gel from the time interval 5–20 h.

The permeate flux of water is determined under the framework of SD model as 
reported in Fig. 10. It is reported that end of the simulation 120–130 ml (approx.) of 
water drain out of the membrane. According to SD model, the water flux through the 
membrane residues little up to the osmotic pressure of the salt solution. Later these 
surges as the stresses are applied.

Figure 11 shows the calculated salt rejection ratio using boundary probe, the 
capability to separate permeants as defined in Eq. 7. R denotes the capacity of the 
film to disperse salt out of the fed solution. It is also known as selectivity of the 
membrane, and the performance of a membrane is estimated based on its selectivity. 
In this simulation, it is seen that the average salt volume fraction reduces from 0.5 to 
0.3 M and approaches a constant value. So it can be concluded that the salt rejection 
ratio of this film/membrane is 40%.

It can be observed that difference in the water concentration when it is diffusing 
from the feed side to permeate side as shown in Fig. 12. It is seen that the average 
salt volume fraction reduces from 0.5 to 0.3 M. This indicates the reverse osmosis is 
being well represented in Fig. 13. The proposed model was shown to be a valuable 
tool for predicting hydrogels’ behaviour under a wide range of conditions and also 
allows for customization for many more applications.
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Fig. 9 Proposed RO process via swollen hydrogel a hydrogel at dry state @ t = 0 h,  b free swelling 
of hydrogel after 5 h, c pressurized water flux imposed from surroundings @ t = 5.1 h, d total water 
flux out @ t = 20 h
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Fig. 10 Calculated water flux with respect to time from 5 to 20 h



Multiphysics Modelling and Simulation of Hydrogel Membrane … 263

Fig. 11 Calculated salt rejection ratio using boundary probe

Fig. 12 Variation in water concentration with respect to time from h = 5.1–20 h
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Fig. 13 Measurements of the water concentration gradients inside the gel membrane 

5 Conclusion 

The present work established that swollen hydrogels are one of the options to be 
considered for desalination purposes. Additionally, a parametric analysis has been 
done to estimate the overall significance of the model parameters on hydrogel’s 
behaviour. A new model has been designed and simulated to mimic the behaviour 
of hydrogels as subjected to an external stimuli. Water has been considered as an 
external stimuli. The present work showed that the desalination ability of a hydrogel 
rests entirely on the configuration. As an example, the effective permeability of 
NaCl (salt) which is present in the hydrogel panels as how much salt is rejected from 
feed solution and the diffusivity of water inside the hydrogel allows to maximize the 
water flux from permeate side. The hydrogels have high ability to absorb water, water 
permeability, greater biocompatibility with low fouling potential making it suitable 
for desalination membrane. The meant schema is quite adaptable in designing and 
optimizing hydrogels in applications like bio-printings of the soft biological tissues. 
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Experimental Analysis and Productivity 
Enhancement of Single Basin Solar Still 
by Utilizing Latent and Sensible Heat 
Storage Material 

Vinay Thakur and Nitin Kumar 

Abstract All living things have the fundamental need to consume safe drinking 
water on a daily basis; therefore, it is essential to have an understanding of the 
shortage of water and the primary freshwater supplies. With the rising levels of 
pollution caused by both industry and people, the amount of potable water that is 
available is coming under growing threat. The present work makes use of latent and 
sensible materials to maximize the distillate yield of a single basin solar still. Utilizing 
latent and sensible material enhances the production of distillates yield and overall 
performance of solar still. Latent material paraffin wax enhanced nocturnal distillates, 
while suspended wicks increased the rate of evaporation for daytime productivity. 
The experimental investigation utilizes 5,500 g of paraffin wax because it provides the 
highest cumulative efficiency. The overall productivity of paraffin wax and paraffin 
wax with suspended wicks increased by 27.65% and 30.12%, respectively. In a modi-
fied solar still, the overall maximized distillate yield was recorded as 4.24 kg/m2 and 
the cumulative efficiency was 78.62%. The single component temperatures of solar 
still show significant changes in temperature throughout the day. It was determined 
that the utilization of wicks as a sensible material enhanced the evaporation rate and 
the quantity of distillate produced. 32.8 g of maximum distillates were obtained by 
using wicks with a length of three inches and a depth of 3 cm. 

Keywords Single basin solar still · Thermal storage materials ·Wicks and 
paraffin wax ·Water depth · Productivity · Efficiency 

1 Introduction 

Insufficient freshwater supply is a global issue and all life forms need drinkable 
water, thus understanding how water is produced, distributed, and consumed is vital. 
Solar stills employ solar energy to produce freshwater more efficiently, cheaply, and
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sustainably. As there is always room for improvement, many researchers investigated 
various methods to boost conventional solar still productivity. The transient solar still 
model with experimental data was validated by Cooper [1]. For single effect solar 
still, Valsaraj [2] improved the efficiency and productivity by varying the depth of 
water. Different materials were used by Nijmeh et al. [3] for conducting experimental 
work. Phadatare and Verma [4] showed that water depth plays important role in 
overall productivity enhancement. Further, Sandeep et al. [5] Patel and Kumar [6] 
Agrawal and Rana [7] carried out experiments and worked on water depth to achieve 
higher level of water productivity. 

Several review papers were summarized based on the literature. Reviewing both 
active and passive solar stills, Katekar and Deshmukh [8] found a wide range of 
applications for each. When compared with other phase change materials, paraffin 
wax demonstrates its highest level of productivity, and the addition of nanoparti-
cles to solar stills improved their thermal conductivity. The maximum efficiency 
307.54% was achieved. The research conducted by Selvaraj and Natarajan [9] exam-
ined different solar stills as well as the numerous aspects that influenced perfor-
mance and output. The design, operations, and weather parameters were reviewed to 
increase the scope of future development. Sivakumar and Ganapathy Sundaram [10] 
reviewed a number of methods that enhanced productivity. Numerous solar stills 
were investigated for their effects on a number of different parameters. Thakur et al. 
[11] reviewed different energy storage materials and found that paraffin wax shows 
maximum performance as compared to other materials. 

The performance of solar still has been significantly improved by several modi-
fications. Researchers have shown great output with the application of latent and 
sensible heat storage materials. Li [12] improved the performance for the purpose 
of determining the system’s overall thermal efficiency, and general equations were 
utilized. The fact that various works make use of latent storage units demonstrates that 
these works can influence both the system and performance by employing a variety 
of different techniques. Kabeel et al. [13] used various phase change materials in their 
study to investigate various modifications and also to evaluate which phase change 
material was the most effective. Faegh and Shafii [14] improved distillate production 
rate. In addition, the usage of PCM resulted in an increase of the overall efficiency 
by 50%. The use of naturally available algal fibres was studied by Suraparaju et al. 
[15]. It was determined that the production of distillate yield decreased with the 
increase in pond fibres. The characteristics of materials that can store heat indefi-
nitely were investigated by Yang et al. [16]. The influence of the nanoparticles on 
the nano-PCM was studied both theoretically and experimentally. For performance 
assessment, Essa et al. [17] conducted experimental work and introduced several 
modifications. Fixing the suspended trays and using a combination of nanoparticles 
and paraffin wax increased overall output. The research on the single-sloped basin 
type with selected the parameters that will be used to determine the results or conduct 
the experiment. The temperature of the distillate produced as well as the amount of 
heat transferred via convection and radiation were the various characteristics studied 
by Agrawal et al. [18].
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The single slope solar still was investigated and put in a full day and night’s 
work in preparation for the annual performance. The work in simulation was done 
in ANSYS FLUENT, and the conclusion was higher level of thermal efficiency 
as well as increased productivity at shallower depths given by Khare et al. [19]. 
According to the findings, yields were consistently higher at shallower water depths 
throughout the year. Also, the computation in the yearly and seasonal performance 
of the system in a variety of water depths was evaluated by Tiwari et al. [20]. The 
distillation process contains different parameters and considered the environmental, 
design, and operational parameters studied by Somanchi et al. [21]. The utilized jute 
cloth using a new approach, efficiency of solar stills was significantly increased by 
Sakthivel et al. [22]. The theoretical research was done to assess and compare the 
experimental findings. Murugavel et al. [23] used various materials that are capable 
of sensible heat storage with the amount of distillate yield. With the purpose of the 
investigation, the lower water depth was used. Muthu Saravanan et al. [24] stored  
heat in a modified solar still basin using Kanchey marbles. The redesigned solar still 
performed better. The utilization of nanoparticles by Kabeel et al. [25] increased 
evaporation by 41.3% and distillate output by 5.62 kg/m2. Thakur et al. [26] found 
that solar stills need efficient materials. Nanoparticles and phase change materials 
were reviewed with improved solar still thermal conductivity. Chaichan and Kazem 
[27] found that heat transfer boosted distillate production by 60.53%. According to 
the findings of Badran [28], the weather more specifically the temperature and the 
wind has a direct impact on the production of yield. There was as much as a 51% 
increase in the still’s overall productivity. The purpose of this work is to investigate 
the influence that heat-storage materials have on the solar still’s capacity to produce 
more distillate while simultaneously increasing its overall efficiency. 

2 Experimental Materials and Method 

In the present work, many parameters were studied utilizing measuring instruments. 
Solar still having same geometric dimensions were fabricated and calibrated at Solan 
City, Himachal Pradesh, India, having latitude of 30.91°N. As latent and sensible heat 
storage materials, paraffin wax and suspended wicks were used. Using a pyranometer 
and thermocouples, the solar intensity and temperature of solar still components 
were measured. Wind speed was measured using an anemometer. The paraffin wax 
is encased in black-painted aluminium tubes to absorb maximum solar light and to 
prevent it from mixing with water. Suspended wicks were also used, and it is crucial 
to have a thorough awareness of the factors that can influence the performance of 
a solar still, and the depth of the water is also an important element in the creation 
of distillate output. Several groups of researchers came to the conclusion that lower 
water depths result in higher rates of productivity. In this study, depth of the water 
3 cm was taken into consideration when designing the experimental approach also 
aluminium sheet was used for the fabrication of absorber basin as shown in Fig. 1.
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Fig. 1 Photographic view of 
aluminium sheet used in 
solar still 

Plywood is utilized in several parts throughout the solar still in order to provide 
insulation as shown in Fig. 2. The required amount of water is poured into interior part 
of the still via the inlet placed at the rear of the solar still. A device called anemometer 
is used for obtaining wind speed. During the hours of morning to evening, the distil-
lates were collected from both stills into plastic containers and weighed them using 
a digital machine. The overnight distillates were analysed the following morning, 
after collection took place between evening time to next day morning. It was deter-
mined by using a thermocouple for various places. Figure 3 shows the representation 
of working medium in conventional solar still. Two solar stills were fabricated and 
calibrated also paraffin wax, and suspended wicks were utilized to maximize the 
evaporation and nocturnal distillates. The basin tray of 0.75 m2 at horizontal angle 
30° with translucent glass covered the top basin. Black rubber lining in the basin 
improves solar radiation absorption. Rock wool insulated the solar still’s bottom, 
sides, and back and water was placed inside the still, and window glass was used to 
cover it. The water in the basin has become warmer due to solar radiation, which has 
led to some of the water evaporating. 

Fig. 2 Photographic view of 
plywood used for insulation
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Fig. 3 Schematic diagram of conventional solar still 

The use of silica gel and an M-seal between the glass cover and the frame of the 
still will ensure that no vapour escapes into the atmosphere from the basin of the 
still. The usage of silica gel and M-seal made all the parts completely watertight. 
The colour of the basin water is another critical element to consider; since the base 
still is the part that absorbs the most heat, it is also the part that gets the hottest. 
Convection and conduction are two processes that utilized inner temperature. The 
basin of a solar still is coloured black so that it can absorb all solar radiations. This 
causes the water in the basin to heat up, and the heat is then transferred to the base 
of the still, where it is channelled through an insulating material. Therefore, the 
introduction of external coloration could result in an increase in the performance. 
Latent and sensible material in modified still is shown in Fig. 4. This study focuses 
on solar stills efficiency, including the storage of latent and sensible heat. In order to 
enhance output and performance, paraffin wax was used. It helps to clarify the scope 
of the study and the basis for the current research.

3 Results and Discussion 

Table 1 depicts the differences in conventional and modified solar still values. There 
is an increase in the solar still performance when the mass of latent material increased 
at 5500 g. When compared to conventional solar still, further increasing the amount 
caused the solar still’s efficiency to decline as shown in Fig. 5. Hence, 5500 g of 
paraffin wax was used for experimental work. Due to paraffin wax’s energy storage, 
the improved still’s basin water temperature is lower in the morning. As solar intensity
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Fig. 4 Schematic diagram of modified solar still with heat storage materials

Table 1 Measuring values of modified and conventional solar still when mass of latent material 
increased 

Mass of latent material (g) Modified solar still (Cumulative 
efficiency %) 

Conventional solar still 
(Cumulative efficiency %) 

3000 62.82 47.40 

5500 70.52 53.77 

8000 65.84 49.85

peaks, the modified still’s basin water temperature remained higher. The tendency 
of storing heat during day time by paraffin wax, resulted as improved night distillate 
production. The fluctuation in the weather parameters is shown in Fig. 6. Sensible 
material as different sizes of wicks was used as an experimental approach. These 
wicks improve the rate at which vapours evaporates inside the working solar still 
and enhance the performance of distillate production. This occurs by enhancing the 
evaporating surface area. Productivity of the distillate was measured using wicks of 
several sizes and then compared. 

Figure 7 shows the fluctuation in conventional solar still component temperatures 
that remains varied throughout the daytime. The basin air temperature remains higher 
throughout the day but remains low at night time. Glass temperature remains higher 
till 12:30 pm because of more absorption of solar radiation by glass after that it 
remains lower in evening time. Using the temperature of the surrounding environment 
does not result in a bigger enhancement in performance. Solar radiation is another 
key factor that is considered while trying to increase the production of distillates. It 
has been determined that the output of the still improves with an increase in the sun 
radiation quantity that strikes it while it is operating. Distillate yield has a relationship 
that can be described as a direct proportion. It was discovered that a still with water 
flowing over its glass cover performed better than a typical still. The temperature 
difference between the water and the glass cover of a still determines its production.
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Fig. 5 Effect of mass of latent material to the efficiency of single basin solar still 

Fig. 6 Fluctuation in solar still weather parameters
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Fig. 7 Fluctuation in conventional solar still component temperatures 

Figure 8 shows the fluctuation in component temperatures varied from morning to 
evening time. The performance was studied by employing various materials. Glass 
temperature continues to be maximum because glass absorbs more energy in the 
morning. However, as the day progresses, paraffin wax begins to release the heat that 
it has stored. The temperature of paraffin wax tends to peak after maximum solar 
intensity, and it was below the basin water until 12:30 pm due to thermal inertia. After 
12:30 pm, paraffin wax temperature stagnates and transfers latent heat to basin water, 
raising its temperature. Due to heat trapped in paraffin wax, basin water temperature 
dips below glass temperature, but rises as the day progresses.

The experimental work with suspended wicks and latent material was performed 
on month of May. Figure 6 shows the maximum value of solar intensity and observed 
in between 12:00 pm to 1:00 pm. Figure 9 shows the fluctuation of conventional and 
modified solar still component temperatures. The increase in the evaporation rate 
with suspended wicks and paraffin wax stored heat during daytime and released 
in evening and night time. Due to more area covered by suspended wicks, it takes 
more time to heat basin of modified solar still. Early morning solar intensity reduces 
distillate formation. Solar intensity increased until 1:30 pm, when both stills produced 
more distillate and decreases between 1:30 and 5 pm, reducing distillate production 
in both stills. Until 1:30 pm, modified and conventional stills produce nearly the 
same amount of distillate. After 1:30 pm, the distillate production was maximized 
in modified still because of stored heat inside the basin. The modified still’s hot 
basin water increases its productivity by 80.73% at night and 3.42% during the day. 
Both stills have similar daytime productivity because paraffin wax stores energy and
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Fig. 8 Fluctuation in modified solar still component temperatures

releases it at night. Modified still was 27.65% more productive than conventional 
still. There are no additional components required for distillation. To obtain findings 
from an analysis, every parameter must be evaluated. Regarding incoming radiation, 
the effective rays are essential for water distillation. As the rate of evaporation, the 
passive still considers the productivity to be low. There will also be some leakage 
losses that may be accounted for when analysing the performance of the still.

The gain in day, night, and overall productivity is shown in Fig. 10. When paraffin 
wax was used, overall distillate production was 3.92 kg/m2. Paraffin wax with 
suspended wicks enhances the overall distillate yield by 30.12% and overall distil-
late production was 4.24 kg/m2. The maximum overall efficiency also improved by 
78.62% for modified solar still. Figure 11 demonstrates how the temperature of the 
components changed over time. The most fundamental constituents were glass, air, 
and water from the basin. It was obvious that the air temperature in the basin continues 
to rise during the day and can reach up to 70–80 °C. However, as the sun goes down 
and night falls, the air inside the basin becomes warmer than the water temperature 
in the basin. The glass achieves a temperature of 55–60 °C. But by evening it has 
dropped below both the water and air temperatures of the basin.

Figure 12 demonstrates the output of distillate yield using wicks of 2 in. There 
was not much of a change in the production of distillate yield throughout the morning 
hours. However, when the temperature continued to rise throughout the day, a greater 
quantity of distillates was produced. Since there was less sun energy in the evening, 
there was a decrease in the amount of distillate produced. Figure 13 shows the output 
of the distillate yield when utilizing wicks that are 3 in. in length. The best results
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Fig. 9 Fluctuation in conventional and modified solar still component temperatures

Fig. 10 Gain in the productivity with latent material and suspended wicks
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Fig. 12 Production of distillate yield with wicks (2 in.)

with the distillate were obtained between 1 and 2 in the afternoon. The production of 
distillates fluctuates during the day, and a yield of 32.8 g of distillate was obtained 
with sensible material. 
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4 Conclusion 

The present work enhances the overall performance and daily distillate yield output. 
Thermal energy materials were studied and used in this study. For this purpose, 
paraffin wax enhanced the night productivity and suspended wicks improved daytime 
production of distillates. The use of paraffin wax with suspended wicks gives 
maximum overall productivity and efficiency. The findings of this study indicate 
that the utilization of materials leads to increase in the rate of evaporation. Wicks 
were investigated for their usage, and a number of component temperatures were 
measured. 

. The use of paraffin wax enhanced the overall productivity by 27.65% and overall 
distillate yield was 3.92 kg/m2. 

. Paraffin wax with suspended wicks further enhanced the distillate yield as 4.24 kg/ 
m2 and enhanced the overall productivity by 30.12%. 

. The maximum overall efficiency was improved by 78.62% for modified solar still. 

It was also discovered that various natural fibres can be utilized to make further 
breakthroughs in the distillate production process. 
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Comprehensive Study on Wire Arc 
Additive Manufacturing (WAAM) 

Saksham Chauhan and Andriya Narasimhulu 

Abstract Wire arc additive manufacturing (WAAM) is presently growing as the 
major hub of research bodies throughout the universe. This is straightly noticeable 
in an enormous paper published recently pertaining to a myriad of distinct matters. 
Additive manufacturing is the quickest technique for the development of a product, 
and this is indicated by scientific industrial sections. It reinstated conventional ways 
in a few industrial circumstances by bringing down material utilisation. WAAM is 
much closer to welding in the process as it makes use of stratified deposition to 
design huge portions with less intricacy. Numerous experiments and estimates have 
evolved to ameliorate material properties concerning the remaining deformities like 
crackling and spattering. WAAM has acquired popularity as it has many benefits 
and very high efficiency. It increases the efficiency of the material and has a rate of 
deposition which is again very high and the lead time is shorter, the performance of 
the components is better, and the inventory cost is very low. This review is proposed 
to provide an appropriate summary of the field of WAAM. The inscribed matter in 
this review is embraced but not restricted to the materials. Various processes like 
monitoring, path planning, and modelling fall into the operations and techniques of 
WAAM. The alliance of detecting numerous authors into a consolidated form is the 
essence of this review. It is proposed to discover various fields in which the work is 
mislaid and in what ways the distinct topics can be manually integrated. A crucial 
estimation of introduced research along with welding research and a remarkable 
focus on additive manufacturing will accomplish this review. 
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1 Introduction 

Scientists have spent years honing cutting-edge manufacturing techniques to produce 
a system that optimises the utilisation of resources like time and money. The term 
“additive manufacturing” describes a method of production in which a product is 
constructed by successively adding layers of material to get the required shape (AM) 
[1]. To achieve the required solid form, this technique involves layering on molten 
material in a progressive fashion. The aerospace and defence industries were the first 
to use this technique about 1988. Metals and polymers account for the vast majority 
of this technique’s output. Wire arc additive manufacturing is now the most common 
method, but powder bed blend along with electron ray liquification is also good 
choice. Conventional manufacturing techniques fail because of the high volume of 
material wasted when starting with a huge block of metal to create the desired item. 
Due to the high cost of materials, the aerospace and defence sectors incur a loss. 
The aerospace industry has benefited greatly from the widespread use of carbon 
fibre reinforced parts due to its high strength-to-weight ratio. Titanium’s similar 
surge in effort may be attributed to the metal’s electrochemical affinity for carbon. 
Increasingly high prices due to increased demand have made the transition to AM 
production almost inevitable. AM has a terrible buying to flying ratio. As a flexible 
process, it excels at producing high-quality goods, and it can be used to a wide range 
of scenarios. That’s why it’s better than the industry norm for production. Some parts 
can be made with holes or a lattice pattern to reduce the overall weight and cost of 
making the product without affecting its mechanical energy or functionality. Such 
complexity would be challenging to grind from a single piece of conventional metal, 
but is entirely feasible using AM’s stacked construction method [2]. 

1.1 Additive Manufacturing Process 

Making the right choice among the AM processes is crucial for productive fabrica-
tion. The following are general standard methods that are available to satisfy AM 
mechanism being demonstrated in Fig. 1.

Binder jetting, which produces sheets of powder material plus a liquid ingredient 
called the binder for adhesion reasons, utilises a 3D printing head that travels along 
three conventional dimensions (x, y, and z). DED must be employed with almost all 
components, including metallic materials, ceramics, and polymers, no matter how 
heavy they are, to make the final parts. Before being put down in layers, solid wire, 
feedstock filaments, or filler metal must be melted with only an electric arc, laser, 
or electron beam. Wire arc additive manufacturing is a type of AM that is based on 
arc welding (WAAM). During material extrusion, polymers that have been spooled 
can be pushed through a heated nozzle or drawn into it. Melting materials also 
build up in layers, and these layers adhere together in the end either because of the 
way the temperature changes or because of chemical bonds. Powder bed fusion is
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Fig. 1 Additive processes [3]

characterised by the production of molten or partly molten layers of material cleansed 
by blasting away superfluous powder. This idea is used in many AM techniques, such 
as Direct Metal Laser Melting (DMLM), Direct Metal Laser Sintering (DMLS), 
Electron Beam Melting (EBM), Selective Laser Sintering (SLS), and Selective Heat 
Sintering (SHS). Sheet lamination is simply the process of stacking thin layers of 
material to form a single 3D part. Laminated Object Manufacturing (LOM) and 
Ultrasonic Additive Manufacturing are two technologies that can be used for sheet 
lamination (UAM). Through vat polymerisation, a piece is made by making changes 
to a liquid epoxy photopolymer vat. Through mirrors, ultraviolet light cures layers 
of materials in a process called “photopolymerisation” [4]. 

Even if the aforementioned processes are applicable to AM, it may be categorised 
as one of three separate varieties of technology. Sintering is the initial method in 
which the powdered state of the substance to use for manufacturing is made hot to an 
absolute scales considerably beyond its liquefying stage in order to create detailed, 
high-resolution parts. The second method is called “complete melting,” in which the 
powder content was using to make the portion completely disintegrated. Most of the 
time, this melting is done with a laser. When a UV laser is ejected and pointed at 
photopolymer resin, it makes stuff that seems to be resilient to torque and therefore 
can handle temperatures for both ends of the scale. The third type of method is called 
stereolithography. To use these methods and technologies, you could print parts made 
of many different types of materials.
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2 WAAM 

The WAAM technique comes to be a sort of direct deposition of energy (DED) 
that employs the embracing of cord-feed as the primal matter or electric ray just as 
primary origin of energy. An electric curve, analogous to the one formed during the 
process of arc welding is produced when the workpiece as well as the electrodes are 
brought into contact with one another. In order to melting molten metal wire and 
transfer it into the created component, sufficient heat must be produced, which may 
be accomplished by combining a strong electrical currents with a substantial electric 
resistance that exists between both the workpiece and the electrode [5]. This approach 
is only applicable when using conductive substrates and electrodes. Figure 2 is an 
illustration of the WAAM method. 

Because of the growing interest in this method, WAAM has emerged as a focus of 
vigorous investigation in recent years. When contrast to PBF alongside fine particles 
contingent DED, the WAAM method’s rapid settling rate and cheap investment costs 
made it a more cost-effective solution for limited production quantity or bespoke 
products [6]. For instance, WAAM is capable of achieving depositing rates ranging 
about 10 kg per hour. This pace is significantly higher compared to powder-based 
techniques, which may produce no more than 600 grammes per hour [7]. In addition, 
as contrasted to EB, AM, or PBF, WAAM is capable of producing bigger parts since 
it does not need a vacuum system to eliminate flaws and oxidation, which seem to be 
two factors that restrict component size. Such new equipment pieces also contribute 
to a rise in costs [7]. Additionally, WAAM feedstock resources are available at 
a lower price. And its material consumption is indicated by the buy-to-fly (BTF) 
ratios conversely the quantity concerning feedstock utilising the number of materials

Fig. 2 WAAM method 
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enclosed by finished product, i.e., in greater comparison to EB, AM, or PB [6]. Lastly, 
WAAM utilises the electric ray similar to their heat origin, which may be employed 
in the surrounding ambience and outside of the compartment. The attributes make 
it possible for WAAM to conserve a substantial sum of money, particularly when it 
comes to costly materials like titanium [7]. 

On the other hand, WAAM has a few drawbacks that might make its adaption 
more difficult. The most significant drawback is something called residual stress 
(RS), which is a byproduct of thermal cycles that include local heating and cooling. 
High thermal gradients surrounding the heat source are responsible for the significant 
warming and cooling rates seen at various locations throughout the component [8]. 
These cause the component to expand and contract in a manner that is not consistent 
across its whole. Even when the heat source has been eliminated and also the item 
has cooled down, RS will still be present in the component. RS may have negative 
consequences on WAAM parts, including as distorting the component, causing it 
to delaminate, reducing its fatigue performance, and reducing its mechanical prop-
erties. An additional disadvantage is a microstructure that is produced as a conse-
quence. When contrasted to the forging technique, the robustness and durability of 
WAAM components are inferior [6] ascribed to the existence of larger columniform 
granule. Since the curve in WAAM possess a diminish energy compactness rela-
tive to lasers conversely electron beams, the resulting temperature gradient is less 
extreme, allowing for the formation of these grains [6]. Finer grains are produced by 
temperature gradients that are higher. In order to achieve the same level of surface 
smoothness and layer thickness as a powder-based technique, WAAM needs much 
more machining than the latter [7]. 

3 Classification Contrary to WAAM Process 

3.1 Gas Metal Arc Welding 

Since the wire itself serves as the consumable electrode in GMAW, this welding tech-
nique is esteemed as one of the most versatile WAAM processes available. Addition-
ally, as contrasted with GTAW and PAW, this welding process is capable of producing 
deposits at frequencies that are greater [8]. This approach, on the other hand, is prone 
to spill and arc inconsistency, both of which result in components of lesser quality. It 
is possible to make up for these deficiencies by using a few different strategies. Cold 
metal transfer (CMT) is a practice particularly which relies at an encumbered arc by 
immersing this same curve cable towards welding pool, which results in an elevated 
accumulation degree and minimal inserted heat [10]. The outcome of incorporating 
cold metal transfer (CMT) is demonstrated in GMAW AM of aluminium [9]. CMT 
is a method that relies on an encumbered arc by soaking the arc cord within welding 
hot tube [10]. CMT was coupled with various methods, such as pulsating the applied 
current, throughout the process. The use of these methods produced components that
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had fewer pores, more grains that were equiaxed, welds that were oxidation trans-
parent, and less spatter. In addition, [11] came to the conclusion that using CMT for 
high-temperature work tool steel avoids welding cracks, generates welds with more 
uniform layer width, and creates a product with a homogenous toughness profile, all 
of which contribute to an enhancement in the quality of component. Despite this, 
CMT is no more pertinent for welding Ti alloys by virtue of the existence of arc 
rambling, resulted in uneven weld areas [12]. 

3.2 Gas Tungsten Arc Welding (GTAW) 

The electrode in GTAW is made of W strand, while another kind of wire serves as 
the material supply. In WAAM, GTAW is used widely, particularly for the purpose of 
titanium and aluminium welding. In comparison to GMAW, the benefits of GTAW 
provide a uniform layer structure, oxidation cleansing of the cathode, plus arc stability 
[13]. The fact that GTAW welders rely on an auxiliary wire feed that must be held 
in a specific position and inclination in relation to the electrode is an extra hurdle in 
comparison to the GMAW welders they are competing against [12]. 

3.3 Plasma Arc Welding (PAW) 

PAW employs a non-comestible electrode. When contrast to GTAW, PAW has greater 
energy concentrations, superior arc stability, as well as a reduced quantity of inclu-
sion, every one of which contributes to PAW’s capability to achieve greater travel 
speeds while maintaining a superior quality part [14]. In addition, the pulsed PAW 
method, also known as PPAW, may be used to achieve reduced heat intake and better 
tensile clout, but it comes at the expense of poorer extension [15]. Nonetheless, 
because of the higher capital costs associated with the PAW process, it comes in 
at a higher price than GTAW and GMAW. In addition to this, PAW necessitates an 
external feed wire that is movable in relation to the electrode. 

4 WAAM Apparatus 

The potential application scope of WAAM systems is somewhat extensive; however, 
most of these systems may be classified as either autonomous or machine tool-based. 
These days, a wide variety of industrial machine tools and autonomous WAAM 
systems are accessible; in fact, these platforms are currently leading the market for 
fully integrated platforms and contain some capable manipulating systems as well as 
CAD/CAM software. In Fig. 3, a diagrammatic representation of the WAAM setup 
illustrates the many components that make it together. A WAAM equipment may
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be formed from the combination of an arc welding source of power as well as any 
robotic prosthetic or manipulator that has three axes of movement. In a similar vein, 
there are numerous different power sources that are frequently employed however, 
the one that is appropriate relies mostly on the part that is being created as well as the 
material it is made of. It is possible to adapt a conventional robotic setup such that it 
may be utilised for the WAAM process. The most significant modifications made to 
the WAAM approach include equipping the turntable with an infinite spin, enhancing 
the software system, enhancing the thermal performance, and equipping the power 
supply with strong components so that it can withstand lengthy arc-on periods [16]. 
In the vast majority of WAAM systems, the articulating automaton serves as the 
mobility mechanism. In most cases, there are two different system options available, 
and each one is determined by the protective atmosphere. The initial one is made up 
of an enclosed space that has the capability of providing a very effective protective 
environment made of inert gas, similar to laser powder-based methods. However, 
it is not possible to make extremely big parts; therefore, this presents a significant 
size constraint. The second method wraps a conventional or custom-made shielding 
mechanisms around automatic welding arms or nozzles and positions it in such a 
manner as to achieve the greatest possible extent of a deposition while making use 
of a straight rail. Because of this, it is possible to successfully build large-scale 
assemblages and components [17]. 

Fig. 3 WAAM setup [18]
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5 Components Involved in the WAAM Manufacturing 
Process 

The article targeted on the challenges that various researchers have encountered and 
explores the many metals and alloys that are utilised in the WAAM process. WAAM 
is able to make use of the material that is employed by traditional welding techniques. 
The feedstock is made available to be purchased in the marketplace in the shape of 
spools and in a wide variety of alloys. The different alloys utilised in the WAAM 
process are outlined below, along with the purposes for which they are best suited. 

5.1 Titanium 

WAAM technology has been used to study how titanium alloys can be used in 
different sectors. This is because titanium alloys are expensive, hard to work to, and 
have a high strength-to-weight ratio. Resolution and macroroughness (also known 
as waviness) are both about 0.5 mm when using WAAM for titanium alloys, and the 
deposition rate may vary anywhere from 0.75 to 2 kg/h. Consequently, the resulting 
metal layers are very thick; there is no requirement for the Hot Isostatic Pressing 
(HIPing) process, as well as the volume of the component is only restricted by the 
range of the manipulator [19]. WAAM-deposited deposited Ti-6Al-4 V has greater 
qualities then wrought alloy in terms of damage tolerance; in particular, its ability 
to withstand severe cyclic load is one order of magnitude better [20]. Despite this, 
the titanium alloy has significant anisotropy in terms of both its extension and its 
tensile strength. The rolling process results in strains in both the regular and cross-
axes being created in the component [21, 22]. Last but not least, the sophisticated 
material possesses superior characteristics in comparison to the wrought alloy. It 
is demonstrated by the study that properties are independent just on coagulation 
circumstances; alternately, primarily dependent on the mechanical preparing which 
the item undergoes amid the accumulation [23]. 

5.2 Aluminium 

Aluminium is perhaps the most appealing and affordable metal because of the unusual 
feature merger of outstanding corrosion opposition, elevated strength-to-weight ratio, 
and the flexibility to be united with unlike metals and non-metals. These characteris-
tics allow Al to find extensive uses in a variety of industries, including transportation, 
electrical, and equipment, consumer items, engineering and construction, container 
and packaging, to mention just a few. Despite its extensive use, welding aluminium 
has proved difficult owing to its higher thermal expansion coefficient doubled coagu-
lation drop relative to ferrous metals, extremely retentive oxide coating, and porosity
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creation. The welding of aluminium is made more difficult by a phenomenon known 
as solidification cracking, which is directly connected to the composition of the alloy 
and indirectly relates to the quantity of eutectic that is present during solidifica-
tion. In particular with aluminium–copper, aluminium–silicon, aluminium–magne-
sium, aluminium–lithium, and aluminium–magnesium–silicon alloys, fracture sensi-
tivity rises in tandem with an increase in the alloy concentration until it reaches its 
maximum. Crack sensitivity is decreased when this threshold is exceeded due to the 
presence of extra eutectic supports in the backfilling of the crack (Table 1). Both 
alloy 2024 and alloy 7075 have a very high risk of solidification cracking. An illus-
tration of solidification splitting in aluminium welding may be seen in Fig. 4. During  
welding, the volatile elements, like Mg, that are included in alloys of the 5xxx series 
(the primary alloying material), volatilise, which has a negative impact on the tensile 
qualities of the weld joint. 

The upraised temperature in the heat-afflicted region (HAR) has a complicated 
impact. Recuperation, recrystallisation, grain expansion, precipitation dissolution, 
and/or reprecipitation are all possible outcomes for the heat-affected zone (HAZ), 
depending on how far it is from the heat source and the weld metal. It is possible for 
localised solidification cracking to take place whenever the temperature of a region 
that is close to a weld metal rises over the liquidus threshold of an alloy. Alloys 
in the series 6xxx and 7xxx suffer annihilation of tempering abrupted (Mg2Si and 
MgZn2, respectively), while alloys in the series 2xxx experience dissolution and 
reprecipitation (Al2Cu), resulting in a decrease in overall strength. It is possible for 
partial dissolving and coarsening of the precipitate to take place in the area where 
the temperature won’t go beyond solvus edge. These complexities have a negative

Table 1 Metals and their 
field of usage implementing 
WAAM 

Applications Alloys 

Aerospace Steel-based 

Automotive Ti-based, Ni-based 

Marine Al-based, Ni-based, bimetal 

Corrosion R’s Al-based, steel 

High temperature Al-based, steel 

Tools and moulds Ti-based, Al-based, Ni-based, bimetal 

Table 2 Compositional 
range for the binary system of 
aluminium that is both hot 
and short 

Alloy system Hot short composition range (wt-%) 

Al–Si 0.5–1.2 

Al–Cu 2.0–4.0 

Al–Mn 1.5–2.5 

Al–Mg 0.5–2.5 

Al–Zn 4.0–5.0 

Al–Fe 1.0–1.5
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Fig. 4 Microhardness alteration in the 6xxx series alloy over the weld when welded by MIG/MAG 
[24]

impact on the potency of the weld congregation, which, as shown in Fig. 4, fluctuates 
approximately along the centreline of the weld. 

5.3 Stainless Steel 

Because of its high ductility and resistant to corrosion, the WAAM processes is a 
subject of a growing extent of research projects. These researches attempt to produce 
stainless steel components. According to the findings of studies, WAAM has the 
potential to create stainless steel components that have favourable mechanical char-
acteristics and microstructure [24]. When steel is welded or deposited, a composite 
form of austenite and ferrite may be observed, in spite of the experience that the 
microstructure of steel mostly consists of austenitic phase [25]. Both the heat cycle 
and the chemical properties of the stainless steel are significant elements that deter-
mine the phase fraction [26]. The quantity of ferrite in a component is mostly influ-
enced by the pace at which it is cooled, and it is possible to get a weight percentage 
of up to thirty percent of ferrite [27, 28]. To successfully manufacture a controlled 
SS microstructure, it is essential to determine the appropriate process variables. Not 
only does fast cooling result in the development of limited austenite, in addition, it 
causes the precipitation of non-equilibrium nitrides [29]. Components have a trace 
of anisotropy, but with the right post-process heat treatment, this may be eliminated 
completely, and the final product can have qualities that are comparable to those of a 
product that was created in a normal manner. In the production of high-performance



Comprehensive Study on Wire Arc Additive Manufacturing (WAAM) 291

alloy systems, WAAM-deposited stainless steel parts have also found a significant 
amount of use [26]. 

5.4 Additional Metals 

Metals like bimetallic steel/Ni, steel/bronze, Mg alloys, aerospace (aggregate of Fe/ 
Al and Al/Ti), and automobile industries all have been the subject of research to 
investigate the possibility of employing WAAM [30]. Rather than working on the 
improvement and advancement of a process for the fabricating of functional compo-
nents, the research focused primarily on determining the mechanical and microfor-
mation attribute about material, particularly for simple components with horizontal 
walls. This was done in lieu of focusing on the production of functional components. 

6 Process Parameters 

Controlling process parameters ensures stable, defect-free components. In a TIG-
based WAAM system, critical factors affect bead’s structure, abrasion, wetting 
inclination, melt via depth, microstructure, and oxidation values. 

6.1 Wire Feeding Rate and Welding Speed 

Setting the proportion of wire feeding speed to welding speed enables precise 
command over both the thickness and breadth of the layers that are produced [17]. 
When contrasted with using a single wire, the heat input generated by the dual-wire 
procedure is reduced, and the exterior morphology is improved. Both of these benefits 
occur while maintaining the same wire-feeding speed [31]. 

6.2 Heat Input 

Because of the limited amount of heat input, the surface seems to be more even, and 
there is little risk of the weld pool overflowing and collapsing [32]. With higher heat 
inputs, it was found that the material had worse mechanical characteristics [33]. The 
mechanical anisotropy will decrease in response to lower heat input [34].
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6.3 Travel Speed 

When the travel speed is increased, the bead wideness, wetting inclination, melt-
over extent all decrease. However, the bead thickness does not significantly alter 
throughout this process. There is speculation that there may be a reduction in the 
melt-through depth as a result of an increase in transit speed, which will lead to a 
reduced impact of heat input. Due to the increased travel speed, a little rise in the 
roughness of the bead may also be noted. 

6.4 Distance Between the Beads 

The degree to which the smoothness of a 1-d multipass architecture is impacted is 
mostly determined by the distance between the beads [35]. 

6.5 Voltage 

When the voltage of the arc is raised, the thickness of the weld bead expands while 
the heights of the weld bead are smaller [36]. Controlling the voltage allows for 
further consistency in the breadth of structures with thin walls [37]. 

7 WAAM-Fabricated Component’s Defect 

WAAM manufacturing process is one that relies on welding, and it has also been 
observed that components may be manufactured in any form or size that is required. 
Because of this, anybody might be forgiven for assuming that the qualities of compo-
nents will be compatible with the traditional welding technique. Stated statement, 
however, is not accurate due to the fact that its welding process will indeed be 
performed through for a variety of reasons, including various types of weld joining 
and weld cladding, among other things. We can clearly see the weld bead will be 
restricted to the majority of circumstances, if necessary, in case of casualness only a 
small number of weld beads would’ve been required to fulfil the requirements of the 
process. This is the case in nearly all of similar cases. The WAAM case, in partic-
ular when constructing components out of stainless steel, is wholly distinct due to 
the fact i.e., complete constituent is formed through layering the welding beads. It 
makes WAAM’s case completely unique. In this particular instance, a great number 
of weld beads are required to be deposited, in particular in layers that correspond to 
the component that is being produced [38]. Because of this, the characteristics of the
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weld beads can end up being different from those of standard welding. There is a 
significant chance that further flaws will be found in WAAM’s produced components. 

Although the significance of such weld flaws in WAAM elements is comparable 
to those of the welding procedures, it shall be acclaimed that it is extremely feasible 
to obtain a greater number of weld defects in this context due to the fact that a much 
greater number of weld beads are gathered together just to produce the final product. 
This is because the final element is formed by combining a large number of smaller 
weld beads. It is extremely difficult to achieve the reliability and quality aspects using 
products created using conventional techniques or typical AM procedures since the 
products generated by WAAM have faults. This makes it very difficult to fulfil the 
requirements. In light of this, it is highly advised to search for methods that might 
eliminate these faults throughout the process of fabricating metallic parts in WAAM 
[39]. The following is a list of the very few weld flaws which are most likely to occur 
in products that have been manufactured using WAAM. In addition, the weld flaws 
that manifest themselves throughout the WAAM production process are shown in 
Fig. 5. 

. Porosity; High residual stress; Solidification cracking; Fatigue; Oxidation; Poor 
surface finish; Delamination; Deformation.

Fig. 5 Defects in WAAM components [40] 
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8 Methods to Reduce Defects in WAAM 

8.1 Path Planning 

When deciding on a particular strategy for route planning, it is very necessary to make 
certain that there will be an extremely limited number of arc extinguishing spots, 
since these locations are more likely to include flaws. On the other hand, one should 
try to avoid difficult paths and crossings wherever possible. Following the fabrication 
of the component, the component’s outer surface must be machined in order to obtain 
a finished component. As a result, the harshness of the component’s outermost layer 
is not as significant; however, the density of the component’s internal systems plays 
a very significant role in determining the component’s overall strength. In light of 
these observations, a number of authors have suggested a variety of approaches to 
the process of path planning, including raster [41], zigzag [42], contour [43], spiral 
[44, 45], fractal [46, 47], continuous [48], hybrid [49, 50], polygons [51], medial 
axis transformation [52], and adaptive medial [53]. 

It is very necessary to optimise the route of deposition in order to make a product 
that is free of defects. On the other hand, developing a route strategy and ensuring 
that it is optimised for each new shape may be a time-consuming process. In order to 
address the problem that was described, Michel et al. [54] developed a modular route 
planning approach. This requires the user to separate each layer into its own inde-
pendent deposition section in order to construct a broad range of different compli-
cated geometries. Jayaprakash et al. [55] created an intimate MATLAB’s code to 
produce path planning among CAD model. Additionally, they implied that a model 
architecture would have complicated metallic structures with thin walls. 

Metal may be stacked using unilateral/reciprocating piling. The accumulation of 
material in a single way might cause the structure to buckle and develop a hump 
[56, 57]. It is possible to get around this problem by using reciprocating stacking 
[58] or by changing the welding parameters at the wall’s beginning and conclusion, 
such as welding I and travel speed [59]. In addition, a parallel accumulation is an 
option for speeding up the cycle time while cutting down on the amount of time spent 
waiting. Zhang et al. [59] made an observation that was quite similar to this one when 
they placed a tube-shaped prototype along a route that was not rotated. The authors 
discovered a substantial accumulation mistake at the beginning and the conclusion 
of their study, which may be remedied by switching to a rotational approach as the 
path method. 

According to the findings of a number of studies, thermal buckling of the substrate 
may occur as a result of the build-up of heat; hence, a shift in the orientation of the 
substrate may be necessary to prevent this phenomenon. 

After depositing a few layers, one may reach a stable state by adjusting the orien-
tation of the substrate with respect to the lateral dimensions. This allows one to avoid 
oscillations [60, 61]. In a similar vein, Wu et al. [62] made some ideas that deforma-
tion of the substrate due to heat may be prevented by supplying low-power current is
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applied to the highest levels while high-power current is applied to the lower levels. 
This would be done in order to achieve the desired effect. 

8.2 Sensing and Control 

Arc-based build-up and a longer cycle duration cause, WAAM is ideal for producing 
large components, although process stability and monitoring are critical. Studies 
have identified a variety of WAAM system sensing and control issues that might 
arise. Difficulties include wire twisting, wire feed position changes, geometrical 
inaccuracies, deposition flaws, and wire feeding system damage. The robotic arm 
twisted the cable may cause these issues. Zhang et al. [63] suggested a vision-based 
measurement approach to identify wire feeding position abnormalities to address 
the aforesaid issues. The programme estimates the wire’s deflection angle in real 
time, allowing you to track changes. Passive infrared thermography by Cheng et al. 
[64] discovered weld bead form flaws in real time. AlexNet model was used to 
categorise the deposited molten layer profile as regular, deviation, flow, or hump. 
Based on current layer information, this system adjusts next layer depositing process 
variables. Other sensing equipment like a portable spectrometer [65] and microphone 
(acoustic signals) [66] were utilised to detect porosity problems and determine weld 
quality using algorithms for machine learning. JunXiong et al. said that controlling 
deposition form and size becomes increasingly challenging as the sum of levels 
raise [67]. The authors developed an adaptive control system that adjusts wire feed 
rate online to keep a consistent nozzle-to-top surface length and layer thickness in 
GMAW-based WAAM to address the aforesaid difficulties. A proportional, integral, 
and derivative (PID) closed-loop control adjusted wire feed rate and welding I to 
manage weld pool breadth. GTAW produces a uniform Inconel 718 profile [68]. 
Liu et al. [69] created an anticipating controller to regulate arc welding weld pool 
physics using machine vision to quantify length, breadth, and convexity. Xu et al. [70] 
presented a multi-sensor system to increase WAAM performance. Seven sensors have 
been included in this system in order to guide and assess various WAAM process 
parameters. These sensors include an infrared sensor for determining the layered 
temperature, an O2 concentration sensor and a gas flowmeter for the protecting gas, 
an arc V and I sensor in order to guide the warmth input, a wire feed speed sensor 
and a laser profilometer to keep track of the module’s description while it is being 
deposited, and an arc V and I sensor to monitor the arc voltage. 

Industry 4.0 and AI-based technologies, including cyber physical systems, IoT, 
big data, and cloud computing, may enhance WAAM systems. Big data, cloud 
computing, and IoT may support WAAM with CAD, route strategy, process improve-
ment, and quality control [71] by reducing personnel and increasing data storage and 
processing capacity. WAAM uses neural network models or algorithms to forecast 
welding pool parameters and bead shape.
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8.3 Maintaining Interpass Temperature 

The interpass temp could be regarded as the temp at which the subsequent layer is 
accumulate. In WAAM, geometry of freshly deposited level is influenced by the one 
that came before it because the layer that came before it serves as the platform for the 
layer that comes after it. After layering of 20–25 layers, heat flow to the substrate gets 
poorer, and the amount of heat that is accumulated gradually rises. The collection 
of heat is something that may be kept to a minimum by including between the layer 
deposits, there is downtime. When this period of inactivity, accumulated layers will 
cool down as they will transmit heat to the surrounding environment. You may make 
sure that the desired interpass temperature is met by choosing an appropriate amount 
of downtime in between the interlayer deposits [72]. Because the rate of cooling 
also varies as the deposition process advances, a variable amount of idle time has 
to be supplied for each consecutive layer in order to maintain a consistent interpass 
temperature [73]. Montevecchi et al. came up with a novel method that is based on 
the finite element simulation to determine the varied amounts of down time with each 
succeeding layer [74]. An algorithm has been built for the purpose of this research 
that makes use of the simulated data in order to determine an exact amount of idle time 
for each layer. In addition, the authors verified the suggested method by carrying out 
the tests on just a test case components. In a similar manner, Geng and colleagues 
[75] created a conceptual method to improve the interpass temp and shown it by 
forming a wall made of 5A06 aluminium alloy. In this instance, the true temp at the 
arc marked site was analysed to the intended interpass temp, the alternative methods 
for material deposition—reciprocating motion, continuous movement, or delaying 
for following deposition—were chosen. 

The total amount of time necessary to build the component will rise if idle time 
is allowed to pass between each layer. In their research, Va’zquez et al. [72] imple-
mented a forced interpass cooling system by placing anvil chilled by liquid under-
neath the bottom plate. It was determined that controlled interpass cooling and just a 
pause period of one minute were necessary in order to achieve the desired mechan-
ical characteristics. In addition, it has been stated that in order to attain the same 
mechanical qualities, a dwell period of nine minutes would have been necessary if 
the forced interpass cooling hadn’t been done. 

In a study somewhat similar to this one, Wu et al. [76] employing compressed 
air, the effects of strength interpass cooling in GTAW-WAAM were assessed CO2 

discovered an enhancement of the strength and hardness of Ti6Al4V. 
There are just a few studies [77, 78] that employed the temperature of the substrate 

as a primary variable in order to investigate the thermal behaviour of WAAM. An 
experiment was carried out by B. Wu and colleagues [79], and the results showed that 
there was a difference in temperature between the substrate as well as the interpass 
temperature. This was especially true when the pause time duration between the 
layers was short. The researchers came to the conclusion that direct calculation of 
layer substrate temp using a non-contact measurement IR pyrometer may give data 
that is trustworthy and accurate.
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When Chen Shen and colleagues [80] manufactured Fe3Al-based iron aluminide 
at a lowering interpass temp of 280 °C, they found that the initial several layers 
deposition towards the substrate had longitudinal fissures in them. The appearance 
of fractures is an indication that substantial residual stresses have been generated in 
the area close to the substrate. Because of this, it is very necessary to maintain an 
interpass temperature that is suitably high when depositing close to the substrate, 
particularly in situations where because the layer has a upraised heat conductivity. 
In addition, the author noticed an increment in yield strength and expansion in the 
centre region of the partition while interpass temp was raised. 

Findings of many studies indicate that there is a significant need for the enhance-
ment of mechanical specifications and microstructure; furthermore, the analysing 
of interpass temp may be a method that is capable of being utilised to successfully 
accomplish the aforementioned goals. 

8.4 Porosity Reduction 

Many research has shown that weld porosity is affected by variables including 
wire surface quality, purity of lead and base plate, weld criterion, duality, inert 
fumes, beacon leaning, etc. According to the available literature, porousness is the 
most pressing issue with aluminium AM since it drastically limits the mechanical 
behaviour of the elements. According to the research of Cong et al. [81], arc mode 
significantly affects the porosity of aluminium alloy. 

As a consequence of its low heat generation and efficient oxide cleaning, CMT-
PADV mode was able to effectively manage the porosity. It was claimed that around 
150 micropores with a diameter of 50–100 lm were generated using the standard 
CMT mode. Micropores with a diameter of 10–15 lm were created in much lesser 
numbers using CMT-PADV mode. Microstructure of Al-6 Mg in pure CMT mode 
is constituted of average grain size with the normal size of 37 lm, as also found by 
Zhang et al. [74]. Averaging 30 lm in size, vaporised equiaxed granules were seen 
while operating in CMT + Pulse (CMTP) mode. In contrast, the equiaxed grain with 
a typical grain size of 20.6–28.5 lm was detected in the variable polarity (VP-CMT) 
mode, which is lower than the arc mode. The tubular dendrons were transformed into 
equated dendrons via the VPCMT arc/curve manner, which also reduced the grain 
size. The VPCMT mode strengthened the component to an uttermost tensile strength 
of 333 MPa, surpassing that of wrought alloy. The hardness of the manufactured 
specimen was adjacent to the authentic alloy, indicating that it might be commen-
surate with the cast aluminium blend components, as was the case when Yunpeng 
Nie et al. [82] created a slender partition of 4043 Al alloy having adjustable duality 
(CMT + ADV). 

Existing research emphasises that vibration-assisted welding (VAW) procedures 
may reduce porosity and enhance the weld’s mechanical properties [79]. The mechan-
ical characteristics and related flaws in WAAM may be enhanced and reduced by 
using the vibration-assisted welding idea, as mentioned by Jose et al. [83]. In their
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study on the impact of vibration on the microstructure and mechanical characteris-
tics of Al–Mg blend during WAAM, Zhang et al. [84] found that grain refinement 
increases in tandem with the rate of vibration. Maximum tensile strength rose by 
30 MPa, while average size of grains fell by 22.5% and porosity lowered from 6.66 
to 1.52% due to vibration. Grain refining occurs as a result of the workpiece’s vibra-
tion, which causes bending forces that break dendritic arms. The wire batch had a far 
larger impact on the area and magnitude of the porousness contrasted with the many 
aspects studied by Ryan et al. [85], who accumulated Al blend 2319 to examine 
the issue of distinct ways of CMT, lead batches, TS, WFS on porosity. Addition-
ally, it was noted that the porosity really wasn’t reliant on the voluminous content; 
rather, it was related to exterior polish, which impacts both the curve strength and 
the H composition. This was due to the fact that the surface finish influences the arc 
stability. 

8.5 After-Process Heat Therapy 

One of the best techniques to enhance WAAMed component mechanical charac-
teristics and residual stresses is post-process heat treatment. Post accumulation 
heat therapy on WAAMed component granular size and mechanical characteris-
tics has received little attention. High-pressure cold rolling may enhance WAAMed 
component mechanical qualities, but it inflates accumulation time, desired costly 
devices, and is challenging to employ with complicated configurations. Thus, a solu-
tion to enhance WAAMed component microstructure and mechanical characteris-
tics is needed. When heated to 95 °C for 1 h and water quenched, Kim et al. [86] 
observed 25, 35, and 250% improvements in YS, UTS, and elongation. The speci-
mens were formed through GMAW-accumulating low-C steel on austenitic steel to 
get a bimetal separation. Gao et al. [86] heat-treated a 9Cr steel wall and examined its 
microstructure and mechanical characteristics. According to martensitic structure, 
as-deposited toughness was good, however tempering temperature lowered UTS, 
YS, and toughness. Normalisation and tempering at 1323 and 1033 K improved 
strength and ductility. Gu et al. [87] used interfilm cold functioning and heat therapy 
after settling over 2219 Al blend. After interfilm rolling with 45 KN, the YS and 
UTS stopped at 244 and 314 MPa, subsequently, while after T6 heat treatment, they 
stopped at 305, 450 MPa. T6 heat therapy lowered the combining of the superfine 
granules and coarse granule area, element separateness, integration of intergranular 
and columnar granular area of AlSi7Mg0.6 [88]. Wang et al. [89] studied the microar-
rangements development of die steel H13 throughout WAAM and found anisotropic 
tensile features. Tensile ability became isotropic after 4 h of annealing at 83 °C. after 
action heat therapy varies on matter content and use. Because the after settling heat 
therapy has the potency to cause damage to the material, careful consideration must 
be given to both the material’s composition and its intended uses.
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8.6 Optimisation Techniques 

To predict the bead configuration (bead’s ht and thickness) accordance with settling 
specifications, a variety of techniques have been used, including the response surface 
method [90–92], factorial design [93], taguchi method [94–97], prediction of variance 
(ANOVA) [98], ANN [99] /the mixture of two distinct methods [100]. Response 
surface method (RSM) was utilised by Sarathchandra et al. [101] to examine the 
influence of weld I, standoff ht., weld agility on bead thickness and ht., insertion, 
and infusion. In another study, ANOVA was owned to investigate the impact of 
wire feed amount, Ag motion amount, travel agility, I, and bead size, shape, and 
roughness on the microstructure of Hastelloy X [102]. Artificial neural networks 
(ANNs) were modelled by Karmuhilan et al. [83] to predict bead shape based on the 
input variables. Additionally, the reverse model was created by the researcher to select 
weld parameters depending on required bead shape. Voltage with two stages, welding 
agility with three stages, feed estimate with three tiers was used as feed in aspects 
while both height and width were used as response variables for developing the ANN 
model. Full factorial experiment design was used for the trials. The inverted ANN 
type was planned to evaluate aided factors elicited from intended bead geometry. 
A forward ANN model was created to forecast bead geometries elicited from feed-
in factors, while an inverted ANN type was designed to evaluate assisted factors 
generated from intended bead geometry. Nagesh et al. [100] used back-propagation 
NN to estimate the linkage among action factors, bead shape, Almeida et al. [50] 
used least square regression study to arbitrate the needed code of action criterion for 
the target partition thickness. It should be emphasised that the WAAM is a dynamic 
process because of many elements like fluctuating initial conditions and heat build-
up, while the numerical models operate in an offline manner by utilising static training 
data. In order to assure the stability and correctness of WAAM, a real-time monitoring 
and assessment approach must be created. This technique would use real-time data, 
such as system temperature and weld bead geometry. 

9 Summary 

With WAAM as an affordable succeeding solution, the increasing market needs for 
aluminium goods, particularly high-strength alloys in the automotive and aerospace 
industries, might be met successfully. Variants of GMAW-based CMT have seen 
extensive use and study as a reliable WAAM of aluminium method. The use of 
interlayer rolling as well as the CMT-PADV technology significantly addressed the 
reduction of porosity, a significant problem hotly disputed in aluminium welding. 
Through a metallurgical lens, the study of weld pool behaviour and weld metal solidi-
fication properties of heat-treatable and non-heat-treatable aluminium alloys for thin 
and thick structures may show to be a crucially constructive area of research. A 
significant gap in our understanding has been caused by the distortion and uneven
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shrinkage that resulted from the unusual solidification behaviour of WAAM struc-
ture, as well as the residual stresses that this behaviour produced. Finding out more 
about the stress pattern in both closed and open loop constructions with various 
thicknesses would be intriguing. An important topic of research is the preserva-
tion of preheating and interpass temperatures as well as the relationship between 
heat build-up, residual stress generation, and mechanical characteristics. Unweld-
able aluminium alloys have shown strong WAAM capabilities, indicating the need 
to examine metallurgical features of WAAM solidification techniques. This discovery 
could make it necessary to redefine the term “weldability” or develop a new term for 
the “WAAMability” of alloys. Additionally, it is necessary to investigate if single-step 
forming may replace time-consuming interlayer rolling with aluminium alloys. Thus, 
weld deposition parameters, microstructure, defects, and mechanical qualities will 
determine the aluminium component’s WAAM field maturity and integrity. Matching 
the mechanical characteristics of the WAAM product to those of the corresponding 
wrought goods, having no dimensional constraints on the product shape, having 
economic benefits, the necessity of relatively less sophisticated and less costly tools, 
and having simplicity in operation are the primary aspects that distinguish WAAM 
from methods such as superplastic forming, which were confined only up to the level 
of academic interest. 
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An Experimental Study to Probe Defect 
Formation and Failure Mode 
in Dissimilar Spot Joints 

Suraj Prasad , Swagat Dwibedi , and Abhilash Purohit 

Abstract Expulsion is a familiar occurrence in the resistance spot welding process, 
which deteriorates the weld quality. Among various parameters, applied pressure 
significantly impacts in the expulsion of molten metal, which is undesirable. To 
understand the influence of electrode pressure on joint strength and mode of failure, 
thin sheets of Ti-6Al-4 V and SS316L are welded together in overlapped conditions 
using the RSW process at varying electrode pressure of 3, 4, 5, and 6 kg/cm2, keeping 
other parameters constant. Further, joint strength and mode of failure are investigated. 
The results showed that with an increase in electrode pressure to an optimum value, 
i.e., 3–5 kg/cm2, the strength of the weld joint is enhanced. In contrast, increasing 
electrode pressure beyond the optimum value leads to the expulsion of material, 
which restricts the nugget growth, leading to a reduction in joint strength. 

Keywords Electrode pressure · Ti-SS · Tensile-shear strength · IF failure mode ·
Expulsion defect 

1 Introduction 

The evolution in the manufacturing field has focused on developing novel welding 
methods, and the necessity of joints in numerous operating conditions has given rise 
to the joining of dissimilar materials [1]. In the joining of dissimilar materials, several
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problems arise, like the formation of unwanted second phases, variations in chemical 
composition, choosing suitable filler materials, and differences in thermophysical 
properties [2]. However, the dissimilar welding of titanium alloys and stainless steels 
facilitates exceptional mechanical properties, corrosion resistance, and lightweight 
numerous dissimilar metal combinations. Hence, it has gained considerable attention 
in the nuclear, chemical, and cryogenic sectors [3]. Stainless steel (SS) is substantially 
used in contrast to iron and carbon steel due to its excellent weldability, corrosion 
and thermal resistance, and ease of fabrication [4, 5]. Austenite and ferrite phases 
make SS316L one of the most appealing austenitic stainless steels (ASSs). Due to 
the lower pct. of carbon, carbide formation is also reduced in the grain boundaries 
[6]. 

On the other side, titanium and its alloys have been among the prominent engi-
neering alloys in industrial usage [7]. Owing to excellent strength, low density, and 
greater thermal quality, Ti-6Al-4 V is extensively used in aerospace applications 
[8]. Since titanium alloys are expensive and stainless steel is economical, joining 
the two materials helps eliminate the components’ cost and weight and simultane-
ously incorporates the advantages of both parent materials [9]. Ti-6Al-4 V also has a 
great affinity towards gases like nitrogen, oxygen, and hydrogen, which complicates 
using traditional welding process and eventually results in unfavourable effects on 
the weld strength. RSW can be employed as it enables precise generation of heat in 
constricted region, thereby limiting premature failure [10]. RSW is an essential and 
widely used joining process in automotive industries due to its low cost, robustness 
to part tolerance, low skill requirement, and easy automation. Therefore, RSW is the 
preferred method to join sheet metals for beverage containers, automotive, kitchen 
utensils, and spare parts [11]. 

Mansor et al. [6] experimentally determined the significance of electrode force in 
deciding the weld quality. Dwibedi et al. [12] examined the impact of weld time on the 
nugget size, strength, and failure mode of the spot weldments. The authors reported 
that increased weld time to a certain optimum level increases the strength and nugget 
size. However, Valaee-Tale et al. [13] reported that with the increase in electrode 
force, the nugget diameter tends to increase to a particular maximum value, which 
reduces after that reduces. Pouranvari et al. reported that the expulsion in spot welds 
could decrease energy-absorbing capacity [14]. Expulsion often leads to reduction 
in weld thickness and void in the weld centre, resulting in severe deterioration of 
joint strength, which is highly undesirable. 

From the above discussion, it is clear that optimising the weld input variable is 
crucial to obtain high-quality joint strength. Hence, this work is mainly concerned 
with determining the impact of electrode pressure on the joint quality. Further, the 
joint strength using tensile-shear testing, macrostructure, and failure behaviour is 
also investigated.



An Experimental Study to Probe Defect Formation and Failure Mode … 309

Fig. 1 a Spot weldment in lap configuration and b schematic of the welded specimen 

2 Experimental Procedure 

2.1 Materials and Methodology 

In this study, sheets of Ti-6Al-4 V and SS316L with dissimilar thicknesses are 
selected as RSW specimens. SS316L sheets with dimensions 82.4 × 25.3 × 0.6 mm 
and Ti-6Al-4 V of dimensions 82.4 × 25.3 × 0.8 mm are selected to form the joint in 
lap configuration. Before carrying out the experiments, the materials were polished 
and cleaned eliminate any contaminated layers in the samples. The weld specimens 
are welded in a lap configuration with an overlapped length of 25.4 mm. Figure 1 
depicts the specimen and its layout welded by the RSW process. 

2.2 Welding Process 

RSW process is used to carry out the experiments. Figure 2 depicts the schematic 
diagram of the RSW setup. The setup includes a compressor, electrode, paddle, 
pressure gauge, and electronic control. The RSW setup is controlled pneumatically 
and comprises a water-cooling system to cool the overall setup. The setup has the 
flexibility to change the parameters like electrode pressure, weld current, and time. 
The joining of the specimens is conducted in ambient conditions. During the process, 
the electrode pressure was controlled and measured continuously.



310 S. Prasad et al.

Fig. 2 Schematic of overall experimental RSW setup 

Table 1 Process parameters employed for RSW experimentation 

Sample no S1 S2 S3 S4 

Electrode pressure (kg/cm2) 3 4 5 6 

Current 7.8 kA, T squeeze, Tweld, Thold, Toff ~ 30 cycles  

2.3 Process Parameters 

In the present study, to determine the effect of electrode pressure on the weldments, 
the electrode pressure was kept variable, keeping all other parameters unchanged. 
Here, the electrode pressure (Ep) (kg/cm2) is varied from 3 to 6 during the experimen-
tation. Table 1 shows the process parameters considered during the RSW welding. 
Post welding, the joints were tested by UTM to scrutinise the strength of the speci-
mens, which determines the weld joint quality. The sample S1, S2, S3, and S4 denotes 
the sample being welded at different values of electrode pressure. 

3 Results and Discussion 

3.1 Tensile-Shear Test 

Tensile-shear strength is one of the most critical parameters that signify the weld 
joint strength. Apart from tensile-shear strength, the tests are conducted to deter-
mine the load-bearing capacity (LBC) and fracture mode. The tests are performed 
using Universal Testing Machine (INSTRON) under ambient conditions with a speed
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Fig. 3 RSW joints fabricated at different process parameters (S1, S2, S3, and S4) 

(crosshead) of 1 mm/min. The specimens welded using the RSW process are shown 
in Fig. 3. 

The influence of Ep on the tensile-shear load is summarised in Fig. 4. The graph 
outlines the sample processed at increasing Ep from S1 to S3 shows the peak tensile-
shear load increase from 1.05 to 3.06 kN. However, with a further rise in electrode 
pressure to S4, the peak load reduced drastically from 3.06 to 1.65 kN. The increase 
in peak load with an increase in electrode pressure from S1 to S3 is attributed mainly 
to the rise in weld nugget diameter. This increment in the nugget area restricts the 
shear failure. However, the decrease in peak load in the sample processed at 6 kg/ 
cm2 electrode pressure may result from molten metal expulsion from the weld zone. 
As a result of an increase in electrode force, nugget growth is restricted, leading to a 
substantial reduction in the maximal tensile-shear load value. This occurs when the 
liquid nugget force on solid containment equals or exceeds the effective electrode 
force.

3.2 Mode of Failure Analysis 

The maximum load is determined using a load–displacement plot. Upon analysing the 
fracture surface from the macrographs, the failure mode of the specimen is detected. 
The spot weld joints generally fail in different ways: pullout failure (PF), interfacial 
failure (IF), and partial-IF (PIF). The fracture mode relies on the least force required 
for failure. The shear stress between the sheets and its interface is the dominant force 
for the IF failure mode, whereas tensile force around the nugget boundary is the 
decisive force for the PF fracture mode. When the weld nugget is small, the necking 
is caused when the shear stress approaches a threshold value before tensile stress.



312 S. Prasad et al.

Fig. 4 a Applied load-extension curve obtained through tensile-shear test and b joint strength 
obtained in various cases

Thus, the IF failure mode is more likely; nonetheless, beyond the critical weld nugget 
PF mode is expected. The mode of failure can have a significant effect on LBC and 
energy absorption capability. In this study, only interfacial failure occurs in the weld 
samples. The reason attributed for the interfacial failure is due to the use of low Ep. 
Also, the evolution of Ti-Fe IMC in the fusion zone region provides brittle and hard 
behaviour, which leads to interfacial failure and lowers the LBC of the weld joint. 
Figure 5 depicts the interfacial mode of failure obtained in the experiment. 

Fig. 5 a Schematic diagram of interfacial failure and b photograph of failed specimen (S1) obtained 
during experimentation
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3.3 Defect Formation 

The expulsion phenomenon occurs during spot welding when molten metal is ejected 
from the weld zone, reducing the weld strength of the joint. This might happen on 
the faying surface or at the electrode/workpiece contact region. The ejection that 
occurs at the contact between the workpiece and the electrode influences the surface 
quality as well as the longevity of the electrode but has little effect on the weld 
strength. However, expulsion occurring at faying layers involves the loss of molten 
metal and is undesirable. During welding, the pressure exerted by the molten metal 
causes it to exert force on its surrounding solid. Valaee-Tale et al. [13] reported 
expulsion results when the stress at the sheet interface exceeds the material’s yield 
stress. When the diameter of the nugget remains small, the resultant force remains 
lower than the electrode force, which results in interface compressive stress in the 
sheet and prevents expulsion. However, when the diameter of nugget increases, the 
nugget force becomes more than the electrode force, and the stress becomes tensile, 
exceeding the material’s yield strength and leading to the expulsion of the molten 
metal. Figure 6 presents the images of the failure modes of four different samples 
obtained from tensile tests. The four samples produce interfacial failure (IF) mode to 
complete tear around weld nugget and HAZ. With the increase in electrode pressure 
from 3 to 4 kg/cm2, the weld nugget diameter increases, increasing the tensile-shear 
force, which eventually requires higher energy for the rupture of welded sheets. 
Although the failure is interfacial, it achieved the highest strength of 174.98 MPa at 
5 kg/cm2 of electrode pressure. 

Fig. 6 a–d Fracture surface of weldments at different welding conditions, and e molten metal 
expulsion from the weld nugget for S4 case
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4 Conclusion 

This study successfully accessed the dissimilar spot welding of 0.6 mm thick SS316L 
and 0.8 mm thick Ti-6Al-4 V. The subsequent conclusions can be deduced from this 
present work: 

1. Joint strength is found to be increasing with electrode pressure for sample S1, S2, 
and S3. Beyond the optimum electrode pressure (S3-5 kg/cm2), further increase 
causes a reduction in strength due to the expulsion of metal, which restricts the 
growth of nugget and decreasing the load-bearing capacity. 

2. The fracture analysis of the failed tensile-shear specimen is attributed to inter-
facial mode of failure at all values of electrode pressure. This failure behaviour 
can be related to the development of the Ti-Fe IMC in the fusion zone, which 
decreases the LBC of the joint and leads to failure via crack propagation through 
the weld zone. 

3. It can be deduced that the electrode pressure is a significant parameter that induces 
expulsion during welding and is crucial to optimise as it shows detrimental effects 
on the workpiece. 
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Finite Element Simulation of Tunnel 
Defect in Friction Stir Welding of Pure 
Copper: Effect of Tool Geometry 

Debtanay Das , Swarup Bag , and Sukhomay Pal 

Abstract The current work describes the development of a numerical model to 
accurately predict the occurrence of various defects during FSW of pure copper using 
thermomechanical responses. The developed numerical model examines the effect 
of varying tool dimensions on thermomechanical responses and defect formation. 
The tool traverse and rotation speed are kept constant at 30 mm/min and 1200 rpm. 
The shoulder diameter is varied between 14 and 28 mm. The 14 mm tool produces an 
imperfect weld with surface and sub-surface tunnel defects, whereas the 18 mm tool 
eliminates the surface tunnel defect. An increase of the shoulder diameter to 28 mm 
further reduces the extent of sub-surface tunnel defect. The increase in the shoulder 
diameter eliminates the surface tunnel and reduces the height of the sub-surface 
tunnel by about 50%. Significant material velocity, strain rate, and temperature on 
the retreating side (RS) produces the sub-surface tunnel defect on the advancing side 
(AS). The model can predict the initiation and advancement of the tunnel defect 
along the welding length. The velocity profile indicates that the material is equally 
distributed between the AS and RS behind the tool at the conclusion of the dwell 
stage. Alternatively, the material deposition becomes unequal between the AS and 
RS as the tool starts traversing. The tool–workpiece interface observes less stress 
and alternatively high strain, strain rate, and velocity distribution compared to the 
rest of the workpiece. 

Keywords CEL · FSW · Surface and sub-surface defect 

1 Introduction 

Copper alloys find application in various industries due to their good thermal and 
electrical properties for fabricating heat exchangers, tubing, valves, and chemical 
equipment [1]. Defect-free joint by the different fusion welding techniques of Cu is
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tough to achieve due to high melting point and thermal conductivity, and presence of 
oxygen in the base material. This leads to severe embrittlement and porosity of the 
welded joints [2]. Due to its low heat input, less weld distortion, and better welding 
performance, the FSW process is becoming a preferred choice for the welding of 
Cu [3]. The vital process parameters influencing the FSW are the tool traverse and 
rotational speed, tilt angle, plunge depth, shoulder, and probe design and dimension 
[4, 5]. The rotation and traverse speed moderation influence the heat input to the weld 
plate [6]. The heat input significantly controls the joint quality and the microstructure 
of the welded sample [7]. The rotational speed investigated for welding the Cu alloys 
in the published literature ranges between 1000 and 1600 rpm and traverse speed 
between 30 and 150 mm/min [8, 9]. Besides the tool traverse and rotation speed, the 
heat input significantly depends on the tool shoulder (TS) and probe geometry. As 
most of the heat generated during FSW relies on the frictional heating, the total heat 
generated during the process is a function of the tool geometry [10, 11]. The tool 
probe is responsible for the material plasticization at the stir zone (SZ) and the weld 
quality. Different tool profiles are already investigated in the published literature 
[12, 13]. 

The experimental investigation of any manufacturing process provides an accurate 
result. However, the initial cost incurred due to the material and equipments required 
and the time expenditure are very high. Simultaneously, the numerical model for 
any process can significantly reduce the cost involved in the design and develop-
ment of the process. Various numerical models are already developed that are able 
to predict the different thermomechanical responses and also the defects associated 
with FSW of aluminum alloys [14–16]. Sahlot et al. [1] developed a CFD-based 3D 
heat transfer model to study the heat transfer variation observed in the Cu during 
welding. An ALE-based model is described to investigate the Cu-FSW as well as to 
predict the hardness distribution in the welded sample [17]. The experimental valida-
tion indicates a near-accurate hardness value prediction by the developed model. The 
published literature describes various numerical models for the hybrid FSW of Cu, 
dissimilar FSW of Cu, and cooling-assisted FSW of Cu based on the Lagrangian and 
CFD approaches [18, 19]. The industrial acceptance of any manufacturing process 
depends on microstructural changes and mechanical strength evaluations. The predic-
tion of defects and resistance to failure of the welded sample is equally important. 
The fracture resistance of dissimilar Al-Cu FSW was investigated by Aliha et al. 
[20]. 

Despite a significant number of published literatures focusing on the FSW process, 
the influence of varying tool geometry on the Cu-FSW is not explored. Moreover, 
there is a lack of a numerical model for Cu-FSW based on the CEL technique to 
visualize the surface and sub-surface phenomena during the process. The current 
work targets to fill this research gap to develop the whole process model. The numer-
ical model using CEL approach predicts not only the transient distortion field on the 
workpiece domain, but also captures the surface phenomena for a large deforma-
tion process incorporating tool–material interaction of FSW process. The developed 
model is used to understand the influence of varying the shoulder diameter (SD),
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on the various thermomechanical responses of the Cu-FSW. Moreover, the model is 
also used to predict the evolution of various defects during FSW. 

2 Numerical Model 

The CEL method is employed in the analysis of the FSW process, where the tool 
is represented as a Lagrangian domain and the workpiece as an Eulerian domain. 
Figure 1 illustrates the schematic of the solution domain utilized in this study. Further 
information about the numerical modeling approach can be found elsewhere [21]. 

The mass, momentum, and energy conservation equations during welding are 
given as [22] 

∂ρ 
∂t 

+ ∇  ·  (ρv) = 0 (1)  

ρ

(
∂v 
∂t 

+ ∇  ·  (v ⊗ v)

)
= ∇  ·  σ + ρg (2) 

ρCp

(
∂ T 
∂t 

+ v · ∇T

)
= ∇  ·  (k∇T ) + ∇  ·  (σ · v) + Q̇ (3) 

where ρ, v, σ , g, Cp, k, T , Q̇ are the density, material velocity, Cauchy stress 
tensor, gravity constant, specific heat capacity, thermal conductivity, absolute temper-
ature, and volumetric heat generation rate, respectively. The Lagrangian conserva-
tion equations are first converted to the Eulerian conservation equation. The general 
conservation form of the Eulerian form is given as [23] 

∂φ 
∂t 

+ ∇  · �(φ, v, x, t) = S (4)

Fig. 1 Representation of 
various material, void, and 
tool domains along with 
mechanical boundary 
conditions imposed on the 
developed CEL model 
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The operator splitting is used to split the Lagrangian and the Eulerian terms as 
given by 

∂φ 
∂t 

= S (5) 

∂φ 
∂t 

+ ∇  · �(φ, v, x, t) = 0 (6)  

where φ, �, and S are the arbitrary solution variable, flux function, and the source 
term. 

The heat generation in FSW is due to both the frictional heating and heat generated 
due to material plasticization. The current model incorporates the effect of both 
heating approaches. The FSW tool has three surfaces in contact with the workpiece 
during welding, i.e., the TS, tool probe, and the tool probe root surface. The heat 
generated due to frictional heating by these three surfaces is given by [24, 25] 

Qshouler = 
2π∫
0 

Rshoulder∫
Rprobe 

ωτcontactr
2 drdθ (7) 

Qprobe = 
2π∫
0 

Hprobe∫
0 

ωτcontactr
2 drdθ (8) 

Qpr = 
2π∫
0 

Rprobe∫
0 

ωτcontactr
2 drdθ (9) 

where ω is the rotational velocity, τcontact is the contact shear stress, Rprobe is the tool 
probe radius, and Rshoulder is the TS radius. The heat generated due to the material 
plastic deformation due to the tool–workpiece (TW) interaction is given by [26, 27] 

Qplas = βσ̄ ̇̄ε (10) 

where β, σ and ε̇ are the conversion coefficient from plastic deformation to thermal 
heat, the equivalent stress, and the equivalent plastic straining rate. 

To capture the influence of temperature, strain, and strain rate on flow stresses, the 
Johnson–Cook (JC) material model and damage models are employed [28]. These 
models provide a characterization of the material behavior, allowing for an accurate 
representation of the response under different loading conditions. The JC material 
constants for pure Cu are provided in the literature [29]. Figure 2 presents the material 
properties for the workpiece domain used in the current model.
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Fig. 2 Temperature-dependent material properties of pure Cu [30] 

3 Result and Discussion 

The current work predicts the welding of two Cu plates of thickness 100 mm × 
50 mm × 4 mm. A conventional FSW tool having a cylindrical probe with 4 mm  
diameter is employed to weld the plates, whereas the SD is varied between 14 mm 
and 28 mm. To investigate the consequence of varying the SD on the formation of 
various surface and sub-surface defects, a constant welding parameter of 30 mm/min 
and 1200 rpm are considered. Any form of tool tilt is not considered in the current 
model. The tool is fabricated using the H-13 tool steel material. 

Figure 3 illustrates the difference in the surface morphology with the change in the 
tool SD. The increase in the SD primarily improves the heat generation, and thus, the 
material flow. As the SD increases from 14 mm to 28 mm, the highest temperature on 
the workpiece increases from 851 ◦C to 1018 ◦C. Simultaneously, the surface tunnel 
defect is clearly visible with the SD of 14 mm and 18 mm (Fig. 3a, b). However, the 
surface tunnel diminishes with the further increase in the SD to 24 mm and 28 mm 
(Fig. 3c, d). The esteemed literature previously investigated and established that 
the optimum SD to plate thickness (T) ratio is 3.5 for Al and Mg alloys [31, 32]. 
However, the same trend is not followed for the Cu-FSW, as seen in Fig. 3. A higher 
thermal conductivity of Cu than the Al and Mg will dissipate heat to other areas of the 
plate leading to the need for a bigger SD to generate sufficient heat to minimize the 
defect formation. Therefore, the higher thermal conductivity and diffusivity could be 
a possible reason for the deviation of the established 3.5 SD to T ratio for the FSW 
of Cu.

Figure 4 shows the cross section of the welded sample with the tool of different 
SD. The increase in the SD leads to the reduction of the defects in the welded 
sample. As the welding is performed with an SD of 14 mm, the heat generation is
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Fig. 3 Surface appearance during FSW of pure Cu with SD as a 14, b 18, c 24, and d 28 mm

less than optimum, i.e., less than 80% of the melting point temperature, leading to 
insufficient plasticization. The same is responsible for the formation of the tunnel 
defects (Fig. 4a). On increasing the SD to 18 mm and 24 mm, initially, the surface 
tunnel defect is completely eliminated and successively, the dimension of the sub-
surface tunnel defect is also reduced as shown in Fig. 4b, and c. As the SD is further 
increased to 28 mm in Fig. 4d, the height of the sub-surface tunnel defect reduces 
by half, whereas the width of the defect also observes a reduction. The better plasti-
cization of the material with increased SD is responsible for the reduction in defect 
formation. The further increase of the SD is restricted as the highest temperature 
observed with the SD of 28 mm case is a little over 90% of the base material melting 
point, and a further increase in the SD may lead to the excessive heating of the 
material. Therefore, the SD range between 24 mm and 28 mm can be considered the 
optimum SD window for Cu-FSW. Figure 5a depicts the material movement at the 
TW interface at the completion of plunge stage. The concentration of the velocity 
line just behind the tool probe indicates that the material is rotated about the tool and 
deposited behind it. The material deposition is uniform between the advancing side 
(AS) and the retreating side (RS) at the completion of the dwell stage. However, as 
the tool starts traversing, the material is pushed forward and splits between the AS
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Fig. 4 Traverse cross-sectional appearance during FSW of pure Cu with SD as a 14, b 18, c 24, 
and d 28 mm

and RS causing the flash formation (Fig. 5b). Moreover, the velocity line around the 
tool probe is more directed toward the RS, compared to the AS. There is a significant 
drop in material velocity between Fig. 5a and b. The significantly low-temperature 
material in front of the traversing tool offers more resistance to material plasticization 
and movement and can lead to a reduction in material velocity. Figure 6 shows the 
front view (Fig. 6a) and the top view (Fig. 6b) of the traverse cross-sectional cut plane 
at the middle of the workpiece. The sub-surface velocity profile of the material also 
indicates a more dedicated material flow toward the RS than the AS. The material 
is rotated around the tool and is deposited toward the RS, thus filling the void left 
behind by the traversing tool on the RS. However, such material flow is not observed 
toward the AS (Fig. 6). This can be a possible explanation for the formation of the 
sub-surface tunnel defect toward the AS as shown in Fig. 4. 

Figure 7 highlights the initiation and the evolution of the tunnel defect throughout 
the welding length. The cut-plane is considered in the longitudinal direction at the 
middle of the workpiece. The total duration to complete the welding is 120 s. Toward 
the completion of the dwell stage, we observe a proper temperature distribution along
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Fig. 5 Velocity distribution on the top surface of the solution domain at a 0 s,  b 24 s, c 120 s with 
an SD of 28 mm, 30 mm/min, and 1200 rpm 

Fig. 6 Velocity distribution at the center plane of the workpiece with an SD of 28 mm a side view 
and b top view for the tool moving at 30 mm/min and 1200 rpm

the thickness of the workpiece, and a small amount of material is pushed out due to 
the tool plunge action (Fig. 7a). Initially, the tunnel defect is not observed with the 
progress of tool and it initiates after about 24 s as shown in Fig. 7b. The prediction 
of the exit hole is shown in Fig. 7c. As more material is ejected from the workpiece 
domain due to the tool action, there is a scarcity of material to fill the void left 
behind the traversing tool. This leads to the tunnel defect formation that continues 
for the remainder of the weld length, as shown in Fig. 7c. Figure 8 illustrates the 
temperature and the von Mises stress distribution on the workpiece at the end of 
each of the plunge, dwell, and the linear stages. During the plunge stage, the tool 
probe is primarily in contact with the workpiece, while the shoulder has marginal 
interaction with the workpiece. Therefore, the heat generation is limited to 644 ◦C 
(Fig. 8a). Simultaneously, the stress developed on the body is about 486.2 MPa  
(Fig. 8d). As the TS is in proper contact with the workpiece throughout the complete 
duration of the dwell stage, the heat generation on the workpiece is significantly 
higher, and the maximum temperature reaches about 984◦C (Fig. 8b). Since the rise 
in temperature leads to more plasticization and easy flow of the material, the stress 
value at the completion of the dwell stage reduces significantly to 382.6 MPa  as 
shown in Fig. 8e. A similar tendency of rise in workpiece temperature and reduction 
in the stress also continues to the linear stage. However, the change in the temperature
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Fig. 7 Progress in the tunnel defect evolution along the longitudinal cross section with 30 mm/min 
and 1200 rpm at a 0 s,  b 24 s, and c 120  s with an SD of 28 mm  

Fig. 8 Progress in the von Mises stress progression at a plunge end, b dwell end, c linear end; and 
temperature distribution at d plunge end, e dwell end, f linear end with an SD of 28 mm at 30 mm/ 
min and 1200 rpm 

and stress value between the end of the dwell and linear stages is marginal at about 
34◦C and 44.6 MPa  as shown in Fig. 8c and f. 

Figure 9 presents the temperature, stress, equivalent plastic strain, plastic strain, 
velocity and strain rate distribution along cross section of the workpiece at partial 
completion of welding. The said analysis is performed to ascertain the capa-
bility of the developed model to provide in-process thermomechanical responses. 
Figure 9a represents the traverse line along which the thermomechanical responses 
are predicted. Typically, a higher temperature is observed on the AS of the FSW.
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Fig. 9 a Schematic representation of the line of inspection at the center plane passing through the 
centroid, b temperature, c von Mises stress, d equivalent plastic strain, e plastic strain, f velocity, 
g strain rate distribution along the line shown in a; contour plot at the completion of half of the 
welding for h temperature, i von Mises stress, j equivalent plastic strain, k plastic strain, l velocity, 
m strain rate distribution

However, in the current instance, a higher temperature value is predicted on the RS 
(Fig. 9b, h). The absence of material behind the tool leads to the generation of the 
tunnel defect on the AS (Fig. 4), leading to lower heat generation on the AS. The 
difference in the maximum temperature next to the tool probe region between the 
AS and RS is about 150 ◦C. The von Mises stress distribution is presented in Fig. 9c, 
i. The lower stress value is observed near the tool probe. As the distance from the 
weld centerline increases, the temperature reduces while the stress increases. This
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occurs due to the resistance presented by the less heated material to the material 
being pushed due to the action of the tool. Figure 9d, e present the equivalent plastic 
strain and plastic strain distribution, whereas Fig. 9i, j present the contour plot for the 
equivalent plastic strain and plastic strain. The strain distribution clearly indicates 
that material straining primarily occurs where the TS and the probe are in contact with 
the workpiece. The maximum strain is observed at the TW interface. As one move in 
the depth direction and traverse direction, i.e., away from the weld centerline, there 
is a significant decrease of the strain distribution. The material plasticization occurs 
at the TW interface; therefore, the material just beyond the interface exhibits strain 
distribution. However, as one moves away from the interface, the strain distribution 
becomes minimal. Moreover, a higher strain value is observed on the RS, indicating 
a higher straining of material on the RS. A similar tendency is observed with the 
velocity distribution at the TW interface. A significantly higher velocity is observed 
on the RS than the AS. This ensures that more material is pushed toward the RS 
resulting in the absence of the sub-surface tunnel defect toward the RS. The strain 
rate distribution is presented in Fig. 9g, m. The highest strain rate is observed at 
the TW interface at the RS. The negative value of the strain indicates a compressive 
nature. Moreover, the highest strain rate region coincides with the highest velocity 
region. This indicates the material being deposited behind the tool due to the action 
of the tool is being compressed into the SZ.

4 Conclusions 

The current work primarily focuses on developing a model that can predict the various 
defects during Cu-FSW. Only the effect of SD on weld quality was investigated for 
the current work and can be further broadened to incorporate the effect of other 
parameters, such as the probe size, design, and tilt angle. The subsequent deductions 
made from the current investigation are: 

• The 14 mm tool produces a significantly defective weld with both the surface and 
sub-surface tunnel defect, whereas the 18 mm tool eliminates the surface tunnel 
defect. 

• Increasing the shoulder diameter to 28 mm eliminates the surface tunnel defect 
and further reduces the sub-surface tunnel defect. 

• The change in the shoulder diameter can alone eliminate the formation of the 
surface tunnel and reduce the height of the sub-surface tunnel defect by about 
50%. 

• The model can predict any temporal or spatial distribution of temperature, stress, 
strain, strain rate, velocity, surface tunnel defect, and sub-surface tunnel defect 
during FSW. Hence, it can be considered as a whole process model. 

• During FSW of pure Cu, the highest temperature, von Mises stress, equivalent 
plastic strain, plastic strain, velocity, and strain rate distribution are observed to 
be about 800 ◦C, 125 MPa, 6, 1, 25 mm/s, and 2.5 s−1, respectively.
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Modelling Temperature Distribution 
in Multi-track Multi-layer Selective 
Laser Melted Parts: A Finite Element 
Approach 

Anuj Kumar and Mukul Shukla 

Abstract Selective laser melting (SLM) is an additive manufacturing (AM) process 
suited for printing three-dimensional metallic components. Throughout the SLM 
process, the thermal characteristics are crucial in ensuring the build quality of the 
print. Therefore, it becomes essential to determine the temperature distribution of 
the SLMed parts. Experimental approaches to address this issue are capital and time 
intensive. Numerical modelling studies for temperature distribution generally simu-
late single tracks, which cannot be extrapolated for the whole SLMed part. In this 
study, the multi-track, multi-layer SLM builds of IN718 were simulated using a 
three-dimensional finite element model. The temperature-dependent material prop-
erties were considered in modelling, and the laser scanning beam was described as a 
moving volumetric heat source. The temperature distribution on printed layers was 
evaluated, after which thermal profiles from simulated layers were extracted, and the 
permissible limit exercise was performed to identify potential hotspots. The predicted 
thermal history can also be used to optimise SLM process parameters. Further, the 
effects of scan strategy (layer start and rotation angle) on the temperature distribution 
were studied. It is evident from the results that the layer rotation angle affects the 
thermal history as the length of the scan vector changes depending upon the scan 
strategy used in a layer. This modelling approach can be utilised to further develop 
the microstructure evolution based on the simulated thermal history for SLMed parts. 
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1 Introduction 

Metal additive manufacturing also known as MAM demonstrated remarkable ability 
in the fabrication of metal objects with complex geometry [1]. The geometric versa-
tility of MAM stems from the layer-by-layer scanning of a heat source, which gener-
ally melts the metal powder or wires [2]. Among the different MAM processes flour-
ishing, selective laser melting (SLM) offers advantages in developing fully dense, 
near-net-shape metallic parts [3]. The high-energy laser scans the previously placed 
powder layer, melting the powder particles beneath the beam, which leads to the 
creation of a melt pool [4]. A fine track of solid metal is developed as the laser beam 
travels, and by repeating these scans, the entire part is fabricated [5]. 

Nickel-based superalloys have become more prevalent in pivotal industries like 
aerospace, marine, and nuclear [6]. Due to its potential to retain its high strength at 
elevated temperatures, Inconel 718 (IN718) has gained acceptance in many appli-
cations [7]. SLM fabrication of IN718 components has addressed many of the chal-
lenges associated with conventional manufacturing methods [8]. However, the chal-
lenge regarding the process-induced defects, microstructure, and property relation-
ships with process parameters and dimensional accuracy is still there for SLMed 
parts [9]. 

One viable approach for limiting or eliminating SLM defects and achieving higher 
build quality is to determine the temperature of melt pool during printing and control 
it accordingly. Further, the resulting microstructure and properties of SLMed parts 
are strongly influenced by temperature distribution, as it governs the solidification 
characteristics and grain growth [10]. The thermal history is also shown to have 
a strong effect on melt pool geometry and hence the dimensional accuracy of the 
SLMed parts [11]. Temperature distribution is also used in residual stress evaluation, 
grain growth estimation, and process parameter optimisation, in addition to assessing 
and limiting defects [12]. Thus, it is evident that temperature distribution plays an 
important role in realising defect free SLM builds, and therefore, an efficient frame-
work is desired that can predict temperature distribution with a given set of process 
parameter condition. Several researchers incorporated different frameworks to obtain 
temperature profiles using experimental, analytical, and numerical approaches [13]. 

In the experimental domain, researchers started to monitor thermal history with the 
help of various sensors to observe in situ control of build quality [14]. Incorporating 
various monitoring sensors into the SLM setup and analysing the generated data is 
both costly and time intensive [15]. Therefore, developing rapid and cost-effective 
numerical modelling approaches to predict temperature distribution is so critical in 
the context of SLM. 

Various multiscale modelling frameworks are also developed to study the temper-
ature distribution in SLM builds [16]. These numerical models seem to be reliable to 
predict the thermal history in SLM because they also reveal the underlying physics of 
the process [17]. Studies using numerical modelling techniques for various combi-
nations of process parameters on various material systems are documented in the 
literature [18, 19]. A numerical model with a Gaussian heat source is developed for a
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Fig. 1 Modelling framework used in the study 

single bead print to predict the effect of important process conditions on SLM build 
[20]. In another study, a thermal simulation model is employed to assess the influ-
ence of scan speed on the developed solidification characteristics in the SLM parts 
[21]. The thermal model is useful to predict the temperature distribution as well as to 
develop the linkage between process parameters and the developed thermal history 
[22]. Zhao [23] used a FEM-based numerical model to foresee the residual stresses 
based on the thermal history during the printing of titanium alloy. Tan [24] proposed a 
thermo-microstructural model to determine the temperature history and grain growth 
for various SLM process parameters. 

It is evident from the literature that several studies have been conducted on 
predicting the thermal history as a signature for various outcomes, including grain 
growth, distortion, residual stress, and quality control. But the point-wise temper-
ature distribution or nodal thermal history is not yet fully explored by numerical 
modelling, and hence there is a need for an efficient approach to model temperature 
distribution in SLM builds. In this study, the multi-track, multi-layer SLM builds of 
IN718 were simulated using a three-dimensional FEM model. The temperature distri-
bution on printed layers was evaluated, after which thermal profiles from simulated 
layers were extracted and the permissible limit exercise was performed to identify 
potential hotspots. Additionally, the impact of the layer rotation angle or scan pattern 
on the simulated thermal history was investigated. Figure 1 depicts the framework 
employed in the study. 

2 Material and Methods 

For thermal analysis, some physical assumptions related to the SLM process were 
taken into account. The physical characteristics of the powder particles were homo-
geneous, and the powder bed was regarded as a continuous media. The numerical 
modelling takes into account the material’s temperature-dependent thermophysical 
properties. The convective heat transfer coefficient for the powder bed was assumed
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to be constant. The material data for IN718 with thermophysical properties was taken 
from the ANSYS mechanical engineering data source. 

2.1 Governing Equations 

Various key SLM process parameters such as laser power (P), scanning speed (v), 
hatch spacing (h), and layer thickness (t) are related to laser energy density (Ed) as:  

Ed = P 

v.t.h 
J/mm3 (1) 

The partial differential equation for the transient heat transfer satisfied by the 
temporal and spatial distribution of the temperature field is given by [25]: 

ρc 
∂ T 
∂t 

= ∂ 
∂ x

(
k 
∂T 

∂ x

)
+ ∂ 

∂y

(
k 
∂T 

∂y

)
+ ∂ 

∂z

(
k 
∂ T 
∂z

)
+ Q (2) 

where T is the temperature, t is the interaction time, and ρ, c, k  are material density, 
heat capacity, and thermal conductivity, respectively. Q represents the volumetric 
heat generation. 

The initial state of the temperature distribution can be written as-

T (x, y, z, t)t=o = T0 (3) 

where T0 is the ambient temperature. The following is a representation of the natural 
boundary condition with energy balance: 

k 
∂T 

∂z 
+ h(T − T0) + σε(T 4 − T 4 0 ) = Q (4) 

where h is the coefficient of convective heat transfer, ε is the emissivity of the surface, 
and σ represent the Stefan–Boltzmann constant. 

It was assumed that the surface heat flux distribution throughout the powder bed 
follows a Gaussian distribution and is expressed by [26] 

Q0 = 32AP  
π D2 

exp

(
�
2r2 

D2

)
(5) 

where A, P, and D represent the energy absorption coefficient, laser power, effective 
laser spot diameter. Further, r represents the radial distance between a point on the 
powder bed and laser spot.
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2.2 Thermal History Simulation 

The thermal history in the SLM builds was simulated by generating elemental temper-
ature distributions on individual layers of the build. In this approach, results from a 
coaxial average sensor were simulated, comprising the temperature distribution for 
an arbitrary layer within the build with a given material system and process param-
eter combination. A simulated map of the instantaneous temperatures was generated 
within a circular field of view centred around the laser at the top surface of the build. 
Temperatures were averaged over the field of view radius, which was defined by the 
sensor radius, an input parameter. The average temperature will generally decrease 
as the sensor radius is increased since the thermal gradients are strongest in the melt 
pool vicinity. 

First, a 3 mm cube was designed using 3D CAD modelling software, Ansys 
SpaceClaim, and imported into the numerical simulation module. The designed cube 
and considered layer for temperature distribution are shown in Fig. 2. Then a thermal 
model was employed with all the input process parameters given in Table 1. Sensor 
radius of 0.2 mm and the layer at 2 mm height from the bottom was considered for 
temperature distribution modelling. 

To further study the influence of the scan pattern or layer rotation angle, three 
adjacent layers, starting from the bottom layer, were simulated. As the layer start 
angle and layer rotation angle are 57° and 67°, the first three layers have starting 
angles of 57°, 124°, and 181°, respectively. The centre point on the individual layer

Fig. 2 Representation of a 3 mm cube and b the layer at 2 mm from the bottom considered for the 
temperature distribution 

Table 1 Process parameters used for thermal simulation 

Laser power 
(W) 

Scan speed 
(mm/s) 

Layer 
thickness 
(μm) 

Hatch 
spacing 
(μm) 

Base plate 
temperature 
(°C) 

Laser spot 
size (μm) 

Layer start/ 
rotation 
angle (°) 

200 900 30 120 80 100 57/67 
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Fig. 3 Representation of a thermal history and b variation of temperature with time during print 

was considered for the comparison, and the temperature at that point is taken as 
T point. Moreover, the maximum temperature on each individual layer (Tmax) was  
also used to compare the thermal history of these layers. The individual layer results 
and comparative study are discussed in the next section. 

3 Results and Discussions 

3.1 Thermal History 

By analysing the output visualisation toolkit files, the temperature distribution on the 
printed layer was predicted. The temperature distribution outputs for a layer at 2 mm 
from the bottom are shown in Fig. 3. Figure 3a depicts the temperature distribution 
over the whole layer, whereas Fig. 3b shows the fluctuations in the temperature as 
the layer is printed. 

Further, domains from the individual layer were extracted, and the permissible 
limit exercise was performed to find out the potential hotspots. The extracted domain 
from the layer at 2.0 mm height from the base is shown in Fig. 4, along with spots 
where the local temperature surpasses 1050 °C.

3.2 Effect of the Scan Pattern on the Thermal History 

Individual layer results from three adjacent layers starting from the bottom layer 
are shown in Table 2. The temperature at the centre point of the layers (T point) is  
increasing as the next layer is printed. T point for the first layer is 988.5 °C, whereas 
for second layer it is significantly increased to 1049.3 °C (Figs. 5 and 6). This is 
due to the additional heating provided by the previously deposited layer. Similarly,



Modelling Temperature Distribution in Multi-track Multi-layer … 337

Fig. 4 2 mm layer from the bottom showing hotspots where local temperature exceeds 1050 °C

Table 2 Effect of scan pattern on thermal history 

Layer Layer start angle (°) Tpoint (°C) Tmax (°C) 

1 57 988.5 1066.1 

2 124 1049.3 1119.5 

3 191 1077.8 1127.3 

Fig. 5 Temperature distribution on the first layer from base with Tpoint

the temperature of the third layer is increased to 1077.8 °C (Fig. 7). The thermal 
impact of the residual heat from deposited layers can also be seen in the maximum 
temperature (Tmax), which is also increasing as second and third layers are printed. 
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Fig. 6 Temperature distribution on the second layer from with Tpoint 

Fig. 7 Temperature distribution on the third layer from base with Tpoint 

The individual layer scans show how the layer rotation angle alters the number 
of tracks on a layer and also the length of an individual track. It demonstrates that 
any arbitrary point on the layer experiences a significantly different temperature 
history depending on the layer start and rotation angles. The effects of this altered 
temperature distribution can be seen in the developed residual stresses and distortion, 
but these outcomes are not in the scope of current study. 

4 Conclusion 

In this work, a numerical modelling approach was employed to study the temper-
ature distribution in multi-track, multi-layer SLMed IN718. The simulated thermal 
history, corresponding to SLM process parameters, was further utilised in conducting 
permissible limit exercise and potential hotspots identification. These hotspots where 
the local temperature exceeds the permissible limit can be attributed to the poten-
tial process-induced defects commonly found in SLMed parts. Hence, this thermal 
history simulation can be utilised prior to the actual printing of SLMed parts to assess
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the temperature distribution and hotspots and optimise the SLM input parameters 
accordingly. Further, the effect of the scan pattern was also analysed by considering 
the temperature at the centre point and the maximum temperatures of individual adja-
cent layers. The different thermal histories in these layers are attributed to residual 
heat from previous layers and a change in the length of scan vectors due to different 
layer start and rotation angles. 
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