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Disruptive technologies and digital transformations for Society 5.0 aims to report innovations 
to enable a futuristic society in which new values and services are created continuously, making 
people’s lives more conformable and sustainable. It aims to present how problems can be solved 
in different areas, including mobility, health, agriculture, food, manufacturing, disaster preven-
tion, and energy to name a few. Society 5.0 framework is based on data captured by real-world 
sensors and sent to the virtual cloud world for Artificial intelligence (AI)-based analysis, which 
in turn will return to the real world in physical form through robots, machines, and motor vehi-
cles. People, objects, and systems are all connected in Society 5.0 and converge in cyber and 
physical space to collect a large amount of data from a variety of sources using sensors and 
devices. In Society 5.0, new values created by social innovation eliminate regional, age, gender, 
and language disparities and enable the delivery of personalized products and services that 
meet many individuals and potential needs. Digital transformation marks a radical rethinking of 
how an organization uses technology, people, and processes to fundamentally change business 
performance. Disruptive technologies including AI, affective computing, Blockchain, biolog-
ical computing, cloud computing, emotion theory, human-computer interaction, Internet of 
Things (IoT) predictive analysis, probabilistic methods, swarm intelligence, socio-cognitive 
neuroscience, quantum computing, web intelligence have monumental roles to play in digital 
reality and Society 5.0. These technologies are shifting the economic landscape and the time 
has come to imbibe these technologies and empower organizations to exploit them now and 
in the future. The Series accepts research monographs, introductory and advanced textbooks, 
professional books, and reference works. 

Aim and Scope

• The series is focused to explore how disruptive technologies are helping in digital trans-
formation and how organizations are changing the way they do business, concerning 
innovation processes and business model transformations.

• This series is focused on how various disruptive technologies are creating opportunities 
across the business landscape.

• This series provides a comprehensive guide to Industry 4.0 applications, not only intro-
ducing implementation aspects but also presenting conceptual frameworks to the design 
principles of Society 5.0. Besides, it discusses such effects in new business models and 
workforce transformation.

• Changing dynamics of global production, its complexities, high end automated processes, 
high-level competitiveness, and emerging technologies for new generation goods, products, 
and services.

• Special focus on AI, affective computing, Blockchain, biological computing, cloud 
computing, cognitive intelligence, digital business transformation, decision sciences, 
e-health services, emotion theory, Futuristic digital society, habitat Innovation, human-
computer interaction, Internet of Things (IoT), Internet of Humans (IoH), IoT-oriented 
Infrastructure, mobile computing, neural computing, predictive analysis, probabilistic 
methods, resilience in cyber-physical systems, robotics and automation for futuristic appli-
cations, swarm intelligence, synergies, and tradeoffs of food, energy, and water (F-E-W) 
nexus, socio-cognitive neuroscience, smart homes, and smart buildings, smart mobility 
and transportation, smart factories, embedded devices, quantum computing, and web 
intelligence to name a few.
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Preface 

Computational intelligence is a group of models and tools that encompass elements 
of learning, adaptation, and/or heuristic optimization. It is also referred to as tech-
niques to derive more values from business operations, overcome real-world uncer-
tainties and complexities, and make better decisions. Integration of modern key 
computational intelligence concepts is essential for the knowledge acquisition, and 
strategies for analysis, exploration, and knowledge generation using computational 
intelligent approaches. Computational intelligence plays a crucial role in modern 
business systems by providing powerful tools for data analysis, decision-making, 
and optimization. With the ever-increasing amount of data generated by businesses, 
computational intelligence techniques can help to extract meaningful insights and 
patterns from this data, which can then be used to inform strategic decision-making. 
By leveraging the power of computational intelligence techniques, businesses can 
make more informed decisions, optimize their operations, and ultimately achieve 
greater success. 

This book is an exemplary document covering the applications of computational 
intelligent techniques in business systems and advocating how these techniques are 
useful in modern business operations. The book will redefine the Computational 
Intelligence Foundations: the three pillars, i.e. neural networks, evolutionary compu-
tation, and fuzzy systems. Also, emerging areas such as swarm intelligence, Artifi-
cial Immune Systems (AIS), support vector machines, rough sets, chaotic systems, 
and others have also been demystified in the book in order to strengthen the range 
of computational intelligence techniques, i.e. Expert Systems, Knowledge Based 
Systems, and Genetic Algorithms. 

This book redefines the role of computational intelligence techniques in modern 
business system operations, i.e. marketing, finance, accounts, operations, personnel 
management, supply chain management, and logistics. In addition, this book guides 
the readers through using them to model, discover, and interpret new patterns 
that can’t be found through statistical methods alone in various business system 
operations. 

This book reveals how computational intelligence can inform the design and 
integration of services, architecture, brand identity, and product portfolio across the
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entire enterprise. The proposed book will also examine how to complement computa-
tional intelligence with visualization, explorative interfaces, and advanced reporting, 
thereby empowering business users and enterprise stakeholders to take full advantage 
of it. This book comprises well-structured chapters written by academic and industry 
researchers from across the world and all of them are experts in their respective 
fields of research. All the chapters have a common focus, i.e. how Computational 
Intelligence Techniques can help human society in combating COVID-19. 

Organization of the Book 

The book has been divided into three sections, namely Part I (Computational Intel-
ligence for Business Finance Applications), Part II (Computational Intelligence 
for Marketing, Business Process and Human Resource Applications), and Part 
III (Computational Intelligence for Operational Excellence, Supply Chain and 
Project Management) based on the types of applications and case studies consid-
ered. The chapters cover a variety of topics, i.e. Industry 4.0, Internet of Things 
(IoT), Machine Learning, Deep Learning, Big Data Analytics for modeling COVID-
19, Artificial Intelligence (AI) enabled social distancing for virtual assessments and 
diagnosis, and many more. The book is organized into 15 chapters. A brief summary 
of the chapters is presented below. 

Chapter 1 provides a complete overview of the research conducted in the finan-
cial industry after implementing digital financial solutions over time, as well as a 
broad overview of this unique research topic. In Chap. 2, a comprehensive compar-
ison of the stock market pre-COVID-19, during COVID-19, and post-COVID-19 
for tech giants including Google, Apple, General Electric, IBM, and Microsoft has 
been implemented in order to analyze the impact of COVID-19 on the financial 
market. Chapter 3 aims to define the feelings-based hypotheses that are used to 
clarify financial exchange concerns and terminologies. In this study, it is recognized 
that emotions do not typically motivate investors, and that it is not critical for the 
property market to be adequate at its current state. A thorough analysis of the behav-
ioral account hypothesis is required. The behavioral model is used in this study to 
better understand the investments. Behavioral research on the study of investment 
decisions in the commercial real estate market can be improved by utilizing digital 
and statical analysis with machine learning approaches. The role of AI in tack-
ling difficulties related with money laundering in the banking sector is the subject 
of Chap. 4. The goal of Chap. 5 is to create a natural language processing model 
for identifying keywords in crowdfunded project descriptions that influence project 
success. Chapter 6 uses a variety of deep learning techniques for stock prediction, 
including Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM), 
Convolutional Neural Networks (CNN), and Bidirectional LSTM (BiLSTM). The 
goal of Chap. 7 is to employ several regression models of supervised machine learning 
to estimate the price of houses. Housing data from 5000 residences in the United 
States was analyzed for the proposed study. Random Forest Regression, XGBoost
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Regression, Linear Regression, Artificial Neural Network, Gradient Boosting, and 
Ada Boosting are the six models employed. When the results are compared, Linear 
Regression and Artificial Neural Network surpass the other four algorithms with R2 
Scores of 91.56 and 91.37%, respectively. In Chap. 8, a Software Defined Networking 
(SDN) architecture is considered, in which connections between users’ devices and 
providers’ nodes are defined based on resource needs and price. The findings imply 
that the ideal bidding strategy is determined by multiple factors, including (i) the 
competitor’s bidding strategy; (ii) each participant’s operational cost; and (iii) all 
players’ available resources and the broker’s requirements. The primary goal of 
Chap. 9 is to highlight the current status of AI applications in marketing, with a 
focus on digital marketing, using a desk research method. The chapter also seeks to 
pinpoint the digital marketing’s future directions, with AI as a possible main driver. 
The World Book Fair, which was held in New Delhi by the National Book Trust 
(NBT), an Indian public-sector organization, is discussed in Chap. 10. The goal of 
this case study is to look at the public sector’s large presence around the world, 
as well as its domination in particular areas. A three-stage approach for preventing 
attrition is presented in Chap. 11 (up to processing, processing, and post-processing). 
The case study’s IBM HR dataset has been chosen. The selection strategy for the 
“maximum-out” feature is suggested for reducing the to-processing phase due to 
the large number of functions in the dataset. In Chap. 12, readers will learn about 
several data mining techniques and how to apply them to Customer Relationship 
Management (CRM). It also demonstrates how effective it is to convert a traditional 
CRM into a modern one. In Chap. 13, the benefits of using a machine learning algo-
rithm to anticipate the behavior of current employees are discussed. Long Short-Term 
Memory (LSTM) algorithm and fuzzy rules are utilized in this study to assess worker 
attrition by projecting a scarcity of competent personnel by department and sending 
out a warning message about hiring new employees or redistributing workload among 
existing employees. Chapter 14 provides a new computational intelligence paradigm 
for psychological assessment based on q-Rung Orthopair Fuzzy (qROF). Chapter 15 
develops a system for evaluating a candidate’s personality using various strategies. 
With the use of machine learning and natural language processing, the suggested 
system asks CV-related and personality-based questions to anticipate and assess 
his/her personality, allowing the business to shortlist candidates based on the job 
profile and company requirements. Chapter 16 uses advanced image processing and 
deep learning algorithms to segment failure regions from disintegrated automobile 
assembly parts images. The impact of Industry 4.0 on making the arena digital is 
discussed in Chap. 17. In addition, this chapter covers the transition from Industry 
4.0 to Society 5.0, as well as the future of Industry 4.0 and Industry 5.0. Chapter 18 
discusses the roles of artificial intelligence and automation for Industry 4.0. The goal 
of Chap. 19 is to create a reliable decision-making tool in a long-term supply chain 
that incorporates the thinking process, the concept of six sigma, and lean thinking. 
Chapter 20 presents AI-based technological reforms of global projects. Chapter 21 
adopted the Clark-Wright algorithm to optimize delivery vehicle routing in order to 
produce higher effects in the organization, boost efficiency, and quality of service, 
minimize transportation time, and reduce shipment delivery delays. The goal of
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Chap. 22 is to determine how a country’s diet influences its COVID-19 mortality 
rate. With so many different eating traditions around the world, determining which 
food groups can best predict a country’s death rate would be fascinating. It esti-
mated the proportion of fatalities caused by the corona-virus pandemic using linear 
regression and random forest/regression tree, taking into account statistical data on 
the population’s eating habits. Chapter 23 presents a de-background multicolumn 
dynamic CNN for crowd counting. While crowd counting, the suggested model can 
manage crowd shape changes owing to viewpoint distortion and learn to minimize 
the background effect. In Chap. 24, a thorough examination of product bundling and 
its methods in various marketplaces throughout the world was conducted. Based on 
the presented literature review, it may be concluded that certain factors are much 
more essential than others. Observations are made in this study on how different 
factors compare to one another and which should be prioritized. The most vital 
aspect is information quality for the relevant bundling as per market criteria, and 
transportation, while important, is the least important. Chapter 25 focuses further 
on the prospect of building statistical techniques that deal with competitive science 
in order to construct a powerful decision-making tool suitable for long-term supply 
chain network research. The goal of Chap. 26 is to find the linked variable(s) with 
reverse logistics methods in bottle manufacturing businesses in the Indian state of 
Odisha and to rank those variables using the Technique for Order of Preference by 
Similarity to Ideal Solution (TOPSIS) method. Chapter 27 examines how numerous 
government agencies in developed countries throughout the world are incorporating 
AI into their procurement processes, as well as some of the capabilities that are being 
evaluated for future implementation. 
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Chapter 1 
Artificial Intelligence and Machine 
Learning in Financial Services 
to Improve the Business System 

Komalpreet Kaur, Yogesh Kumar, and Sukhpreet Kaur 

Abstract Machine learning is coming as a significant encroachment in the financial 
services industry. Finance has always been about data and is considered a complex 
field of study that includes knowledge from disciplines such as mathematics and 
statistics to human psychology and linguistics. Due to this, it is difficult to manage 
the various day-to-day challenges associated with finance, such as financial glitches 
attributed to human errors. The financial sector has employed machine learning 
for a myriad of purposes and its excellent applications. The work highlights the 
advancement of different learning techniques in financial services for data science. 
This chapter gives comprehensive prospects on a study accomplished in the financial 
industry after applying digital financial solutions over time and an extensive view of 
this distinctive research area. The organization comprises an introduction, motivation, 
and background that entails a block diagram of learning techniques, benefits, and 
various issues related to implementing machine learning techniques in the financial 
domain. Other things covered in this chapter are various datasets used by different 
researchers, and its focal point is to present a systematic survey of various applications 
of finance using artificial intelligence and finally expose a synthesis analysis based on 
the findings along with their benefits and issues. Overall, this chapter gives conscious 
and constructive assistance to researchers working towards the sustainable evolution 
of the finance industry.
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Keywords Data science · Financial services ·Machine learning · Artificial 
intelligence · Deep learning · Datasets · Accuracy 

1 Introduction 

The data evaluation is based on test and error, which is an outlook that becomes 
unpractical in the case of large and diverse data sets. Machine learning (ML) comes 
as a besotted way to evaluate this massive amount of data. This rapid progress in 
ML increases its usage, demands, and importance in contemporary life. This has 
also replaced data mining in which explications are done using automating generic 
methods that have replaced the conventional statistical methods. So, precise results 
can be created using ML by evolving proficient and speedy algorithms and data-
driven models for real-time processing [1]. The finance industry is broad and different 
segments have different use cases for ML. The use cases for ML in finance are both 
abundant and highly important. Fraud detection, credit quality assessment, algo-
rithmic trading, and compliance regulation in real-time are examples of use cases 
[2]. ML in finance has refolded the financial services industry like never before. It 
helps businesses modify their customer experience and enables them to offer person-
alized products and services based on consumer actions [3]. ML techniques forecast 
and help diminish customer dissatisfaction, like an exact prediction of cash required 
in ATMs helps manage costs and improves the return on cash assets. Chabot offers 
24*7 customer service with superhuman speed and constancy. ML underwriting 
agents assist human underwriters to make the best utilization of their time and effort. 
Fraud detection algorithms help find suspicious activity that the best human experts 
may fail to spot. Even business association is not wholly human activity any longer. 
Machine learning makes specific that these digital financial solutions persist in to 
carry out correctly, even as the wants of financial institutions grow significantly over 
time [1]. Due to its popularity in various fields, various researchers have also worked 
on machine learning in the finance sector. However, still, they were unable to give 
reviews on things related to it. Many researchers have presented the use of machine 
learning or artificial intelligence in the finance domain and presented using the tech-
nique for individual finance. However, there is no good survey or research presented 
in the area of artificial intelligence covering its different aspects and its applications 
in the field of finance, the role of data science in finance, and comparative analysis 
of previous research done in this field. There is a need for comprehensive study in 
the field of machine learning especially in the domain of finance. So, the objec-
tive and motivation behind this chapter are to outline the use of ML in the finance 
domain and the challenges faced while implementing it, and various advantages 
achieved by applying both together. Along with it, highlights a systematic review of 
various datasets or financial data used by machine learning algorithms to carry out 
the experiments on it.
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1.1 Organization of the Chapter 

The complete chapter is organized into various sections for terms related to the 
Finance sector. The sections are divided into numerous sections according to the 
main terms related to the use of AI in Finance. Started with Sect. 1 which contains 
the introduction of finance and the use of AI in it forwarded with the motivation 
behind writing this chapter given in Sect. 2 which also consists of challenges faced 
by the user while using AI in the finance sector. Further, in Sect. 3 Background is 
given about the main topic that contains data related to the role of data science in the 
finance sector, benefits and issues of AI in the finance sector, datasets used in financial 
applications along how AI is changing the financial services industry (Fig. 1). 

Then, Sect. 4 contains the role of AI in the finance sector is included that further 
divided into various subheadings of applications of finance in which AI plays its role. 
The comparative analysis is also given in Sect. 5 in which a comparison of various 
applications of finance has been done in terms of the dataset used along with output 
achieved using different AI algorithms. 

2 Motivation 

Finance has always been about data. AI is used for digesting immense amount of data 
and learning from it by carrying out a particular task such as differentiating fraudulent 
legal documents from all authentic documents. Thus, ML learns from presented data 
to divide future and data-driven decision-making models from input data sets [1].

Fig. 1 Organization of the chapter 
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AI in finance gives numerous approaches for handling large and complex amounts 
of information in a better way. It also improves the ability of managing such large 
and complex data accessible by the finance industry [3]. Due to a large amount of 
historical financial data produced in the industry, machine learning has found many 
constructive applications like trade settlement, fraud detection, algorithmic trading, 
high-frequency trading, chatbots, loan underwriting, Robo-advisors, risk manage-
ment, money laundering, and document analysis. AI using the latest technologies 
helps in different ways in the finance sector, from approving loans and executing 
credit scores to handling assets and estimating risk [4]. No doubt, machine learning 
has taken the finance industry to an all-new level. However, still, it still faces some 
challenges in its implementation in the industry like cost, security, updates, adopting 
challenges, etc. [2]. Along with these challenges, machine learning has various advan-
tages like time-saving, less paperwork, improved workflow, etc., that attracted us to 
work on it. Moreover, its use in various areas to engross researchers for working on 
it improves the existing systems. It has been found that acceptable improvement is 
achieved in various areas of finance by using machine learning. 

2.1 Challenges 

As machine learning is enjoying a moment of resurgence, there are implementation 
challenges a finance sector should tackle to be successful. There are many challenges 
that are faced while implementing machine learning in the finance sector. Such 
challenges are shown in Fig. 2 [2, 5, 6].

Data-Banking or financial data is often poor quality and hard to find as it is stored 
in silos on various legacy systems. Algorithms flourish easily accessible large data 
sets. The assimilation of data sources, ideally onto a cloud platform, is hence a key. 

Regulatory-Some self-learning models cannot be conventionally validated and 
consequently may be considered insufficient by the regulator. Comprehensive 
research into regulatory requirements is suggested in advance of implementation. 

Tools-There exists an immense array of new and growing Machine Learning 
technologies. A systematic consultation course of action with digital specialists is 
advised at the forefront of any purchase.

 Machine learning in Finance: Challenges 

Data Regulatory Tools Culture Customers Talent 

Fig. 2 Challenges of machine learning in finance 
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Culture-Judgment currently often trumps insights in firms- a cultural shift will 
be required. The democratization of analytics is required, and there should be a lure 
to sway data sharing between business divisions. 

Customers-Older generations are not so much digital-savvy. Customers choose 
human interaction over communication with robots. A marketing /education session 
may be required to emphasize the benefits to the customer. 

Talent-Initiating machine learning into business needs a change in skillset 
requirements from operational manager to analytics and data science. 

3 Background Study 

This section expounds on a brief overview of learning techniques and the role of 
data science in financial domain applications, along with its advantages, challenges, 
and objectives. Various application areas of machine learning in finance are also 
presented in this section. 

Conventional computer science algorithms were application-specific, and time 
was necessary to develop a proficient algorithm for a specific application. Each 
application generally had different requirements, and as a consequence, there were 
not even single approaches that fit all methods. Artificial Intelligence (AI), ML, and 
Deep Learning assure a subset of algorithms that fit a range of sub-tasks under a 
specific application sphere [4]. 

Based on skills in using computers for surveying the data for structure, ML has 
evolved even in the cases of having no presumption about the structure. The experi-
ments on it are a validation error on new data. On the other hand, a null hypothesis is 
proved by theoretical experiments. This happened due to frequent use of the iterative 
approach by ML for learning from data and automating the learning. Until a robust 
pattern is found, passes are run through the data [7] (Fig. 3). 

Fig. 3 Definition of various analytics and Data Science learning [4]
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In the field of Deep Learning (DL), which is a subset of Machine Learning, the 
patterns of large amounts of data are studied. In DL, for dealing with data, neural 
networks are used which in turn also increases the computing power of the system. 
The current applications of DL include object recognition in images as well as the 
word recognition in various sounds. It is also being used in translating different 
languages automatically, medical diagnosis and other problems related to social 
issues by all the researchers [8]. That is why, the field of Data science is referred 
to as the area in which knowledge is extracted from huge data sets having data of 
unstructured and structured types. This knowledge is further being shared with their 
domains of business so that they can offer effective schemes and roadmaps in their 
business [9]. 

3.1 Role of Data Science in the Finance Sector 

Industries observe data as a crucial commodity and energy. Raw data is used in it 
which is further converted into a meaningful product. This insight the enhancement in 
industry performance and another name of finance is the hub of data and its industries 
are considered as one of the preliminary users and explore data analytics. In fraud 
detection, customer management, algorithm trading and risk analytics data science 
is used [9, 10] (Fig. 4). 

• Risk Analytics: It has an important place in different applications of finance 
related to data science. By using it, deliberate decisions can be taken by the 
company along with the rise in reliability as well as in-company security. In 
risk management, a core is data because it estimates the rate of loss recurrence 
and multiplies it with the magnitude of damage. There are different types of 
risks, which are evaluated by a company that arise from competitors, credits, 
market, etc. In managing risks, the primary step is its recognition along with

Fig. 4 Data Science for difference finance applications
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its observation and prioritization. The data relating to customer information in 
the financial transaction is available in a massive manner. Due to it, institutions 
are trained on risk data, so that the risk scoring models can be implemented 
optimally with less expense. The creditworthiness of customer authentication is 
another important feature of risk management. For this purpose, data scientists 
are paid by companies that use machine learning algorithms to examine customer 
transactions [11, 12].

• Real-Time Analytics: Earlier the processing of data was performed in batches, 
which means it is chronological, not real-time. However, to get insights into 
present conditions, real-time data is required by most industries. That is why they 
faced problems. However, now with minimum latency, data can be accessed which 
happens with the evaluation of dynamic data pipelines and progress in technolo-
gies. In institutions, finances, this data science application can trace transactions; 
and generate credit scores along with other financial attributes without causing 
any latency problem [13].

• Consumer Analytics: Financial institution’s primary function is consumer person-
alization. Data scientists are able to make suitable decisions and insights from 
consumer behaviour using the data in real-time analytics. The customer lifetime 
value is computed using consumer analytics by insurance companies like finan-
cial institutions. This will be added to their cross-sales that minimizes below zero 
customers for rationalizing the losses [14].

• Customer Data: Management financial Institutions require data. The working style 
of financial institutions has been transformed to much extent with the introduction 
of big data. Most of the data is provided through transactions and social media. 

This data is presented in two forms as given below:

• Unstructured data
• Structured data. 

Unstructured data causes many problems, whereas structured data is easier to 
handle. 

The most significant part of Big Data is Business Intelligence (BI). BI helps 
industries in finding the important information about customers by applying machine 
learning. There are various other tools also which are used in AI for extracting mean-
ingful information from the input data which includes data mining, text analytics, etc. 
By detailed analysis of customer data, the financial trends and market value changes 
are examined by machine learning [9].

• Providing Personalized Service: Personalized services to consumers are the 
liability of financial institutions that analyse consumer information using various 
techniques and further understand their interactions. Along with providing better 
communication to its users, financial institutions depend on software based on 
speech recognition and natural language processing. There is an increment in 
profits by taking actionable insights from financial institutions according to the
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Fig. 5 Components of algorithmic trading [18]

customers’ feedback data. This also optimizes the strategies of industries, which 
in turn helps them in improving their services [9].

• Fraud Detection: The industry of finance is majorly affected by frauds, and with 
an increase in several transactions, there is a rise in fraud risks. However, now 
the financial industries can keep track of fraud by introducing and increasing big 
data and analytical tools. In these industries, the most common fraud is credit 
card fraud. By advancing in algorithms, this type of fraud comes to know as it has 
increased the reliability of fraud detection that alerts companies about particular-
ities in the financial purchase, ultimately encouraging them to block the account 
and reduce the losses [15, 16]. The unusual patterns of trading data can be spotted 
by various machine learning tools and the aware financial institutions to explore 
it more. Some insurance-related frauds are dealt with by banks [17].

• Algorithmic Trading: The components of algorithmic trading are shown in below 
Fig. 5. As can be seen there are three stages of algorithmic trading predate analysis, 
Trading signal generation, and Trade execution. Predate analysis takes in the 
mathematical model [18].

• To trade financial instruments, future activities are visualized by the risk alpha 
model.

• The risk model estimates the financial instruments-related risk levels.
• The transaction cost model computes the financial instruments’ trading-related 

costs. 

The portfolio construction model is included in trading signal generation, and its 
input is the results of alpha, risk, and transaction cost models. It further decides the 
amount of financial instruments portfolio allowed to go onward and in how many 
quantities. 

The trades are executed at trade execution that makes various decisions by 
checking the transaction expenses and trading time. The trading strategy accom-
panied by venue and order type is the most general decision.
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In financial institutions, the most significant part is played by algorithm trading 
which includes complex mathematical formulas and high-speed computations. This 
helps financial institutions develop new trading strategies, and it has a massive impact 
on high-speed computations. By this, data science is considered an essential feature 
of financial institutions. 

There is a massive collection of multiple data operations in data science that 
involve statistics and machine learning reliant on data. Then further in the form of 
training and test set, these data are fed to a model that helped in implementing the 
module with algorithm parameters. This states that the future of Data Science is 
dependent on the advancement in Machine learning. [9]. Data science also includes 
[10]: Data Engineering, Automating Machine learning, automated data-driven deci-
sions, Data Integration, Data visualization, Dashboards and BI and Automated 
data-driven decisions. 

3.2 Benefits and Issues of Artificial Intelligence in Finance 
Sectors 

This section covers various benefits and issues of using artificial intelligence in 
finance sectors. The logic to implement artificial intelligence in business seems 
evident. Nothing but machines can offer the following benefits:

• Process automation has reduced operational costs [4].
• Better productivity and enhanced user experiences have led to increased revenues 

[19].
• Better compliance and Strong security [12, 20].
• Cost-effective.
• Increasing Operational efficiency.
• Improve security. 

Companies that are providing financial services can use a large number of AI 
algorithms that are open source. Also, these companies are also ready to spend any 
amount of money for purchasing state-of-the-art hardware which is required for 
increasing the computing power of the system. Various areas of the industries related 
to finance are improved with the application of AI that helped in dealing with large 
amount of existing data [21]. 

ML and deep learning algorithms in finance reduce labor costs by automating 
human labor, resulting in a significant saving of money in financial services. Opera-
tional efficiency is also improved by streamlining processes that increase the produc-
tivity and efficiency of financial operations. It also provides both network fraud 
prevention and security capabilities for financial institutions. The bank also benefits 
from the model’s ability to select the financial indicators that are most relevant in 
the process of prediction and a high level of prediction accuracy. Human capabilities



12 K. Kaur et al.

are improved, and AI’s impact on business and the economy will be reflected in its 
direct contribution and ability to inspire complementary innovations. 

The current development in AI mainly focuses on reducing the prediction cost and 
making the system faster and more accurate. These predicting action implications 
enable increased customer retention and prevent downtime through predictive main-
tenance on infrastructure or machinery. The benefits of AI are the ability of trades to 
execute at the best possible prices, increase accuracy, and reduce the mistakes like-
lihood with the ability to automatically and simultaneously check various market 
conditions. Human beings’ emotional and psychological conditions cause some 
errors that also get reduced by replacing human work with AI systems. We have 
seen that various advantages are provided by AI technology, but still, some issues 
need to be addressed. Most of the financial services companies are not taking genuine 
value from AI technology for the reasons given below [2, 19].

• Research and Development in machine learning are expensive.
• The lack of machine learning engineers is another major issue.
• Selection of datasets for the experimentation.
• Financial incumbents are not smart enough when it comes to upgrading data 

infrastructure. 

Sustainability and overfitting are two main issues in using AI models. Another 
possibility of an increase in the count of frauds using new approaches also increases 
the count of legal issues caused by mistakes of an algorithm. This also increases 
the count of privacy issues. Nowadays, AI models are used for preventing fraud, 
but there can be a possibility that the use of these tools will increase the number 
of cybercriminals defrauding users in the coming time. Also, the institute is legally 
responsible for whose person makes a mistake that also invokes legal questions 
on mistakes done by algorithms. The data is the primary source needed by these 
algorithms. However, the financial data is private information, so AI increases the 
concerns related to privacy. 

3.3 Datasets Used in Financial Applications 

In different studies or different applications of the financial domain, we use different 
datasets. A few of the datasets are available publicly that can be downloaded, such 
as Australian, Japanese, German, Korean, etc. These datasets are highly used in the 
prediction of bankruptcy and the scoring of credits. Some researchers have used 
publicly available data as well as some have collected data from specific countries 
also [22]. Table 1 shows some of the datasets and their description.
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Table 1 Description of various datasets [22–25] 

Name of dataset Description 

Quandl For economic and financial data their dataset is considered as a good 
source that is mainly proving to be beneficial in model construction for 
stock prices or forecast economic indicators 

World Bank Open Data  Their datasets enclose the analysis of population as well as a large 
number of economic and development indicators worldwide 

IMF Data This dataset has all data associated with international finances, rate of 
investment, rate of debts, and reserves dealing in foreign exchange 

Financial Times 
Market Data 

Provide updated details on financial markets worldwide, together with 
stock price indicators, property, and foreign exchange 

Google Trends They did a study and investigation of internet search activity data 
along with the different stories trending across the world 

American Economic 
Association (AEA) 

This data set contains the macroeconomic data of the United States of 
America 

EU Open Data Portal It was started in 2012 following European Commission Decision 2011/ 
833/EU on commission document reuse. This dataset provides the 
required data without any cost and it contains the data of European 
Union Institutions. The data present in this dataset is collected from 
varying datasets and can be used anywhere in any sector 

EOD Stock prices EOD stands for the end of day and it consists of around 3000 US 
companies end of day stock prices, splits, and dividends curated by the 
Quandl community 

Data.gov It is a website of the US government that gives access to high-value, 
machine-readable datasets of various domains generated by the federal 
government’s executive branch. The Vivek Kundra US federal CIO 
launched this website in 2009 that is powered by WordPress and 
CKAN open source applications 

Global Financial Data 
(GDF) 

The complete unabridged data series was generated by GDF that 
contains the combination of daily market data taken from historical 
and data feeds values. This can be accessed by anyone due to its free 
subscription and further can research on analysing the major global 
markets and economies 

RBI Database This dataset was launched by the Reserve Bank of India, RBI Data 
Warehouse which is a publisher’s data platform for various Indian 
economy aspects. In this, the data is presented through a time series 
formatted report. It contains a dataset across financial markets, saving, 
money, employment, banking, national income, and others 

PBGC Financial 
Summary Data 

This consists of PBGC’s key financial statements highlighted data of 
the period September 1992 to 2009. These statements can be accessed 
at PBGC.gov 

Large Mutual Fund 
Facilities 

This dataset contains a combined asset in US mutual funds that was 
$12.36 trillion in Oct 2007. There are around 8,000 US mutual funds 
that are significantly concentrated assets in a relatively small amount 
of mutual fund families which is 50% of all assets held by Top 10 
mutual fund families

(continued)
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Table 1 (continued)

Name of dataset Description

US Stock Data It contains US stock historical data since 2009 that is updated on a 
daily basis 

CBOE Volatility Index 
(VIX) 

It is a critical indicator of S&P’s market forecasts for near-term 
volatility. This is a time series dataset that includes daily lows and 
highs, as well as closes and opens 

Dow Jones Weekly 
Returns: 

It contains a percentage of return that stock has every week for training 
their algorithm and measuring while producing the greatest rate of 
return by stock in the following week 

Simin The data provided by this dataset is available in one document so that 
it can be used in a timely manner. The data is collected from different 
financial statements. It is uploaded on the SEC website after its 
cleaning and organizing 

CIA World Factbook It includes the economic state of countries along with other military, 
communications, geography, and demographics stats 

3.4 How Artificial Intelligence (AI) is Changing 
the Financial Services Industry? 

In collecting and analysing data, AI is able to give much accurate future predictions 
and is very efficient in recognizing patterns in comparison to human ability. This 
helps in improving the effectiveness of banks in their routine work and helps in 
completing the tasks in less time. According to the remarks of the PWC’s latest 
study, AI holds around 16 trillion dollars of the global economy in 2030. Moreover, 
its applications will cross 5 billion dollars of global investment, and by 2030 it is 
expected to save 1 trillion dollars in the banking industry [20]. There are various AI 
applications in the service industry. A few of them are given below. 

Dedicated Services to HNI’s (High Net Worth Individuals) Wealth and Portfolio 
Management: The main work of these services is to decide the trade-off between 
risk and return and in turn give warning to the users detailing various securities and 
assets with their possible returns. The advancement is given by AI to financial services 
companies which helps them give accurate and customized guidance to their well-off 
clients. BlackRock has helped the AI lab in its operations. It has been considered 
as the largest group of the world with higher investments having assets of 6 trillion 
dollars. Other global organizations are also using AI for improving predictions which 
is helping their clients. 

Moreover, two AI systems have been brought by Swiss Bank UBS to renovate their 
trading floor. In this, after interpretation of market data, scope trading patterns can 
be found out by one. After that, it advises trading strategies to the bank’s customers 
to help them achieve high returns. On the other hand, their customer’s post-trade 
allotment preferences are conveyed by the second one [23].
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• Virtual Financial Assistance and Automated Customer Support through Robo 
Advisors and Chatbots: The AI associate and other appropriate apps like Revolut 
are used by Banks that help in having quick services to the customers. For this 
purpose, they use Smart chat technologies that will help in transferring the queries 
of the customers to the supporting staff related to that query. It will require different 
processes of Natural Language Processing (NLP) for achieving this feature. After 
that, in 2016, an AI assistance Luvo was introduced by the Royal Bank of Scot-
land that answers customers’ inquiries, and in some cases, it transfers them to 
human staff. This Robo advisor helps in reforming the experience and pleasure 
of customers. In India, the four top commercial banks are using Chatbots which 
are one of the major applications of AI. Along with it, they have advanced the 
customer experience by FinTech startups that reduce the cost and give better 
efficiency. On the other hand, to provide immediate feedback according to the 
captured facial expressions of clients, AI power-driven intelligent cameras are 
used by banks [24, 26, 27].

• Enhanced Insurance Experience: There are many applications for both instance 
of claim payment and underwriting policies in the data-driven insurance industry. 
The main requirements of insurance companies are to know more about the client’s 
education, lifestyle, health, and character along with the filed claim occasion. 
However, these all things can be effectively captured using AI algorithms. In 
some US startups, there is a possibility of paying insurance claims within 3 s by 
doing multiple back-end procedures and checks using AI apps. They can check 
things while communicating with the customer at the front end [20, 28].

• Robotic Process Automation (RPA)—Repetitive Task Automation: There is a 
need for repetitive front and middle office processing in repetitive activities like 
deposit and withdrawal processing, billing, statement generating, cheque clearing, 
etc. However, with RPA and AI software, this can be accomplished better, resulting 
in better efficiency, improved time management, and expense savings. Human 
intelligence and skills are progressively imitating robotics technology from indus-
trial robots to self-driving cars, which may become a game-changer in the finan-
cial services industry. There is speedy growth for investment in the robotic sector, 
and there is almost double the number of funding deals in robotics. According 
to CB Insights, in 2014 it was 273 million dollars, then in 2015, it became 587 
million dollars. On the other hand, the expansion of investment was 115% in 2015 
compared to 55% in 2014 [4, 20].

• Use of alternate data for analysis of credit scoring and predictive one: There is 
large count of SMEs and financially barred individuals that are unable to use 
bank credit in cases when there is very little or no credit account history. So, 
giving a loan to such customers becomes very challenging for banks. However, 
now loans can be sanctioned with the usage of AI by fintech startups. They can 
gather and process data such as educational background, social media, police 
records, employment history, age, location, spending habits, and other things. 
With predictive analysis (using AI), one can compute the credit score, avoid bad 
loans, and give insight into the current demand of a client’s credit and the next.
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Now, several FinTech companies are using AI power-driven algorithms that are 
disturbing the loan industry with their AI solutions that increase markets [15, 25]. 

Regulatory Compliance, Fraud Prevention, and Detection and Prevention of 
Money Laundering: After the financial calamity in 2009, there was stress of compli-
ance and risk management on the banks and financial services firms. Basel Accords 
provided risk management and unwieldy capital sufficiency compliance I, II, and II 
together with AML and KYC processes that are required for managing all types of 
risks in the system. It is also required when banks are using the credit system and 
various practices that can lead to fraud. Although this process requires time in the 
units of person hours due to huge paperwork, it opens the way for the usage of AI. If 
AI is implemented in this work, then this work can be completed within seconds by 
recognizing the patterns and reading the data in very less time. Using JP Morgan’s 
COIN, millions of hours of work can be completed in minutes. The doubt is indicated 
and prediction of human activities done by anti-fraud-based AI products that mark 
variance. Further, for image recognition at ATMs, deep learning like AI techniques 
can be used along with real-time camera images that help expose and avoid crimes 
and fraud [17, 20]. 

4 Role of AI in the Finance Sector 

This section presents the contribution of various researchers in finance that have 
used AI algorithms to boost performance in the respective domain. Various Artificial 
Intelligence, deep learning applications in finance are presented in given sub-sections 
that have used Support vector machine (SVM), Recurrent Long Short Term Memory 
(LSTM), Backpropagation neural network (BPNN), Particle swarm optimization 
(PSO), DBN, K-nearest neighbour (KNN), Naïve Bayes, decision tree, Convolution 
neural network (CNN) and hybrid of one or two algorithms in financial distress, 
predicting credit card risk, Sentiment analysis, algorithm trading and stock price 
description that all comes under finance sector. 

4.1 Financial Distress in Finance Sector Using Artificial 
Intelligence 

For both practitioners and scholars, a great interest has been found by financial 
distress forecasting. The probability of financial distress can be estimated using a 
number of AI and statistical approaches. In this case, the prediction of financial 
distress for a system having a probability greater than the cutoff value is considered. 
This was improved by Bae [29] by collecting the financial data of MNCs located in 
the Korea Credit Guarantee Fund (KODIT) annually for the prediction of accuracy 
of financial distress problems [29].
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Further, they have developed a radial basis function SVM (RSVM) based finan-
cial distress prediction model. For justification, they have compared their proposed 
RSVM with AI techniques and suggested a better financial distress predicting 
model that helps a chief finance officer make better decisions incorporating financial 
distress. Then, Hsieh et al. [30], proposed the SVM method and examined its predic-
tive ability. Their proposed method uses the characteristics of a penalty function for 
generating predictions in a better way [30] Further, presented an evolutionary arti-
ficial bee colony (EABC) algorithm for including the properties of Particle Swarm 
Optimization (PSO) in which a velocity and flying direction is given by each bee that 
optimize their proposed penalty guided SVM (PGSVM). For public industrial firms 
in Taiwan, an EABC-PGSVM was used for constructing a reliable prediction model 
and compared the proposed EABC-PGSVM with backpropagation neural network 
(BPNN), PGSVM optimized by the ABC algorithm (BPGSVM), and classic SVM 
optimized by the ABC algorithm (BSVM). Indifference to existing methods, Lin et al. 
[31], have proposed an approach for feature selection of FDP problems that combines 
expert knowledge with the wrapper approach [31]. Based on experts’ domain knowl-
edge, the financial features are categorized into seven classes. Fengyi has applied 
the wrapper method to search subsets of good features containing top candidates 
from each feature class. They have compared various scholarly models for concept 
verification that lead to feature selection methods. Their experiment indicates that 
the proposed method has selected feature set-based prediction model that gives a 
better outcome in terms of prediction accuracy than standard feature selection-based 
models. Yu-Pei Huang et al. [32], have also reviewed work done in predicting finan-
cial distress using ML algorithms [32]. Among all four supervised algorithms, the 
XGBoost gives a more accurate outcome in terms of FD prediction. The hybrid of the 
DBN-SVM model gives more accurate forecasts than using SVM or DBN classifiers 
individually. 

Furthermore, a novel meta FDP framework was proposed by Wang et al. [33], 
it consists of feature regularising modules for the identification of discriminatory 
predictive power of number of features and enhances the aggregation over base 
classifiers using a probabilistic fusion module [33]. The results obtained from it 
show that the proposed RS2_ER method can give an effective prediction on FDP. 
Then Sun et al. [34], have focused on effectively constructing class-imbalanced 
data streams based on dynamic FDP models [34]. The combination of SMOTE and 
AdaBoost SVM ensemble integrated with time weighting (ADASVM-TW) in which 
SMOTE stands for synthetic minority oversampling technique was utilised by them. 
In case of SMOTE, the class of every data batch is balanced before applying another 
approach for prediction modelling of dynamic financial distress. In the second one, 
the SMOTE is embedded with ADASVM-TW and designs a new sample weighting 
mechanism. For testing purposes, financial data of 2628 Chinese listed companies’ 
dataset has been used that show both simple and embedding integration model that 
are able to improve the recognition ability for minority financial distress samples. 

Numerous models are proposed for the detection of an occurrence of significant 
events in financial systems, but there is a need to automate significant events. In 
this concern, Rönnqvist et al. [35], have presented a method for recognizing relevant
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text and extracting natural language descriptions of events using deep learning [35]. 
Their model is leveraged by semantic vector representations unsupervised learning 
and supervised by entity names and dates a small set of event information on exten-
sive test data. They have demonstrated the applicability of their news-based finan-
cial risk mainly related to bank distress and government interventions. Along with 
this, various researchers have proposed models for predicting contractor financial 
crises. So, Choi et al. [36], have proposed ensemble models based on voting that 
predict the financial distress of contractors for 2 or 3 years ahead of the prediction 
point using a financial distress definition based on finance [36]. The South Korean 
financial contractors’ statements for the period 2007 to 2012 were used to eval-
uate the proposed model’s performance. The results obtained show that the 0.940 
and 0.910 receivers operating characteristic curve (AUC) values predict financial 
distress for each prediction year. In 2020, Said MARSO et al. [37] did an analysis on 
the performance of advanced cuckoo algorithm in terms of getting optimum weight 
of feedforward neural network and further named it CSFNN [37]. 

Further, to investigate the efficiency, they have compared the CSFNN with back-
propagation feedforward neural network (BPNN) and Logistic Regression (LR) by 
applying it to two different periods of manufacturing sector collected data. The 
outcome in case of one year before bankruptcy gives an accuracy of 90.30% in the 
case of the CSFNN model and 88.33% and 82.15% in the case of the BPNN and 
LR model. It was 82.79% for CSFNN and 81.05% and 73.27% for BPNN and LR, 
respectively, in the case of three years before the bankruptcy. 

4.2 Prediction of Credit Card Risk in the Finance Sector 
Using Artificial Intelligence 

In the analysis of credit card, a predictive performance of a broad class of binary clas-
sifiers was examined by Jones et al. [38], in which they used large sample of global 
credit ratings for the period of 1983–2013 [38]. The study discovered that the new 
classifiers outperform existing ones in cross-sectional and longitudinal test samples 
and are robust to a variety of data types and assumptions. They have concluded that 
simple classifiers can be used in more sophisticated approaches, mainly in having the 
main objective of interpretability of modelling exercise. The study has shown that 
financial credit scoring is crucial in the finance industry sector for assessing individ-
uals’ creditworthiness and enterprises. For performing this task, various statistics-
based ML techniques have been employed, but in ML techniques, one of the signif-
icant challenges is the curse of dimensionality. So, to improve classification Jadhav 
et al. [39], have investigated feature selection in credit scoring problems and proposed 
a novel approach. Information Gain Directed Feature Selection algorithm (IGDFS) 
for it [39]. The proposed approach performs the feature ranking based on the informa-
tion gain and GA wrapper (GAW) algorithm for propagating the top m features and 
then classifies it using SVM, KNN, and Naïve Bayes ML algorithms. The outcome
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achieved inaccuracy shows that SVM gives the best results from the other two ML 
algorithms. This show that SVM models give good outcome in credit scoring perfor-
mance so, Tian, et al. [40], have also proposed state-of-the-art kernel-free fuzzy 
quadratic surface SVM model approach [40]. The results show that their proposed 
method performs well in classification and handling searching proper kernel func-
tion and complex model issues related to classical SVM models. Further, Masmoudi 
et al. [41] have modelled the payment default of loan subscribers using a discrete 
Bayesian network that includes a built-in clustering feature with latent variables [41]. 
The model was calibrated on loan contracts describing the actual dataset, and results 
obtained from it highlight a regime-switching of a default probability distribution. 
To deduce various researchers have employed the possible repayment behaviour of 
rejected credit applicants ML and statistical methods. Shen et al. [42], have used 
unsupervised transfer learning and 3-way decision theory to propose a novel 3-
stage reject inference learning framework [42]. The usability of the proposed frame-
work shows its applicability in rejecting inference and handling adverse transfer 
learning problems. For validation of the proposed framework, Chinese credit data 
was considered, and the outcome obtained from it shows the superiority in credit risk 
management applications. Further, Wang et al. [43], have focused on a comparative 
assessment of five popular classifiers’ performance in credit scoring [43]. The clas-
sifiers considered were LR, Random Forest, KNN, Naïve Bayes and Decision Tree. 
The study found that all classifiers have their pros and cons, so saying which one is 
best is emphatic. However, in terms of AUC, accuracy, recall, and precision, a better 
outcome is achieved using Random Forest. 

Furthermore, for the credit scoring problem, the suitability of dynamic selec-
tion techniques was evaluated by Leopoldo Melo [44]. They have also presented 
Reduced Minority k-Nearest Neighbors (RMkNN) to enhance the state-of-the-art 
dynamic selection techniques in local regions for imbalanced credit scoring datasets. 
As compared to state-of-the-art, better prediction performance is achieved using the 
proposed technique. The other main benefit of RMkNN is that there is no need for 
any sampling or pre-processing method for generating a dynamic selection dataset 
(called DSEL). For predicting whether the loan will be repaid in the P2P platform 
or not, a benchmarking study of various credit risk scoring models was proposed 
by Vincenzo [45]. For analysis of the experiment, an 877,956 samples real social 
lending platform (Lending Club) dataset was used and evaluated results in terms of 
specificity, AUC, and Sensitivity. In the end, the best three approaches have been 
evaluated using various eXplainable Artificial Intelligence (XAI) tools. 

For the prediction of bankruptcy and finance activity, credit risk assessment is 
a critical task that has been explored using ML and statistical methods. To further 
enhance the performance of credit modelling use of ensemble strategies has been 
suggested in recent works. So, Florez-Lopez et al. [28], have explored various 
complementary sources of diversity for optimizing the model’s structure that leads 
to a manageable number of decision rules without affecting the performance [28]. 
The empirical results suggest that CADF is a good solution compared to individual 
classifiers and RF, gradient boosting-like ensemble strategies for credit risk prob-
lems. By seeing the improvement using AI/DL approaches, Huang et al. [46], have
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also used a probabilistic neural network (PNN) that gives a minimum error rate and 
the second type of error and the highest AUC value [46]. 

Further, the fraud detection problem was phrased as LSTM and sequence clas-
sification task to incorporate transaction sequences. Jurgovsky et al. [47], have also 
integrated the traditional feature aggregation approach and reported results in tradi-
tional retrieval metrics [47]. Comparing the proposed algorithm with the baseline RF 
classifier shows an improvement in detection accuracy on offline transactions. From 
manual features, aggregation approaches benefits are achieved by both sequential 
and non-sequential learning approaches. 

To construct a credit risk assessment model Zhang et al. [48], have proposed a new 
approach for peer to peer lending market [48]. They first used a Transformer encoder 
to extract the textual features from the loan description then combined them with 
load application-derived challenging features and final loan features. Then send the 
combined features into a two-layer Feedforward NN for predicting the probability 
of default loans. The proposed approach was tested on Renrendai loan data from the 
Chinese market and LendingClub loan data from the American market datasets. The 
results show that a better outcome is achieved by the model in which the textual loan 
description is considered compared to loan default prediction, and the best outcome 
is achieved under AUC and G-mean metrics. 

Further, Golbayani et al. [49], did a survey and gave a comparative outcome 
of results obtained by various ML and AI techniques in predicting credit rating 
[49]. Then they applied RF, SVM, Multilayer perceptron, and Bagged decision tree 
techniques on the same datasets and evaluated the results using 10 tenfold cross-
validation techniques. The results show the best performance is achieved using a 
Decision tree-based model. 

4.3 Sentiment Analysis in the Finance Sector Using Artificial 
Intelligence 

The importance of analysing the massive volume of text from social networks and 
websites has been raised by developing online virtual communities. To develop a 
public mood dynamic prediction model has been developed by Chen et al. [50], 
by analysing online news articles and financial blogs [50]. This has been done 
concerning behavioural finance perspectives and characteristics of online financial 
communities. To Taiwan sentiment analysis investors opinion mining and big data 
approaches are applied in their work and verified their proposed model using China-
Time.com, Google stock market news, Yahoo stock market news, and cnYES.com 
experimental datasets. The results obtained from it show that big data analysis tech-
niques for assessing the emotional content of commentary on financial and current 
stock issues can be forecasted effectively. Further, Twitter data 1 2 has been consid-
ered by company stock prices and served the need for scoring the impression carried
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out for a particular firm. Das et al. [51], have made a classifying model from histor-
ical data that can improve outcomes [51]. For humongous data processing, spark 
streaming has been considered, along with Apache Flume and Twitter API-like data 
ingestion tools used for further implementation and analysis. Xu et al. [52], have also 
presented a continuous naïve Bayes learning framework to review multi-domain and 
large-scale e-commerce platform product sentiment classification [52]. They have 
also extended the naïve Bayes parameter estimation mechanism to a continuous 
learning style and then proposed various ways of fine-tuning the learned distribution 
based on three types of assumptions for adapting better to different domains. The 
experiment was conducted on the movie reviews and the Amazon product sentiment 
dataset. 

Various news articles are engaged in prediction processes, but combining the 
technical indicators from news and stock price sentiments and making prediction 
models learn sequential information within time series better is still of concern. So, 
Li et al. [53], have proposed a new stock predicting system that is able to represent 
numerical price data using technical indicators and analysis and further represent the 
textual news articles using sentiment vectors of sentiment analysis [53]. Further, they 
have set up the deep learning model for learning the sequential information within 
the series of market snapshots that are constructed by news sentiments and technical 
indicators. 

Rich source of information is represented by textual materials that improve the 
decision making of organizations, businesses, and people. Pröllochs et al. [54], have 
proposed an approach in which they have taken document level labels as input and 
then learn a document level labels-based negation policy [54]. There are various 
limitations in existing models. To address these problems, Mohammad Ehsan Basiri 
et al. [55], have proposed an attention-based Bidirectional CNN-RNN Deep Model 
(ABCDM) [55]. In this, they have used two independent bidirectional GRU, and 
ABCDM extracts LSTM layers and both past and future contexts by considering 
the flow of temporal information in both directions. Further, to put more or less 
emphasis on various words an ABCDM bi-direction layer was used that reduces the 
dimension of feature and extract the position invariant local features. On sentiment 
polarity detection, ABCDM effectiveness detection is considered the most common 
and necessary sentiment analysis task. For experiment purposes, three Twitter and 
five review datasets are used, and ABCDM results are compared with six proposed 
DNNs for sentiment analysis.
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4.4 Algorithm Trading for Finance Traders Using Artificial 
Intelligence 

The motive of Rys et al. [56], analysed and formulated the machine learning 
approaches with fixed strategy optimization specificity parameters [56]. Sensitivity 
performance is the most critical problem for little change in parameter and number of 
local extrema distribution over the solution space in a distinctive way. The approaches 
were designed for significant shortening of computation time without affecting the 
substantial strategy quality of loss. Their method was operated on 20 years of daily 
price sample data and presented three sets of two asset portfolios. The strategy was 
traded on DAX and SPX index futures in the case of first case, and in the second 
case, it was done on MSFT and AAPL stocks, and then the final case was done on 
CBF and HGF commodities futures. 

For financial markets trading like forex and stock, AI has been increased, and 
out of all, reinforcement learning has become prevalent for financial traders. Meng 
et al. [57], have reviewed all current forex/stock predictions in which reinforcement 
learning has been used as a direct ML approach [57]. All the articles reviewed in this 
work have various unrealistic assumptions like no bid or ask spread issues and no 
liquidity and transaction costs. On reinforcement learning algorithms profitability, 
a significant impact has been seen in transaction costs compared to baseline-tested 
algorithms. They have also given a performance comparison between reinforcement 
learning and other DL or ML models and assessed the impact of bid/ask spread 
on the profitability of transaction costs. From overall work, it has been found that 
reinforcement learning in forex or stock trading helps in early development and also 
stated that there is a need for a reliable approach in the same domain. Then, Fengqian 
et al. [58], have used real-time financial data and processed it using K-line theory and 
candlesticks as a generalization price movement for a period that helps in de-noising 
[58]. 

Further, a decomposition of candlesticks is done into various subparts by using a 
specified Spatio-temporal relationship based on which subparts cluster analysis was 
obtained for getting the features of learning. Along with this, K-lines are used to clus-
tered learning features that are added into the model, and unknown environment adap-
tive control parameters are realized using a deep reinforcement learning approach for 
realizing the high-frequency transaction strategy. To verify model performance, they 
have used various financial derivatives transactions like financial features, commodity 
features, and stocks. They also compared the proposed approach with fuzzified 
price, K-lines, and price-based methods. Fuzzy neural networks and recurrent neural 
network-like prediction-based approaches are used to verify the proposed method’s 
accuracy which shows a higher prediction accuracy and robustness of the proposed 
method.
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4.5 Prediction of Stock Price Indexing 

There are various problems associated with the prediction of direction of movement 
of the stock and stock price index for Indian stock markets. Jigar Patel et al. [59], 
have compared SVM, NB, RF, and ANN four prediction models with two approaches 
for input to these models [59]. Computation of ten technical parameters computation 
is involved with the first approach for input data in which they have used open, 
low, close, and high prices stock trading data. On the other hand, these technical 
parameters are represented as trend deterministic data in the second approach. Then 
for these two input approaches, prediction model accuracy was evaluated for which 
ten years of historical data was used that is taken from 2003 to 2012 of Infosys and 
Reliance industries stocks. The results obtained from it show that out of the other 
three prediction models, the random forest can give better performance for the first 
approach of input data. Further, Bisoi et al. [60], have focused on two objectives, 
namely daily trend prediction and day ahead stock price prediction using a Robust 
Kernel-based Extreme Learning Machine (RKELM) integrated with VMD in which 
Differential evolution algorithm was used for the optimization of kernel function 
parameters DE-VMD-RKELM [60]. In the end, trend prediction was compared with 
SVM, ANN, and Naïve Bayes classifier that shows the superiority of the proposed 
model over other predictive methods. 

With the use of AI and an increase in computational capabilities programmed 
prediction approaches are proven to be more efficient when used in the prediction of 
stock prices. For the prediction of next day closing of 5 different sectors of companies, 
ANN and RF techniques were used by Vijh et al. [61]. New variables are created by 
close, low, high, and open stock prices as financial data used as the input to the model. 
MAPE and RMSE standard strategic indicators are used to evaluate the models. 

Solutions to various challenging problems have been provided by the current 
flow in the research of DL. New methods for these problems have been adopted in 
quantitative analysis. However, due to non-stationary financial data-like problems, 
significant challenges must be overcome before using DL. So, Tsantekidis et al. 
[62], have proposed a new approach for constructing stationary features that allow 
DL models to be applied efficiently [62]. The tasks of mid-price limited order book 
movements task are used for thoroughly testing these features. They have evaluated 
Convolutional Neural networks (CNN) and Recurrent Long Short Term Memory 
(LSTM) networks like DL models. The author has evaluated the novel model in 
which LSTM and CNN useful features’ ability are extracted for analysing the time 
series. The outcome achieved from it shows that the combined model gives better 
results than tested individual CNN and LSTM models in the prediction horizons. 
Then, Chalvatzis et al. [63], have used tree-based models to test their proposed 
approach along with deep LSTM neural networks [63]. The results obtained on 
testing methods for the period of 2010–2019 show a 350, 403, 497 and 333% of 
the overall model achieved cumulative returns using S&P 500, Dow Jones Industrial 
Average (DJIA), NASDAQ, and Russell 2000 stock indices, respectively.
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Furthermore, Hulu et al. [64], have proposed a novel stock closing price fore-
casting framework with higher prediction than traditional models (Hulu et al. 2020). 
This deep hybrid framework contains the predictor optimization method, deep 
learning predictor part, and data processing part components. In this pre-processing 
is done using empirical wavelet transform and in data processing a post processing 
is done using an outlier robust extreme learning machine. The primary part of this 
composite frame is an LSTM network-based deep learning predictor network that is 
jointly optimized by the PSO algorithm and dropout strategy. In their hybrid frame-
work, every algorithm plays its functions for getting better prediction accuracy [64]. 
For forecasting experiments, three challenging datasets are used to verify the perfor-
mance of their proposed model, and used various comparative models to prove the 
proposed framework’s effectiveness. 

5 Comparative Analysis 

This section shows the comparative analysis of learning technologies applied in 
finance applications and classifiers employed by researchers for a particular appli-
cation and their results. The data presented below in Table 2 will help understand 
which machine learning technology is better to implement in which finance applica-
tion. This table can help in making Hybrid Models for improvising results in various 
aspects of finance applications.

Finance is all about data, and we have seen handling such big data and processing 
it. Both are challenging tasks [81–83]. Machine learning or AI is a process of learning 
that is training from the data and making predictions on testing based on the training 
data, which means training is a crucial step in the machine learning process. As data 
is big data, it makes the processing speed low. AI is an expensive technology [84, 
85]. As we do not have a universal AI algorithm that can be applied to most finance 
applications, every time, a new application requires a new version of algorithms. It 
makes it very costly. As implementation cost is high, sometimes this technique fails 
to give accurate results and gives results with a high false rate. Acceleration in the 
access of databases or financial data is vital because accuracy somehow depends on 
it. So it can be suggested that this survey chapter can help researchers to have a brief 
overview of all available machine learning techniques applied in finance, and this 
can help them to build a hybrid model which can, in return, help in improvisation of 
accuracy in terms of processing time, cost and as well as performance.
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Table 2 Comparative analysis of applications and technologies implemented 

Application Author Learning 
technique 

Dataset used Classifiers Parameters 

Predicting stock 
price index 

Kyoung-jae and 
Han [65] 

Supervised 
learning 

Korea Neural 
networks, GA 

Accuracy = 
61.70% 

Kara et al. [66] Supervised 
learning 

Turkey Neural 
networks, SVM 

Accuracy = 
75.74% 

Chiang et al. [67] Supervised 
learning 

Multiple Neural networks Accuracy = 
87.80% 

Patel et al. [68] Supervised 
learning 

India Neural 
networks, SVM, 
RF,NB 

ANN= 
86.69%, 
SVM = 
89.33%, 
RF=89.98% 
NB = 
90.19% 

Wang [69] Supervised 
learning 

Taiwan Fuzzy logic Accuracy= 
93% 

Financial 
distress 
prediction 
model 

Chen et al. [70] Supervised 
learning 

Taiwan stock 
exchange 
corporation 

ANN and DM Accuracy = 
82.14% 

Algoritmic 
trading rule 

Rodrıguez et al. 
[71] 

Supervised 
learning 

Spain Neural networks Accuracy = 
54–58% 

Giacomel et al. 
[72] 

Supervised 
learning 

North 
American and 
Brazilian 
stock markets 

Ensemble of 
neural networks 

Capital hit 
rate = 60% 
And capital 
Gain = 56% 
in 166 days 

Taylor et al. [73] Supervised 
learning 

S&P 500 Artificial neural 
network 

Accuracy = 
74.45% 

Fraud detection Maes et al. [74] Supervised 
learning 

Europay 
International 
(EPI) 

ANN & BBN Accuracy of 
ANN = 
60% 
BNN = 
68% 
(±10% 
False POS) 

Raj et al. [75] Supervised 
learning 

FDS Fuzzy logic Accuracy = 
100% 

Aleskerov et al. 
[76] 

Supervised 
learning 

Tested on 
synthetically 
generated data 

Neural network 
based data 
mining 

Accuracy = 
85% 

Credit scoring Sayjadah et al. 
[77] 

Supervised 
learning 

Real-time data Random forest Accuracy = 
81.81%

(continued)
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Table 2 (continued)

Application Author Learning
technique

Dataset used Classifiers Parameters

Bing Zhu et al. 
[78] 

Supervised 
learning 

Real-world 
dataset from a 
Chinese 
consumer 
finance 
company 

Relief algorithm 
+ CNN 

91.64% 

Chatbots Muangkammuen 
et al. [79] 

Supervised 
learning 

Thai text RNN Question 
recognition 
accuracy = 
86.36% 
Answering 
accuracy = 
93.20% 

Portfolio 
management 

Jiang et al. [23] Supervised 
learning 

Poloniex Deep 
reinforcement 
learning method 

tenfold 
returns in 
1.8 months 

High-frequency 
trading 

Yang et al. [80] Supervised 
learning 

E-Mini S&P 
500 future 
market 

Inverse 
Reinforcement 
learning 

Accuracy = 
90%

6 Conclusion 

In the presented finance chapter, we have seen that machine learning or AI is a good 
subset of data science, rapidly undergoing development. The financial market is 
exceptionally well suited for it, and its potential applications in finance are constantly 
growing. With the introduction of ML and AI in financial systems, number of data 
can be analysed, store, interpreted and calculated without explicit programming. This 
chapter addressed machine learning, artificial intelligence techniques and briefly 
commented on popular models, such as ANN, SVM, CNN, BFNN and RF, and 
presented a systematic review of various terms related to machine learning and arti-
ficial intelligence techniques that concern the finance sector. This provides an abstract 
view to the reader of artificial intelligence and its usage in various domains of the 
financial domain—the benefits and issues related to implementing digital solutions in 
the financial system. From the chapter, we also tried to present the earlier work done 
in this research field and have done comparative analysis that helps other researchers 
to use it efficiently and appropriately in future developments.
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Chapter 2 
Covid-19 Related Ramifications 
on Financial Market: A Qualitative Study 
of the Pandemic’s Effects on the Stock 
Exchange of Big Technology Companies 

Pragya Gupta, Drishti Jain, B. Ida Seraphim, and Rashima Mahajan 

Abstract Due to the sudden outbreak of novel Coronavirus (Covid-19), the world 
economy came to an abrupt standstill. The financial market almost collapsed during 
quarantine, workers were left jobless and many companies ran bankrupt. One of the 
methods for investigating the impact of Covid-19 on financial market is by analysing 
the stock market. The daily fluctuations of stock prices help the investors to get 
an insight about the overall stock market. Hence, in order to study the impact of 
Covid-19 on financial market, a comprehensive comparison of the stock market pre-
Covid-19, during Covid-19 and post-Covid-19 for tech giants like Google, Apple, 
General Electric, IBM and Microsoft has been implemented. The dataset has been 
imported using the Yahoo Finance API (Application Programming Interface). 
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1 Introduction 

The sudden outbreak of novel Coronavirus (Covid-19) led the world to come to 
an abrupt standstill. The virus was initially reported by WHO (World Health Orga-
nization) on December 30, 2019, and thereafter, WHO declared it a global health 
emergency followed by a global pandemic outbreak [1]. Governments and world 
organizations ordered the civilians to maintain social distance, as well as to stay 
in quarantine for months. The strict quarantine rules and regulations exhibited an 
adverse impact on the global financial market as many people and industries were 
unable to function in a “work-from-home” world riddled with travel bans. The world 
economy was affected severely. In order to get a bigger picture, the stocks of five 
leading brands of the world, namely, Google, Apple, General Electric, IBM and 
Microsoft have been thoroughly studied. Despite being huge multinational corpora-
tions, these tech giants experienced a sudden decline in stocks. So, it is safe to say 
that even smaller and medium-sized companies would’ve incurred major risks and 
losses. The daily fluctuations in the stock prices help to analyse the overall stock 
market scenario, which can further be used to forecast future stock prices. Looking 
at the past trends, it is evident that the world hasn’t seen a sudden drop in the stock 
market in past 10 years. Inspecting the U.S. stock market through the lens of Dow, 
it is evident that the market was already in decline around Covid-19. Thereafter, by 
mid-March 2020, the Dow reached its minimum point, registering a 2,999 points’ 
drop in a single day on March 16th, which summed up to a drop of 36% within 
the course of 2 months and took 8 months to recover [2]. Accurate prediction of 
stock market returns is a very challenging task due to the non-linear and volatile 
nature of the financial stock markets. With the introduction of artificial intelligence 
and increased computational capabilities, programmed methods of prediction have 
proved to be more efficient in predicting stock prices [3]. In order to forecast the stock 
prices, Linear Regression model can be used. The financial data, namely, High, Low, 
Open and Close prices of stock can be used for creating new variables (high-low 
percentage, percentage change) which are further used as inputs to the model. 

The primary aim of the findings is to forecast the financial growth of big tech giants 
based on existing trends. If we consider that a massive part of the world economy is 
dependent on these companies, it will enable us to get a brief insight as to what will 
be the overall scenario of the market. To study the patterns, we plotted and studied 
the graphs under three timelines: pre-Covid, during Covid and post-Covid. These 
helped us to examine the trends in detail and predict the expected returns and find 
the correlations among these tech giants.
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2 Related Work 

Dinesh and Girish [4] cited in their paper that irregular stock price variations make 
it difficult for investors to estimate the risk factor and the return values of the stocks, 
hence, in order to help stock brokers for investing money in stock market, the daily 
behaviour of stock market can be forecasted based on certain parameters to encourage 
investors to invest with more confidence by taking risk factor and fluctuations in 
consideration. Upon comparing various machine learning models to forecast the 
stock price, they came to the conclusion that the linear regression model provides 
the best result compared to polynomial and RBF regression. One major shortcoming 
of their work was that it couldn’t help to detect the variations of the stocks based on 
two of the major parameters, i.e., risk factor and expected return values. 

Xu [5] provided great insight on the necessity of both fundamental and technical 
analysis to predict the economic pattern of a company by forming an algorithm 
that outperforms conventional time series analysis in stock market forecasting. He 
combined time series analysis technique with information from the Google trend 
website and the Yahoo Finance API to predict weekly changes in stock price. The 
experimental setup was implemented by applying ARMA (Autoregressive–moving-
average) time series analysis to propose an algorithm in order to evaluate different 
parameters, then regress changes and study relationships to improve the performance 
of forecasting process. One major shortcoming was that the Google trend index record 
of just one company was extracted for the prediction pattern of the entire stock market, 
which couldn’t give a proper insight into the entire stock market. On contrary, more 
refined data could be used to increase accuracy. In general, the weekly stock price 
changes within different intervals of new values were predicted correctly with some 
exceptions. 

3 Methodology 

The historical data for the five companies (Google, Apple, General Electric, IBM 
and Microsoft) has been collected from Yahoo Finance [6]. We used dataset for three 
different timeframes, i.e., pre-Covid-19, during Covid-19 and post-Covid-19. The 
pre Covid-19 data is dated from 1 January 2015 to 1 April 2020. The during Covid-19 
data is dated from 1 January 2020 to 1 May 2020. The post-Covid-19 data is dated 
from 1 November 2020 to 19 November 2021. The data contains information about 
the stock such as High, Low, Open, Close, Adjusted close and Volume. Only the day-
wise Adjusted Close price of the stock has been extracted because it incorporates 
actions, such as stock splits, dividends, and rights offerings which give a better 
overview of the stock trends. The methodology used here mainly revolves around 
Predictive Modelling which is a method of predicting future outcomes by using data 
modelling.
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Fig. 1 Stock price forecasting and correlation model 

3.1 Architecture 

The model follows a simple architecture, which involves data cleaning and pre-
processing using various data mining techniques. The dataset has been imported 
using the Yahoo Finance API. The relevant features were extracted, which involved 
High, Low, Open and Close prices of stock, along with adjusted close value. The 
main parameter used is Adjusted Close Price feature for the accuracy of the stock 
prediction. The pre-Covid-19 dataset is further used to train and plot the linear regres-
sion forecast for stock prices. Further, various correlations are plotted to study the 
impact of Covid-19 on the five tech giants. Scatter Plot and Correlation plots are 
used to depict the relation between the stock prices of various companies, which is 
further used to plot the risk factor and expected return value for the three different 
timelines (Fig. 1). 

The Prediction Model using Linear Regression Method has been built using 
Python Programming. The aim is to predict a stock’s Adjusted Close using historical 
data. 

3.2 Data Representation 

The dataset has been imported using the Yahoo Finance API. Yahoo Finance is a 
media platform that provides financial news, data about stock quotes, press releases, 
and financial reports. Various features like High, Low, Open and Close prices of 
stock, along with the adjusted close value were used. High and low refer to the 
maximum and minimum prices in a given time period. Opening and closing prices 
are those at which a stock began and ended trading in the same period. Closing price 
is the raw price of the cash value of the last transacted price before the market closes.
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Adjusted closing price factors in corporate actions, such as stock splits, dividends 
and rights offerings. 

The historical data for the five companies (Google, Apple, General Electric, IBM 
and Microsoft) has been collected from Yahoo Finance. The Adjusted Closing Price 
dataset for three different timeframes, i.e., pre-Covid-19, during Covid-19 and post-
Covid-19 has been used. The pre-Covid-19 data is dated from 1 January 2015 to 1 
April 2020. The during Covid-19 data is dated from 1 January 2020 to 1 May 2020. 
The post-Covid-19 data is dated from 1 November 2020 to 19 November 2021. Yahoo 
Finance has a set of specific symbols denoted for each company, as follows: AAPL 
for Apple, GE for General Electric, GOOG for Google and MSFT for Microsoft. 

(For ease of understanding, the following tables show the tail elements of dataset 
for the given timeframes). 

Pre-Covid-19 Adjusted Closing Price. (1 Jan 2015 to 1 April 2020) (Table 1). 

During Covid-19 Adjusted Closing Price. (1 Jan 2020 to 1 May 2020) (Table 2). 

Post-Covid-19 Adjusted Closing Price. (1 Nov 2020 to 19 Nov 2021) (Table 3).

Table 1 Pre-Covid-19 adjusted closing price 

Date Symbols 

AAPL GE GOOG IBM MSFT 

2020–03-26 63.8154 64.5491 1161.75 98.6546 153.607 

2020–03-27 61.1733 60.5744 1110.70 94.4074 147.300 

2020–03-30 62.9190 62.7208 1146.81 98.6895 157.661 

2020–03-31 62.7906 63.1182 1162.81 96.9417 155.182 

2020–04-01 59.5468 55.9638 1105.61 91.8818 149.671 

Table 2 During Covid-19 adjusted closing price 

Date Symbols 

AAPL GE GOOG IBM MSFT 

2020–04-27 69.9218 51.1146 1275.88 110.041 171.260 

2020–04-28 68.7884 54.0559 1233.67 110.347 167.088 

2020–04-29 71.0478 52.307 1341.47 112.462 174.586 

2020–04-30 72.5467 54.0559 1348.66 109.726 176.337 

2020–05-01 71.3787 51.6711 1320.60 106.502 171.772 
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Table 3 Post-Covid-19 adjusted closing price 

Date Symbols 

AAPL GE GOOG IBM MSFT 

2021–11-15 150.000 106.669 2987.76 118.870 335.456 

2021–11-16 151.000 103.349 2981.52 118.459 338.890 

2021–11-17 153.490 101.989 2981.23 118.059 339.119 

2021–11-18 62.7906 100.669 3014.17 116.660 341.269 

2021–11-19 157.869 99.959 2999.05 116.050 343.109 

3.3 Additional Variables 

In order to forecast the predicted stock price values, some additional variables are 
supposed to be added. One of them is High-Low Percentage (HL_PCT), i.e., the 
breadth indicator which measures the percentage of Net New Highs for a particular 
group of stocks, such as ETF or an index. The other required variable is Percentage 
Change (PCT_change), i.e., the percentage difference between closing and open 
stock price. 

Formulae: 

(i) High-Low Percentage (HL_PCT) = ((High-Low) / Close) * 100 
(ii) Percent Change (PCT_change) = ((Close-Open) / Open) * 100 

The linear regression forecasting has been implemented for the pre-Covid-19 
dataset, so a new table is created with the additional variables as follows (Table 4). 

By taking Adjusted Close, Volume, High-Low Percentage, Percentage Change 
and Label, the stock prices for the next 10 months based on the historical data during 
the peak of Covid-19 can be forecasted.

Table 4 Forecasting dataset 

Date Symbols 

Adjusted close Volume HL_PCT PCT_change Label 

2020–03-26 1161.75 3,571,700 6.5797 4.49271 1142.31 

2020–03-27 1110.70 3,208,500 4.0298 -1.3289 1175.76 

2020–03-30 1146.81 2,574,100 4.8089 1.93592 1193.19 

2020–03-31 1162.81 100.669 3.1965 1.35187 1193.31 

2020–04-01 1105.61 2,344,200 2.9160 -1.4598 1185.55 
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3.4 Linear Regression Forecasting 

Linear regression forecasting has been used for predicting the exchange return of the 
stocks. It is utilized in science, business, and just any other field where forecasting and 
predictions are relevant. Linear regression model helps to identify the relationship 
between dependent variable and one or more independent variables. Simple linear 
regression model is defined by using a feature to predict an outcome. The features 
used in this case are Adjusted Close, Volume, High-Low Percentage, Percentage 
Change. The pre-Covid-19 dataset was used, out of which 20% of the data had been 
segregated in order to train it and forecast the prediction for the next 10 months, i.e., 
From April 2020 to January 2021. The adjusted close value graph is plotted from 
May 2019 to April 2020. It shows steady growth till February 2020, but as soon as 
March 2020 hits, a sudden decrease in the trend from 1550 to 1050 price value is 
evident. This sudden decrease in adjusted close price was experienced because of 
the sudden outbreak of Covid-19 during its first wave. On the basis of this trend, 
the adjusted close price for upcoming months can be predicted. Now based on the 
historical data of the adjusted close price till 1 April 2020, the forecast for the next 
10 months is plotted as follows (Fig. 2). 

The forecasting model gives an accuracy of 75%. It is evident that the sudden 
drop in the stock price during February–March 2020 leads to a decreased prediction 
for the follow-up months.

Fig. 2 Stock price forecasting and correlation model 
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3.5 Correlation Between Google, Apple, General Electric, 
IBM & Microsoft 

For comparing the scenario of the stock market pre-Covid-19, during Covid-19 and 
post-Covid-19, the correlation between the adjusted closing stock prices of the five 
tech giants throughout three different timelines has been studied. The correlation has 
been calculated using the Pandas library in Python. This gives the correlation matrix 
for each company with one another, which helps to study the similarities or disparities 
in the trends of the Adjusted Close Price values of all the companies. Furthermore, 
seaborn and Matplotlib packages of Python have also been used in order to get a visual 
representation of the correlation matrix, hence a heat map for all three timeframes 
has been plotted. The correlation of each company is plotted against one another 
for pre-Covid-19, during covid-19 and post-Covid-19 scenarios. Furthermore, these 
correlations have been thoroughly studied to understand the impact of Covid-19 on 
the stock market of these tech giants. 

Pre-Covid-19 correlation. (1 Jan 2015 to 1 April 2020) (Table 5). 
The correlation between the five tech giants can be visualized using correlation 

plot, where, lower the correlation between two entities, darker the color of the plot. 
From the first scenario, it is evident that the overall correlation between the Adjusted 
Close Price of all the companies is very low, with an average of 0.4. Google and 
Microsoft exhibit the highest correlation of 0.7214 which shows that they have almost 
similar increasing or decreasing trends in the adjusted close values of their stock 
prices. While, General Electric and Google have the least correlation, i.e., 0.3877 
which means that the change in their adjusted close price values is not similar (Fig. 3).

During Covid-19 correlation. (1 Jan 2020 to 1 May 2020) (Table 6).
The correlation can be visualized using a correlation plot, where higher the corre-

lation between two entities, lighter the color of the plot. It is evident from the corre-
lation plot that the trend of all the companies is quite similar, i.e., there is some 
external factor that has led to the sudden increase or decrease in their adjusted close 
price values at the same time. The overall correlation of all the companies is quite 
high, with an average of 0.7 (higher than pre-Covid-19 scenario). This implies that 
because of Covid-19, all the companies faced a similar trend in their adjusted close

Table 5 Pre-Covid-19 correlation 

Symbols Symbols 

AAPL GE GOOG IBM MSFT 

AAPL 1.0000 0.4264 0.6122 0.5206 0.6751 

GE 0.4264 1.0000 0.3877 0.4867 0.4294 

GOOG 0.6122 0.3877 1.0000 0.5118 0.7214 

IBM 0.5206 0.4867 0.5118 1.0000 0.5889 

MSFT 0.6751 0.4294 0.7214 0.5889 1.0000 
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Fig. 3 Correlation plot for pre-Covid-19

Table 6 During Covid-19 correlation 

Symbols Symbols 

AAPL GE GOOG IBM MSFT 

AAPL 1.0000 0.7303 0.8982 0.8050 0.9335 

GE 0.7303 1.0000 0.6775 0.7270 0.7169 

GOOG 0.8982 0.6775 1.0000 0.7970 0.9122 

IBM 0.8050 0.7270 0.7970 1.0000 0.7980 

MSFT 0.9335 0.7169 0.9122 0.7980 1.0000

price values of the stocks, which concludes the fact that Covid-19 indeed had a huge 
impact on the financial market and global economy (Fig. 4).

Post-Covid-19 correlation. (1 Nov 2020 to 19 Nov 2021) (Table 7).
From the post-Covid-19 scenario, it is evident that the overall correlation of the 

adjusted close price values for all the companies has greatly decreased, with an 
average of 0.3. Some companies have correlation in negative (Microsoft and General 
Electric). This shows that after the first wave of Covid-19, some companies recovered 
from their losses at a faster rate than others (Fig. 5).

After comparing the three timelines, it is observed that in the pre-Covid-19 
scenario, there isn’t much correlation in the adjusted close values of the five compa-
nies. This is because every company worked on its own terms and under different 
circumstances. But as we come across the scenario during Covid-19, it can be
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Fig. 4 Correlation plot for during Covid-19

Table 7 Post-Covid-19 correlation 

Symbols Symbols 

AAPL GE GOOG IBM MSFT 

AAPL 1.0000 0.0542 0.5372 0.0323 0.6578 

GE 0.0542 1.0000 0.0185 0.4123 -0.1120 

GOOG 0.5372 0.0185 1.0000 0.0525 0.6977 

IBM 0.0323 0.4123 0.0525 1.0000 -0.0161 

MSFT 0.6578 -0.1120 0.6977 -0.0161 1.0000

observed that suddenly there is an increase in the correlation among the five compa-
nies as it was during this time when all the companies faced the same circumstances 
and external factors (Covid-19). So, since Covid-19 was the common external factor 
that influenced the stock prices of all the companies, it is evident that Covid-19 had 
an adverse effect on the financial market.
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Fig. 5 Correlation plot for during Covid-19

4 Findings and Discussions 

Based on the correlation table and correlation plot, a correlation scatter plot across 
two parameters, i.e., Risk Factor and Expected Return Value [7] has been plotted. 
These two parameters help in determining whether a business is running at loss or 
profit. Higher risk factor accompanied with lower expected return value exhibits 
that a company is running in loss or a decreasing market value, whereas, lower risk 
factor and higher expected return values determine that the company is running in 
profit or an increasing market value. The correlation scatter plot between the five 
companies during three different timelines gave a clear picture about the impact of 
Covid-19 on financial market. All the companies faced the same manner of decline 
during March 2020-May 2020, with their increase in risk factor up to an average of 
40% and decrease in expected return values which were almost negative. This shows 
that some external factor has led to this sudden change in the market values of these 
companies. In order to study these variations in depth, correlation scatter plots for 
all three timelines have been plotted. 

4.1 Pre-Covid-19 (1 Jan 2015 to 1 April 2020) 

The pre-Covid-19 scenario shows a less risk factor for all five companies, with an 
average of 18%, while the expected return is overall positive. This scenario is right
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Fig. 6 Correlation scatter plot for pre-Covid-19 

before when Covid-19 pandemic spread globally bringing the whole world to a 
standstill (Fig. 6). 

4.2 During Covid-19 (1 Jan 2020 to 1 May 2020) 

It is evident from the during Covid-19 scenario, that the companies incurred a sudden 
loss in their overall official functioning. This was during the time when Covid-19 
outbreak led to the decision of shutting down offices and workplaces in order to follow 
strict social distancing rules and regulations, which further resulted in an adverse 
effect on the industries and businesses. Companies like Google, Apple, General 
Electric, IBM and Microsoft incurred a decline in their expected return (negative 
return value) and sudden increase in the risk factor (up to 50%), so it is safe to 
say that even the small and medium level business would’ve incurred the loss in 
similar pattern, where chances are that many of those companies might’ve run into 
bankruptcy. 

4.3 Post-Covid-19 Dataset (1 Nov 2020 to 19 Nov 2021) 

The post-Covid-19 correlation scatter plot is plotted to give an insight about the after-
math of the global pandemic. The plot depicts that the companies restored whatever
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losses they incurred during Covid-19, and are again functioning with a decreased 
risk factor, which dropped to an average of 17% and a positive increase in expected 
return value. 

5 Conclusion 

From the final findings and results, it is concluded that Covid-19 pandemic had a 
hard-hitting effect on the world financial market during the course of five months (Jan 
2020 to May 2020) when the pandemic was at its peak and the civilians were in panic 
without availability of any immediate cure to the virus. The sudden outbreak forced 
the companies to reduce their workforce on-site and practise strict work-from-home 
policy. Every industry faced sudden loss in their overall functionalities, and it is 
evident from the inspection of the increased risk factor and reduced expected return 
of the five tech giants (Fig. 7). But after the course of 7–8 months, the industries 
were back on their forefeet as it can be concluded from Fig. 8. The industries learned 
and evolved to keep working with the “new normal” scenario of social distancing 
and work-from-home by coming up with various new policies and revolutionary 
technologies [8]. Moreover, soon after countries like USA, UK, India, Israel, etc., 
started working towards the cure of coronavirus. With the availability of vaccinations 
and rapid testing drives held by the governments, the strict social-distancing rules 
were relieved [9]. In order to conclude, it can be said that Covid-19 had an adverse 
effect on the global financial market for the span of almost 7–8 months, but the 
losses were soon recovered after the constant efforts of countries, governments and 
organizations to tackle the pandemic.
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Fig. 7 Correlation scatter plot during Covid-19 

Fig. 8 Correlation scatter plot for post-Covid-19
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Abstract The real estate market shows huge behavioural dispositions recorded in the 
customary financial markets. The principal goal of this examination is to recognize 
the Behavioral Factors that impact the assessment of investment of investors in the 
realty market. The primary target of this examination is to characterize the feelings-
based hypotheses utilized to clarify the financial exchange issues and terms. In this 
paper, it is realized that feelings can’t generally spur investors, and it isn’t vital that 
the property market effectively be adequate at the feeble structure. There is a need for 
a profound examination of the hypothesis of behavioural account. This investigation 
is helpful to comprehend the investments by utilizing the behavioural model. Using 
digital and statical analysis using ML techniques get a chance to improve Behavioral 
Research on The Analysis of Investment Decisions in The Commercial Realty Market 
and further analyse the stock. Investors consistently need to put resources into those 
tasks with more prominent benefits and the capital’s base odds of risk or loss.
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1 Introduction 

Behavioural Finance, which differs from a conventional account and its uncertainties 
of financial specialist reasonability and market effectiveness, is based upon intellec-
tual psychology science of how individuals think and the cutoff points to circum-
stances when markets are uneconomical. Instead of utilizing all accessible data to 
assess investments, financial specialists sift through some data. Various observa-
tional investigations have been completed on behavioural account factors affecting 
investment choices [1]; in an examination of the well-known perceptual mistakes 
among financial specialists and its association with their behaviour utilizing 200 
investors in securities exchange, found that there is an immediate positive connec-
tion between’s behavioural factors and investment choices. In another investigation, 
[2] examined the impact of behavioural budgetary information on the practices of 
the investors in Stock exchangers found that behavioural factors, for example, simi-
larity, commonplace idea and instance direction, emphatically and essentially impact 
basic venture leadership [3], investigated how overconfidence may influence the basic 
investment leadership of the individual investment that found no connection between 
overconfidence and investment choices, as shown in Fig. 1. 

The term real estate generally represents a business that is not considered a profes-
sion. A profession applies science or figuring out how to be useful to other people, 
the assistance to the educator or individual pertaining it as individual dealings. In 
contrast, a business is fundamentally connected to gain profits from the one involved

Fig. 1 Real estate Price and 
off-take levels 
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in the business. A profession suggests claimed achievement in exceptional informa-
tion. An individual may take part in business with or without extraordinary infor-
mation. Nobody is worried about the inquiry whether he has any information on the 
business because the outcome influences nobody else. In any case, the Real estate 
profession does not correlate with an assortment of morals administering it. Every 
business can maintain morals for the growth of their business for gaining benefits in 
the long term. Persons who have achieved success in the Real estate business have 
proficient achievement since they applied to their business maintaining standards in 
managing human resources and the public. 

The real estate market in India is growing continuously as development is in 
progress. The persons involved in the business have to provide assets to the growing 
needs without any disputes. The level of the real estate market has a huge increment 
and has risen from 20–40% in the years between 2010–2020. The retail property 
advertises a wide scope of investment objects, running from littler retail to enor-
mous retail edifices. The property showcase also comprises various retail focuses, 
from small neighbourhood malls to enormous strip malls. Whatever retail focus the 
speculator is keen on, the base for the result of all business Real estate ventures is 
its occupants and, in this way, the obtaining power these can draw in. The resources 
available in the real estate market need complete information in today’s economy. 
The constraints and factors are to be specified in the asset factors also to be addressed. 

The real estate market needs to follow several factors to exhibit the available assets 
to sell or buy assets. The benefits for the investors are to be specified compared to 
other real estate specialists. The real estate investor needs to monitor the asset factors 
keenly, and the benefits gained when investing in a particular asset. The important 
factors need to be clarified for gaining the benefits with proper investment. The 
investor can support the real estate market financially only when the market level is 
high and if investors are gaining reasonable benefits from the assets they financed, 
as shown in Fig. 2. 

Corrado and Jordan [4] contend that a mixture exists between the company’s 
Real estate technique and its corporate system, which brings about more vulnerable

Fig. 2 India market size in Real estate 
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Real estate choices. The authors require a progressively key arranging corporate Real 
estate market [5]. Further, compete that accepting retail occupants in Real estate is the 
most intense consequence, and assets are being spent reviewing probable ventures. 
Kahuthu [6] indicates that the retail inhabitants may contrast in size, the executives, 
deals, their introduction to customer prototype, and their situations in their market 
and locations towards their competitors. 

2 Need of Investing in the Realty Market 

As of late, real estate has increased more interest from investors looking for venture 
openings that offer a chance and effect between the more dangerous and the less 
dangerous assumptions. Real estate has gone from being simply a space provider 
to being viewed as an important asset because of expanded worldwide competition 
and I.T. industry and made up around 10–30% of Indians all-out resources between 
2014–2020. 

The retail property platform offers a wide scope of speculation objects, going 
from littler retail centers to big retail markets. Likewise, the retail property market 
comprises various kinds of retail centers, from little malls to large malls. Whatever 
retail place the financial specialists are keen on, the base for the result of all business 
speculations is its inhabitants, and in this manner, the investment can draw in. 

Hence, putting resources into retail property requires a wide base of information 
that includes information on the economy and all the locational factors that impact 
the property and the explicit retail attributes. Along these lines, there are numerous 
viewpoints to consider when putting resources into retail properties, particularly how 
the retail property platform is unique from other market fragments. 

Nonetheless, assumption issues have emerged because of the expanding distri-
bution of real estate in venture portfolios as there is by all accounts an expanding 
interest for progressively key and definite examination of a genuine legacy when 
settling on investments. 

The explanation behind analysing market investigation is that there is space for and 
requirement for such an investigation in the scholarly condition. The market exami-
nation performed by consultancy firms is commonly classified and not accessible to 
general society. 

Having represented the point and reason with the examination just as the thought 
with some issues like:

• What kinds of assumption issues emerge when putting resources into busi-
ness properties and how do these influence the market examination before the 
investment.

• How is the market investigation in principle and the most significant interest 
factors in the massive measure of real estate information to consider when 
investing in it.
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• To what degree do these ongoing request factors hypothetically viewed as 
significant in examining real estate market performance levels. 

3 Investment in Real Estate 

In India, having properties had become a fantasy for each potential financial specialist 
anticipating large benefits. All are peering toward the real estate market in India for 
a wide assortment of reasons:

• It’s a consistently developing economy on a persistent ascent, and the flash in 
economy increments buying intensity and makes interest for the Real estate 
segment.

• Many alumni from various reputed organizations will be expected to be 2.7 million 
specialists who can make office space that can reach 250 million square feet.

• Fortune 500 and other presumed companies can expand their business levels in 
India to make more real estate.

• The financial specialists with a good reputation can become the market leaders, 
and such kinds of professionals gain 60% of the market profits. The remaining 
percentage can simply balance the initial investment with the gained profits.

• Business Process Outsourcing (B.P.O.) in India has indicated its ability in divi-
sions like auto-segments, synthetic inventions, pharmaceuticals, and decorations 
to coordinate the best in the world. 

These positive characteristics of India will certainly pull in increasingly remote 
financial specialists sooner rather than later. 

It is essentially an objective to maintain since borrowing money for future property 
is deemed realty investments. Since investors earn your payoff by borrowing dollars 
in custom interest earned, this is comparable to a bond. There is no fast way to earn 
money or become wealthy in property investment, but you may create wealth over 
time by investing properly. Everyone is probably aware that there are many methods 
to get wealthy, but property investment is one of the most effective. 

4 Literature Survey 

The key divisions of the Real estate business are venture, activity and organization. 
To handle both, capital is required. Investment is the work of capital in obtaining 
Real estate or interests for the changeless proprietorship of the individual securing it. 
Activity is the work of capital in the procurement or improvement of the real estate 
or interests for business tasks. 

The behavioural explanation is the expansion of behavioural financial aspects, 
which manages feelings and psychology research of investors. Through this inves-
tigation, we can comprehend the reasonable and impractical behaviour of financial
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specialists just as psychological and behavioural psychology science to clarify the 
behaviour of investors towards real estate. Regularly the impractical behaviour of 
financial specialists impacts the basic leadership procedure of property investors. 
Since this behavioural doesn’t think about the foundation and accessible data to 
decide. The hypothesis of behavioural financial discussions about how investors 
make choices and their feelings and intellectual psychology encourage them to settle 
on wise choices. 

Kisii County [7] contend that there is a requirement for an increasingly advanced 
and proficient site determination process for firms in which Real estate has a key 
capacity. To perform better site determination choices, the greater network explicit 
factors likewise must be thought about in the income examination so firms can 
more readily maintain a strategic distance from momentary choices and end up with 
the most invaluable Real estate allotments [8] further contend that characterizing 
the retailers’ business volumes, purchaser socioeconomics, and target clients are 
extremely significant when assessing a Real estate venture opportunity and playing 
out a site selection. Mydhili [9] mentioned that the association between reality and 
financial markets has long been documented and acknowledged in developed and 
emerging economies. 

Nairobi Muthama [10] clarifies that the Real Estate Investment Trust (REIT) is a 
section that changes like a stock and puts resources into Real estate straightforwardly 
or in a roundabout way. Subsequently, there are various REITs; the value REITs put 
resources into and possess properties, and their income is connected to the lease. 
Then again, contract REITs go through venture and responsibility for contracts, and 
their income is connected to the premium they gain on the home loan advances. 

Real estate is centred on the decisions and choices regarding property markets 
based on human behaviour. This examination essentially studies how humans respond 
to predispositions and how human psychology experience these inclinations or when 
to make decisions. After the experience of overall investigations, we have concluded 
that behavioural investments are best in clarifying stock value peculiarities identified 
with the idea of under and eruption and so forth. These are called inconsistencies 
because these disregard the exchanging rules. Nyariboet [11] has given a concise 
portrayal of the oddities. Nobody can clarify aside. The author portrayed that stock 
estimation is undervalued while the development is overrated. This is because of the 
impractical behaviour of the financial specialist. This financial specialist can clarify 
the different evaluating peculiarities of property because investors don’t think about 
the accessible data and foundations to decide. 

Onsomu [12] investigated the significant chances and difficulties of Indian firms 
alongside firms from numerous different nations. Likewise, it is discovered that 
Real estate is still fundamentally affected by nearby factors. Nearby information, 
neighbourhood economies, neighbourhood entertainers and neighbourhood estab-
lishments will keep on assuming the noteworthy job, although to some degree influ-
enced now by firms, shoppers and financial impacts from other, far-off regions of the 
world. 

Dichev et al. [13] deciphers that Real estate as a benefit class is inconceivably not 
the same as a capital market resource. It is a characteristic fence against expansion,
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encounters low instability and consequently produces positive long haul that comes 
back with various valuation strategies and systems followed, distinctive revelation 
and standards, bookkeeping guidelines; Following the accepted procedures proposed 
could prompt standardization of exposure of data which could, in the end, lead to 
better choices. 

Edmanset [14] dissects that outside investment’s significance in real estate 
improvement can’t be contested. It is likewise discovered that the consistently 
expanding interest for lodging, business space, townships and foundation in India can 
be conveniently taken into account just if outside venture into this part is permitted. 
Isolated support will likewise get quality and polished methodology in real estate 
improvement in the nation. 

Mydhili [15] found that the Rationality in decision making of property buyers in 
the residential realty market is a fact. It could also know that the buyers prefer their 
analysis rather than completely depending on others in decision making. 

French [16] represents that the Indian Real estate segment is determined to be a 
rewarding goal for remote investors. The development of the Indian re-appropriating 
industry gives great chances to Real estate investors [17]. The Indian realty part, 
whenever channelized appropriately, could launch the development of a few different 
areas in India through its regressive and forward linkages [18]. However, there are 
potential requirements for local just as outside interests in India [19]. The Nonap-
pearance of a private controller to screen strategic policies winning in the Indian Real 
estate platform is a hazard factor by financial specialists [20]. 

5 Methodology 

Considering the multifaceted nature of human psychology research, it is difficult to 
recognize what drives a specific activity with every person in some cases. Along 
these lines, psychology research frequently utilizes open-finished meetings or inves-
tigations by which an individual’s responses could be brought into a full set. Then 
again, if ends are to be summed up, more individuals ought to be analysed to make 
an exploration agent for a specific population. Even though behavioural financial 
aspects have a bigger number of components of psychology science than standard 
financial aspects, its proposes were grounded through basic behavioural tests and 
overviews that have been demonstrated to produce precise outcomes. In addition, by 
leading overviews and straightforward tests, behavioural financial experts can reach 
determinations that have prompted another hypothesis of monetary science [21]. 

Since the point of this method is to see the outcomes across the realty market, the 
most helpful approach to lead explore was through an online overview by which the 
greater number of examinees could become. Besides, considering the point was to 
test distinctive psychology levels in people, online selection permits individuals to 
react with more genuineness guaranteeing classification for the members [22–26]. 

The advancement of the study was organized through a couple of stages which 
contained:
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• Design of overview that relies upon the theory that required testing.
• Sharing of the overview online to a different number of individuals who were 

approached to incorporate some other invested individual.
• Gathering of the reactions and receiving information for the investigation
• Data investigations exceed expectations results. 

Two reviews were shaped with just one inquiry of distinction, which was to 
test the loss aversion [27–34]. The two overviews contained 32 inquiries and were 
conveyed to the working population to partake effectively in the Real estate platform 
exchanges. Moreover, the reason is that the two people are similarly ignorant of the 
behavioural inclinations and are inclined to psychological mistakes; in this manner, 
the study included the two orientations of various instructive foundations [35]. The 
technique utilized for investigation is the near strategy to build up whether contrasts 
among various gatherings of respondents exist. On the off chance that the distinc-
tions demonstrate to exist, further investigation for similitudes and contrasts will be 
directed [23]. 

Monetary science has been created depending on exceptionally levelheaded indi-
viduals, otherwise called “homo economicus”. The term is broadly spread in the 
books on financial ideas [36–41]. It recognizes a person who acts splendidly objec-
tively and is driven solely by his advantages to boost his prosperity. Why homo 
economics is constantly balanced for two reasons: it has all the important data 
expected to settle on an ideal choice [42]. Other than testing inclinations, the point 
is likewise to see the degree of comprehension of the financial markets since indi-
viduals will generally overestimate their degree of information which can be hurtful 
when settling on a budgetary choice [24]. 

Furthermore, it can recognize every one of the choices together with their expenses 
and advantages [43–46]. This implies that every individual is intelligently reliable, 
knows the standards of likelihood, and utilizes those guidelines for basic leadership. 
Besides, as do all others, this individual forms data exclusively through explanation 
while feelings and psychology levels have no impact. 

The trust factor is a nonconventional instrument utilized by leaders who may 
participate in impractical or error-inclined and one-sided behaviour. In the same 
way, like other such factors, passionate and spontaneous factors influence the trust 
factor. Trust has been part of the human decision-making point for several years. 
Without legitimate assurances for implementation, the trust factors substitute for 
such lawful certifications. It likewise brings down the exchange expenses of partic-
ipating in authoritative courses of action and purchasing products and ventures, in 
any event, when lawful assurances and reviews are set up. Trust-based exchanges 
are frequently upheld through the negative reputational impact. At the same time, go 
back on an exchange or a relationship and the beneficial outcome when maintaining 
an agreement or a relationship. 

Being dependable turns into a behavioural standard and advances into instinctive 
behaviour. Legitimate and casual authorizations and monetary prizes energize trust. 
Financial specialists as often as possible utilize the trust factor as the best and most 
proficient approach to execute exchanges. While utilizing the trust factor, leaders
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find intermediaries for the reliability for basics, complex, and dependable data that 
can’t be considered at all or just at generous financial and time costs. Among these 
intermediaries are the rating offices of budgetary resources, government authorization 
of financial resources, and ethnic, neighbourhood, strict, and national groupings one 
relates to or trusts. For instance, if Standard and Poor’s doles out a triple-A rating to 
a specific monetary resource, people and financial associations are probably going 
to believe that such a rating is solid. People will contribute with family, companions, 
and individuals from their surroundings or strict gatherings since they accept that 
they can be trusted. This trust can be upheld on the off chance that one accepts that if 
the obligations of trust are broken, the gathering being referred to endure reputational 
and financial expenses. 

Financial specialists frequently expect portfolio supervisors to be better educated 
in a universe of complex and regularly deceptive data. In addition, people frequently 
follow the pioneers they trust and participate in grouping behaviour when they are 
uncertain about what item or budgetary resource to purchase or sell. Crowding can 
bring about market wasteful aspects called value falls or resource value gaps that can 
be serious, particularly when dependent on misleading the data. 

6 The Connection Between Behavioral Factors and Realty 
Market Performance 

A relationship investigation was directed to set up whether there was a connection 
between the factors. The connection investigation shows the route, quality, and crit-
icalness of the connections among the examination factors. A positive connection 
shows that different factors will likewise increment as one variable expands. Then 
again, a negative connection shows that as one variable build, the other variable 
reductions. The examination model that was utilized in the investigation was: 

REIP = λ0 + λ1 OVRCONF + λ2FRAD + λ3GRP + λ4REPRE + ε. 

where: REIP is Real estate investment execution, 

OVRCONF is overconfidence, 

FRAD is Frame Dependence, 

G.R.P. is Grouping and 

REPRR is Representativeness. 

λ0 is the consistent term λ1, λ2 λ3 and λ4 are the coefficient for overconfidence, 
outline dependence, grouping and representativeness separately. 

ε is the error term that was thought to be regularly conveyed.
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7 Data Analysis 

In light of the fact and the clear significance of psychological science for the 
choice-making process, an attempt was made to check the effect of the inclinations 
on the private financial specialists in the realty market. The parameters analysed 
were loss incompatibility, overoptimism, inflation, location, and grouping. Opinions 
considered are represented as. 

1. Segment factors don’t influence the impact of inclinations on the private financial 
specialists in the realty market, and gender doesn’t impact the behavioural factors 
with finance investors. Also, age doesn’t impact the exhibition of conduct of the 
investors. 

2. Information on behavioural financial matters represents the impacts of social 
predispositions on private financial specialists. 

3. Financial specialists and investors in the realty market show Loss repugnance 
predisposition 

4. Private speculators in the realty market exhibit Overoptimism predisposition 
5. Private speculators in the realty market are overconfident in assuming rising 

market values. 

Regarding the real estate inclinations with investors, a 4-point scale was utilized to 
appraise the sites they lean toward the most. The point was to perceive how judicious 
their decisions are concerning the present market circumstance and how high or low 
land speculations extended in their rundown of favoured ventures. The respondents 
were approached to extend the four most basic kinds of speculations–bank stores, 
shares, land, and bonds dependent on their degree of inclination in the scope of 1 
(generally wanted) to 4 (the least liked). 

The limit of respondents, which is 26.75% of the respondent, expresses that they 
first make pre-research of the task without anyone else and afterwards meet the 
salesman in the wake of taking all the data, site visit and documentation checking, 
they make instalment to the designer and next gathering of 39.25% of the respondent 
express that, they meet the representative at engineer’s office and in the wake of 
talking about with venture chief and site visit, they make instalment to the engineer, 
as shown in Fig. 3.

After an assortment of information, the examination is one of the primary issues 
that emerge before each investor. It is occasionally very hard to survey and master-
mind the colossal sum of information. The information has been gathered for four 
regions relating to Delhi N.C.R., such as Gurgaon, Noida, Hyderabad and Mumbai. 

The information has been gathered for two factors: Consumer behaviour and 
Marketing Strategy in Real Estate Sector, and two separate respondents are gathering. 
There are further four separate gatherings of respondents in each gathering according 
to the location. In this way, generally speaking, there are eight separate gatherings 
of respondents. 

The second significant investigation variable is the Marketing technique in the 
Real domain segment. The inquire about informational index would be Real Estate
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Fig. 3 Process of buying the property

Fig. 4 Behaviour of Investor 
during Property Finalization

designer’s showcasing group and Independent Showcasing group managing asset 
items, as shown in Fig. 4. 

• There is no past investigation identified with Marketing methodology in the Real 
Estate part, so there is no characterized rule of studying Marketing techniques 
and procedures related to the Real Estate Sector.

• Current Real Estate promoting strategies are not fully evidenced and hypothet-
ically characterized; in any case, each land association utilizes those strategies. 
These techniques are filling in as 100% accomplishment for some associations 
and a few associations; these techniques are 100% disappointments.

• Target Data set for Real Estate advertising variable is little when contrasted with 
Informational target index for consumer behaviour. In this way, it is simpler to 
gather the information by the individual meeting. 

The concept, implementation, and evolution of physiologically and culturally 
driven computing models is known as computational intelligence (CI). Machine 
learning is now the most widely used artificially intelligent technique, and in reality, 
CI is used for some of the most effective A.I. technologies. 

In this comparative work, λ0 is consistent, but λ1, λ2 λ3 and λ4 are terms that are 
separately differentiated through importance and non-importance measures. More-
over, Gurgaon and Noida have more suitability of property site; therefore, using this 
importance, and non-importance model’s user is differentiated.
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Fig. 5 Comparative Study of Suitability & Connectivity of Property Site 

The principle and fundamental contribution the finance have been analysed 
(Fig. 5). Be that as it may, the strategies in human science are overviews, inter-
views, member perceptions. Center gathering isn’t impacted as a similar estimation 
of different techniques. So this paper utilized optional information techniques to 
gather the information. Information concerning this subject is gathered from the 
optional source. This subject is another and very not quite the same as other research 
points. Financial support is headway in the account of this time. 

Behavioural Factors account is a significant development idea nowadays. Presum-
ably, past examines have clarified the speculation conduct of the individuals; however, 
a specific name is given to these behaviours and practices in financial investments. 

To, one way or another, this is another idea of its application in property adver-
tising. Practices are principal predecessors to change the financial specialist choices 
in any venture. So, practices ought to be consistently undermined at whatever point 
we watch the speculation change. 

The descriptive Statistics on the ranking of different attributes related to the real 
estate market are depicted in Table 1. 

The real estate developer’s behaviour is analysed when finalizing the property 
with the investor, and the parameters are represented and depicted in Table 2.

The problems faced by the investors during the valuation of the property based 
on the features indicated by the owner is depicted in Fig. 6.

Table 1 Different attributes 
statistics Attribute N samples Mean Std. deviation 

Location of the property 100 5.74 0.624 

Infrastructure 100 4.96 0.847 

Quality of construction 100 6.32 0.235 

Comfortability of living 100 5.95 0.874 

Demand and supply 3.54 4.23 0.258 
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Table 2 Behavior of real 
estate developer during 
finalizing of property 

Parameter Frequency Percentage 

Friendly/Amicable 124 49.22 

Purely professional 51 25.52 

Reasonably good 68 31.52 

Not good 19 6.25

Fig. 6 Problems Faced by the Investors 

The above Fig. 6 clearly explains about Problems Faced by Investors in various 
scenarios. Various discussions are analysed and differentiated through the scale of 
values from 5 to 0. 

8 Conclusion 

The behavioural account is a significant development idea nowadays. Almost 
certainly, past inquiries about the behaviour of the individuals are considered; 
however, a specific name is given to these dispositions and practices as behavioural 
accounts. This is another idea of its application in property advertising in some 
way or another. Practices are the primary precursor to changing the financial invest-
ment choices in any real estate investment. So, practices ought to be consistently 
undermined at whatever point we watch the investment phenomena. The motiva-
tion behind this paper is likewise to communicate and pull up the significance of 
behavioural funds in nearly every field of life with budgetary choices. The investment 
test uncovers no connection between the explanation behind picking a Real estate 
business and their age. There is no connection between age and class of business 
utilized, and individuals differ in the classification of Real estate dealings they enjoy 
independent of age. It further indicated no connection between instructive capability
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and contribution to business. Thus, their instructive capability does not impact the 
real estate professionals in doing the business full-time or low maintenance. 

9 Future Scope 

This research work is most suitable for Investment Decisions in the Commercial 
Realty Market for future decisions. This work is helping out customers as well as 
marketing organizations. This investigation is helpful in comprehending the invest-
ments by utilizing the behavioural model. Investors consistently need to put resources 
into those tasks with more prominent benefits and the capital’s base odds of risk or 
loss. 
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Chapter 4 
Trust the Machine and Embrace 
Artificial Intelligence (AI) to Combat 
Money Laundering Activities 

Guneet Kaur 

Abstract The research work is focused on examining the role of artificial intelli-
gence (AI) in addressing challenges associated with money laundering in the banking 
sector. Money laundering is a global issue that threatens financial stability and inter-
national security, making anti-money laundering research crucial. Furthermore, just 
0.2% of money laundered through the financial system is estimated to be seized. 
The crime is growing increasingly sophisticated and intricate, and the amount of the 
crime increases banks’ vulnerability. Researchers have begun to investigate the possi-
bility of artificial intelligence approaches in this setting. However, a thorough assess-
ment has identified a systematic knowledge deficit that systematically examines and 
synthesizes artificial intelligence techniques for anti-money laundering efforts in the 
banking industry. Therefore, this chapter is focused on a systematic review of key 
technologies categorized into artificial intelligence or machine learning (AI or ML), 
natural language processing (NLP), robotic process automation (RPA), and cloud-
based solutions. However, various challenges concerned with these techniques, such 
as data quality, the nature of money laundering and data volume, and data hetero-
geneity, are also discussed. As a result, the findings add to the total knowledge base 
in anti-money laundering from the banking sector’s perspective. Additionally, future 
study directions were narrowed even further based on the limitations discovered. 

Keywords Money laundering · Terrorist financing · Distributed ledger 
technology · Anti-money laundering · Artificial intelligence ·Machine learning ·
Natural language processing · Robotic process automation · Cloud-based · SaaS

G. Kaur (B) 
Technology Editor, Cointelegraph, UK 
e-mail: askguneet@gmail.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Kautish et al. (eds.), Computational Intelligence for Modern Business Systems, 
Disruptive Technologies and Digital Transformations for Society 5.0, 
https://doi.org/10.1007/978-981-99-5354-7_4 

63

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5354-7_4&domain=pdf
mailto:askguneet@gmail.com
https://doi.org/10.1007/978-981-99-5354-7_4


64 G. Kaur

1 Introduction 

The current coronavirus (COVID-19) pandemic has already proven to be one of 
the worst crises in recent history, wreaking havoc on several sectors of the global 
economy. The banking industry is one of the hardest hit by the economic downturn 
brought on by the COVID-19 epidemic [1]. For instance, financial crime is one of 
the most noticeable repercussions in the financial technology (FinTech) sector. 

The COVID-19 epidemic has been used by some criminals to perpetrate fraud 
and exploitation schemes using a variety of ways, including cyber-enabled fraud. 
National and international authorities warn citizens and businesses against imposters, 
investment, product scams, and insider trading concerning the coronavirus. Those 
looking to launder criminal proceeds or fund terrorism are likely to take advantage of 
any flaws in a company’s system. Furthermore, the United Nations believes that up 
to $2 trillion is unlawfully transferred each year [2]. Big banks are used by criminals 
to hide money that is often tied to organized crime, with funds being used to pay 
for assets in order to conceal the money’s origin. According to the National Crime 
Agency (NCA), money laundering costs the UK economy more than £100 billion 
every year [3]. 

To address these issues, governments and financial institutions focus on 
responding to the coronavirus pandemic, affecting their ability to carry out anti-
money laundering and counter-terrorist financing (AML/CFT) obligations in areas 
such as suspicious transaction reporting supervision and regulation, policy reforms, 
and international cooperation. This could lead to criminals discovering new ways 
to get around customers due to diligence measures; exploiting economic stimulus 
measures and insolvency schemes as a way for natural and legal persons to conceal 
and launder illicit proceeds; increasing the misuse of online financial services and 
virtual assets to move and conceal illicit funds; and increasing the use of the unregu-
lated financial sector, opening up new avenues for criminals to launder illicit funds. In 
undeveloped countries, criminals take advantage of the coronavirus and the resulting 
economic crisis to enter new cash-intensive and high-liquidity business sectors. 

The fight against money laundering (ML) among the various financial sectors 
has prompted financial organizations to develop technologically advanced weapons. 
As a result, these organizations want to successfully deploy sophisticated analytical 
technologies like machine learning (ML) and artificial intelligence (AI) to tackle 
various financial crimes. In addition, financial institutions are dealing with criminals 
and authorities who are enforcing increasingly harsh penalties. Fear of supervisory 
consequences and reputational damage, branch offices are more committed than 
ever to combating money laundering and terrorist financing. The key motivations 
for using AI and machine learning in AML operations are to increase the quality 
of investigations and regulatory filings and reduce false positives and associated 
operating expenses. However, the pandemic’s dramatic shift in consumer behavior 
has led many financial institutions to recognize that static, rules-based monitoring 
tactics aren’t as accurate or adaptable as behavioral decision-making systems.
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In recent years, regulators have imposed massive fines on banks that have fallen 
short on anti-money laundering tactics. According to research published in February 
2021 by business-to-business (B2B) information services firm Kyckr, 28 financial 
institutions throughout the world were penalized £2.6 billion in 2020 for AML 
offenses [4]. Swedbank was fined e347 million by Swedish and Estonian regulators 
in March of that year for breaking money laundering legislation [5]. 

In 2018, the Dutch regulator fined ING e775 million after the bank failed to 
prevent the laundering of hundreds of millions of euros between 2010 and 2016 [6]. 
In the same year, British and US authorities fined Deutsche Bank $650 million for 
letting affluent clients transfer $10 billion out of Russia [7]. 

As AI and machine learning technologies are dynamic by nature and are able 
to respond intelligently to market changes and developing hazards, they can be 
swiftly and painlessly integrated into current compliance programs. As a result, early 
adopters are gaining significant efficiencies while also assisting their institutions in 
meeting expanding regulatory requirements. In this context, this chapter is focused 
on the following exploratory questions: 

(a) What are the issues in the money laundering sector that require analytical 
attention? 

(b) What artificial intelligence technologies can be used to handle the money 
laundering issues in the banking sector? 

(c) What are some research gaps and areas for development that should be looked 
at further? 

The remaining sections of this chapter are organized as follows. Section 2 delves 
into the background of money laundering. Section 3 depicts the major challenges 
that banking products and services face, as well as various artificial intelligence (AI) 
techniques that can help solve these problems. Section 4 covers the challenges asso-
ciated with AI techniques followed by the need to use distributed ledger technology 
in Sect. 5. Section 6 reviews significant research contributions and Sect. 7 exam-
ines potential study discrepancies and opportunities for improvement followed by a 
conclusion in Sect. 8. 

2 Background 

This section throws some light on the history of money laundering. 

2.1 History of Money Laundering 

Money laundering is a term coined in the United States to describe the Mafia’s 
attempt to “launder” illegal funds through cash-intensive washing salons controlled 
by corporate acquisitions or business creations. According to estimates, illicit sources
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account for two to five percent of global gross domestic product (GDP). Drug selling 
generates a large portion of the economy, with 810 billion dollars in revenue in 2003 
[8]. In 2005, Austrian police seized drugs worth 49,266,800 Euro (drug seizures in 
terms of street prices) and accused 25.892 people of violating the Austrian Narcotics 
Act [8]. Although there is a clear desire to misuse the internet in order to conduct 
unlawful transactions in the form of online banking, Cyber money, and Electronic 
Purse, the majority of illegal transactions are handled by cash because there is the 
least risk of leaving one’s mark. 

Moreover, money laundering economic study necessitates a proper characteriza-
tion of the phenomena [9]’s approach is based on two essential aspects of money 
laundering: 

(a) Illegality (general feature): money laundering refers to the use of any revenue 
derived from criminal or unlawful activities; 

(b) Concealment (particular feature): money laundering’s principal purpose is to 
conceal the illegal source of such profits. 

The first of these two features emphasizes money laundering’s criminal autonomy, 
as it does not examine the specific illegal or unlawful activity that generated the 
earnings that were later laundered (kidnapping, drugs markets, corruption, fraud, 
etc.). The second feature indicates money laundering’s critical economic function 
of converting unlawful capital to legal capital. The unique economic role of this 
activity is to convert prospective purchasing power into adequate purchasing power, 
as it cannot be employed directly for consumption, investment, or saving. 

2.1.1 Stages of Money Laundering 

The three stages of money laundering are as follows: The first step is to place illegal 
gains (the placement), which entails physically infiltrating cash (derived from crime) 
into the banking system. After that, the money is turned into book money (primary and 
secondary deposits), which is then layered (stacking of illegal funds). These sophis-
ticated acts are used to hide the source of money by arranging complex financing 
transactions between states and stacking multiple levels of transactions. The third 
stage involves reintegration and parking this unlawful money, which has no ties to 
organized crime and is converted into a publicly visible asset through investments in 
businesses, tourism initiatives, and industrial operations. 

Placement 

In the first stage, referred to as placement, ill-gotten gains from criminal acts are 
infiltrated into a legal banking/economic system; at this point, there is a higher 
danger of being discovered. 

This refers to the immediate transfer of criminal funds into a legal, financial 
system without drawing the attention of regulatory authorities. Limiting quantities 
are undercut with structuring and smurfing to circumvent identification, reporting
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duties, and paperwork requirements. Furthermore, money is divided into partial quan-
tities in an organized manner to allow payment into many bank accounts below the 
corresponding identification and declaration limits. 

Another way of placement entails exerting influence over financial sector institu-
tions to purchase existing banks or establish new banks in offshore jurisdictions. 
Furthermore, co-worker corruption is a regularly utilized criminal instrument to 
deposit incriminated money: attempts are made to socialize with bank employees 
in order to allow direct infiltration of money while avoiding the attention of super-
visory authorities. In addition, depositing money into foreign bank accounts allows 
criminals to participate in the financial or economic cycle. 

Secondary deposit, unlike primary deposit, is an indirect penetration of money 
supply into the bank system and, as a result, a conversion into book money through 
the connectivity of a natural or legal entity. This can be accomplished by switching 
the medium. At the same time, the incriminated cash is converted into other assets 
or by using front men who, while acting on their own behalf, trade for the account of 
a third party or grant the use of their name to carry out (realize) an account opening, 
the formation of a company, or the conclusion of an insurance policy without being 
visible on the surface. Forward displacement of the money laundering location onto 
life insurances, financial service providers, and exchange offices can also be used for 
indirect placement. 

Layering 

Criminals use the so-called layering stage to try to hide the source of unlawful income 
by making a large number of transactions and transferring black money around. 
Withal (multiple transfer and transaction), transaction intensity and speed rise; elec-
tronic payment technology, as well as diverging jurisdiction and inadequate crim-
inal prosecution cooperation, typically simplify/facilitate the layering procedures. 
Over- and under-invoicing in international commercial transactions, charging ficti-
tious goods or services in the form of winding up fake transactions, or back-to-back 
loaning are all ways to legitimize capital transfer. 

In this situation, money launderers deposit a specified amount of money into 
a bank account (or convincingly verify securities acceptable at value with another 
bank) in order to reclaim the same amount as a bank loan. If this is the case, a money 
launderer raises his own funds and has proof of origin for the bank loan. Rather than 
banks, connected companies can act as lenders. 

Misuse of financial derivatives and swaps is also frequent among money laun-
derers to obscure the source of damning funds. Two offshore firms, which are de 
jure independent but de facto controlled by the same individual, enter into an option 
contract by each taking a “long” or “short” position. The profit of the other compen-
sates for the loss of the first. The financial volume of offshore centers is estimated to 
be between 10 and 12 billion dollars, with an annual growth rate of 15% [8]. 

Integration 

In this third stage, converted and transferred capital is predominantly infiltrated into 
the official economy through financial investments (particularly deposits, stocks)
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or property (direct investment in firms and real estate) in countries that provide 
extraordinary short odds. 

While the above three-stage model of money laundering is a simple way of 
explaining the activity, it is uncommon for a single bank or its money laundering 
reporting officer (MLRO) to notice or be able to detect all three steps in a single case. 
Criminals do not even need to use all three stages of the paradigm to legitimize their 
criminal property. Furthermore, criminals would frequently try to hide their activi-
ties by using a variety of institutions, often in separate jurisdictions. Each institution 
will only see bits of a broader puzzle, which is why the suspicious activity reporting 
process is crucial to the successful seizure of assets resulting from illicit activity and 
the prosecution of money launderers and other criminals. 

It is necessary to study what money laundering is not in order to fully comprehend 
the notion. Money laundering is a misnomer in and of itself. To begin with, it isn’t 
just money that is involved; it can be any tangible or intangible property that has 
resulted directly or indirectly, in whole or in part, from illegal action. Second, the 
term ‘laundering’ supports the idea that it is a process by which criminals attempt to 
‘wash’ or ‘clean’ their criminal property to seem different from its original state at 
the end of the procedure. The consensus is that criminals will attempt to accomplish 
this by utilizing various services, products, currencies, and jurisdictions. This isn’t 
always the case, however. Consider the following illustration. 

The earnings of a drug trade are deposited into a bank account by a criminal. He 
takes some of the money the next day and spends it. Is it possible that the criminal 
used the bank to launder the funds? Yes, even though the bank does not appear to have 
assisted him in “washing” the money or even changing its appearance, the proceeds 
of his crime were turned into credit in his bank account. The classic model of money 
laundering is useful in some ways, but it fails to explain a variety of scenarios where 
the facts do not fit the usual paradigm. 

This places a clear need to utilize technology in order to combat money laun-
dering. Furthermore, the fight against money laundering among the various financial 
sectors has prompted financial organizations to develop technologically advanced 
weapons. As a result, these organizations want to deploy sophisticated analytical 
technologies like machine learning and artificial intelligence to successfully tackle 
various financial crimes. In addition, financial institutions are dealing with criminals 
and authorities who are enforcing increasingly harsh penalties. Fear of supervisory 
consequences and reputational damage, branch offices are more committed than ever 
to combating money laundering and terrorist financing (AML / CFT). 

2.2 Anti-money Laundering Policies 

To combat money laundering and terrorist financing, the Financial Action Task Force 
(FATF) was established in 1989 [10]. It is a multi-jurisdictional organization with 35 
member jurisdictions and two regional organizations. According to the FATF, all anti-
money laundering and counter-terrorist financing programs must contain specific
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data analysis and reports. They also demand that an institution be able to identify 
and authenticate its customers, a requirement known as “know your customer.” This 
bans anonymous accounts and fictitious account holder names and requires financial 
institutions to take precautions while dealing with correspondent and shell banks. 
Banks are also required to preserve records of all transactions for a minimum of five 
years. The records must include:

• The names of clients and/or beneficiaries and their addresses.
• The nature of the transactions.
• The dates of transactions.
• The types of currency.
• The amounts of currency.
• The types of accounts.
• The identification numbers of any account utilized. 

The FATF requires two forms of reporting: suspicious transaction reports (STRs), 
which are filed with the national financial intelligence unit, and currency transaction 
reports (CTRs), which are filed with the national financial intelligence unit and 
indicate transactions above a specific value. 

2.2.1 Rule-Based and Risk-Based Policies 

In 1990, the “Forty Recommendations on Money Laundering” were published as 
an essential foundation for preventing, identifying, and suppressing unlawful finan-
cial transactions [11]. The “Nine Special Recommendations on Terrorist Financing” 
were released after September 11, 2001, terrorist attacks in New York City to focus 
efforts on CTF [12]. In addition, financial organizations may quickly implement 
and demonstrate compliance with such rule-based procedures since they are trans-
parent and straightforward. These rules are used in the automatic layer of current 
AML systems to determine whether a transaction is suspicious. However, because 
transactions can be engineered to circumvent the constraints, the clarity of these 
regulations makes it more difficult to identify fraud [13]. The guidelines also result 
in an over-reporting of questionable activity, which is costly and time-consuming to 
investigate. 

A risk-based approach offers private actors more discretion over what to disclose 
by having more ambiguous reporting criteria. This places the decision in the hands of 
private companies, making them accountable for the reporting’s success. However, 
in certain nations, this has exacerbated over-reporting. It’s a higher-risk strategy that 
can be arbitrary or haphazard, resulting in banks losing customers or being fined for 
underreporting. Despite this, several financial institutions have implemented risk-
based procedures [14]. By measuring client and transaction risks and recognizing 
outlier behavior, they transcend the constraints of rule-based systems.
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2.2.2 General Data Protection Regulation (GDPR) 

The European Union (EU) recently established specific crucial regulations (officially 
known as GDPR) concerning the collection, storage, and use of personal data; these 
regulations took effect in May 2018 and superseded the EU’s 1995 Data Protection 
Directive (DPD). The new legislation applies uniformly to industry, EU organiza-
tions, and entities that deal with EU data in terms of scope. The data-driven policies 
focus on a few specific issues, such as data ownership, openness, explainability, and 
the trustworthiness of algorithms trained or developed with such data. For example, 
GDPR requires data-driven automated systems, including AML systems, to comply 
with the following requirements during implementation:

• Data and algorithm explanation frameworks.
• Legal data processing and data ownership.
• Ethical compliance. 

2.3 AML Frameworks 

Currently, AML frameworks can be broken down into four layers [15]. The data 
layer is where all critical data is collected, managed, and stored. This comprises 
data from the financial institution and data from outside sources such as regulatory 
bodies, authorities, and watch lists. From a technology standpoint, traditional systems 
have architectural flaws, such as data quality, data management, and data governance 
concerns. In the AML community, an enterprise data hub that incorporates the tech-
nology necessary for efficient processing often maintains the Data Layer. Hadoop is 
used for parallel processing and data acquisition, for example [16]. 

The screening and monitoring layer then looks for suspicious activity in trans-
actions and clients. Financial organizations have mainly automated this layer into a 
multistage approach based on rules or risk assessments. The monitoring procedure is 
carried out continually, and it uses analytical models to assess transactions and client 
profiles. This layer’s components work together in a collaborative framework that 
includes various tools. For data retrieval and post-operational storage, they maintain 
bidirectional contact with the Data Layer. 

If suspicious activity is discovered, it is forwarded to the alert and event layer 
to be investigated further. The significant number of transactions to be examined— 
along with the lack of supporting data—increases the time necessary to analyze each 
transaction. Financial institutions are incorporating cutting-edge statistical and data-
related technology into their AML strategies to reduce the risks and expenses of 
manual inspection. This layer makes decisions based on prior decisions’ historical 
data and comparisons to similar transactions and decisions. 

Finally, a human analyst determines whether to block or authorize a transaction 
on the operational layer. It is a legal necessity that a human agent makes the final 
decision in a transaction. The previous layers are used to keep track of all transactions
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and flag any that may be fraudulent. On the other hand, the final choice is made by 
a person based on the knowledge provided by the previous steps in the process. 

3 Various Artificial Intelligence (AI) Technologies 
for AML/CFT Compliance 

Money laundering’s scope is difficult to determine, but it is thought to be large. For 
example, the United Nations Office on Drugs and Crime (UNODC) estimates that 
2 to 5% of global GDP is laundered each year [17]. This amounts to between EUR 
715 billion and EUR 1.87 trillion every year [17]. 

The financial incentive is a common element in most organized crime. Organized 
crime groups use various money laundering strategies to increase their assets and 
inject them into the legitimate economy. Tracing these assets entails tracing the 
networks they are connected to. 

Various AI technologies that assist in addressing these challenges are discussed 
in the section below. 

3.1 AI and Machine Learning (ML) 

AI and machine learning techniques, which are at the heart of AI, are revolutionizing 
and will enhance how we manage financial risk, including credit, operational, market, 
and compliance risks [18]. Everything from assessing how much a bank should lend 
to a customer to delivering warning signals to financial market traders about position 
risk, detecting consumer and insider fraud, and increasing compliance and decreasing 
model risk is now possible due to the advent of AI-driven solutions. This chapter 
will discuss the application of AI and ML techniques for managing compliance risk. 

Financial firms must comply with risk management requirements, especially in the 
aftermath of the financial crisis. While risk management professionals frequently try 
to establish a distinction between what they do and the often-bureaucratic condition 
of regulatory compliance, the two are inexorably intertwined since they both pertain 
to risk management systems as a whole. To that extent, compliance is most closely 
associated with enterprise risk management, albeit it touches on each of the risk 
functions of credit, market, and operational risk separately. 

RegTech, a compliance-focused industry akin to FinTech, has thus emerged to 
aid firms in managing the rising needs of compliance [19]. The sheer volume of 
data that needs to be examined and the non-conventional nature of this data are 
driving AI and machine learning to play a significant role in this sector. Furthermore, 
the capacity to continuously monitor a firm’s activity is a fundamental advantage 
of machine learning from a pure RegTech perspective. This ability for real-time
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insights, according to [20], allows for the prevention of compliance breaches rather 
than having to deal with the consequences of violations after they have occurred. 

Other benefits mentioned include the opportunity to free up regulatory capital due 
to improved monitoring and automation, decreasing some of the estimated $70 billion 
spent annually on compliance by giant financial institutions [18]. IBM is a promi-
nent player in this field, having acquired Promontory (a 600-person RegTech firm) 
and now offering a range of AI-driven solutions for lowering RegTech expenses, 
illustrating the broad industry interest in the subject, which is not limited to star-
tups [21]. For example, a combination of IBM’s Watson AI skills and Promontory’s 
domain-specific experience is being utilized to assure compliance through real-time 
speech dialogue analysis. This entails converting voice interactions to text and then 
using natural language processing to classify the text into categories that identify 
potential non-compliance. Other applications of machine learning include the intu-
itive understanding and interpretation of regulatory consequences, which a London-
based company called Waymark now provides to financial institutions using natural 
language processing [18]. 

According to the compliance teams, between 1 and 2% of AML alerts result in a 
Declaration of Suspicion (DS) [22]. Machine learning and AI will be the most trans-
formational, assisting in identifying and deactivating 98% of false positives [22]. This 
will free up more resources for the 2% of cases that are more likely to be suspicious. 
Using customer information files to identify high-risk entities likely to represent an 
accurate positive result, statistical analysis can lower the likelihood of false positives. 
Furthermore, the outcomes of analysts’ decisions can be reintroduced into the system 
to test machine learning-based prioritization algorithms in order to reduce possible 
false positives during the subsequent transaction monitoring. Furthermore, using 
big, annotated bank datasets, standard machine learning approaches such as support 
vector machines (SVMs) and random forest (RF) can be utilized to classify fraud 
transactions [23]. Because the bank monitors the transaction data, these data-driven 
systems are typically employed during the placement and stacking phases. Because 
funds have already passed through fraud-detection procedures, the final integration 
phase is difficult to detect. 

3.2 Natural Language Processing (NLP) and Soft 
Computing Techniques 

Financial institutions are increasingly seeking to understand the customer’s profes-
sional, institutional, political, and social context by analyzing large amounts of 
external data, such as information and media, public archives, social networks, 
and other open-source data sources, in order to implement a risk-based approach 
to customer knowledge (KYC). External data can be found with a typical name 
search. Despite this, it cannot provide context for the name, determine linkages 
with politically exposed persons (PEP) or high-risk entities, or analyze other risk
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indicators based on these sources. To evaluate unstructured data and establish these 
linkages, natural language processing, and AI approaches can be used. Advanced 
analysis of unstructured data is critical because it improves efficiency by automating 
increased vigilance operations and uncovers linkages and threats that could otherwise 
go unreported. 

Natural language processing is an area of artificial intelligence that allows 
computers to comprehend, interpret, and manipulate human speech. Fuzzy logic is 
an analytical technique that uses several values to analyze inaccurate or approximate 
data, resulting in a usable (but imperfect) output [24]. Nonbinary logics use a range 
of values rather than just 0 or 1. Fuzzy Logic systems can generate sound output in 
response to incomplete, ambiguous, distorted, or inaccurate (fuzzy) input, emulating 
human decision-making more closely than classical logic and extracting more helpful 
information from data that is too imprecise to yield definite results using classical 
logic. Hardware, software, or a combination of both can be used to implement fuzzy 
logic. Natural language processing and fuzzy matching tools also help reduce false 
positives and negatives (for example, in sanction screening processes) [25]. Still, they 
primarily solve data quality issues by improving the programs’ ability to link data 
elements, such as connecting search engine results with PEP lists, detecting fraud 
attempts, monitoring sanctions lists, etc. For instance, the Financial Intelligence 
Unit (UIF) of Italy, in collaboration with the Bank of Italy’s Directorate-General 
for Financial Supervision and Regulation, developed a fuzzy logic application to 
generate anti-money laundering indicators for non-banking financial intermediaries 
[26]. The suggested fuzzy system—which is still in the experimental stage—enables 
the elaboration of quantitative data (i.e., cross-border payments from/to higher risk 
countries) to help the periodic AML/CFT risk assessment of such intermediaries. 

Other applications include:

• Customers’ identification and verification: AI, including biometrics, machine 
learning, and liveness detection techniques, can be used to perform microex-
pression analysis, anti-spoofing checks, fake image detection, and human face 
attribute analysis in the context of remote onboarding and authentication.

• Business relationship monitoring and behavioral and transactional analysis: This 
can be performed using-

– Supervised machine learning algorithms: Enable faster and real-time data 
analysis following the applicable AML/CFT rules. 

– Unsupervised machine learning algorithms: These algorithms are used to group 
customers into cohesive groupings based on their behavior, and then create 
controls that can be set more appropriately based on a risk-based approach (e.g.: 
transaction threshold settings), allowing for a tailored and efficient monitoring 
of the business relationship. 

– Alert Scoring: Alert scoring assists in focusing on patterns of behavior and 
issuing notifications, as well as the requirement for increased due diligence.

• Automated data reporting (ADR): It is the process of employing standardized 
reporting templates and automated digital applications (data pooling tools) to
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make the underlying granular data of regulated organizations available in bulk to 
supervisors.

• Identification and implementation of regulatory updates: Machine Learning tech-
niques with natural language processing, cognitive computing capabilities, and 
robotic process automation (RPA) can scan and interpret large volumes of unstruc-
tured regulatory data sources on an ongoing basis to automatically identify, 
analyze, and then shortlist applicable requirements for the institution; or imple-
ment (to a degree) the new or revised regulatory requirements (via codification 
and generation of impeachment documents). 

3.3 Robotic Process Automation 

RPA, or Robotic Process Automation, is software that replicates a human’s actions 
when doing repetitive, rule-based tasks. The robot works quickly and precisely, 
using the same applications that your staff does every day. All activities in tradi-
tional automation depend on programming/scripting or other integration techniques 
to backend systems or internal applications. RPA, on the other hand, automates soft-
ware that can migrate work from humans to computers, allowing companies to stop 
paying people to do the job that could be automated, speed upfront and back-office 
transaction processing, achieve near “Instant On” integration at the lowest cost, and 
reduce errors, all while increasing productivity by making workers smarter [27]. 

Financial Crimes Officers may find that various types of intelligent automation 
can help decrease costs, boost efficiency and effectiveness in three areas within a 
financial crimes compliance program, as discussed in the sections below. 

3.3.1 Transaction Monitoring 

It is an excellent illustration of how improved technology may help with finan-
cial crime compliance. Typical AML transaction monitoring solutions are built 
to consider rules-based typologies and situations requiring continual tuning and 
updates. Because they are often more rudimentary and rule-based, they might miss 
a slew of risk variables. This frequently results in many false positives that must 
be resolved by humans. Institutions can use bots to scan the internet and specific 
public due diligence sites for essential data and collect data from internal sources 
and approved sources (as identified by the Institution). They can also put the due 
diligence findings into an electronic case file for examination by an analyst. Finally, 
the analyst saves time by deploying the bot to do these research and record-keeping 
duties.
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3.3.2 Know Your Client 

Performing KYC during onboarding and regular review periods takes financial insti-
tutions a lot of effort and resources. Institutions may devote hundreds of hours each 
month to KYC tasks, typically reinforced by contractors and consultants, depending 
on their size and an annual turnover of new customers. KYC processes are typi-
cally made up of very repetitive tasks that Intelligent Automation can supplement 
and speed up. As a result, many financial institutions have already identified areas in 
their KYC process where RPA can help. This would involve duties such as document 
extraction from public news sources, negative news screening requests and retention 
of the findings based on pre-defined search parameters, and data importation from 
the documentation into a KYC system. 

RPA, when correctly set up, can save a lot of time, allowing KYC analysts to 
focus on areas of onboarding that require more in-depth study, such as clearing a 
smaller list of lousy news outcomes or reviewing any remaining gaps in information or 
documents. For example, RPA could minimize or eliminate the need to contact clients 
repeatedly, resulting in a better customer experience because bots may eventually 
attain more accuracy in collecting due diligence information. 

Financial crimes compliance personnel would continue to perform targeted testing 
of results obtained using automation to understand the precision with which the 
machines perform or refine the parameters being used to achieve greater accuracy 
when using Intelligent Automation to supplement KYC work. However, as the accu-
racy and consistency improve to an acceptable level, reducing the testing or quality 
assurance (QA) reviews may be possible over time. 

3.3.3 Compliance Testing 

Financial institutions also devote a significant amount of time and resources to AML 
and sanctions compliance testing. Testing data feeds, system validations, third-party 
vendor or outsourced processes, and other internal methods are examples of this. 
Intelligent Automation can also be helpful here because some of the duties related 
to testing are repetitive. Furthermore, sampling is no longer necessary because a 
machine performs the tests. Therefore, it is possible to test the entire population, 
removing sampling errors. 

RPA can assist people in swiftly identifying flaws in early data sets (including 
documentation) as part of their testing scope job. RPA could also be used to execute 
simple testing methods to determine data completeness, depending on how structured 
the data is at a given Institution. For example, RPA could quickly analyze if KYC files 
include required data points like address, date of birth, source of wealth, citizenship, 
and following the Institution’s standards on 100% of the files while evaluating KYC 
compliance, identifying identification outliers for further root cause analysis.
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3.4 Cloud-Based Solutions 

The supply of computing services such as servers, storage, databases, networks, and 
software over the internet to promote speedier innovation and economies of scale 
is known as cloud computing technology. Anti-money laundering firms use cloud 
computing, and financial institutions can employ private cloud computing technolo-
gies to access cloud computing services. Private cloud computing technology services 
and infrastructure are retained on a private network in a private cloud. The risk of 
cybercrime is decreased due to this private cloud computing technology, which uses 
data kept on a private network to prevent money laundering and terrorist financing. 
Financial institutions can employ cloud computing technology for money laundering 
solutions through these systems. 

Cloud computing technology consists of three core services: software as a service 
(SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS). Financial 
institutions can boost their productivity and reduce the expenses of creating an IT 
infrastructure due to the advent of cloud computing technology Anti-Money Laun-
dering (AML) solutions. For instance, Financial Crime and Compliance Management 
Cloud Service (FCCM Cloud Service), an end-to-end anti-money laundering SaaS 
for midsized financial institutions, was launched by Oracle [28]. Oracle is the first 
company to offer “AML as a Service” on the cloud. 

Similarly, statistical analytics software’s (SAS’) comprehensive, end-to-end anti-
money laundering solution provides unprecedented prediction and detection capabil-
ities, the lowest false positives, and decreased investigation times—all while lowering 
total compliance costs [29]. The features of SAS’s cloud-based solution are listed 
below.

• Comprehensive solution: AI, machine learning, robotic process automation, 
and advanced network analytics support transaction monitoring, customer due 
diligence, onboarding, watchlist screening, case management, and regulatory 
reporting on a single, integrated platform.

• Nimble platform: All analytical tasks—from data access, preparation, interac-
tive exploration, optimization, machine learning, AI, and other advanced model 
building through deployment operations—are brought together in a unified, open, 
and high-performance environment.

• Data Orchestration: To make data analytics ready, it centralizes the enrichment and 
transformation of a range of data kinds, including transaction data, nonmonetary 
event data, geographic data, risk lists, third-party data, and a variety of additional 
customer data.

• Entity-centric investigations: With entity analytics, AML analysts and investiga-
tors may visualize whole networks using the network viewer and dive deep into 
relationships via link expansion, giving them a comprehensive perspective of risk.
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4 Challenges of Using AI to Detect Money Laundering 

Various challenges concerned with the techniques, as mentioned earlier, are data 
quality, the nature of money laundering and data volume, and data heterogeneity 
[30]. 

At the instance level, datasets in banking and finance have a different set of 
quality issues. Missing, dummy, and null values are only a few examples. This would 
occur in most data fields in all databases, except the customer type and fund name, 
misspellings, typos, and phonetic errors. Furthermore, banking datasets are typically 
managed in a distributed manner for the sake of flexibility and security. When an 
integrating activity is required, the independence and heterogeneity of each data 
source can be data quality challenges, as all conflicts must be resolved. Finally, the 
data preparation stage is mostly used to address data quality issues. 

Whether it’s cash, check, credit card, or electronic transactions, most sectors deal 
with money in some form. All mediums are employed in a banking and finance 
setting, so developing an AML solution is difficult because ML instances are not 
self-revealing. ML reporting will likely be uncommon. As a result, ML activities are 
becoming increasingly advanced. Because it mimics normal behavior, ML crimes are 
readily disguised within a normal distribution. As a result, they are present in most 
legal transactions. As a result, data quantities and the nature of machine learning 
present obstacles to the first generation of AML solutions, which are rule-based 
mechanisms based on preset sets of fixed criteria, such as employing mean and 
standard deviation rules for volume and quantity of transactions over time. 

Analyzing big datasets is a time-consuming process for AML professionals; the 
large and growing volume of datasets in financial institutions concerning the rela-
tively limited number of questionable ML instances in them becomes a challenge. 
Furthermore, the huge amounts of data required for analysis are rarely available in 
a single location. The dissemination of datasets necessitates a data preparation inte-
gration process, resulting in data quality difficulties, as discussed in the previous 
section. Furthermore, financial datasets for ML research are typically large and 
heterogeneous. 

5 Distributed Ledger Technology (DLT) to Prevent Money 
Laundering 

The financial sector is paying attention to distributed ledger technology, both because 
of its use in crypto-asset transactions and because of the proliferation of initiatives 
that have the potential to improve the efficiency, speed, transparency, and resilience 
of processes underlying financial transactions. Distributed ledger technology refers 
to a database with several identical copies dispersed among various participants 
and is updated in a synchronized manner by the parties’ agreement [31]. DLT can
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increase transaction traceability on a cross-border and global scale, making iden-
tity verification easier. Consumers can authenticate themselves and be automatically 
accepted or rejected through smart contracts that validate the data, so a respon-
sible and controlled usage of DLT for data and process management could speed 
up the CDD process. DLT technology may also provide benefits for handling CDD 
needs, such as reducing user worries about the process, increasing private sector cost-
effectiveness, and creating a more accurate and quality-based data pool. In China, for 
example, financial institutions are using DLT to share watch lists or red flags based 
on the level of confidentiality allowed by the system [32]. 

Regardless of its virtues, DLT appears to continue to offer issues and cause major 
worry regarding AML/CFT, as seen by virtual assets’ regulation and/or supervision. 
Transactions in virtual assets (VA) based on DLT are decentralized in nature, allowing 
un-intermediated peer-to-peer transactions to take place without any examination, 
unlike transactions through traditional intermediaries such as banks [33]. If no entity 
or apparent location is responsible for the action, they lead to jurisdictional issues. 
In addition, traditional FATF rules that have focused on regulating/supervising inter-
mediaries may face issues. As a result, the usage of this technology should be closely 
monitored and scrutinized by FATF members. Finally, authorities may wish to think 
about the carbon footprint of DLT versus traditional tools. 

6 Key Research Contributions by the Researcher 

Although combating money laundering is a difficult endeavor, the findings of this 
chapter point to a number of ways in which the banking sector’s fight against it can be 
aided by the deployment of numerous strategies across multiple application domains. 
To begin, the evaluated papers all focused on methodologies categorized into five 
major technologies, including AI/ML, NLP, RPA, and cloud-based solutions that can 
aid in transaction monitoring, KYC, and compliance testing domains. As a result, 
incorporating AI approaches into these highlighted application domains can help 
banks boost their anti-money laundering operations by giving crucial assistance in 
dealing with money launderers. The research also highlighted the issues associated 
with AI-based techniques and the need to adopt DLT to tackle money laundering-
related issues. However, AI-based technologies have the following advantages:

• Understanding of potential money laundering exposure, allowing for the imple-
mentation of appropriate mitigation control measures and, thus, prevention,

• Efficient detection of hidden patterns and case prioritization allows for timely and 
accurate identification of suspicious transactions, prevents further integration of 
illegal money, and alerts filtering.

• The overall global identification of suspicious activity relationships and enlight-
ened investigative decision-making, enable investigators to obtain a clear overview 
of correlations and trends in money movement, as well as to make more efficient 
and accurate decisions, and thus to conduct investigations.
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7 Discussion and Future Work 

Although the research effectively captured the challenges associated with financial 
crime in addressing them effectively, the number of AI technologies along with their 
disadvantages have been discussed in this chapter. Further recommended future work 
is discussed below. 

Despite the fact that money laundering studies are on the rise, it is still a rela-
tively new area, with a study on the subject being limited in comparison to other 
crimes, necessitating more concentrated research. As a result, the following recom-
mendations for future research are made. First, while most studies have focused on 
detection, continued efforts should extend to other application domains such as risk 
evaluation, case prioritization, pattern/anomaly discovery, visual analysis, and deci-
sion support, allowing researchers to explore and experiment with new techniques 
in those areas, resulting in more literature. 

More research should be done, for example, on the focus area investigation, where 
different strategies for assisting AML investigators/analysts in their everyday job 
through visual analysis and decision support should be investigated. In terms of 
visual analysis, it is suggested that future research focuses on integrating AI and 
visualization in AML, where input from investigators or analysts might be gath-
ered directly to evaluate the solution. Furthermore, given the diversity of regulation 
across nations, future research could do a comparative study to see how it affects the 
performance of a certain AI technique’s performance in the AML area. 

8 Conclusion 

This chapter summarizes and navigates the voluminous quantity of research that 
employs AI approaches to combat money laundering. The use of artificial intelligence 
tools and how they can aid in the fight against money laundering in the banking sector 
were studied. As a result, the chapter’s key research question is: how do AI techniques 
may aid in the fight against money laundering in the banking sector? Based on the 
investigation, it can be concluded that applying AI in the field of AML can help the 
banking sector battle money laundering in various ways. For example, banks may 
use AI in various application domains, and it can be used to supplement several AML 
approaches. As a result, banks will be able to limit risk, detect suspicious activity, and 
examine suspicious situations comprehensively in their growing role in countering 
money laundering. 

Finally, the findings of this chapter provide a systematic review for other 
researchers, which may be useful in directing future research on highlighted gaps 
in the literature in this area. In contrast, the findings of this chapter provide practi-
tioners with a knowledge base in terms of an evidence-based overview of relevant 
techniques in the realm of AML and recommendations for appropriate solutions 
for various application domains. As a result, the findings of this chapter provide
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theoretical and practical contributions. In this regard, the findings of this chapter 
contribute to the total knowledge base in anti-money laundering from the perspec-
tive of the banking industry, thus widening the inquiry in areas where prior research 
has focused less. 
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Chapter 5 
Predictive Analysis of Crowdfunding 
Projects 

Aashay Shah, Prithvi Shah, Umang Savla, Yash Rathod, 
and Nirmala Baloorkar 

Abstract Crowdfunding has become the social media version of fundraising 
campaigns whose underlying principle is to raise funds for a project from multiple 
people and to collectively accrue the required resources to make the project 
successful. The principal aim of crowdfunding platforms is to introduce budding 
entrepreneurs to an expanded pool of investors rather than traditional financial 
investors. Kickstarter is the largest reward-based crowdfunding platform which has 
successfully funded more than 2,00,000 projects and raised more than $6 billion. 
However, scarcely one-third of the projects are successful in reaching the funding 
goal before the deadline. Hence, reckoning the probability of success of a project is 
an interesting challenge. The proposed system helps classify a project as a success or 
failure. Supervised Machine Learning Models are implemented from which Random 
Forest provides the highest accuracy score of 90%. Regression Algorithms are imple-
mented to estimate the funding a project is capable of achieving. Furthermore, BERT, 
spaCy, and TF-IDF are implemented to find keywords that affect the success of the 
project. 

Keywords Crowdfunding · Kickstarter · Supervised machine learning models ·
Random forest · Regression algorithms · BERT · spaCy · TF-IDF

A. Shah · P. Shah (B) · U. Savla · Y. Rathod · N. Baloorkar 
Department of Computer Engineering, K. J. Somaiya College of Engineering, University of 
Mumbai, Vidyavihar, Maharashtra, India 
e-mail: prithvi.shah@somaiya.edu 

A. Shah 
e-mail: aashay.shah@somaiya.edu 

U. Savla 
e-mail: u.savla@somaiya.edu 

Y. Rathod 
e-mail: yash.gr@somaiya.edu 

N. Baloorkar 
e-mail: nirmalashinde@somaiya.edu 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Kautish et al. (eds.), Computational Intelligence for Modern Business Systems, 
Disruptive Technologies and Digital Transformations for Society 5.0, 
https://doi.org/10.1007/978-981-99-5354-7_5 

83

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5354-7_5&domain=pdf
mailto:prithvi.shah@somaiya.edu
mailto:aashay.shah@somaiya.edu
mailto:u.savla@somaiya.edu
mailto:yash.gr@somaiya.edu
mailto:nirmalashinde@somaiya.edu
https://doi.org/10.1007/978-981-99-5354-7_5


84 A. Shah et al.

1 Introduction 

Crowdfunding provides a fundraising channel that helps entrepreneurs raise funds 
from multiple people to finance a new business venture. There are different types 
of crowdfunding models: Equity-Based (for financial returns), Reward-Based (for 
non-monetary rewards), and Donation-Based (for philanthropy or sponsorship), out 
of which Reward-Based Models are predominantly used [1, 2]. Kickstarter is the 
leading reward-based crowdfunding platform for aspiring entrepreneurs anticipating 
to raise capital and reach a larger target audience. Despite being such a large platform, 
two-thirds of the projects fail to reach the required goal amount before the deadline. 
Hence, reckoning the probability of success of a project can help both investors to 
choose a valuable and potentially successful project and entrepreneurs by providing 
them guidelines to improve their chances of success. 

The system proposed below provides a machine learning solution to classify a 
project as a success or failure as well as a natural language processing approach to 
analyze the project description. To train the machine learning models, four datasets 
are employed namely, Description Dataset having 2,00,000+ records, General 
Dataset having 2,00,000+ records, Rewards Dataset having 45,000+ records, and 
Social Media Dataset having 18,000+ records. To train natural language processing 
models, Description Dataset having 2,00,000+ records is employed. Machine 
learning models enable the system to classify the projects based on processed data 
and provide an output that can be extrapolated to various cases and Stratified K-Folds 
Cross Validation is performed on all algorithms. With respect to natural language 
processing, keyword extraction is performed using BERT, spaCy, and TF-IDF to find 
keywords that affect the success of the project for each project category. 

2 Literature Survey 

A research in 2017 proposed using the random forests learning model by assigning 
optimal weights to the individual classifiers and then performing weighted majority 
voting on them to classify the projects [3]. Another research proposed performing 
prediction modeling for crowdfunding projects using a deep learning approach named 
Multi-Layer Perceptron and performing exploratory data analysis to get decisive 
conclusions about relationships between factors that affect the success of projects 
[4]. A research aimed at using Support Vector Machines Recursive Feature Elimi-
nation (SVM-RFE) to find keywords that may affect the success of the project [5]. 
A separate research focused on the impact of rewards on the success of the project. 
Their analysis employed various statistical methods, including Pearson correlation 
tests, Kolmogorov–Smirnov test, and Kaplan- Meier estimation, to study the impact 
[6]. Additional research tried to analyze relationships between products on crowd-
funding platforms and their subsequent launch on e-commerce websites considering 
parameters such as their project goal amount [7].
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3 Proposed Methodology 

A comprehensive literature survey revealed that not much work has been done on the 
descriptions of the projects, which plays a significant role in understanding the project 
at a single glance. Thus our scope of research focused more on keyword extraction 
from project descriptions using Natural Language Processing, thereby trying to find 
patterns from project description that contributes to the probability of the success of 
the project. We further applied statistical analysis thereby calculating a score for each 
project description and using the score in machine learning models for predicting the 
success of the project which has never been done before. Furthermore, the statistical 
theory on the importance of rewards was given a more practical approach by including 
them in machine learning models which predicts the success of the project, thereby 
bolstering the earlier findings. We also focused on the digital presence of the project, 
which plays a key role in the success of the project to a great extent and has never 
been talked about before. Even established companies shell out a significant amount 
of their revenue on social media presence to always be among the talks, so for these 
projects to be successful, social media presence plays a remarkable role (Fig. 1). 

The four datasets that were mentioned above are pre-processed, transformed, 
and cleaned using various data mining techniques and the result of this phase gives 
us a clean dataset that is free of anomalies capable of being utilized for natural 
language processing and machine learning models. The next phase entails natural 
language processing implementation where BERT, spaCy, and TFIDF have been 
used to perform keyword extraction on project descriptions to procure optimistic 
and pessimistic words for each project category that affects the success of a project. 
The next phase involves employing various supervised machine learning algorithms 
to classify the project into two categories namely Successful and Failure. Three 
classification models were employed using General Dataset, Rewards Dataset, and 
Social Media Dataset respectively to classify projects. In the next phase, the same 
datasets are used to predict the estimated funding a project is likely to receive, using 
regression models.

Kickstarter 
Dataset 

Preprocessing 
and Outlier 

Removal 

Description 
Analysis using 

NLP 

Classification 
(Success or 

Failure) 

Prediction 
(Fundraising 

Goal) 

Display of 
Results and 
Suggestions 

Fig. 1 Proposed method design 
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4 Datasets and Preprocessing 

4.1 Understanding the Datasets 

The General Dataset and Description Dataset considered for implementation is from 
Web Robots, which provides web crawling and scraping services. The General 
Dataset has around 2,00,000 tuples and around 35 attributes whereas the Descrip-
tion Dataset has around 2,00,000 tuples and 3 attributes. The General Dataset focuses 
more on the generic aspects of a project like the project category, the funding required 
and the time period in which funding is desired; these aspects constitute the most 
essential facet of the projects. It also talks about the location of the project, which 
plays a key role as more industrial locations will attract more funding. The Rewards 
Dataset and Social Media Dataset considered for implementation is from Kaggle. 
The Rewards Dataset has around 45,000 tuples and around 15 attributes whereas 
the Social Media Dataset has around 18,000 tuples and around 35 attributes. The 
Rewards Dataset gives an insight into different aspects of rewards that the investors 
will be entitled to on the success of the project, these rewards determine the prof-
itability of the projects, hence play a vital role. The Social Media Dataset gives a 
perception into the digital presence of these projects, their digital presence helps us 
estimate the popularity of the projects which in turn directly impacts the revenue of 
the projects. 

4.2 Data Preprocessing 

We start data preprocessing by removing null values from the datasets. The tuples 
that are null throughout are dropped, whereas the other null values are replaced 
by the mean values of their column. In order to avoid overfitting, duplicate tuples 
were eliminated and ineffectual attributes were also eliminated from the dataset. The 
categorical attributes were converted into numerical attributes using Label Encoding 
to make them compatible with machine learning models. 

4.3 Project Attributes 

Each dataset taken into consideration consists of numerous features such as “Project 
Description”, “Country,” “Currency,” “Goal Amount,” “Funding Period,” “Number 
of Backers,” “Number of Reward Levels,” “Projects Created,” “Projects Backed,” 
“Images,” “Videos,” “Websites” and many more. The target attribute for classification 
models is “Project State” with values successful or failure whereas the target attribute 
for regression models is “Pledged Amount” which determines the funding a project 
is likely to receive [8]. Table 1 provides a description of some important attributes.
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Table 1 Project attributes and their descriptions 

Attribute Description Attribute Description 

Goal amount Expected funding desired 
by the creator 

Funding period Time period specified to 
receive the funding 

Number of backers Number of people who 
fund the project 

Pledged amount Funding received when the 
funding period is over 

Images Number of images on 
project description page 

Videos Number of videos on 
project description page 

Website Number of web pages 
related to the project 

Rewards Number of rewards 
provided by the creator 

Minimum reward Minimum funding to be 
eligible for reward 

Maximum reward Maximum funding which 
gives the supreme reward 

Projects created Number of projects 
previously created by the 
creator 

Projects backed Number of previous 
projects that were 
successful in receiving the 
funding 

Facebook friends Number of Facebook 
friends of the creator 

FAQ’s Number of FAQs related 
to the project 

5 Keyword Extraction Using Natural Language Processing 

Keyword Extraction is a method to perceive significant words that can be used to 
represent the text and it is a very effective method to get insights from unstructured 
data [9]. In this step, we identified the most optimistic and pessimistic words for 
each project category using the project descriptions as input. We represented them 
in the form of word clouds and provided them to the creator so that he can use those 
to increase the chances of success. We used Description Dataset for the same, which 
consists of 3 attributes namely Project Description, Project Category, and Project 
State. 

5.1 Methodology 

As per the below system displayed in Fig. 2, we made use of three natural language 
processing models namely spaCy, BERT, and TF-IDF. These three models cover 
three different aspects of project description and extract keywords for each project 
category.

The 3 aspects are as follows:

1. Presence of successful keywords: The spaCy algorithm works on finding the 
keywords present in the description and on the basis of word frequency across 
the dataset we calculated whether the keyword is common among successful 
projects [10].
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Fig. 2 Keyword extraction methodology

2. Keywords being significant for a specific project: The BERT algorithm is used for 
its bidirectional understanding with respect to the language to identify keywords 
that hold the most significance in the description based on the context [11]. 

3. Comparing against other descriptions to identify uniqueness: TF-IDF identi-
fies keywords unique to the description by comparing them against pre-existing 
descriptions [12]. We further calculated the frequencies of the keywords extracted 
by spaCy and BERT for each project category and we normalized the frequency 
to avoid skewing of data. These normalized frequencies are combined and cross-
validated with the keywords extracted by TF-IDF. Using this, we calculated 
scores for each project description, a higher score signifying higher chances of 
success and a lower score signifying fewer chances of success. 

5.2 Implementation 

Identify Keywords Using spaCy, BERT, and TF-IDF 

We used the “en_core_web_lg” model of spaCy to identify keywords from project 
description by considering only the proper nouns, adjectives, and common nouns
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and avoiding prepositions and articles as they are not important parts of the project 
description. We used the “distilbert-base-nlimean- tokens” model of BERT which 
is the base model for Natural Language Inference (NLI) and Natural Language 
Processing using the MEAN pooling strategy for CLS tokens [13]. The pooling 
strategy is simply the way the model combines the different inputs (and thus infor-
mation) from the different layers. We used the TF-IDF Vectorizer to identify how 
unique a keyword from a description is when compared to other descriptions in the 
corpus. TF-IDF stands for Term frequency-inverse document frequency. This is a 
statistical measure used to assess the significance of the word in the document with 
respect to the entire corpus. The result of all three models will be respective lists of 
keywords extracted. 

Calculate Keyword Frequency for Keywords Extracted Using spaCy and BERT 

We splited the data on the basis of project categories and using the list of keywords 
extracted by spaCy and BERT, we found the frequencies of optimistic and pessimistic 
words based on whether the project was successful or unsuccessful for both of them. 
We stored the keywords along with their frequencies in a dictionary. The final output 
of this step will be a collection of optimistic and pessimistic keywords along with their 
frequency of occurrence for each project category for spaCy and BERT respectively. 

Once the data was split on the basis of project categories, the keywords obtained 
from TF-IDF are also categorized into optimistic and pessimistic words based on 
the successful or unsuccessful state of the project. We didn’t calculate frequencies 
of these words, as TF-IDF takes into account the entire dataset while extracting 
keywords. Hence, we simply used it for cross-validation at a later stage. 

Normalize Keyword Frequency 

We used the frequency of keywords obtained from the previous step and normalize 
them in order to avoid skewed data. In this step, we simply divided the frequencies 
of keywords by the number of projects in that category having that particular state. 
For example, suppose the category is “Technology,” the frequencies of optimistic 
keywords of this category are divided by the number of successful projects of this 
category to get a normalized frequency, and similarly, the frequencies of pessimistic 
keywords of this category are divided by the number of unsuccessful projects of the 
same category. 

Merge Normalized Frequencies 

In this step, we combine normalized frequencies of spaCy and BERT obtained above, 
as follows: 

i. If the keyword is present in both the results, we simply take the average and store 
the value. 

ii. If the keyword is present in only one result, the other frequency is considered to 
be 0 and we took the average and stored the value. 

The output of this step will be a merged solution list of optimistic and 
pessimistic words for each project category respectively.
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Cross-Validation with TF-IDF 

The result of the previous step is cross-validated with the keywords obtained using 
TF-IDF, if the keyword obtained from spaCy and BERT is a part of the TF-IDF 
solution, the word along with its frequency is retained, else it is discarded. This is 
the final step for keyword extraction whose output will provide a final collection of 
optimistic and pessimistic keywords along with their normalized frequencies for each 
project category which can be used to calculate a score for each project description. 

Calculation of Description Score 

In this step, we calculated a score for the description using the previously found 
normalized values to identify the overall quality of the description. It works by 
assigning positive weight to keywords of successful projects and assigning negative 
weight to keywords of unsuccessful projects. Hence for each word in the descrip-
tion, the function goes through all the keywords extracted for that particular category 
and uses their normalized value to compare whether the word is more common in 
successful or unsuccessful projects. The total weight of the description is calculated 
by adding all the calculated values and the overall positive or negative weight is 
used to represent the success or failure of the project. The entire description can 
be evaluated using this method to detect flaws and shortcomings in the project 
description. 

Results 

In Fig. 3, we can see the result of the above methodology for the parent category, 
“Technology.” We analyzed that Hardware Projects have higher chances of success 
as compared to Software Projects. Similarly, we performed the same procedure for 
all other categories. 

Fig. 3 Optimistic and pessimistic keywords for the category “Technology”
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6 Classification of Projects Using Machine Learning 

We used supervised machine learning algorithms namely Logistic Regression, Deci-
sion Tree, Random Forest, Support Vector Machine, and K-Nearest Neighbor to 
identify whether a project is likely to succeed or fail. We used the “score” method 
from the sci-kit learn library to measure the accuracy of all the above-mentioned 
models. After employing Stratified K-Folds Cross-Validation to bolster our find-
ings, we will select the model with the best accuracy. We created three classification 
models using General Dataset, Rewards Dataset, and Social Media Dataset. Strat-
ified K-Folds Cross Validation is employed to bolster our findings. It selects folds 
based on the mean response value such that it is the same in all the folds. We have 
used 10 folds for all the models. Each fold represents all strata of the datasets, hence 
irrespective of the training and testing sample the results are unbiased. We observed 
that the accuracy after applying Stratified K-Folds remains almost the same as the 
accuracy obtained by running the individual algorithms on the dataset. This signifies 
that the algorithm provides persuasive results irrespective of the training and testing 
samples, hence proving that our research is reliable [14]. 

1. Classification Models using General Dataset: We used the following attributes 
as inputs for the classification models trained on General Dataset: Country, Currency, 
Parent Category, Sub Category, Funding Period, Goal Amount, and Description Score 
(calculated above while performing keyword extraction). After performing training 
on 80% of the data, i.e., 1,23,101 tuples, we test the remaining 20% of the data, i.e., 
30,776 tuples, we can conclude that the random forest algorithm provides the best 
accuracy of 90% after performing Stratified K-Folds Cross-Validation. 

We observed that Random Forest provides the best result out of all the chosen 
algorithms. A research showed that Naïve Bayes provided an accuracy of 60%, 
Logistic Regression gave an accuracy of 69% on a similar dataset [15]. As per 
another research, XG Boost provided an accuracy of 75%, Random Forest with 
Ada Boost provided an accuracy of 80% and Cat Boost with a learning rate of 0.21 
resulted in an accuracy of 83% [16]. All these previous research works didn’t take into 
account the description of the project, whereas our research considered the attribute, 
Description Score, which was calculated above using Natural Language Processing, 
thereby increasing the accuracy of the results. 

2. Classification Models using Rewards Dataset: We used the following attributes 
as inputs for the classification models trained on Rewards Dataset: Country, Parent 
Category, Sub Category, Goal Amount, Project Duration, Number of Reward Levels, 
Minimum Reward, Maximum Reward, Mean Reward, Median Rewards, Updates in 
Reward, Project Comments. We performed training on 80% of the data, i.e., 32,383 
tuples, and test for accuracy on the remaining 20% of the data, i.e., 8096 tuples. 
After training the data using all the supervised learning algorithms mentioned above, 
we can conclude that random forest provided the maximum accuracy of 86% after 
performing Stratified K-Folds Cross-Validation. 

As mentioned in earlier research works that late added rewards have more impact 
on the success of the project, we included the attribute of the number of times
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the rewards have been updated in our machine learning model thereby getting an 
accuracy much higher than the previous research which showed an accuracy of just 
68% excluding that attribute [20]. 

3. Classification Models using Social Media Dataset: We used the following 
attributes as inputs for the classification models trained on General Dataset: Parent 
Category, Sub Category, Currency, Goal Amount, Project Duration, Facebook 
Connected, Facebook Friends, Facebook Shares, Has Video, Has Website, Projects 
Created, Projects Backed, Number of Videos, Number of Images, Number of Words 
in Description, Number of FAQ [17]. We performed training on 80% of the data, i.e., 
14,452 tuples, and test for accuracy on the remaining 20% of the data, i.e., 3,613 
tuples. After training the data using all the supervised learning algorithms mentioned 
above, we conclude that random forest provided the maximum accuracy of 84% after 
performing Stratified K-Folds Cross-Validation. 

As mentioned in a research work Logistic Regression provided an accuracy of 75% 
on a similar type of dataset [17]. Similarly, another research showed that Logistic 
Regression gave an accuracy of 77%. Our classification model using the random 
forest algorithm provides the best result on Social Media Dataset to date [18]. 

6.1 Results and Discussion 

Table 2 summarizes the findings of the various Classification Models on all three 
datasets. It encapsulates the accuracies of various Classification Models. It helps us 
understand that Random Forest proves to be the best algorithm for all the datasets 
and these models also surpass the accuracies obtained by previous research. 

The intellect behind the boosting of accuracy using General Dataset can be 
attributed to the inclusion of the concept of Project Description, thereby proving 
that the description of the project plays a very significant role in the success of 
the project. Similarly, the increment in accuracy using the Rewards Dataset can be 
attributed to how rewards affect the chances of success. It has already proved statis-
tically that rewards play a significant role toward the success of projects. We simply 
made use of that statistical concept to practical use and thereby bolstered the earlier 
finding. The classification model created using Social Media Dataset proves that

Table 2 Classification models and their accuracies 

Algorithm General dataset (%) Reward dataset (%) Social media dataset (%) 

Random forest 90 86 84 

Decision tree 84 78 74 

Logistic regression 87 83 77 

SVM 87 80 73 

KNN 87 77 67 
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Table 3 Regression models 
and their R2 scores Algorithm General dataset Reward dataset 

Random forest regressor 0.67 0.73 

Decision tree regressor 0.63 0.67 

Linear regression 0.35 0.65 

the social media engagement of the project also helps in increasing the chances of 
success of the project. 

7 Prediction of Estimated Project Funding 

We used regression methods, namely Linear Regression, Decision Tree Regres-
sion, and Random Forest Regression, to predict the project’s funding. We used the 
“score” method from the sci-kit learn library to measure the R2 score of all the 
above-mentioned models. The percentage of variance in the dependent variable that 
is predictable from the independent variables is resolved by the R2 score. After 
employing Stratified K-Folds Cross-Validation to bolster our findings, we selected 
the model with the best R2 score. 

We created two regression models using General Dataset and Rewards Dataset. 
We did not use the Social Media Dataset here since a large number of attributes in 
the dataset will increase the variance thereby not providing accurate results. 

Using the General Dataset, we used the same attributes as mentioned in the clas-
sification models above. Here we trained 70% of the data and tested the remaining 
30% of data, thereby concluding that random forest provides the best results with an 
R2 score of 0.71, whereas Stratified K-Folds Cross-Validation provides an R2 score 
of 0.67. 

Using the Rewards Dataset, we used the same attributes as mentioned in the 
classification models above. Here we trained 70% of the data and test the remaining 
30% data, thereby concluding that random forest provides the best results with an 
R2 score of 0.73 after Cross-Validation. 

Table 3 clearly shows that Random Forest Regressor is the most suitable model 
for both datasets. There is not much substantial research in this domain to compare 
our results, but some research states that R2 scores of 0.75 in scholarly research are 
considered substantial whereas an R2 score of 0.5 is considered moderate [19]. 

8 Conclusion and Future Work 

The aim of this research chapter is to develop a natural language processing model 
for discovering keywords from the project descriptions that affect the success of the 
projects. We used BERT, spaCy, and TF-IDF to include all three aspects of keyword
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extraction to suggest to the entrepreneurs a list of optimistic words that when used 
increase the chances of success and a list of pessimistic words that should be avoided 
in the project descriptions as they tend to have a negative impact. The aim of this 
chapter is to develop classification models to predict the success of crowdfunding 
projects using various machine-learning techniques. To design the model, a variety 
of supervised algorithms have been tested out of which Random Forest Classifier 
provides the finest results. Since two-thirds of the projects fail to reach their goal 
amount in the desired period of time, this tool can help prospective entrepreneurs 
to predict whether their project will reach the desired goal amount. If not, they can 
make plans to increase the promotion activity. This research can also help investors 
to choose a valuable and potentially successful project. 

Also, the hypothesis made earlier that the descriptions have a significant impact 
on the success of the project was proved with the help of the results of classification 
models. The efforts to calculate the score of each project description using natural 
language processing and use them in classification models were definitely not in vain. 
It increased the accuracy of the models to a significant extent as compared to those 
models which didn’t take into account this very aspect. Similarly, the prominence of 
rewards for the success of the project was bolstered by a practical approach. 

In future work, we would suggest the above research be extrapolated for other 
crowdfunding platforms so that the results are more specific pertaining to the 
respective platform. 
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Chapter 6 
Stock Prediction Using Multi Deep 
Learning Algorithms 

Bui Thanh Hung, Prasun Chakrabarti, and Prasenjit Chatterjee 

Abstract The stock market has an important role in the development of modern 
society. They allow the deployment of economic resources. Changes in stock prices 
reflect changes in the market. With powerful data processing capabilities in many 
fields, deep learning is also widely used in the financial field such as: stock market 
prediction, optimal investment, financial information processing, and execute finan-
cial trading strategies. Therefore, stock market prediction is considered one of the 
most popular and valuable areas in the financial sector. In this study, we propose 
using multi deep learning algorithms for stock prediction: RNN, LSTM, CNN, and 
BiLSTM. We do experiments on a stock that has a wide range of trading days and 
use them to predict daily closing prices. The experimental results show that the multi 
deep learning models can achieve good results in predicting stock prices compared 
to many traditional prediction models. 

Keywords Stock prediction · Deep learning · RNN · LSTM · CNN · BiLSTM 

1 Introduction 

The stock market is a network that provides the foundation for most of the world’s 
major economic transactions with volatility known as stock value based on market 
equilibrium. Capturing a stock’s value even a fraction of a second in advance can 
be highly profitable thanks to potentially huge price spreads. The appeal of finding
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predictive solutions has prompted researchers, in both industry and academia, to find 
ways to overcome issues such as volatility, seasonality, time dependence, economy, 
and the rest of the market. 

Predicting the stock market is a challenging problem since the issues confronting 
stock prices are numerous. Many analysts and researchers in the financial field believe 
that the market could be predictable. Investment theory analysis techniques refer to 
the methods to directly predict stock prices through the study of stock market data 
in the past. 

We present in this paper multi deep learning methods that are: RNN, LSTM, 
CNN, BiLSTM to predict stock values. Validating this approach is done by testing 
on stocks of many stocks that have a wide range of trading days. Also, we compare 
the performance of these methods to some other methods of machine learning. The 
predicted results by multi deep learning algorithms are well-agreed with the actual 
data. 

This paper includes five sessions. Session 1 introduces the problem. Session 2 
presents the related works. Section 3 presents the operating principle and implemen-
tation of the multi deep learning algorithms. The results achieved when forecasting 
stock prices will be outlined in Sect. 4. Finally, Sect. 5 is some conclusions and future 
direction. 

2 Related Works 

There are many approaches for stock prediction problem. The main approach is based 
on machine learning. In the past, traditional machine learning such as artificial neural 
networks [1], Fuzzy logic [2], and support vector machine [3] was used to solve these 
problems. Among these, the artificial neural network is the most successful, but it is 
still limited and unreliable [4]. 

Several different time series forecasting methods have been proposed, such 
as Autoregressive [5], Autoregressive integrated moving average [6], and neural 
network-based methods [7, 8]. However, because time series data, specifically stock 
price data, is often non-linear and non-stationary, and these existing approaches 
cannot efficiently extract sufficient characteristics of series data to achieve accurate 
time series forecasting results. 

In recent years, deep learning model has been a new approach that can give 
multi-level representation of the original input by combining simple but non-linear 
modules. Each module of a deep neural network converts a representation level into 
a more abstract level. With enough of these transformations, the deep learning model 
can learn all the features from the input data. Deep learning methods have been used 
in various areas such as computer vision, speech recognition, and natural language 
processing. 

In the era of deep learning, recurrent neural network (RNN) and Convolutional 
Neural Network (CNN) are two widely used methods of forecasting. Faustryjak et al. 
[9] have shown that RNN models are one of the best models for extracting features and
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they have used it to transform a long sequence. They can model problems seamlessly 
with multiple input variables, which is of great benefit in time series forecasting, 
where classical regression methods can be difficult to adapt to multiple inputs and 
multivariate forecasting problems. 

One of the approaches of the RNN model is the Long Short-Term Memory (LSTM) 
model, which has a lot of flexibility compared to other methods. LSTMs are capable 
of storing information for a long time with the help of cells within them, which can 
carry information unchanged. The LSTM network is one of the most advanced deep 
learning architectures for sequence learning tasks, such as handwriting recognition, 
speech recognition, or time series prediction. Nguyen et al. [10] applied this method 
to predict the development of mechanical cracks. Xiong et al. [11] used the LSTM to 
forecast movements in the S&P 500 index and exchange rates. BiLSTM is composed 
of two LSTMs: forward and backward. This model has some advantages compared 
with LSTM. Some authors used CNN to predict stock price [12–14]. Another studies 
proposed GAN, Reinforcement learning for stock prediction [15–18]. 

Our research focuses on using multi deep learning algorithms. We use all famous 
deep learning approaches for stock prediction such as: RNN, LSTM, CNN, BiLSTM. 
We apply them in various stocks and compare the results with traditional machine 
learning approaches as well as analysis the advantages and disadvantages of each 
deep learning approach for this problem. 

3 Methodology 

3.1 The Proposed Model 

Our methodology consists of three-step processes: Data collection, Preprocessing, 
and Training. The functionality and responsibility of each process are described in 
detail in Fig. 1.

3.2 Data Collection 

The data is collected from historical stock prices of Vietcombank company, the largest 
bank in Vietnam with the code VCB. The dataset includes 10000 records collected 
in 10 years from 2009 to 2019.
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Data Collection 

Preprocessing 

Multi Deep Learning Models 
RNN, LSTM, CNN, BiLSTM 

Results    

Extract Feature         Prediction 

Stock Market 

Fig. 1 The proposed model

3.3 Preprocessing 

To make the prediction, we do preprocessing to reduce the noise of initial data. After 
preprocessing, we normalized the data with the data missing at random (MAR) 
assumption as follows: 

Xi = (Xi − μt )/τt (1) 

In this formula, μt and τt describe the standard deviation of X. Because of 
predicting data for the next day with data a week before (transactions are limited 
weekend), we empirically choose t = 5. For example, computing the 5-day standard 
deviation description of the data is used to predict the data of 6th day. 

3.4 Training 

We build a deep learning model that processes input data with 5 financial factors to 
predict future closing prices. The five factors of stock data for a day are High Price, 
Low Price, Open Price, Close Price, and Volume. These 5 factors are important 
features and are not included in the price prediction of Mean Reversion, or MAR
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analysis methods. These factors can therefore be used as five data features for price 
prediction. 

Suppose we enter X = {X1, .., Xt}, which includes daily stock data of t days. Each 
Xk in X is a vector generated from 5 features as follows:

[
Xk,i

]k 
i 

= [
Xk,high, Xk,low, Xk,open, Xk,close, Xk,volume

]

We extract the ht of the deep learning algorithm and put it in 5 fully connected 
layers with 5 neurons to generate X

/\

t+1 to get an approximation of Xt+1 and we take 
X
/\

t+1 to predict the closing price in t + 1 days. Next, we will present all deep learning 
models in our proposed method: RNN, LSTM, CNN, and BiLSTM. Next, we will 
present all deep learning models in our proposed method: RNN, LSTM, CNN, and 
BiLSTM. 

RNN 

Recurrent Neural Network (RNN) was introduced by John Hopfield (1982). RNNs 
are called regression because they perform the same task for all elements of each 
sequence, with the output dependent on all previous calculations. 

RNN is a memory model, capable of remembering previously calculated infor-
mation. Unlike previous traditional neural network models, the input information is 
completely independent of the output information. 

Most RNNs are designed as a series of iterative modules. These modules usually 
have a simple structure with only one layer of mesh. RNN training is similar to tradi-
tional ANN training. The value of each output depends not only on the calculation 
result of the current step but also on the calculation result of the previous steps. The 
architecture of RNN is shown in Fig. 2. 

LSTM 

One notable method of recurrent neural networks is the long-term short-term memory 
method, which is capable of learning long-term dependencies. Compared to a 
forward-propagation neural network, LSTM has both forward and backward loops 
connecting the nodes of the network. This model is suitable for solving problems

Fig. 2 RNN architecture 
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Fig. 3 LSTM cell 

of classification, storage, and prediction of time series information, because some 
time intervals during separation of important data in the series may be delayed. The 
LSTM has been created to deal with the bursting and loss of gradients, which can be 
encountered when training a conventional RNN. LSTM is introduced by Hochreiter 
and Schmidhuber in 1997 [19] (Fig. 3). 

In the given sequence of vectors (x1, x2, …, xn), state ht of the LSTM at time t is 
calculated as follows: 

ht = ot ∗ tan h(ct ) (2) 

ct = ft ∗ ct−1 + it ∗ tan h(Wxcxt + W j  = hcht−1 + bc) (3) 

ot = tan h(Wx0xt + Wh0ht−1 + Wc0ct + bo) (4) 

it = σ (Wxi xt + Whi ht−1 + Wci ct−1 + bi ) (5) 

ft = σ
(
Wx  f xt + Wh  f ht−1 + Wc  f ct−1 + b f

)
(6) 

CNN 

A CNN network is a collection of Convolution layers that overlap and use nonlinear 
activation functions like ReLU and tanh to activate the weights in the nodes [12–14]. 
Each class after passing activation functions will generate more abstract information 
for the next classes. Each class after passing activation functions will generate more 
abstract information for the next classes. In the feedforward neural network model, 
each input neuron gives each output neuron in subsequent layers. Fig. 4 shows the 
architecture of CNN.
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Fig. 4 CNN model 

Fig. 5 Bidirectional LSTM model 

Bi-LSTM 

Bi-LSTM is a distinguishing model. In particular, the hidden layer consists of two 
single LSTM network layers: forward LSTM and backward LSTM. The activation 
function is the Leaky ReLU and in the output layer, the sigmoid function is used. 
To optimize Bi-LSTM, we chose cross entropy as the loss function. The BiLSTM 
model is shown in Fig. 5 [20, 21]. 

4 Experiments 

4.1 Dataset 

We applied the multi deep learning models to predict the closing stock price of the 
VCB Stock. The data is collected from historical dataset stock prices of Vietcombank 
company. Some data of VCB stocks are shown in Table 1. Figure6 visualizes the data 
by four features: Open, High, Low, and Close. Volume feature is visualized in Fig. 7.
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The dataset is divided into three parts: training, testing, and validation, presented in 
detail in Table 2. 80% of the data is used for training, 10% for validation, and 10% for 
testing the models. We used activation by Sigmoid, optimization with Adam, other 
parameters used in our proposed model are presented as follows: 

RNN: 

Hidden node: 64 
epoch: 64

Table 1 Statistics of dataset 

Stock Time Open High Low Close Volume 

VCB 10/30/2019 81.1 82.5 80.5 80.6 809,820 

10/31/2019 81 81.7 80.5 81.5 527,230 

11/1/2019 81.5 82.8 81 81 2,794,080 

11/4/2019 81.6 81.9 79 79 1,187,100 

11/5/2019 79.5 80.8 78.9 80.6 791,470 

11/6/2019 80 80.9 79.4 80.7 729,340 

11/7/2019 80.7 81.3 80.3 81 1,040,190 

11/8/2019 81.3 83.1 80.8 82.9 1,388,490 

11/11/2019 82.9 83.3 81.9 82.1 775,770 

11/12/2019 82.1 83.6 81.8 83.4 795,100 

Fig. 6 Data visualization by 4 features: open, high, low and close
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Fig. 7 Data visualization by volume feature 

Table 2 Statistics of dataset 
Dataset Percentage 

Training 80 

Testing 10 

Validation 10 

dropout: 0.2

LSTM: 

Hidden node: 64 
epoch: 128 
dropout layer: 0.2 

CNN 

Convolution layer: 1D 
kernel size: 3 
Max Pooling: pool size of 3. 
dropout layer: 0.4 

BiLSTM 

number of LSTM: 2 
hidden node: 64 
dropout layer: 0.2 
epoch: 128.
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Table 3 The results of RNN, 
LSTM, CNN and BiLSTM 
models with MAE metric 

Model MAE 

RNN 4.0268 

LSTM 3.4201 

CNN 5.2134 

BiLSTM 6.2035 

We used all deep learning models of Keras [22] and Tensorflow [23] frameworks. 
We used RMSE (Root Mean Square Error), MAPE (Mean Absolute Percentage 
Error), MAE (Mean Absolute Error), and AR (Average Revenue) metrics to evaluate 
our proposed models. Assuming that the predicted closing price and the actual and 
per k days are y

/\

k and yk , we can calculate the metrics as follows: 

MAE = 
1 

N 

NΣ

k=1

||y
/\

k − yk
|| (7) 

MAPE = 
1 

N 

NΣ

k=1

||y
/\

k − yk
||

yk 
(8) 

RMSE =
[||| 1 

N 

NΣ

k=1

(
y
/\

k − yk
)

(9) 

AR = 1 

N − 1 

N−1Σ

k=1 

(yk+1 − yk), if y
/\

k+1 > y
/\

k (10) 

MAE, MAPE and RMSE will be small numbers if the real data is approximate 
with close price prediction. Based on 4 methods, AR is scored by the average value 
of the stocks. 

Table 3 and Fig. 8 show the results of multi deep learning models evaluated by 
MAE metric. Table 4 and Fig. 9 show the results of multi deep learning models 
evaluated by MAPE metric. Table 5 and Fig. 10 show the results of multi deep 
learning models evaluated by RMSE metric. Table 6 and Fig. 11 show the results 
of multi deep learning models evaluated by AR metric. Table 7 shows the results of 
multi deep learning models evaluated by all metrics.

From the results, we saw that MAE, MAPE, RMSE and AR scores of RNN are 
4.0268, 0.0168, 5.3526, 0.6725; LSTM are 3.4201, 0.0145, 4.0346, 0.7478; CNN are 
5.2134, 0.0571, 6.4632, 0.6326, and score of BiLSTM are 6.2035, 0.0608, 7.0264, 
0.5068. The illustrations of the prediction dataset compared to the real dataset in 
RNN, LSTM, CNN, and Bi-LSTM are shown in Figs. 12, 13, 14, and 15. So, the best 
method is LSTM, follows is RNN, CNN, and BiLSTM is the lowest score model.
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Fig. 8 MAE scores of multi deep learning models: RNN, LSTM, CNN, and BiLSTM 

Table 4 The results of RNN, 
LSTM, CNN, and BiLSTM 
models with MAPE metric 

Model MAPE 

RNN 0.0168 

LSTM 0.0145 

CNN 0.0571 

BiLSTM 0.0608 

Fig. 9 MAPE scores of multi deep learning models: RNN, LSTM, CNN, and BiLSTM
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Table 5 The results of RNN, 
LSTM, CNN, and BiLSTM 
models with RMSE metric 

Model RMSE 

RNN 5.3526 

LSTM 4.0346 

CNN 6.4632 

BiLSTM 7.0264 

Fig. 10 RMSE scores of multi deep learning models: RNN, LSTM, CNN, and BiLSTM 

Table 6 The results of RNN, 
LSTM, CNN, and BiLSTM 
models with AR metric 

Model AR 

RNN 0.6725 

LSTM 0.7478 

CNN 0.6326 

BiLSTM 0.5068
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Fig. 11 AR scores of multi deep learning models: RNN, LSTM, CNN, and BiLSTM 

Table 7 The results of RNN, LSTM, CNN, and BiLSTM models with all metrics 

Model MAE MAPE RMSE AR 

RNN 4.0268 0.0168 5.3526 0.6725 

LSTM 3.4201 0.0145 4.0346 0.7478 

CNN 5.2134 0.0571 6.4632 0.6326 

BiLSTM 6.2035 0.0608 7.0264 0.5068
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Fig. 12 The results of RNN model 

Fig. 13 The results of LSTM model
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Fig. 14 The results of CNN model 

Fig. 15 The results of BiLSTM model
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5 Conclusion 

We have applied multi deep learning methods: RNN, LSTM, CNN, BiLSTM to 
predict the price of VCB stock in Vietnam stock market. The model is assumed to 
be independent of the other. The results show that LSTM is the best deep learning 
model for stock prediction. 

Under the current approach, we assume that the pattern for a particular stock is 
independent of other stocks in the market, but in practice these stocks are strongly 
correlated and to some extent, with stocks in other markets. In the future, it may 
be intuitive to try and build a model that considers these correlations. In addition, 
currently, the data used is end-of-day observations. Predictive performance can be 
improved by taking full stock values by the minute or hour. 
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Chapter 7 
House Price Prediction by Machine 
Learning Technique—An Empirical 
Study 

Suriya Begum 

Abstract Depicting the price of a home is becoming crucial day by day, as the cost 
of land and houses rises year after year. House prices are significantly associated 
with features such as locality, region, house, age, and people; forecasting price of an 
individual house needs a lot of information. The House Price Index (HPI) is one of 
the standard tools for assessing house price variations. The objective of the study is to 
predict the price of houses with the use of various regression approaches of supervised 
machine learning. In the proposed study, housing data of 5000 homes in USA have 
been analyzed. Six models are used, namely, Random Forest Regression, XGBoost 
Regression, Linear Regression, Artificial Neural Network, Gradient Boosting and 
Ada Boosting. The results are compared, of which Linear Regression and Artificial 
Neural Network outperformed with R2_Score of 91.56 and 91.37% compared to the 
other four algorithms. 

Keywords House price · Random forest regressor · Gradient boosting · MLP 
regressor · Linear regression · Ada boosting 

1 Introduction 

Investment can be incorporated into various business components, like fixed deposits, 
gold coins, share market, land, etc. Investing in houses is also one of the market trends. 
Before investing in houses or lands a complete survey about the prices in various 
locations is necessary for better profit gains. Estimating the house prices will help 
people who are planning to purchase a house [1]. This estimation helps them to 
know the cost range in the future so that they can plan well in advance about their 
investment. It is also useful for property investors to identify the trend of housing 
prices in various locations of their choice. Identifying the cost of a property is crucial
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these days since the cost of land and houses rises year after year [2]. Price of houses 
is a key pointer from a business point of view, and cost ranges have become a hot 
topic among purchasers and vendors [3]. Figuring out a better technique to calculate 
property prices that truly represent market prices has become a major topic [4]. Real 
estate industry is one of the most cost-sensitive and least transparent in the world, and 
it is always changing [5, 6]. Predicting house prices is an important feature of real 
estate. The literature tries to take out relevant information from historical real estate 
marketplace data [7]. The amount of daily information in the real estate industry 
is enormous and growing rapidly [8]. The phenomenon of dropping or growing 
housing values has piqued the researcher’s curiosity, as well as that of many other 
relevant parties. The demand for renting and buying homes has increased as a result 
of increased urbanization [9]. 

House prices have a big impact on the economy and price fluctuations are a big 
problem for clients and real estate agents. Every year, housing prices rise, reinforcing 
the necessity for a methodology or technique that can forecast future house values 
[10]. People who are purchasing a new home are careful about their investments and 
market policies. The existing system integrates cost-of-house calculations without 
the required forecasting of future cost engagements and cost increases [11]. 

The House Price Index is a standard method for appraising increases in home 
prices. Day by day, the cost of homes is increasing and is connected with significant 
features such as locality, region, and people [12]. Home purchases are calculated 
by using OFHEO. These tendencies are reflected in the home market in the United 
States. Aside from these home values indices, the construction of a home values 
forecasting model can substantially aid in the estimate of future home values and the 
formulation of real estate policy [13]. 

Although a huge number of articles have used typical machine learning algo-
rithms to properly predict house prices; they rarely analyze the assessment of 
different models and ignore the less renowned yet sophisticated models [12]. To 
effectively raise the accuracy, a variety of algorithms are applied [14]. In real estate 
and appraising analysis, machine learning provides a better, alternative technique, 
particularly with respect to property market prediction [15]. Experiments show that 
a competitive technique is Multiple Regression Analysis focused on mean squared 
error measures [16]. Related to geographical criteria; the approach adopted assists 
in determining a beginning price for a unit. Customers can utilize the various frame-
works to help them find a home that meets their needs [17]. Future costs can 
be predicted by analyzing past monetary exercises and value ranges, as well as 
anticipated developments [5].



7 House Price Prediction by Machine Learning Technique—An Empirical … 117

The rest of this paper is divided into seven sections. A concise related work 
is carried out on house price in Sect. 2. The objectives are proposed in Sect. 3. 
Methodology is explained in Sect. 4. Proposed model is discussed in Sect. 5. In  
Sect. 6, analysis and findings of the proposed model are discussed. In Sect. 7 future 
works are described. Finally, Sect. 8 concludes the paper. 

2 Background 

The classification performance of machine learning techniques such as C4.5, 
RIPPER, Nave Bayesian, and AdaBoost in developing a home price prediction 
system is examined. The trials showed that the RIPPER method constantly surpasses 
the other algorithms related to accuracy when it comes to house price prediction 
[18]. New idea to forecast the price of a certain unit based on market values using 
various Machine Learning algorithms is described in the project [19]. AdaBoost and 
J48 tree modeling techniques and efficient data mining methods such as Weka and 
Rapid Miner were used to get a greater impact on price forecasting [14]. Multiple 
Regression techniques are compared based on various factors in their study [9]. 

Applying a diversity of regression methods, the objectives are achieved on a 
weighted average of the numerous methods to obtain the most precise findings. 
The outcome showed that this technique produces minimal error and the maximum 
level of accuracy in comparison with other individual methods. They also employed 
Google maps to even get exact real-world prices by employing real-time neighbor-
hood facts [6]. Both traditional machine learning techniques and new methods are 
employed for predicting sales prices of houses [8]. The author has participated in a 
Kaggle competition, and placed ranked 35th out of 2221 outcomes, and the RMSE of 
model test data is 0.12019, indicating strong performance and little over-fitting [20]. 
The large discrepancy between housing costs in Melbourne and also best affordable 
districts has been revealed during their study. Furthermore, investigations show that 
combining stepwise and SVM both of which are dependent on mean squared error 
assessment is a competitive method [7]. Regression analysis such as simple linear 
regression, multiple linear regression, and neural networks have been applied to 
accurately determine the home value. The algorithm with the lowest MSE is picked 
as the best for estimating the price of a house [21]. Home value prediction model 
which is built on the Tensor Flow is applied to address the challenges. The inves-
tigational findings suggest that the suggested strategy forecasts individual property 
prices significantly than the SVR approach [22]. The market value of a home in the 
Boston area is estimated by preparing the best model [23]. 

The differences between many advanced models using both classic and modern 
machine learning methodologies were investigated. Also, presented an accurate solu-
tion for housing price forecast by thoroughly validating numerous strategies in exper-
imental analysis on regression [12]. Relevant models for home purchasers are discov-
ered and linear regression is used to analyze past property sales in Australia [11]. 
Models on house availability based on required house attributes and house value
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projection are proposed and the model is built for a tiny city in Andhra Pradesh’s West 
Godavari region. Decision tree classifier, decision tree, and multiple regressions are 
all part of the project [17]. Property values are appraised and employed three machine 
learning techniques: SVM, RF, and GBM. SVM is still a valuable method in data 
fitting, according to our research, because it can give reasonably precise forecasts 
within a short time frame for Hong Kong homes [15]. Support vector machines, Feed-
forward Neural Networks, and extended regression techniques are used to generate 
three different modules in this work. The trials show also that Feedforward Neural 
Network algorithm regularly outperforms all other algorithms in terms of accuracy 
when it comes to home price prediction for Turkish homes [3]. Multiple regression, 
Lasso and Ridge regression algorithms, SVM, and Extreme Gradient Boost Regres-
sion are used in modeling explorations for Bengaluru homes [24]. XGBoost is used 
to forecast housing values in this study. The proposed home value prediction model 
has a prediction accuracy of 98 percent for Karachi homes [10]. An overview is given 
about how to anticipate house costs with use of python language and several regres-
sion algorithms [25]. The models that manage with regression and classification 
problems are studied and presented the results in the study [26]. Spatial prediction of 
home values in Beijing is developed by introducing a collection of machine learning 
approaches, including XGBoost, linear regression, Random Forest Regression, Ridge 
and Lasso Model, bagging, and boosting. XGBoost outperforms when compared to 
other models [13]. 

Multiple supervised regression algorithms are implemented using Python. The 
explanatory variables are used to forecast future values, and regression is utilized to 
do so. Calculating the prediction error is used to evaluate the model. When a tiny 
error happens, the regression analysis would gain a lot of accuracy [2]. Multiple 
Linear Regression techniques are compared in the project [16, 27]. Decision Tree 
Regression model is implemented to forecast housing costs in Mumbai. It will assist 
clients in putting money into a direct request without having to go through a broker. 
The decision tree regression model has an accuracy of 89 percent, according to the 
findings of this study [5, 28]. Multiple prediction approaches are compared to arrive 
at the best outcomes. Because of its linearity, linear regression was selected as the 
approach [4]. 

3 Objectives 

• To predict the sales price of a house. 
• To reduce the difference between actual and predicted rating. 
• To visualize the data using various plots to get better insights.
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4 Methodology 

Various steps of the methodology are: 

• Collected of data in the form of.csv file. 
• Analysis, cleaning, and manipulation of data. 
• Data Analysis is accomplished to observe the result of each independent feature 

on the dependent feature. 
• Selection of Models. 
• Evaluation of models to discover the most excellent one. 

4.1 Preprocessing of Data 

Various steps of preprocessing the data are: 

• Features are converted to categorical type by using Label Encoding technique and 
data was then transformed to numerical variables so that it could be used in model 
construction. 

• Cleaning of data will be performed and missing values are deleted in preparation 
for analysis and model creation. Scaling will be performed on some features for 
the model building. 

• K-Fold with value 10 is used for training and testing the data. 

Various steps of analysis of data are as shown in Figure 1.

4.2 Analysis of Data 

In this stage, the relationship between the independent and the dependent variables 
is investigated for 5000 houses. Figure 2 shows the Pair plot of “Price” and “Avg. 
Area Income”, “Avg. Area House Age”, “Avg. Area Number of Rooms”, “Avg. Area 
Number of Bedrooms”, “AreaPopulation”, “Address”.

From the above Fig. 3, it is observed that the Avg. Area Income increases and 
prices also increase. From Fig. 4, it is observed that the Avg. Area House Age 
increases, prices slightly increase.

From Fig. 5, it is observed that the Avg. Area Number of Rooms increases, prices 
also increase. From Fig. 6, it is observed that the Avg. Area Number of Bedrooms 
increases, prices slightly increases.

From the above Fig. 7, it is observed that as the Area Population increases, prices 
also increase.
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Fig. 1 Data analysis steps Begin 

Data CollecTIon/ Data 
Preprocessing 

Regression 

Training Data TesTIng Data 

Regression 
Techniques 

Test the Model 

Result 

End 

4.3 Feature Engineering 

Feature Abstraction: Label Encoding method is used to encode the categorical 
features.Visualization: Histogram of the independent variables and target variable 
is shown in Fig. 8.

4.4 Predictive Modeling 

It makes predictions about unknown data based on historical data. 
Steps of Predictive Modeling: 

• Collection of data. 
• Cleaning, preparing and manipulating of data. 
• Train the model 
• Test the model 
• Validation of model.
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Fig. 3 Scatter plot of avg. area income versus price 

Fig. 4 Scatter plot of avg. area house age versus price

4.5 Methodology 

Multiple Regression Models are used in the study. The hyper-parameters of the model 
are tuned to obtain maximum accuracy. 

Regression 

Regression models Random Forest Regressor (RF), Gradient Boosting, XGB 
Regressor, Ada Boosting, Linear Regression, and MLP Regressor are used for 
predictive modeling.
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Fig. 5 Scatter plot of avg. number of rooms versus price 

Fig. 6 Scatter plot of avg. number of bedrooms versus price

Fig. 7 Scatter plot of area population versus price
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Fig. 8 Histogram of the independent variables and target variable

5 Proposed Model 

Characteristics of the Dataset 

The dataset is taken from kaggle for study purpose. The dataset contains 5000 records 
and 7 columns. Table 1 shows features, descriptions, and its values. Correlation 
coefficient and feature importance are employed to drop the features. Correlation 
matrix of the six variables is shown in Fig. 9.

6 Analysis and Findings 

Finally, we have taken 5000 records and 4 features for the experiment. Based on 
Correlation between variables and feature_importances the final features are taken 
for modeling model 0.70:30 ratio is taken for splitting the training and evaluating 
dataset. Performance is calculated and evaluated for all the algorithms based on 
different metrics. Metrics evaluation of the six algorithms is shown in Table 2.

Coefficient of determination: This metric is denoted by R^2 and also called are 
“R squared”. It is a statistical measure that shows the closeness of the data on the 
regression line. This metric computes the amount of the difference in the target feature 
that is anticipated from the input variable(s). 1.0 is considered as the best possible 
score and it can be negative also. A model that all the time predicts the anticipated 
value of y, disregarding the independent variables, would get an R^2 score of 0.0 (1).
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Table 1 Features, description and values of the dataset 

Sl Feature Description Values 

01 ‘Avg. Area Income’ It refers to the average income of people of the town 
where the house is situated 

Min = 
17,796.63 
Max = 
107,701.74 

02 ‘Avg. Area House 
Age’ 

It refers to the average age of homes in a given town Min = 2.64 
Max = 9.51 

03 ‘Avg. Area Number 
of Rooms’ 

It is the average number of rooms per house in same 
town 

Min = 3.23 
Max = 10.75 

04 ‘Avg. Area Number 
of Bedrooms’ 

It is the average number of bedrooms of houses 
people living in the same town 

Min = 2.0 
Max = 6.5 

05 ‘Area Population’ It is the population of town where the house is located Min = 
172.61 
Max = 
69,621.71 

06 ‘Address’ It is the address for the house It’s a 
categorical 
Data 

07 ‘Price’ It is the price at which the house is sold Min = 
15,938.65 
Max = 
2,469,065.59 

Fig. 9 Correlation matrix of the six features
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Table 2 Evaluation of metrics of the six algorithms 

Sl. 
No 

Algorithm R2_ 
Score 
(%) 

Mean 
absolute 
error 

Mean squared error Root mean 
square error 

Training 
accuracy 
(%) 

Testing 
accuracy 
(%) 

01 Linear 
regression 

91.56 80,145.09 10,030,535,589.43 100,152.56 91.41 91.56 

02 XGBoost 
regression 

89.97 87,296.84 11,925,794,287.81 109,205.28 93.33 89.97 

03 Random 
forest 
regression 

88.00 94,679.84 14,263,930,716.31 119,431.69 96.45 88.00 

04 Artificial 
neural 
network 

91.37 80,896.75 10,256,356,585.70 101,273.67 91.45 91.37 

05 Gradient 
boosting 

89.97 87,189.83 11,919,574,400.22 109,176.80 92.98 87.97 

06 Ada 
boosting 

83.71 110,457.52 19,364,755,411.57 139,157.30 84.96 83.71

R2 = 1 − (RSS/ TSS) (1) 

R2 = Coefficient of determination 

RSS = Residual Sum of Squares 

TSS = Total Sum of Squares 

Variance score: While determining the dependent variable, first we need to under-
stand how much variance is observed in it. This metric explains the fluctuation of 
the dependent feature by using the independent features. This measures how far a set 
of numbers is spread out from their mean value. Finest possible score is 1.0, lesser 
values are poorer. 

Root mean square error (RMSE): It takes the difference of each observed and 
predicted value (2). 

Residual = observed value − predicted value (2) 

The mean squared error (MSE) is calculated by first squaring and summing 
the residuals and then dividing by the number of samples using residuals (3). 

MSE =
Σ

(residuals)2/n (3)
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Fig. 10 Linear regression distplot 

where ‘n’ is the number of samples. 
RMSE is then calculated by taking a square root of the MSE so that it is in the 

same unit as original data (4). 

RMSE = 
√ Σ

(residuals)2/n (4) 

The value of RMSE indicates relatively far the forecasts are to the genuine values 
(on an average). 

MAE = sum of all absolute errors/number of errors (n) (5) 

MAE =
Σ

(Xi− X)/n, where i = 1 to n (5)  

The distribution as well as scatter plots of Linear, XGBoost, Artificial Neural 
Network, Gradient Boosting, Ada Boosting, and Random Forest models are as shown 
in the below Figs. 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20 and 21.

7 Future Work 

In the future study, modeling on real-time Indian dataset will be carried out.



128 S. Begum

Fig. 11 Linear regression scatter plot 

Fig. 12 XGBoost regression distplot 

Fig. 13 XGB regression scatter plot
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Fig. 14 ANNdistplot 

Fig. 15 ANN scatter plot 

Fig. 16 Gradient boosting distplot
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Fig. 17 Gradient boosting scatter plot 

Fig. 18 Ada boosting distplot 

Fig. 19 Ada boosting scatter plot
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Fig. 20 Random forest regression distplot 

Fig. 21 Random forest regression scatter plot

8 Conclusion 

For predicting the house cost price six models are used, namely Random Forest 
Regression, XGBoost Regression, Linear Regression, Artificial Neural Network, 
Gradient Boosting, and Ada Boosting. The results are compared, of which Linear 
Regression outperforms compare to the other five algorithms as per the investigation 
of the experimental outcomes. The results of the model help the customers to find 
the cost of the house which they are interested to purchase as per their budget.
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3. Erkek M, Cyril K, Hepşen ALİ (2020) Predicting house prices in Turkey by using machine 
learning algorithms. J Stat Econ Methods 9:31–38 

4. Kamal N, Chaturvedi E, Gautam S, Bhalla S (2021) House price prediction using machine 
learning. Springer, LNNS 

5. Kuvalekar A, Manchewar S, Mahadik S, Jawale S (2021) House price forecasting using 
machine learning. In: Proceedings of the 3rd international conference on advances in science & 
technology. https://doi.org/10.2139/ssrn.3565512 

6. Varma A, Sarma A, Doshi S, Nair R (2018) House price prediction using machine learning and 
neural networks. https://doi.org/10.1109/ICICCT.2018.8473231 

7. DanhPhan (2018) Housing price prediction using machine learning algorithms: the case of 
Melbourne City Australia. https://doi.org/10.1109/iCMLDE.2018.00017 

8. Viktorovich PA, Aleksandrovich PV, Leopoldovich KI, Vasilevna PI (2018) Predicting sales 
prices of the houses using regression methods of machine learning. https://doi.org/10.1109/ 
RPC.2018.8482191 

9. Banerjee D, Dutta S (2017) Predicting the housing price direction using machine learning 
techniques. https://doi.org/10.1109/ICPCSI.2017.8392275 

10. Ahtesham M, Bawany NZ, Fatima K (2020) House price prediction using machine learning 
algorithm—the case of Karachi City Pakistan. https://doi.org/10.1109/ACIT50332.2020.930 
0074 

11. Ramya GC (2020) House price prediction. Dissertation, Kuvempu University 
12. Truong Q, Nguyen M, Dang H, Mei B (2020) Housing price prediction via improved machine 

learning techniques. Sci Direct Procedia Comput Sci 174:433–442 
13. Yan Z, Zang L (2020) Spatial prediction of housing prices in beijing using machine learning 

algorithms, pp 64–71. https://doi.org/10.1145/3409501.3409543 
14. Ravi Kumar AS (2017) Real estate price prediction using machine learning. Dissertation, 

National College of Ireland 
15. Ho WKO, Tang BS, Wang SW (2020) Predicting property prices with machine learning 

algorithms. J Property Res 38:1–23. https://doi.org/10.1080/09599916.2020.1832558 
16. UdayDeo (2021) House price prediction using various regressions: a comparative study. Shri 

Mata Vaishnodevi University 
17. Thamarai M, Malarvizhi SP (2020) House price prediction modeling using machine learning. 

Int J Inf Eng Electron Bus 12:15–20. https://doi.org/10.5815/ijieeb.2020.02.0 
18. Park B, Bae JK (2015) Using machine learning algorithms for housing price prediction expert 

systems with applications. Int J 42:2928–2934.https://doi.org/10.1016/j.eswa.2014.11.040 
19. Rossiter D (2015) Real estate prediction. Dissertation 
20. Fan C, Cui Z, Zhong X (2018) House prices prediction with machine learning algorithms, pp 

6–10. https://doi.org/10.1145/3195106.3195133 
21. Vineeth N, Ayyappa M, Bharathi B (2018) House price prediction using machine learning 

algorithms. Soft computing systems. Springer, Singapore 
22. Wang F, Zou Y, Zhang H, Shi H (2019) House price prediction approach based on deep learning 

and ARIMA model. https://doi.org/10.1109/ICCSNT47585.2019.8962443 
23. Roman V (2019) Predicting boston house prices with regression. Project. www.towrdsdatasc 

ience.com 
24. Guptha R, Narahari NS, Manasa J (2020) Machine learning based predicting house prices using 

regression techniques. In: Proceedings of the second international conference on innovative 
mechanisms for industry applications 

25. Jain M, Rajput H, Garg N, Chawla P (2020) Prediction of house pricing using machine learning 
with Python. https://doi.org/10.1109/ICESC48915.2020.9155839

https://doi.org/10.2139/ssrn.3565512
https://doi.org/10.1109/ICICCT.2018.8473231
https://doi.org/10.1109/iCMLDE.2018.00017
https://doi.org/10.1109/RPC.2018.8482191
https://doi.org/10.1109/RPC.2018.8482191
https://doi.org/10.1109/ICPCSI.2017.8392275
https://doi.org/10.1109/ACIT50332.2020.9300074
https://doi.org/10.1109/ACIT50332.2020.9300074
https://doi.org/10.1145/3409501.3409543
https://doi.org/10.1080/09599916.2020.1832558
https://doi.org/10.5815/ijieeb.2020.02.0
https://doi.org/10.1016/j.eswa.2014.11.040
https://doi.org/10.1145/3195106.3195133
https://doi.org/10.1109/ICCSNT47585.2019.8962443
http://www.towrdsdatascience.com
http://www.towrdsdatascience.com
https://doi.org/10.1109/ICESC48915.2020.9155839


7 House Price Prediction by Machine Learning Technique—An Empirical … 133

26. Mohd T, Jamil NS, Johari N, Abdullah L, Masrom S (2020) An overview of real estate modelling 
techniques for house price prediction. Charting a sustainable future of ASEAN in business and 
social sciences. Springer, Singapore 

27. Begum S, Siddique FA, Tiwari R (2021) A study for predicting heart disease using machine 
learning. Turk J Comput Math Educ 12:4584–4592 

28. Begum S, Siddique FA (2021) A study to predict home loan defaulter using machine learning. 
In: Samaroh Sampathy’s memorial international conference technology innovation and quality 
management



Part II 
Computational Intelligence for Marketing, 

Business Process and Human Resource 
Applications



Chapter 8 
SDN-Based Network Resource 
Management 

João Carlos Marques Silva, José André Moura, 
and Nuno Manuel Branco Souto 

Abstract In recent years there has been a growing demand for network resources. 
However, fixed contracts between users and providers tend to result in network use 
inefficiencies and high costs. To promote the best accommodation for high network 
demand and usage, a setup where every user has the most amount of network 
resources at his disposal is paramount—this way users minimize the risk of not having 
sufficient resources to meet their service needs, and providers maximize the usage 
of their networks. In this chapter, we consider a setup based on Software Defined 
Networking (SDN), where connections between users’ devices and providers’ nodes 
are defined according to resource needs and pricing. The adoption of an SDN-based 
approach is detrimental of other more distributed control alternatives is since the 
scenario under investigation is very specific and dynamic, which is more efficiently 
managed in a logical centralized way than in a decentralized way. In this direction, 
an auction SDN-based broker is proposed, so that both users and providers get the 
best deal for every resource-allocation procedure, according to all players’ needs 
and network restrictions. We present and discuss evaluation results taken from our 
auction business model. Our results suggest that the best bidding strategy depends 
on several aspects, namely: (i) the competitor’s bidding strategy; (ii) the operating 
cost of each participant; or (iii) the available resources of all participants and the 
broker’s requisites. 
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1 Introduction 

The Internet has had massive growth in the XXI century, with people and businesses 
using online data and tools; in fact, the recent Covid-19 pandemic promoted these 
resources even more by imposing online working routines, which in some cases 
boosted network traffic by more than 50% [1]. 

To cope with this increase in demand, network and cloud service providers are 
installing more equipment to increase connection and routing capacity. However, 
this increase in capacity has not been able to keep up with the real-time stress that 
the increase in global demand has caused [2]. To solve this problem, edge computing 
comes into play, allowing network service providers to provide on-demand resources, 
hence avoiding over and under-provisioning (e.g., on-peak and off-peak times), and 
speeding-up up online services by allocating computational assets in proximity to 
the user [3–6]. This data resource proximity to the users decreases the data access 
latency and diminishes the amount of traffic on the backhaul links. 

For this to work effectively, the user (person, organization, broker, middleware, 
etc.) will have to choose an edge provider to connect to. However, using a sole 
provider results in the previous shortcomings, and does not resolve anything. The 
solution is to use a broker to procure the resource needs (based on a variety of 
attributes such as price and quality) from any edge computing provider, on a case-
by-case basis, so that the capacity from all providers is available to the user. 

The advantages of having a broker are many since the user delegates the weighed 
choice between price and quality of different service providers that keep changing 
their offers continually. Furthermore, it is not practical to optimize for the most 
suitable vendor manually (or if a fixed provider is chosen then the user will not 
always get the best deal). 

In the context of aforementioned challenges, this chapter aims at investigating 
scalable and automated mechanisms for users to acquire the resource services they 
need from edge computing providers. To achieve this, SDN (Software Defined 
Networking) comes into play, since it is the best solution to implement a broker 
that manages heterogeneous network resources from different providers, creating a 
federated market of network resources. This federated market can run efficient nego-
tiations among all the players, enabling win–win situations between providers and 
users. In this way, the providers can increase their profit and the users can afford a 
high quality of experience when they run their applications. 

In this chapter, we propose a multi-attribute bidding strategy for users to intercon-
nect with an edge computing resource, via an SDN-based broker, for their application 
needs. Since this broker is in contact with a multitude of edge providers, several bids 
will be proposed to cover the network requests, allowing the broker to choose the 
best option on behalf of its users. This way, users can diminish their usage costs, 
receive quicker responses, and sustain the quality of their services above specific 
expected thresholds. 

We have opted to use an auction business model because in our opinion the 
auctioneer role seems very suitable to be assumed by an SDN-based system. In
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addition, a system operating in a more centralized way seems better than others, 
which operate in a more distributed way, because the former normally converges 
faster than the latter towards the optimum solution. The deals can then be safely 
registered in a blockchain-based system. 

This chapter aims to: 

(a) Propose an auction model, intermediated by an SDN-based broker, for clients 
to use the edge computing resources made available by the network providers in 
the most cost-efficient way. This model permits users to procure resources and 
incorporate price and QoS attribute ratings to determine the best allocation of 
resources that address their on-demand networking traffic. The added value of 
this model lies in the way that the best offerings are assessed, ranking potential 
vendors to achieve maximum utility. 

a. In order to promote truthful bidding, two main strategies are suggested: 
a one-step Vickery auction [7] and, as an alternative, a two-step bidding 
model, providing the providers an incentive to bid using their own valuation 
of price and quality attribute. 

b. If the two-step bidding model is chosen, then the providers will have two 
stages to propose their offers. Initially, in the first stage, the automatism 
uses the bids to rank providers based on the broker’s reservation quality 
and determines the cost value of the various attributes. Nest, in the second 
stage, the broker shares the maximum score obtained from the first stage and 
permits the providers an opportunity to increase their bids. The significance 
of this two-stage model is that it deters the competing service providers from 
deliberately submitting unfavourable/market-deficient bids (a.k.a. expensive 
bids), but instead encourages them to submit bids that meet the truthful 
market expectation. 

(b) Describe the SDN-based solution for the broker, highlighting the main aspects 
and layers associated with such control, namely the data transfer, control, and 
management layers. Since all providers’ resources will be interconnected via 
the SDN mechanism, the use of the management layer to act as a broker whose 
decisions will posteriorly control which connections to activate is simply the 
application of the normal operation of an SDN-based system with an auction 
process running on top of that system. 

(c) Use blockchain technology to securely register and validate all deals 
(d) We present and discuss some results extracted from our auction business model. 

Our results suggest that the best bidding strategy depends on several aspects, 
namely: (i) the competitor’s bidding strategy; (ii) the operating cost of each 
participant; or (iii) the available resources of all participants and the broker’s 
requirements.
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2 Literature Review 

The need for network resources has been growing exponentially, and the current 
networking infrastructure is lacking in resources. As stated before, part of the solution 
comes from making available edge computing resources to their closest users, along-
side a flexible and resource-efficient pricing model. We will review studies related to 
edge computing resource allocation using bidding models and design mechanisms 
supported by SDN. 

2.1 Edge Computing Resources Allocation via Auction 
Models 

Today’s edge computing resource providers define their costs and deal directly with 
the users, with fixed prices and service levels, although the promised QoS attributes 
are only informative and not contractually obligated—this motivated many studies 
to investigate the design of models that could induce providers to fulfil on their 
promises. 

An initial auction model for users to bid on some quality features was proposed 
in [8], considering a combinatorial auction for limited resources, but had the 
shortcoming of being unable to rank such bids. Work done in [9–11], and [12] 
compares different types of pricing structures concerning fairness for edge computing 
resources, considering different settings such as dynamic environments, single or 
double auction models, credit borrowing, network economics, etc. The scale of the 
application was also considered in [12], where the authors proposed micro and macro 
auctions for different types of traffic. Most of the works do not consider the different 
quality attributes of each edge computing provider [13] but focus instead on pricing 
and resource allocation, to simplify the overall problem. 

A reverse auction model was considered in [14, 15]. The work in [15] discussed a 
centralized strategy (similar to a broker) to allow third parties to lease spare/unused 
bandwidth and storage [16, 17], allowing users to decide which access point they 
would prefer to use based on a set of criteria. This work was then evolved in [18], 
considering an evolutionary mechanism to distribute resources based on market effi-
ciency, user satisfaction, and QoS. A penalty scheme for bidders that cheated was 
also considered in [19].  The work in [20] considers a two-stage auction and takes into 
account the multi-attribute characteristics of the required parameters for a specific 
service, alongside its pricing functions, and thus is one of the main bases for the 
work developed in the current chapter.



8 SDN-Based Network Resource Management 141

2.2 Use of Software Defined Networking 

We have recently assisted in an increase in the number of research contributions that 
aim for automated selection and management of edge computing resources [20, 21] 
to assist novel network demands. Within these recent works in the literature, some 
propose auction mechanisms [15, 20–22] to manage the network resources, mostly in 
mobile access cases [23, 24]. To deal with the high complexity of managing network 
resources in a more efficient way, machine learning techniques have also been used 
[25]. In this case, the authors discuss network network-slicing traffic framework for 
a Reinforcement Learning-based 5G Network Slice Broker (RL-NSB) building on: 
(i) traffic forecasting; (ii) slice admission control; and (iii) slice traffic scheduling. 

Despite the existence of a few auction-based solutions in the literature, as far as 
we are aware, the usage of the SDN paradigm to control auction-based solutions, 
where the SDN controller acts as a broker that supervises the auction process, has 
not been comprehensively studied yet. The need for our current contribution came 
from previous work, such as [23], where the authors offer a comprehensive literature 
revision on recent solutions related to 5G network slicing using SDN and NFV. In 
their work, they acknowledge that further extensive investigation is required for new 
business models for network slices based on novel pricing and auction mechanisms 
that consider joint resource and revenue optimization in 5G networks. In addition, 
they claim for further research to investigate fairness problems during resource allo-
cation in 5G network slices that are requested by distinct mobile virtual network 
operators (MVNOs) [14]. 

2.3 Blockchain Technology 

Blockchain is a concept for database of digital contracts. The concept was intro-
duced alongside the cryptocurrency Bitcoin [26], to promote secure transactions 
between (anonymous if desired) participants using a decentralized system, where all 
operations were validated by different entities (known as miners, which are partic-
ipants of the blockchain system that earn certain types of resources as a reward; in 
the bitcoin system they naturally earn bitcoins). Blockchain got its name basically 
because it’s a distributed chain of blocks, where each block contains information 
about a certain number of made deals. The miners compile blocks from the aggre-
gation of several digital transactions, which are added sequentially to the whole 
ever-growing blockchain after validation from peers. Once a block is added to the 
chain, it is not possible to change its content or remove it (immutability), since it 
becomes part of the chain’s global hash value. 

Blockchain can operate in one of two different modes: permission-less or permis-
sioned [27]. The permission-less mode, also known as a public Blockchain network, 
allows any user to create and add transactions to the chain; whereas the permissioned
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blockchain is a private centralized Blockchain network that requires authentication 
and authorization to use. 

2.4 Basis for the SDN-Based Broker Implementation 

As mentioned previously, our work builds on [20], where multi-attribute bidding 
was considered, intermediated by a broker that manages the payment allocation 
to the provider. To be truthful and to encourage providers to provide fair bidding, 
[20] suggested a 2-stage approach in which only the providers that met the broker’s 
reserved quality would be considered for final bidding. The second stage was inspired 
by [8], using the bid density as a factor. 

Our work considers both the 1- and 2-stage auction processes and assumes that 
user satisfaction will always be guaranteed if the broker provides a solution for every 
request. Table 1 summarizes the added contributions of our work, comparing it to 
other references. 

3 Auction Model 

In the auction model, a broker working on behalf of several clients/users wants to 
procure resources from edge computing service providers. We considered a broker 
in this model because it is not favourable for a user to negotiate directly with the 
service provider, since it lacks negotiation weight. Thus being, if several users contact 
the service provider with the intermediation of a broker, they should be able to 
negotiate for a global better offer that benefits everyone. This way, a common market 
negotiation approach was employed, which benefits all users and promotes, fair-
market-value negotiations. 

The model assumes that the broker is contacted by several clients/users (via appli-
cations), all with different requests. These requests are defined by the characteristics

Table 1 Differences between research chapter contributions 

Research 
paper 

Multi-attribute Auction 
model 

Utility 
function 

User 
aggregation 

Bidding 
strategies 

SDN 
approach 

Li et al. [10], 
Hossain and 
Muhammad 
[13] 

No Yes Yes No No No 

Habiba and 
Hossain [15] 

Yes Yes Yes No No No 

Our work Yes Yes Yes Yes Yes Yes 
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Fig. 1 Interaction between users, broker and providers 

of the network traffic they desire, namely their minimum requirements. These charac-
teristics are sent to the broker, who converts the client’s minimum requirements into 
the appropriate network performance variables which are then used in the negotiation 
protocol between the broker and edge providers. Figure 1 illustrates the high-level 
process between N users, the broker, and the M edge network providers. 

After a pre-determined window of time, all registered requests are gathered and 
aggregated into packages. These packages incorporate one or more requests from the 
users and are used to concentrate all similar requests so that they can be negotiated by 
the broker in bulk mode. The broker will then start negotiating with the edge network 
providers for the resources needed by each package. So being, P (P = number of 
packages) requests are formulated by the broker and passed to all edge network 
providers, starting the negotiation process. 

Once the winning bid is selected, the broker will bill its users/applications accord-
ingly and pay directly to the edge network provider. The deal will then be registered 
and validated by all peers (edge network providers) using blockchain technology. 

It will also be responsible for serving as an intermediate for the distribution of the 
negotiated resources, from the edge providers to the users (resource allocation).
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3.1 Negotiation Process 

The negotiation process between the broker and the providers is depicted in Fig. 2. 
It shows the sequence diagram of interaction among all the involved players during 
the initial phase of a bidding process. 

The broker announces to all the providers the minimum resources required for 
the demanded service, e.g., a dedicated communication channel [28]. Alongside the 
translation of the minimum requirements for the package at hand, the broker will 
also add the cost function of each of the network specifications, so that the providers 
can compete not only in price, but also in quality (if it is equal to or above minimum 
standards). 

The broker’s cost function is basically made of two vectors, namely 

v = [v1 . . .  vm], λ = [λ1 . . .  λm] (1) 

where vk is the broker’s valuation (per unit) of the excess quality attribute k over 
the broker’s posted minimum requirements and λk is the description of the quality 
attribute k (alongside the considered unit for valuation). The providers get these 
cost vectors and know exactly how the broker values each amount of excess quality 
attribute. 

The providers then reply by offering their bids, including their price and (a pre-
determined number of) their quality attributes related to the required service, to

Fig. 2 Negotiation process between broker and providers 
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address all aggregate requests. It is expected that all bids address all minimum 
requirements. 

The broker’s contract for each package will be awarded to one winner only. In our 
model, the broker initiates the auctioning process and, after receiving the bids from 
the different providers, needs to decide on the best offer. The participating providers 
are determined to fulfil the request using their resources (or third-party resources that 
they have access to) and specify that in their bids. For the broker to be able to compare 
all offers, a normative will have to be followed—this normative will ensure that the 
quality attributes are enumerated with an associated dimension (kbit/s; MHz, ms, 
etc.); each provider will have to provide a fixed coefficient associated to the quality 
attributed of their offerings. Each quality attribute is independent, and the broker is 
free to favour certain attributed over other, depending on the user’s requirements. The 
broker selects the provider that maximizes its utility function, based on the quality 
parameters and a reservation price. The utility function can be defined as 

Ubroker (pi ) =
[

mΣ
k=1

(
vk · λexc 

i,k

) + βmin

]
− βi (2) 

where vk is the broker’s valuation of the excess quality attribute k over the broker’s 
posted minimum requirements, λexc 

i,k is the excess quality attribute k of provider i 
over the minimum requirements, βmin is the price value that the broker awards to the 
network performance variables that fulfil the client’s minimum requirements and βi 

is the price proposed by provider i with incremental network performance variables 
λi,k . 

The provider i also has its own utility function, given 

Upi = βi − 
mΣ

k=1

(
γi,k · λtotal  

i,k

)
(3) 

where γi,k is the provider’s valuation of the quality attribute k and λtotal  
i,k is the 

proposed quality attribute k of provider i. The provider must make such a bid such 
that its utility function is ideally ≥0 (to avoid the winner’s curse [29, 30], which in 
this case would be to undercharge for a service, yielding a loss). The bid will ideally 
make both the provider’s and the broker’s utility function positive. 

The bidding can be done via a single or a dual step. The number of bidding steps 
is previously defined by the broker. In the case of a dual-step bidding mode, the 
broker announces its best offer after the first iteration, by presenting two values for 
each provider; the utility value of the best offer and the utility value of the provider’s 
offer, which is different for each provider. Using all this received information from 
the broker, each provider can estimate what is the broker’s valuation for βmin, and 
the provider can decide to either maintain or change its previous offer. Naturally, 
the providers’ strategy for the auction will differ depending on the type of auction
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Fig. 3 Broker’s final intermediation 

that the broker is providing, and on the provider’s best interests at hand; this will be 
discussed at a later section of this chapter. 

As  shown in Fig.  3, once the broker selects the best offer and transmits it (prorated) 
to the different users, the last functional part of our proposal is initiated, with the 
acceptance (or not) of the conditions by the user. Once the user accepts the conditions 
suggested by the broker, the user acknowledges the conditions (alongside payment1 ) 
to the broker. The broker will then contact the provider, issue payment, and deliver 
the user’s details and its prorated quality attributes. Henceforth, the provider and user 
connect, and the requested network service is provided to the user through the network 
using the available connectivity resources from the diverse network providers. 

3.2 SDN-Based Broker 

This sub-section discusses how an SDN-based broker can manage the available 
resources of a heterogeneous access network. The deployment of this proposal is 
made using three layers: data transfer, control, and management, as shown in Fig. 4. 
The data layer is mainly responsible for data transfer among the network nodes. The 
control layer is mainly concerned with deciding about the used paths through the 
data layer to divert in an efficient way the diverse data flows among the selected 
network nodes. The management layer is responsible for initially accepting or not 
the network admission of a new client (see Fig. 4, steps 1 and 4) and use the available 
resources of the entire network infrastructure. Basically, it consists of a server (with 
secondary servers for backup) that is connected to the SDN controllers in the control 
pane. The main processing and management of the whole admission and network 
attribution procedure will be done by the server’s broker application.

In the case the new client is accepted then, the algorithm running in the NFV 
of the management layer runs an auction with the diverse SDN controllers of the 
control layer (see Fig. 4, step 2). The expected outcome of the auction will be a set of 
selected switches from diverse network players that will be coordinated among them

1 The payment will most probably be part of a monthly subscription, which will include both the 
broker’s and provider’s fees. 
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Fig. 4 Proposal of an SDN-based broker

to establish an end-to-end network path (see Fig. 4, step 3). Using this network path, 
the data flow of the new client can be transferred through the heterogenous network 
access. 

Figure 5 is presented in a more detailed way the interaction among the diverse 
entities of our proposed system. To explain this interaction, we assume the scenario 
of a new client arriving at the system. This client initially sends the first message of 
a data flow. This message contains a list of network requisites the client data flow 
is requesting. The message is received by the switch of the network infrastructure 
which is the nearest one from that client. This switch has a default OpenFlow flow 
rule for any “unknown” data flow. The action of this default rule is to send a copy of 
the received message to the SDN controller responsible for controlling that switch. 
In this way, the received message of the new data flow is encapsulated by the last 
switch in a PacketIn message of the OpenFlow protocol and, the PacketIn message is 
sent to the controller. Then, the controller, in reaction to the received PacketIn, sends 
a notification message via the NorthBound API to the Broker (i.e. NFV). As a next 
step, the Broker initiates a round of negotiation with the group of SDN Controllers 
of the diverse network providers of the geographical location where the scenario is 
in operation. This negotiation considers the list of network requisites and an auction 
mechanism, as was previously explained in the auction model.

The outcome of the auction is a selected path through the heterogenous network 
for the data flow of the new client. The selected path is a set of nodes (switches) 
and edges (links) that should be used for implementing end-to-end communication 
between the new client device and the server offering the service, which the client 
aims to use. 

The next operating step of our proposal involves each SDN controller sending in 
a proactive way FlowMod messages to the selected switches responsible to support
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Fig. 5 Message exchange in the SDN-based broker system

the path previously negotiated during the auction phase. These FlowMod messages 
transport data flow rules that will be locally stored in each selected switch. In a 
more particular way, the switch that has initially received the first message of the 
new client receives not only FlowMod messages but also a PacketOut message. The 
second message type is necessary so that the switch sends out the first message 
correctly, which was initially buffered in that switch before the same switch sent the 
initial PacketIn to the SDN controller. 

To assure that the broker is active most of the time, there should be one or more 
backup servers running the broker application. This means that the broker protocol 
should include mechanisms to transfer the data between the master and slave servers, 
much like the DNS mechanism of having secondary servers [31]. 

3.3 Blockchain for Registering Smart Contracts 

Since in enterprise ecosystems such as telecoms, all parties involved are known 
to each other (participants and miners/managers are the sub-slice operators and 
verticals), there is no need for anonymity, and as such, permissioned blockchains 
are considered a better fit. This is because permissioned blockchains are designed 
for enterprise ecosystems and use simpler and less resource-consuming consensus 
protocols (such as Raft [32]) than public blockchains. 

Each network resource deal attribution is a smart contract that should have a unique 
identifier and data fields that represent what resources were transitioned. The broker 
should issue a smart contract for block placement; the miners will then compose 
blocks out of contracts that are still “free” (not yet placed in a block) and try to issue 
a block (composed of a number of “free” contracts) to place it in the blockchain so 
that it is validated by all peers. This validation is necessary to guarantee transparency 
to all parties involved, especially since they are competing among each other.
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3.4 Bidding Strategies 

As discussed earlier, having a bidding strategy employed is the best way to guarantee 
the best results for both the clients and service providers. An overloaded service 
provider can raise its prices for its scarce resources, and a provider with many spare 
resources can lower the price to put its resources to use—the market thus becomes 
very dynamic and efficient in this way as such bidding is paramount. Of course, this 
does not mean that the providers can’t reserve some of their resources for long-term, 
pre-defined contracts with some clients; best business practices state that the best 
way to manage the resources is to have some permanent deals and some dynamic 
deals, to maximize resource usage and revenues. 

The bidding strategy of each provider varies, depending if the broker implements 
a single ou dual step voting mechanism. In the single step voting, the providers 
usually do not have feedback on their competitor’s voting, and thus the information 
available for bidders participating in these auctions is relatively limited, rendering 
useless any analysis of bidding strategies [7]. Surely, providers can keep testing the 
broker and lower their price/increase their excess quality attributes in every auction 
until they start being awarded as the winners, to assess the current utility level being 
used. Nevertheless, the providers engaging in the previous strategy can reach a non-
interesting trade-off price vs. offered quality. Alternatively, the providers could try 
to ask if the broker can make its records accessible, but in most cases that request 
probably will not be accepted by the broker. 

Since every player expects to get the best deal, which might not be a fair deal for 
the client/ broker, the Vickery auction [33] is suggested for such cases, where the 
bidder that provides the best offer (yielding a higher value for the broker’s utility 
function) will be making use of the utility value from the second-best bidder. This 
promotes truthful bidding [33], but some adjustments must be made—the broker’s 
second-best utility function will be lower in value than its best value, and thus the 
simple suggestion is to increase the winner’s price so that its utility function matches 
the second-best utility function—the winner will thus receive more than what he 
suggested (as with all Vickery auctions)! Note that there may be a case where the 
second-best proposal has a lower price than the winner, but in that case, it means 
that the second-best proposal also had less excess quality attributes than the winning 
bid. The winner could also match the second-best offer by reducing its offer of 
excess quality attributes while maintaining the price, or through a combination of 
increasing the price and reducing some excess quality attributes. Still, but to keep 
it manageable, we assume that all adjustments are done at the price level. In our 
opinion, this assumption still holds for real cases. 

The dual step voting is different from the single step since it involves two bidding 
sessions. This allows for the providers to improve (or maintain) their offers, once the 
broker announces the best utility function after the first round, alongside the utility 
function of each provider individually (each provider will only get these two values 
so that they know exactly how much “value” they must increase their bid, if any). 
With this information, each provider can infer all variables, including the broker’s
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βmin (which can vary between auctions, according to the broker’s algorithm for the 
determination of the minimum price), and increase their bid if they think it is worth 
it. This dual step voting allows for the bidders to bid less aggressively in the first 
round and adjust their strategy according to their goals. 

Realistically, the providers’ strategies may differ from each other, especially in 
the case of a provider that has many resources to offer and no clients, which may even 
consider bidding at a negative utility value, to gain market share or simply opt for the 
best choice between having no clients or having a few low-paying ones. However, 
these situations would not be an issue in a consolidated market, and as such that is 
what we will consider henceforth. 

We will assume a scenario where bidders act independently, without any cooper-
ation or sharing of information. So being, each provider prepares its bid according 
to its best interest and its perception of market values, expecting their competition 
to do the same, acting rationally. In this context, the question in each provider’s 
mind is how it should behave (bid aggressively or not), if nothing is known from its 
competitor’s behaviour? 

When rational bidders (with incomplete information) are considered, we can 
analyse if a dominant bidding strategy is possible by using economic game theory. 
The optimum bid for a two-person auction game has been derived by means of restric-
tive probability distribution function forms for bids [34, 35]. Basically, the idea is 
to calculate the estimated payoff table for each bidder and evaluate where lies the 
equilibrium point between two bidders—this is known as the Nash equilibrium in 
game-theory jargon. At the point of (Nash) equilibrium, no player can unilaterally 
increase its gain by moving to a different position/strategy [36]. 

Referring to the case at hand, and assuming a consolidated market, we know that 
each provider wants to maximize their utility function. A zero value means that the 
provider is getting just enough to cover the costs of its resources, and a negative 
value means that the provider is charging less than its costs, losing money. The only 
way to make profit is the provider to have a positive value on the utility function, 
and the hard part is knowing what the highest profit margin one could have. If each 
provider has its own network (even if some providers may share different portions of 
the same networks) with different specifications (or quality attributes), we know that 
each provider’s cost to meet the minimum quality attributes is different. So being, the 
providers with lowest network costs will be able to aspire for greater profit margins 
than those with higher network costs, and thus the optimum profit margin for each 
operator will be different. Yet they will all meet at a similar utility value for the 
broker. 

Finding this similar (broker’s) utility value is equivalent to letting the market 
work and see where it settles. Ideally, it will be in a Nash equilibrium, where the 
change of strategy from either provider will yield to lower profits. As an example, 
this equilibrium may state that provider 1 reaches its equilibrium state with a profit 
margin of 20% and provider 2 reaches the equilibrium with a profit margin of 35%, 
in the case that provider 2’s cost for the minimum quality attributes is lower than 
provider 1’s. The broker’s utility function will yield the same numerical result for all 
at equilibrium.
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4 Simulations 

The benchmark model, as defined in [37] will be used. This model offers a 
generalization of auction formats, and is based on four assumptions: 

1. All providers/ bidders are risk neutral. A provider being risk-neutral means that 
risk (e.g. running out of resources for a special future need) is not considered 
when bidding (realistic situations may take some risk into account). 

2. Each bidder has a private valuation for the item independently drawn from some 
probability distribution. This is equivalent to saying that, since the cost structure is 
different among providers, the bids of a provider will vary from those from other 
providers, turning the situation equivalent to independent private valuations. 

3. The bidders possess symmetric information, meaning that all have access to the 
same data made available by the broker. 

4. The payment is represented as a function depending on only the bids. Even though 
this is not quite true, since the broker assumes a quantitative measure for both the 
minimum requirements and the excess quality attributes, if we replace all these 
with a specific value, then the previous condition holds. 

Considering this as a mathematical game represented by a set of players, where 
each player has a set of actions (strategies) available to him, and a payoff vector 
corresponding to each combination of strategies, we can apply a theoretical game 
model. In this case, given the realistic scenarios and multitude of providers, it is 
quite difficult to effectively simulate a real-life situation. However, if we restrict our 
analysis to a couple of providers and variables, then some simple but interesting 
conclusions can be obtained. 

We assumed a case of two providers, PA and PB, each with a limited number of 
resources, RA and RB, and a single round bidding session. We also assumed that 
the broker would run 15 bids for 15 resources, one at a time (in this basic example 
there is only one type of resource). We also considered that PA charges a slightly 
lower cost to cover the minimum quality requirements than what PB charges. Next, 
we will deem that PA and PB will suggest bids with a profit margin of 10% and 50% 
from their base value (assumed to be 100). 

Finally, we will analyse three different strategies and will comment on the results 
of each one. 

The analysed strategies were: 

1. Static—each provider maintains the value of its bids, independently of winning 
or not. 

2. Drop and stay (Dynamic)—each provider decreases its profit margin to 10% if 
it loses one of the rounds. 

3. Drop and raise (Dynamic)—each provider decreases its profit margin to 10% 
when it loses a round and increases to 50% if it wins a round. 

In the “static” strategy, portrayed in Fig. 6, we have 15 runs from the broker. 
Looking at the first case where RA = 10 and RB = 20, when PA & PB is 10%, PA
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PA - 10% PB - 10% PA - 50% PB - 10% PA - 10% PB - 50% PA - 50% PB - 50% 
RA=10, RB=20 100 50 0 150 100 250 500 250 
RA=20, RB=10 150 0 250 100 150 0 750 0 
RA=10, RB=10 100 50 50 100 100 250 500 250  
RA=20, RB=20 150 0 0 150 150 0 750 0 

15 Runs - staTIc 

Fig. 6 Financial results for different profit margins and resources—static strategy 

will win every turn, since PA’s final bid will always be lower than PB’s (they are both 
competing with the same profit margin, and PA’s base cost is smaller). However, 
since RA is 10, then PA will only compete for the first 10 rounds, after which it is 
left depleted of resources, allowing PB to win the remaining 5 rounds. A similar case 
holder for the case where PA = 10%, PB = 50%, with PB winning the remaining 5 
rounds and making a larger profit than PA, since PB sold his 5 resources with a 50% 
profit margin each! It is interesting to assess that, as expected, PA will maximize its 
earnings if PB decides to have a high profit margin, although this strategy yields 0 
for PB in the cases of RA = 20 (this happens for all cases, except PA = 50%, PB = 
10%). It all comes down to PB knowing how many available resources PA has. If PA 
has limited resources, then PB should charge a 50% margin, otherwise PB should 
charge a 10% margin. 

The “drop and stay” strategy is depicted in Fig. 7. In this setting, the provider 
lowers its profit margin once it loses in one of the rounds. Once the provider drops 
its margin, it never raises it. Let us look at the case RA = RB = 10 and PA = PB = 
50%, for example. Here, PA will win the first round, and thus PB will drop its margin 
to 10%. Since PB dropped, PB will win round 2 and cause PA to drop its margin 
to 10%. The next 9 rounds are won by PA at 10% margin, until PA depletes all its 
available resources. Once PA is out of the bidding, PB wins the remaining 4 rounds 
also with a 10% margin. Looking at the overall results, we see that the best situation 
for both providers is when PA = PB = 50%. In this situation both providers cash in 
and it is clearly a Nash equilibrium. 

PA - 10% PB - 10% PA - 50% PB - 10% PA - 10% PB - 50% PA - 50% PB - 50% 
RA=10, RB=20 100 50 100 50 100 50 140 50 
RA=20, RB=10 150 0 140 10 150 0 180 10 
RA=10, RB=10 100 50 100 50 100 50 140 50 
RA=20, RB=20 150 0 140 10 150 0 180 10 

15 Runs - drop and stay when lose 

Fig. 7 Financial results for different profit margins and resources—“drop and stay” strategy
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PA - 10% PB - 10% PA - 50% PB - 10% PA - 10% PB - 50% PA - 50% PB - 50% 
RA=10, RB=20 80 70 70 80 80 70 120 70 
RA=20, RB=10 80 70 70 80 80 70 120 70 
RA=10, RB=10 80 70 70 80 80 70 120 70 
RA=20, RB=20 80 70 70 80 80 70 120 70 

15 Runs - drop when lose, raise when win 

Fig. 8 Financial results for different profit margins and resources—“drop and raise” strategy 

Finally, the “drop and raise” strategy is depicted in Fig. 8. Here, each provider 
lowers its profit margin to 10% when it lose a round and raises it to 50% when they 
win a round. For the two-player case, this means that from round 2 onwards, both 
players will bid with different profit margins: one with 10% and the other with 50%. 
This also means that each provider will alternate winning the round with the other, 
always at 10% from round 2 onwards. Of course, if the competing provider ran out 
of resources prematurely, then the surviving provider would be able to charge a 50% 
profit margin for all the remaining rounds. 

In Fig. 9 we have a summary of the profit margins yielding the highest returns 
for each strategy. We also have a column NE that states if the pair of the best profit 
margins is at Nash Equilibrium by itself or not. As expected, we see that the best profit 
margin for PA is always 50%, whereas it differs for PB, since PB cannot compete 
directly with PA using the same margins, due to its higher operating costs. 

To summarize, we can infer from the given example that the best bidding strategy 
depends on many factors, namely: 

(a) The competitor’s bidding strategy. 
(b) The operating cost of each participant. 
(c) The available resources of all participants and the broker’s needs. 

Note that, for simplicity, we assumed only one type of resource, but in a more 
realistic scenario we will typically have many of them. The broker’s valuation of the 
“excess” resources will also come into play, allowing for providers with “valuable” 
excess quality attributes to be able to bid a higher offer than its competitors, since 
their offered package is deemed more valuable. The two-step bidding process is also

StaTIc Dynamic- drop and stay Dynamic- drop and raise 
PA PB NE? PA PB NE? PA PB NE? 

RA=10, RB=20 50% 50% yes 50% 50% yes 50% 10% no 
RA=20, RB=10 50% 10% yes 50% 50% yes 50% 10% no 
RA=10, RB=10 50% 50% yes 50% 50% yes 50% 10% no 
RA=20, RB=20 50% 10% no 50% 50% yes 50% 10% no 

Fig. 9 Highest returns for the 3 strategies 
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another factor that will alter the strategy of all players: when the best current offer 
is made known, all competitors will have the chance to improve on their offer, and 
thus minimize differences between all bids. 

5 Conclusions 

This chapter addressed the use of an SDN-based broker to auction network resources 
to users, to allow both users and providers to make the most of the available network 
resources. Through an auction model, the network resources are attributed to compe-
tition between providers and users, allowing for the market of supply and demand 
to function accordingly. This is possible through a programmable SDN, in which all 
providers are interconnected, and that serves to procure the best deals for its users. 
This SDN will manage the negotiation process and handle all payments between 
users and providers. 

6 Future Work 

Future work will have us dig deeper into the different quality parameters of the 
network (most aren’t linearly additive nor continuous) and for the possibility of 
collusion between providers. Elaborate broker strategies to promote fairness and 
truthfulness must also be addressed, alongside Artificial Intelligence mechanisms 
(such as neural networks) that will allow the broker and providers to learn from past 
experiences. To promote security and anonymity, blockchain technology [26] can 
also be used during the bidding procedure. 

The interaction with 5G and post-5G networks will also be studied in the future, 
since 5G uses the concept of Network Slicing, which basically consists in using 
several network substrates, known as Virtual Networks, to share the same physical 
infrastructure. Using 5G nomenclature, the verticals/ slice owners (those who will 
pay for the services) will bid for slices from slice providers/ network brokers [38, 
39], in a context where the broker will have to negotiate several sub-slices (either 
from the same provider or multiple providers) in order to compose (or “stitch”) an 
end-to-end (full) slice carrying a 5G network service [40]. Hybrid strategies [41] 
can be also used for smoother deployment of new solutions, without disrupting the 
service supply and controlling the global cost of system changes. 
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Chapter 9 
The Future of Digital Marketing: How 
Would Artificial Intelligence Change 
the Directions? 

Khan Md. Raziuddin Taufique and Md. Mahiuddin Sabbir 

Abstract Technological advancements have made the most disruptive change in 
marketing and consumer behavior in the last few decades. The history of change 
suggests that technology has entirely transformed the media from cable TV to more 
personalized technologies. In particular, the Internet and other relevant information 
technologies and platforms such as social media, powerful search engine, big data, 
mobile apps, and augmented reality are redefining marketing theories and prac-
tices. These advancements, on the one hand, have enabled marketers to enhance 
customer relationship and engagement. On the other hand, customers are becoming 
more powerful than sellers in creating and controlling the information content. Arti-
ficial intelligence (AI), the use of computerized programs and machinery that exhibit 
human intelligence, is expected to have even much greater impact on marketing and 
customer behavior than social media and other recent advancements. Applying a 
desk research method, the primary purpose of this chapter is to highlight the present 
state of the application of AI in marketing with a focus on digital marketing. The 
chapter also aims to identify the future directions of digital marketing with AI as 
a potential major driver. The major hotspots identified for future research include 
future marketing jobs and relevant skills, change in consumer decision making, 
AI-driven social media marketing and new product development, enhanced recom-
mender engine, and augmented reality marketing. Practically, the findings will help 
marketers better prepare for designing marketing strategies for ever-emerging and 
more empowered digital consumers. 
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1 Introduction 

The accelerated emergence and extensive adoption of information and communica-
tion technologies (ICTs) and digital media are rapidly changing the way consumers 
buy products as well as the way marketers communicate, reach, and engage with 
customers. The proliferation of ICT capabilities and tools such as big data, artificial 
intelligence (AI), powerful analytics, GPS, and other emerging mobile and internet 
tools are reshaping business models. Among the recent advancements in ICTs, AI 
is gaining special attention in the marketing domain due to enhanced computing 
power with relatively low cost, emergence of big data, and the advancement of 
machine learning algorithms and models [1]. As a disruptive technology, AI is contin-
ually changing the way business is running across a diverse array of industries from 
public healthcare to retail settings. The rapid advancement of AI-driven technology 
signals that future marketing, specifically digital marketing strategies, will require 
integrating new models for the sales process, online retailing, customer service and 
relationship management, tracking customer behavior, and so on. 

Undoubtedly, marketing is a practical science that continuously integrates new 
approaches (e.g., digital marketing) to targeting, reaching, and analyzing customers. 
Digital marketing however could provide the best possible outcomes if it can system-
atically process the massive amount of data it is increasingly generating where AI has 
already proven its significance. AI has revolutionized the digital marketing spectrum 
by facilitating marketers in making data-based marketing decisions more quickly and 
precisely. For example, AI-enabled image-recognition technology enables firms to 
identify the most likely approach to developing and placing ads across multiple social 
media platforms (e.g., Facebook, Instragram), and thus, boost firms’ digital marketing 
strategies. Therefore, many companies are already using different AI-based services 
such as Amazon Lex, Google Assistant, and Microsoft Cognitive Services as part of 
digital marketing strategies. From marketing perspective, the adoption of AI-based 
platforms helps firms better interact with customers and other channels as well as 
enhance market forecasting and overall automation. The importance and relevance 
of AI in marketing, especially in digital marketing is already well recognized. For 
example, a recent survey of business leaders reports that sales and marketing is a 
priority area of AI’s application [2]. The report also suggests that 24% of US firms 
are already using AI for different business functions and 60% are expected to use by 
2022. The effect of AI on marketing activities is on the rise [3], and by 2025, it is 
estimated to have a $40 billion impact on marketing [4]. However, it is argued that 
the vast potentials of AI capabilities, including personalizing campaigns and predic-
tive models are minimally explored and implemented [5], while such capabilities are 
offering significant positive impact on firms’ growth. 

The importance, emergence, and future advancements of AI capabilities in 
marketing have already been well documented in recent marketing and ICT liter-
ature [6–8]. In order to advance the literature and relevant practices, the purpose 
of this chapter is to highlight the current state of digital marketing and its poten-
tial advancement with AI-driven capabilities. The chapter also aims to identify the
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hotspots for immediate future research in the areas of AI-driven digital capabilities 
and its potential impacts on advancing digital marketing strategies. 

2 Digital Marketing Today 

In its current and ever-advancing capabilities, digital marketing is used as an umbrella 
term that refers to the application of information and communication technologies 
to the entire marketing process for customer acquisition, retention and engagement, 
brand building, and customer relationship management [9, 10]. Precisely, digital 
marketing is “an adaptive, technology-enabled process by which firms collaborate 
with customers and partners to jointly create, communicate, deliver, and sustain value 
for all stakeholders” [9] (p. 23). 

The history of digital marketing suggests it first emerged in the 1990s, primarily 
as a channel of advertising to customers that was extended significantly with the 
emergence of mobile technologies and social media technologies during the 2000s 
and around 2010, respectively [11]. Today’s digital marketing offers various new 
ways to communicate, reach, sell, and engage customers. It does this very success-
fully with ever-changing new digital marketing tools. A list of currently used major 
digital marketing tools with a short description is presented in Table 1.

3 AI and Its Capability 

Like any other discipline or concept, there are many different definitions of AI, 
and perhaps no single one is universally accepted by practitioners. In computer 
science, “artificial intelligence (AI) refers to any human-like intelligence exhibited 
by a computer, robot, or other machine” [17]. A more general definition refers AI 
to “a computerized system that exhibits behavior that is commonly thought of as 
requiring intelligence” [18] (p. 16). 

One distinct feature of AI compared to previous generation information tech-
nology relates to AI’s capabilities to learn and update using data (e.g., text, audio, 
and video) as input [19] where AI performance is the output [20]. AI performance 
can be qualitatively described at three different levels [19]: (1) Mechanical intel-
ligence refers to the capability of performing standardized mechanical tasks that 
require limited extent of learning or adaptation (e.g., factory automation). In digital 
marketing, for example, machine learning (ML) can be used to micro-segment 
online retail customers based on their preferences for personalized recommenda-
tion [21]. (2) Thinking intelligence is the performance of making rational decision 
with systematic learning and adapting capabilities (e.g., autonomous cars). Using 
natural language processing chatbots, thinking AI can now handle very diversified 
customer information such as customer accents and other context-specific customer 
issues [1]. (3) Feeling intelligence refers to the capability of recognizing, mimicking,
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and responding to human emotions. In marketing, feeling AI (e.g., feeling analytics) 
can be used to develop strategic brand positioning statement as well as brand slogans 
to enhance brand association with customers’ feelings [1]. The last capability is still 
largely work in progress and AI has a long way to go with human emotions [22]. 

The significant amount of data produced today by machines and humans outstrips 
humans’ competency to captivate, organize, analyze, and deduce to make infer-
ences based on such data [23], where AI is offering the best possible solution with 
vast potentials yet to be unleashed [24]. AI outperforms the conventional statistical 
methods in the sense that AI can use both deductive and inductive reasoning while 
conventional statistical methods use deductive reasoning. Deductive reasoning is 
primarily based on the preceding knowledge about data and it makes rigid infer-
ences relating to the problem [25]. In contrast, with inductive reasoning, AI methods 
do not make any firm assumptions rather enable learning based on the available data 
[24]. 

With its persistent enhanced capabilities and applications, AI has gone from a 
buzzword to an essential business competence over the last decade. AI’s applica-
tion is penetrating nearly every industry with various new opportunities for busi-
nesses operating in the digital marketing domain. For instance, virtual assistant, 
such as online chatbots is transforming customer service into self-service [26]. Simi-
larly, AI applications are doing the job of a portfolio manager [27] as well and 
AI-enabled robots are substituting humans to greet customers once they enter any 
online or offline service platform [28]. Indeed, using both ML algorithms and natural 
language processing, online chatbots can better comprehend users’ requirements and 
provide feedbacks accordingly. Moreover, these activities are done at a faster rate 
than humans with lower costs. AI-infused predictive analytics and big data enable 
recommender engines to help customers in selecting the best products or services 
that match their preferences and stimulate buying decisions. AI-powered technology 
has made changes in the field of offline targeted marketing as well. Several firms are 
merging technologies such as geospatial software and facial recognition, for better 
profiling their customers which is followed by personalized promotion of products 
and/or services [29]. Supply chain firms are also increasingly interested in AI-driven 
solutions as it is estimated that from 2020 to 2024 almost 50% of such firms will 
make investments in AI and associated technologies [30]. In fact, ML algorithms with 
predicting optimal supplies are facilitating supply chain firms to be more efficient 
and effective by lessening or to some extent, abolishing overstocking. 

IT operations are also capitalizing on AI as some AI-associated anomaly detec-
tion applications can signal any ongoing hacking undertakings and malware attacks. 
Some AI technologies offer self-healing solutions to software and hardware failures. 
Another interesting application of AI is its use in maximizing safety protocols. For 
example, AI-driven applications allow managers to observe workers’ behavior in 
ascertaining their compliance with required safety procedures for goal achievement 
[31]. Managers therefore are immediately warranted about any undesirable behav-
iors, supporting essential resolutions to be made appropriately. Though some AI 
applications have raised some ethical and emotional concerns, their use in different 
sectors including business and marketing cannot be overlooked. For example, a
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general ethical concern is that human capabilities are now compared with machines 
rather than animals, questioning human superiority [32]. There are also other more 
specific ethical concerns such as increasing surveillance of AI on individual’s pres-
ence and activities in different digital platforms [33], raising the question of privacy 
and interruption. 

4 Applications of AI in Digital Marketing 

AI is rapidly changing today’s digital marketing platform. With powerful analysis 
of customers’ data as input, AI can now understand many customer needs or trends 
and make human-like decisions such as Amazon’s personalized recommendations. 
Essentially, AI is enabling marketers to save time and resources through making 
many marketing tasks automated digitally. Some major current applications of AI in 
digital marketing are briefly outlined below. 

4.1 Online Chatbots 

While online retailers are experiencing an unprecedented rise in sales, the dearth of 
real-time customer service together with imprecise product-related data presented 
on seller’s website is one of the major obstacles to online shopping [34]. The defi-
ciency of social communication and pleasing buying experience are putting off many 
customers from adopting online shopping. In satisfying customers’ need for hedonic 
and utilitarian facilities during online shopping, retailers can rely on online chatbots 
which in its augmented version now include anthropomorphic features. 

Chatbots are “any software application that engages in a dialog with a human 
using natural language” [35] (p. 813), which are the most common example of the 
application of AI in marketing. In particular, with AI-assisted technology, chatbots 
can “understand natural language and respond in natural language to a user request” 
[36] (p. 220). Chatbots are considered to be an impeccable demonstration of the 
advancement and application of customer-centric AI [37]. One study reports that 
the users’ acceptance rate of chatbots ranges from 41 to 57% across six different 
countries including the US, UK, Australia, France, Japan, and Germany, indicating 
a promising trend for marketers [38]. Chatbots can play an important social function 
as they are capable of communicating with customers by imitating human-to-human 
interaction. In addition, with AI-enabled technology, chatbots can scrutinize and 
influence customers’ behavior by receiving questions and answering them like a real 
person [39]. 

Chatbots can assist customers along the complete buying process, particularly 
from their first appearance on the website to the checkout stage [40–43]. Specifi-
cally, AI chatbots can provide support to customers at three different stages including
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pre-purchase, purchase, and post-purchase. Chatbots act as real-time shopping assis-
tants for customers in the virtual environment round the clock. Accordingly, AI 
chatbots generate augmented customer service by ensuring support beyond regular 
office hours. Amazon Alexa is an example. Unlike traditional one-to-one customer 
service, AI chatbots can deliver one-to-many customer service to multiple customers 
simultaneously in different time zones. AI chatbots also offer localized customer 
service by enabling customers to choose their preferred language. Currently used 
messenger applications (e.g., WhatsApp, Facebook Messenger) by different compa-
nies can produce better outputs in communicating with their customers if such appli-
cations are combined with AI chatbots. One such example could be the Starbucks 
Barista bot with Facebook Messenger. The bot allows customers to order coffee using 
either voice instruction or a messaging gateway. 

A recent study reports that the use of AI chatbots by online retailers in assisting 
customers with product recommendations and answering relevant queries gener-
ates higher level of positive customer responses [37]. In particular, interactions with 
virtual assistants resulted in greater level of customer satisfaction with incremental 
purchase and patronage intentions. Another encouraging finding in this regard is 
that AI-enabled anthropomorphized female chatbots demonstrated more significant 
results in stimulating positive customer responses compared to those of male chat-
bots. Interestingly, this finding remains consistent despite some errors occurring in 
the process. Indeed, female chatbots are more frequently excused in the event of any 
errors as opposed to male chatbots. 

4.2 AI-Assisted Customer Insights 

Understanding customer is the key to successful marketing. This requires real-time 
accurate insights from customers that help marketers customize the content for the 
targets. AI can track customer behavior on different digital marketing platforms 
and provide marketers with quality customer data for designing and customizing 
marketing campaigns and other relevant marketing strategies precisely for specific 
target markets. For example, AI-powered programs are providing marketers with data 
that exceeds conventional survey- or interview-based data to include vast amounts of 
unstructured customer data generated by mining customer preferences and associated 
data from social media, web, and mobile activity. Medallia is one such provider 
that develops customer experience software [44], allowing firms reshaping their 
decisions instantaneously and providing feedbacks to customers in real time. Crimson 
Hexagon’s AI-enabled user-insights platform is engaged by Samsung to study user-
generated discussions and related images in different digital marketing platforms 
(e.g., social media). This facilitates the company in gathering knowledge about how 
customers are interacting about their products which allows the company to modify 
their campaigns with the contents to which customers can best relate to [45]. 

Using image recognition algorithms, Pinterest provides its users with more 
tailored image content [46]. Moreover, with AI-optimized image mining technology,
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analysts are now able to generate insights that are supposed to be valuable in devel-
oping ads. For example, [47] applied a deep learning mechanism to explore how the 
different car images impact on their popularity. The authors gathered about 800,000 
car images of 17 brands, which were posted on different social media platforms. 
Drawing on relevant theories, they further determined three specific image design 
characteristics that affect popularity. This insight can guide digital marketers in incor-
porating the most appropriate image to digital banner ads. Besides, American scented 
candle manufacturer and retailer Yankee Candle effectively developed and launched 
new variety of scented candles using AI-driven text mining techniques. In so doing, 
they leveraged the information available online, specifically text data on diverse 
social media platforms, and then investigated the data to determine what specific 
scents customers link with particular seasons [46]. 

4.3 Product Recommenders 

Product recommenders are applications allowing firms to provide users (existing or 
new) with the best relevant product or service recommendations online in the process 
of leading them to act that generates value to both ends (firm and user). Nowa-
days, personalized product recommendations are done by AI through collecting and 
analyzing customer data of their past engagements with the brand. Amazon uses AI-
powered recommendation engines to effectively provide personalized suggestions. 
AI-enabled product recommendation is typically designed to facilitate customers’ 
buying decision by easily identifying products that match their tastes and prefer-
ences. AI-driven technologies also help customers through the checkout stage with 
recommendations that better reflect their personality and habits, making customers’ 
shopping journey more relaxed. 

Moreover, in many industries, customer acquisition and account management are 
still done by salespeople using telephone, email or other modes of communication. 
AI is predicted to assist salespeople via AI-enabled agents through monitoring tele-
conversations in real time [6]. The authors also indicate that AI agent might be able to 
provide real-time recommendations to the salesperson for approaching the customer 
by detecting customer’s tone. While such capabilities will supplement salesperson’s 
job, possible negative consequences might involve customers being uncomfortable 
with AI’s monitoring of conversation [6]. 

4.4 Augmented Retailing 

Augmented reality (AR) can be defined as an interactive experience of a natural envi-
ronment in which real-world objects are augmented by computer-produced informa-
tion, sometimes across different sensory properties such as haptic, visual, somatosen-
sory, olfactory, and auditory. AR is often termed as mixed reality (MR) as in both cases
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the real-world environment is augmented through technologies [48]. However, AR 
and virtual reality (VR) are different in a sense that AR changes a person’s contin-
uing perception of a natural environment, while VR entirely substitutes its user’s 
real-world environment with an artificial one. Furniture retailer IKEA’s “Place” app 
(helps customers in choosing best fitting furniture), paint specialist Dulux’s “Visu-
alizer” (helps customers in choosing suitable wall colors), Home Depot’s “Project 
Color” app (helps customers in choosing suitable paint colors in home), and Timber-
land’s virtual fitting room (helps customers in selecting best fitting garments) are 
some examples of AR application in the current business world. 

Application of augmented reality in marketing is termed as Augmented Reality 
Marketing (ARM) [49] that stimulates customers’ situated cognition where 
customers enthusiastically interact with a digitally-enhanced environment to regu-
late their decision making [50]. It is argued that ARM has the ability to allow 
customers “adjust” their thinking (e.g., by picturing a furniture into their drawing 
room), offering firms a certain level of influential advantage over customers’ decision 
making process [50, 51]. In this context, customers might be willing to purchase more 
and pay premium prices for products chosen through ARM [52]. The proliferation 
of augmented reality is so vigorous that the tech giants, such as Microsoft, Apple, 
Google, and Facebook are factually in a race in order to make AR omnipresent 
across different digital marketing platforms [49]. This is better reflected in their 
investments in AR which are predicted to touch $100 billion mark by 2024 [53]. 
Renowned academician Michael Porter thus asserted that “every company needs an 
AR strategy” [54] (p. 6). 

In fact, many online retailers including 1–800-Flowers.com and Amazon.com are 
already utilizing different advanced AI-driven tools to better understand customers’ 
behavior and provide more pleasant and customized customer experience. Augmented 
retail shopping experience can now be implemented by AI through enhancing the 
capability of augmented reality (AR). With the help of AI-enabled technology, shop-
pers can now “try” products (e.g., clothing, furniture in the room) before buying them, 
instead of just browsing product images with AR. This is already implemented by 
the UK-based TopShop for clothing and Swedish IKEA for furniture. These facilities 
strengthen consumers’ consumption experience and form strong brand identifications 
which further create a loyal customer base. 

As an early adapter of AR technology, IKEA launched IKEA Place App in 
September 2017 and has been enjoying a dominant first-mover advantage in terms 
of AR technology’s implementation in service provision since then [55]. With as 
much as 98% accuracy rate of scaling the selected products to dimension according 
to buyers’ kitchen, guest, or dining room’s sizes, this AI-driven technology offers 
some additional benefits in relation to firm’s existing marketing and customer service 
policy. For example, the app increasingly minimizes the existing multi-channel gap 
by coupling the virtual and real world at a smartphone’s touch. Second, it can reduce 
stress relating to in-store furniture shopping experience by allowing its users to pick 
out preferable items using AI-enabled fit experimentation with the digital duplica-
tions of furniture. Lastly, it can lessen product returns and the associated troubles.



168 K. Md. R. Taufique and Md. Mahiuddin Sabbir

More importantly, the app attempts to translate the practice of selecting a furni-
ture item digitally into a fairly enjoyable online engagement by customers, which is 
particularly crucial for formulating digital marketing strategies [56]. 

4.5 Market Segmentation 

One of the key strategic decisions in marketing involves segmentation, targeting, 
and positioning which is commonly known as STP strategies. Segmentation is to 
divide the customers into different segments where each segment is supposedly 
to have different needs and wants corresponding to their profiles. The very tradi-
tional bases of segmentation include geographic, demographic, psychographic, and 
behavioral segmentation. Recent studies [57–60] on these traditional segmentation 
variables have raised some challenges that AI can potentially solve [61]. Specif-
ically, AI has been proven to uncover the patterns of consumer behavior through 
powerful data mining that are difficult for human analysis. For example, data mining 
can segment the tourist markets based on the different meaning of destinations to 
different customers, which is proven to be better than the classic cluster analysis [62]. 
Similarly, AI-enabled personalized recommendations can be used to micro-segment 
retail customers based on their preferences for recommendations [21]. 

4.6 Market Targeting 

Market targeting is to select specific segment(s) on which the firm focuses its 
marketing actions and offers its products. In digital marketing domain, various 
technological tools and analytics are already in use for targeting customers. Some 
commonly used tools include search engines for targeting customers based on users’ 
keyword search and browsing history as well as social media platforms for targeting 
social media consumers based on users’ interests, content, and connections [63]. 
AI-enabled recommendation engine is another powerful tool that can recommend 
target markets as well as predictive modeling that can be used to determine specific 
segment(s) to target [1]. 

4.7 Marketing Mix Decisions 

Marketing mix decisions involve strategies for fundamental elements of marketing 
programs including product, price, place, and promotion. Three alternative forms 
(i.e., mechanical, thinking, and feeling) of AI are already used in different capac-
ities with more future potentials for some aspects of marketing mix elements [1]. 
For example, online chatbots as a Mechanical AI is successfully implemented for



9 The Future of Digital Marketing: How Would Artificial Intelligence … 169

different routine service designs. Mechanical AI is also widely used as payment 
gateway for digital marketing such as Apple Pay, Amazon Payment, Google Pay, 
PayPal, etc. UPS and Amazon Prime Air’s drone delivery systems are other exam-
ples of Mechanical AI’s application in distribution/forward logistics of marketing 
mix decisions. 

Thinking AI can be used for personalized product and branding decision through 
big data analytics on consumer trends and preferences [21]. Nestle used Nespresso 
machines and coffee pods in order to maintain direct brand relationship with their 
customers and observe their preferences. This therefore led Nestle to curate the idea of 
developing one of their bestselling coffee flavors as well as providing a variety bundle 
offers customized to match specific customer preferences [64]. Another example is 
Coca-Cola’s freestyle vending machines which in due course led the company to 
launch its Cherry Sprite drink that was produced based on the data on customers 
mixing flavors of their choice on the freestyle vending machines [65]. Some aspects 
of retailing as part of place decision can be implemented using Thinking AI. Amazon 
Go is an example of retailing where AI is used as a facial recognition technology 
that identifies and remembers each shopper. Interactive nature of digital marketing 
facilitates Feeling AI to track real-time customer sentiment responses (e.g., like, 
dislike) to promotional messages. Sky suggests programs to viewers based on their 
mood and Kia identified social media influencers for one of its Super Bowl campaign 
in 2016 using machine learning technology. More applications of Feeling AI include 
the use of “Affectiva” that senses customer’s feeling and customizes advertisement 
messages accordingly [1]. 

4.8 Enhanced e-Mail Marketing 

Email marketing refers to sending persuasive messages to customers in large quan-
tities that contain information about any specific product. If executed properly, such 
messages create a decent connection with customers’ feeling leaving them with 
trust and positive attitudes toward the advertised brand. Now, AI is capable of more 
personalizing email marketing campaigns based on user preferences and behaviors. 
The power of machine learning can more precisely determine the most appropriate 
time and frequency to send emails to the targets. AI is also capable of suggesting the 
most suitable content and subjects of email that are likely to generate more clicks. 
Some AI-enabled e-mail marketing tools such as Boomtrain, Persado, and Phrasee 
have already been proven to be more powerful than human in generating clicks [66]. 

4.9 Digital Advertising 

Digital advertising refers to “a message of persuasion (regarding products, services, 
and ideas) that interacts with consumers through digital media” [67] (p. 4). Such
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digital media includes internet, smartphones, in-game advertising, AI speakers, 
smart TV, digital signage, VR/AR platforms, and over-the-top services. The often-
used digital advertising platforms include Google, Instagram, and Facebook which 
examine users’ demographic information (e.g., age gender, location) to generate 
the best possible results by delivering consumers with the most relevant advertising 
content. Adding to that, many tasks of digital advertising are now performed by AI. 
One of the most powerful and widely used digital advertising platforms is Google 
AdWords which already implements an AI-enabled auction system enabling adver-
tisers to pay based on cost per conversion. AI-enabled technology helps marketers 
track current market trends and predict future trends. Marketers can then better allo-
cate their funds to target the right customers with right platforms and contents, 
allowing them to minimize advertising waste. With the help of AI-enabled image-
recognition technology, for example, Coca-Cola tracks when pictures of its products, 
or those of its competing brands, are uploaded online, and then uses algorithms to 
find out the best alternative approach to develop and position their advertisements. 
One study suggests that this type of advertising is likely to have a four times greater 
probability of being clicked on compared to other means of targeted advertising used 
by the company [68]. 

Current AI applications also include AI-enabled interactive advertisement place-
ments [69] and displaying video ads in relation to the content just viewed by the 
users [70]. For example, on Black Friday 2018, LEGO used AI-enabled interactive 
ads where the company empowered the AI system with the information of a vast 
array of its products [69]. This enabled the system with ads customized specific to 
customers’ interests and needs, allowing the brand to ensure persuasive, one-on-one 
communications with customers along their entire journey to purchase. Back in 2016, 
20th Century Fox teamed up with IBM Watson to develop the first-ever AI-powered 
promo for its movie Morgan [24]. Studying hundreds of past thriller and horror 
promos, IBM Watson suggested what specific thrilling moments to be included in the 
promo for the movie Morgan to make the promo more suspenseful. In 2015, the NBA 
collaborated with WSC Sports to deliver its audiences with region-specific highlight 
clips through NBA websites. Specifically, with AI-powered technology, they created 
highlight clips for each player in a particular game and delivered custom-made clips 
to its global viewers. For example, an Australian viewer would be exposed to high-
light clips of Australian-born NBA stars [71]. These examples clearly signal the 
promising dominance of AI-enabled technologies in digital advertising. 

4.10 AI-Enabled Website Builders 

AI-enabled website builders can be used to design website based on customers’ data 
on how they interact with the shopping site. The AI algorithm makes the decisions 
entirely based on the user data where the algorithm has access to number of website
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content, designs, layouts, and navigation options. The AI then selects the most suit-
able combinations to create a unique website for the user. Examples of providing 
such services include Grid, Squarespace, Weebly, and Wix. 

4.11 New Online Retailing Model 

Online retailing is a process enabling customers to explore, compare, and select, 
negotiate prices, and eventually buy products from any location using internet-based 
applications. The current progression of online retailing is greater than ever, allowing 
marketers to devise the best competitive retailing models to reach and retain the 
targets. Now more firms are entirely shifting to or complementing their traditional 
retailing with online retailing thanks to incremental internet access and rise of online 
shopping from the customer’s perspective. Amazon, eBay, Rakuten, and Walmart 
are among the most recognized current online retailers. 

The core tenet of marketing is to shape customer needs and wants. That is, the 
job of a marketer is not just following the information a customer is providing rather 
analyzing customers’ mind to discover needs that have not been surfaced yet. This 
subsequently helps marketers match their products or services to customer prefer-
ences. Aligning with this concept, AI may enable retailers to transform the current 
online retailing of “shopping-then-shipping” model into “shipping-then-shopping” 
model [72, 73]. In shopping-then-shipping model, customers first order the product 
and then retailers make the shipment, whereas shipping-then-shopping model works 
in other way around. In the second retailing model, AI might enable retailers to predict 
customers’ preferences instead of waiting for customers to order the product. More 
specifically, AI will help retailers to identify customers’ preferences (with certain 
level of accuracy) and accordingly, retailers will ship items to customers without 
a formal order from customers, providing customers the option to return the items 
that they do not want [72, 73]. Some businesses have already initiated such retailing 
models in the USA (e.g. Birchbox, Stitch Fix). 

4.12 Analyzing Online Customer Engagement Behavior Data 

Customer engagement is a psychological event involving customer’s cognitive, 
emotional, and behavioral properties that is induced by shared, co-creative customer 
experiences with a focal agent and/or object (e.g., brand) in a specific service relation-
ship [74]. Simply put, customer engagement is the continual communication between 
the firm and its customer, mostly initiated by the firm, and chosen by the customer. 
Observing customer engagement behavior signifies remarkable significance for the 
company as it can exert favorable and unfavorable impacts on the company [75]. 
More precisely, customer engagement is supposed to produce preferred outcomes 
for the firm [76]. With technological advancement, online customer engagement
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behavior has been accelerated significantly. For example, customers can now easily 
engage with the brand and the firm through its presence on Facebook and other social 
media platforms, leaving firms with ample opportunity to gather much more data on 
what customers think, share, and talk about their products and services. 

Firms can now depend on machine learning and AI to investigate and generate 
insights from big data relating to customers’ online engagement behavior [77], where 
Machine learning is a subfield of AI that enables machines to learn from historical 
data to make predictions and some decisions. AI-enabled information processing 
systems [94] can use three methods to process customer data [78]. First, content-
based data processing system uses customers’ metadata (e.g., likes, dislikes) and real-
time data (e.g., keywords used while searching on Google). Second, collaborative 
recommendations compare different customers by analyzing customers’ ratings or 
their past purchase records. Lastly, hybrid recommendations combine the essentials 
of the previous two systems. Moreover, it is now possible through AI to classify 
customers’ messaging to determine which employees in the organization should 
respond to which messages [79]. 

In terms of firms’ response to customer feedback, AI can determine whether it 
should be manual or automatic [79]. In e-commerce, favorable product feedback 
usually does not need immediate reaction to the customer, while negative feedback 
requires prompt response by firm with tailored answer and further probing. As such, 
the company’s response can be made absolutely automated when the customer feed-
back is positive. In contrast, if AI senses any sort of unusual behavior or unfavorable 
feedback in the case of online customer engagement behavior, it can instantaneously 
alert the company to make necessary reconciliations and act accordingly. Prediction 
and sensing of this kind is considerably impossible for humans. 

4.13 Enhancing Online Pricing Strategies 

Pricing has always been an important marketing tool for the firms. With different 
pricing approaches including fixed pricing, dynamic pricing, seasonal pricing, and 
geographical pricing, firms persistently strive to gain competitive advantage. The 
rise of digital marketing and the optimization of AI-powered technology have accel-
erated this endeavor further than before. AI-driven technologies allow firms to deter-
mine consumer price sensitivity, estimate pricing errors, and track related purchasing 
trends. This enables firms to formulate the best competitive pricing strategy which 
they can apply to nudge customers at the stage of final purchase decision [80]. 

Amazon, for example, collects customer data at various customer touchpoints, 
including pre-purchase (situations when customers view or search for products, 
read product reviews, or navigate retailers’ page), purchase (includes tracking past 
purchase records and shopping cart lists), and post-purchase (includes analyzing 
product returns and post-purchase service requirements). AI-enabled technology 
then lets Amazon analyze those customer data to comprehend what these partic-
ular customer segments are searching for and the prices they are more likely to pay
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[81]. AI and big data are also crucial in the hotel context as AI enables hotels to offer 
dynamic pricing as well as geographical pricing for customers around the globe. This 
can more precisely address the under-occupancy concerns of the hotels by altering 
pricing to stabilize supply and demand [82]. 

4.14 Emotional Support to Customers 

Emotional support to customers may involve helping customers in picking the right 
products for themselves, carefully handling their pre- and post-purchase complaints 
about products or services, which are crucial for building long-term and trustworthy 
relationships with customers. Though AI’s capabilities in recognizing and responding 
to human emotions are still being challenged, it aims to provide some emotional 
support to customers in different ways in various digital marketing platforms. For 
example, AI-enabled technology can detect customer sentiment and accordingly 
suggest alternatives. AI can also provide emotional support to digital customers 
by asking relevant questions as well as adjusting customers’ linguistic syntax [6]. 
Marketing is now more analytics- and data-driven than ever before where AI plays the 
driving role. More and more firms are realizing this reality, integrating AI in different 
marketing strategies, and planning to enhance AI-enabled marketing models. 

5 Research Opportunities in AI-Driven Digital Marketing 

5.1 Future Marketing Jobs and Skills 

It is predicted by scholars and practitioners that the advancement of AI will create 
many job displacements [22]. Some marketing jobs have already been identified 
to be replaced by AI such as telemarketing, market research analysts, and retail 
salespeople. However, much research attention is needed to pinpoint the types of 
marketing jobs to be vulnerable due to the advancement of AI and types of marketing 
jobs that are safe or relatively safe. Advancement of AI will also create opportunities 
for jobs that will require new skills. As such, future research should look into the 
skills that marketing jobs will demand in AI-driven marketplace. 

5.2 Change in Consumer Decision Making 

As AI is performing part of human job, it would make decisions including consumer 
decision [22], which is already partly in existence [83]. This is very critical for 
marketers, because this may call for significant redesigning of marketing strategies.
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Hence, future research should investigate how AI is changing consumer behavior 
and what decisions AI might take on behalf of consumers. We also need to know 
how much consumers are likely to be comfortable to allow AI to make consumer 
decision. 

5.3 AI-Driven Social Media Marketing 

While social media is increasingly making its strong hold in digital marketing, 
researchers predict that AI will liberate the power of social media data and enhance 
the customer digital journey experience [7]. In fact, social media marketing can be 
enhanced by AI-driven strategies by using widespread user-generated data available 
on social media. However, the use of AI in social media platforms has raised ethical 
concerns, causing consumer distrust [7]. This requires future research to focus on 
better understanding consumer perception of AI intervention in social media envi-
ronment, especially in accessing user data. From marketing decision perspective, 
future research should investigate more on the quality and reliability of widespread 
and vast amount of social media data as inputs for marketing strategies [7]. 

5.4 Privacy and Data Security 

Users are becoming more and more concerned about their privacy and data security 
on social media platform. This is more so after public outcry due to Facebook’s 
unauthorized licensing of millions of user accounts to Cambridge Analytica which 
was a British political consulting firm. Similar concern has also been documented in 
a recent empirical study [84] suggesting that the acceptance of chatbots, specifically 
the usage frequency is negatively influenced by the users’ privacy concerns. Thus, 
this opens up ample opportunities to do further research on how AI can be used 
to access users’ data for marketing purposes while maintaining users’ privacy and 
security. Some scholars specifically highlighted the need for research on how privacy 
and data security might affect marketing’s use of AI-driven data collection [1] and 
how AI governance may facilitate companies to retrieve privacy in social media 
[7]. This is even more important in the context of AI-driven marketing strategies 
that require lot of customer data for personalizing different market offerings. Future 
research should investigate on how AI-driven customer personal data can be used 
for personalizing marketing programs by limiting the loss of privacy.
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5.5 AI-Driven New Product Development 

Considering its rapid advancement in capabilities, AI is to some extent capable of 
recommending new product development. However, the question is whether such 
products might be able to meet customers’ needs and wants. This is another potential 
avenue for further research on AI’s capabilities on new product suggestions and 
matching such product ideas to customer needs and wants. [1] suggest that AI’s 
capabilities to detect the patterns and regularities in data can be used to discover 
consumers’ implicit needs and wants and to match products at different life cycle 
stages, which necessitates further research. 

5.6 Enhanced Recommender Engine (RE) 

RE is an AI-enabled system that is used in different virtual platforms such as email, 
social media, and online shopping sites to recommend relevant content/items to 
users. While RE is already used by firms (e.g. Amazon Recommender Engine) to 
recommend products to customers based on their preferences, future research should 
focus on AI-powered data analytics tools that can be leveraged for more powerful 
predictive analysis of customer future needs and wants or preferences. 

5.7 AI-Driven Brand Positioning 

As a vital element of STP strategies, positioning is to place the brand in the mind of 
the customers distinctively from the competitors. In other words, positioning is to 
feel the customer and speak to the customers in their language. While mechanical AI 
can be used for segmentation and targeting, positioning requires the use of feeling 
AI (e.g. feeling analytics) that can sense the behavior and potentially the emotion 
of the customers. Such feeling AI will then be able to recommend some compelling 
positioning themes or slogans by understanding what echoes with target market’s 
feelings [1]. This is an interesting future research area in AI-driven digital marketing 
domain which is still sparse [1]. 

5.8 Better Comprehension of Augmented Reality Marketing 
(ARM) 

It is argued that though ARM is engaged across various stages of customers’ buying 
process [85, 86] or exploring its impact on brand attitudes [87], extensive implemen-
tation of ARM remains ambiguous [88, 89]. Such ambiguity is mostly hinged on
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scant conceptualization of ARM and lack of comprehensive discussion on ARM’s 
distinctiveness in relation to traditional marketing tactics. Indeed, many companies 
are gradually downsizing their investment in AR, considering they lack adequate 
knowledge and competencies to target and involve their customers seamlessly using 
AR [90]. Specifically, some marketers find it challenging to make AR as a common-
place technology with augmented user experience through most relevant content 
offerings [49]. Within the broad scope of future digital marketing opportunities, this 
therefore necessitates further study to understand how to create and deliver superior 
user experience through ARM that will be valued by customers in a manner that is 
unique to conventional marketing tactics. 

5.9 Tracking Consumer Five Senses 

The capabilities of AI in guiding online businesses are already well documented 
[91]. Digital consumers spend significant amount of time online for various 
purposes including shopping, sharing, browsing, entertainment, and other activi-
ties. In response, AI capabilities are already used by marketers to better track and 
understand consumer insights. To advance the capabilities and applications, future 
research should specifically focus on how consumers’ five senses (sight, hearing, 
taste, smell, and touch) can be more accurately tracked in order for marketers to 
customize market offerings and enhance customer-brand association based on more 
precise customer insights. 

5.10 Integrating Psychological Theories to Sentiment Mining 

Various psychological theories applied in marketing and consumer behavior, espe-
cially relevant to cognitive and affective components need to be more integrated 
with AI capabilities in understanding and segmenting customers. One promising 
area where psychological theories require more integration is sentiment mining which 
refers to “the use of natural language processing and computational linguistics to find 
and extract subjective information from text data” [92] (p. 31). Essentially, sentiment 
mining identifies the emotional tone by analyzing the texts that involve the use of 
data mining, machine learning, and AI. Future research should especially focus on 
how sentiment mining can be used to precisely classify sentiments by integrating 
relevant psychological theories in marketing. 

Figure 1 presents a snapshot of different AI branches, their relevant applications 
in digital marketing, and future research opportunities to enhance AI-enabled digital 
marketing strategies.
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6 Conclusion 

The rapidity of the advancement of digital marketing platforms does not need to 
be overstated. Some advancement occurs too fast to be predicted. Yet, in order for 
businesses to leverage on the best of digital advancement, it is important to know the 
current state of advancement relevant to business functions. It is also critical to predict 
future advancement in order for businesses to be prepared to adopt and capitalize on 
the advancement. In line with the aims of this chapter, it outlines the present state 
of digital marketing with the major ICT tools currently being used including search 
engine marketing, social media marketing, content marketing, affiliate marketing, 
chatbot marketing, and other tools. The chapter also highlights the AI and its capa-
bilities in enhancing digital marketing performance in different marketing functions 
such as product recommender, augmented retailing, enhanced e-mail marketing, 
AI-enabled website builders, and emotional support to customers. 

With its rapidly changing and improved capabilities, AI is predicted to offer 
a lot more to advance future digital marketing efforts. This requires marketers to 
be prepared for such changes and advancement which calls for extensive research. 
Accordingly, the chapter identifies ten different critical areas where research attention 
is called for leveraging AI capabilities in advancing future digital marketing strate-
gies. While these ten areas are not inclusive, in line with many other researchers cited 
in this paper, the authors believe that these research areas should be given priority at 
this point in time to take the best that AI has to offer for future of digital marketing. 

Glossary 

Machine learning involves letting computer programs or applications to think or 
act automatically without much human interferences. Machine learning is a subset 
of artificial intelligence. 

Deep learning emulates the human brain in generating specific types of information 
by analyzing data and producing patterns to make decisions. Deep learning is a 
subset of machine learning. 

Natural language processing divides human languages in different parts and 
analyze sentence structure and words’ meaning to better comprehend the written 
or spoken languages. 

Big data is a gathering of data that is large in volume, persistently fast in growing, 
and widely diverse in types, generating unprecedented insights about customers. 

Predictive analytics or predictive modelling includes a wide range of statistical 
techniques such as machine learning and data mining that examine available facts 
to make forecasts about the future. 

Data mining is a practice of extracting and analyzing the large datasets to produce 
new insights.
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Chapter 10 
Business Process Reengineering in Public 
Sector: A Case Study of World Book Fair 

M. A. Sikandar, M. Razaulla Khan, and Anita Sikandar 

Abstract This chapter examines the World Book Fair (WBF) organised in New 
Delhi by the National Book Trust (NBT), India, a public sector entity. The World 
Book Fair was initially set up as a biennial event but was changed into an annual 
event from 2012 onwards in an announcement by the Cabinet Minister concerned. 
The case takes through the challenges that the then NBT Director and his team faced 
in making this change and outlines how they tackled these challenges. The case study 
aims to take through an example of how to bring about changes in the functioning 
of the public sector, with its inherent constraints in terms of resources, bureaucratic 
inertia, lack of coordination and competing interests. This case study broadly sets 
to examine the significant presence of the public sector across the world and its 
dominance in some parts of the world. 

Keywords Business process reengineering · Business strategy · Change 
management · Organisational change · International book fair · Public sector 

1 Background 

The top management of the National Book Trust (NBT), India, an autonomous organ-
isation, under the then Ministry of Human Resource Development (MHRD), Govt. of 
India was tense after attending the inaugural function of the World Book Fair (WBF)

M. A. Sikandar (B) · M. R. Khan 
School of Commerce & Business Management, Maulana Azad National Urdu University, 
Hyderabad, India 
e-mail: masikandar@manuu.edu.in 

M. R. Khan 
e-mail: razakhan@manuu.edu.in 

A. Sikandar 
Shyamlal College, University of Delhi, Delhi, India 
e-mail: anitasikandar@shyamlal.du.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Kautish et al. (eds.), Computational Intelligence for Modern Business Systems, 
Disruptive Technologies and Digital Transformations for Society 5.0, 
https://doi.org/10.1007/978-981-99-5354-7_10 

185

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5354-7_10&domain=pdf
mailto:masikandar@manuu.edu.in
mailto:razakhan@manuu.edu.in
mailto:anitasikandar@shyamlal.du.ac.in
https://doi.org/10.1007/978-981-99-5354-7_10


186 M. A. Sikandar et al.

2012, a biannual edition held on February 25, 2012, at India Trade Promotion Orga-
nization (ITPO), New Delhi (India). The reason behind such tension was that the 
Cabinet Minister, HRD, announced that the WBF would be an annual event from the 
following year in his inaugural address. There was a mixed reaction among the audi-
ence present in the inaugural session of the event. The audience included diplomats, 
ambassadors, publishers, booksellers, eminent writers, academics, school children, 
senior government officials, members of literary societies, and officials of ITPO. 

1.1 National Book Trust, India 

The National Book Trust, India is an apex body established by the Government of 
India in 1957 to promote books and develop a reading culture in the country. The 
NBT books are subsidised and priced at affordable rates to reach the masses. It 
organises Book Fairs/ Exhibitions throughout the country, including the prestigious 
World Book Fair at New Delhi in India. It receives over US$ 1 million as a grant-in-
aid per annum from the government of India for its book promotional activities. NBT 
is a leading multifaceted institution engaged in promoting, publishing, production, 
marketing books, book exhibition, providing grant-in-aid, etc. NBT also represents 
India in several International Book Fairs and regularly participates in prominent 
international book fairs worldwide. NBT being a government agency, must work as 
per the Government regulations and control. The government funds 60% of expenses 
to meet staff salaries, and the remaining 40% is meted out from revenues accrued 
from the sale of books. The uniqueness of the NBT is that it functions as a government 
department. At the same time, it is expected to operate as a corporate entity because 
of its publishing business. At times NBT had to compete with many private English 
and vernacular publishers in the market. The Government of India provides special 
funds to NBT for organising the WBF each financial year. 

The Director is the executive head of the NBT. He is responsible for the entire 
functioning of the organisation, and he was to function under the general guidance 
of an Honorary Chairperson appointed by the government. Both the Chairman and 
Director were responsible to the Board of Directors, nominated by the government. 
The director was assisted by Divisional heads of Administration, Finance, Editorial, 
Production, Exhibition, Art, and Sales & Marketing (refer to the Organization chart of 
NBT at Exhibit-1 (Fig. 1)). The government appointed the current Director in 2011, 
overlooking candidates from the bureaucracy. He had spent a decade managing a 
public university and had firsthand experience of organising the WBF in Feb 2012. 
He was perplexed by the sudden announcement by the Minister, which means he has 
to undertake the tedious exercise of organising the WBF every year in addition to 
the core functioning of publishing and marketing of NBT publications with limited 
resources.
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Fig. 1 Organization chart of NBT at Exhibit. Source [17] Annual Reports of National Book Trust, 
India. https://www.nbtindia.gov.in/ (Exhibit-1) 

1.2 Publishing Industry 

Publishing is one of the creative industries well-acknowledged globally. It is known 
for creativity and brings together people to share their intellectual capabilities. 
Publishers have been playing a pivotal role in disseminating the ideas of writers 
to reach the readers. ‘Book publishing is the commercial activity of putting books in 
the public domain’ (Feather 2006). It is also an economic activity for creative people 
and provides for expanding their horizons. ‘Publishers are more than just intermedi-
aries between authors and readers. They commission manuscripts and finance their 
production, marketing, promotion, and sales. In the process, they confer authority 
and add value to authors’ works’ [1]. Publishing companies are ‘content-acquiring 
and risk-taking organisations oriented towards the production of a particular kind of 
cultural commodity’ [2]. Books publishing attracts authors who want to communicate 
and seek recognition of their ideas among the readers. 

The publishing industry in India is one of the fastest-growing industries. Neilson 
BookScan statistics, India is the third-largest in English language publication ranking, 
next to the U.S. and U.K. India is also the 6th largest publishing industry in the world. 
India produces over 21 million books annually [3]. The past decade has witnessed 
a booming expansion of the book industry in India, facilitated by the growth of 
publishing houses, booksellers, and distributors. The development of higher educa-
tion in India was one of the reasons for the growth of the publishing industry in India. 
According to an estimate, the demand for books in India (book retail) grew 15% per 
annum. The Indian publishing industry is dominated by academic and children’s

https://www.nbtindia.gov.in/
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books, accounting for 40 and 30% of the total market share. The English language 
books account for about 20% of the total sales volume, whereas the Hindi language 
books constitute about 25% of the market share in India. The growth in the publishing 
industry contributed to increasing participation in the book fairs by them to market 
their books more professionally and networking opportunities. 

1.3 Book Fairs 

The book fairs came into existence soon after the world war when Leipzig in 1946 
and Frankfurt in 1949 re-established an annual event that originated in the twelfth 
and thirteenth centuries [4, 5], Citing [6, 7] on the seminal discussions on ‘tourna-
ments of value’ in the international book fairs, observed that ‘the criteria that he lays 
out regarding such tournaments’ spatial and temporal removal from the routine of 
everyday economic life, the status contests engaged in by participants and the rele-
vance of their outcomes for ordinary every day among them, are all relevant for book 
fairs’. International Book fairs ‘bring together all members of the supply and value 
chains in the publishing industry, and provide a unique occasion for them to interact 
face-to-face’. Further, such book fairs have provided visible events and structures to 
publishing, putting together the economic, human, symbolic and intellectual capacity 
of writers, etc. [7]. 

The international publishers’ Association (IPA) carried out a customer satisfaction 
survey to assess the facilities available in the venues of the 55 different international 
book fairs across the world in 2014. Responses were taken from the trade and general 
visitors to these book fairs. Several factors have been included in the survey form 
on the facilities, location, layout plan, digital or I.T. services, availability of hotel 
or leisure services, media promotion, and overall attendance and perception on a 
five-point Likert scale. The survey indicated that 69% of the participants rated the 
book fairs either very good or good. The survey also suggested that the publishing 
business was slowly shifting to online, but attending book fairs was highly valued 
by publishers worldwide to understand the new trends and network and purchase 
copyrights [8]. Exhibit 4 (Table 3) shows the total number of copies of books sold 
and sales revenue, 2018 of the top 10 countries globally. India is one of these ten 
countries where the demand for books is high [3]. 

The growing urban middle class and their hunger for books are reasons for the 
ever-increasing demand for book events like WBF in India. There are three prominent 
book events in India viz. NBT organises the World Book Fair in New Delhi with 
the generous fund provided by the government. There are other regional level book 
Fairs—Kolkata Book Fair, Chennai Book Fair, and many small book fairs organised 
by either publisher’s associations or through private initiatives across India. Some of 
them receive funding from the NBT as per the government scheme.
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1.4 The World Book Fair (WBF) 

The World Book Fair (WBF), which was started in 1972, is considered one of the 
largest International Book Fairs, and the venue for the WBF has been provided by 
the ITPO, a Government agency since 1974 on a rental (license fee) basis. ITPO 
did not give any preferential treatment to NBT till 2012 for booking halls, and it 
was required to deposit around 25% of the license fee in advance for every booking 
towards the rental of Exhibition Halls. The inaugural event is usually a spectacular 
one, sometimes presided over by the Head of the State or the Union Education 
Minister. The WBF spread about 40 to 45 thousand Sqr. Meters over 2000 stalls with 
nearly 1300 exhibitors, including foreign exhibitors. Exhibit-2 (Table 1) shows  the  
number of participants, stalls/stands, cost of the stalls, area of the WBF from 2010 
to 2017. Exhibit-4 (Table 3) shows the steady increase in footfalls to the Fair each 
year since 2012. Each edition of WBF is usually a nine-day affair, including two 
Saturdays & two Sundays and organised in February or March. 

The WBF has been managed by an in-house team consisting of editorial, 
publishing, design, marketing, and administrative sections of the NBT. The team 
was involved in all stages of the event, right from choosing the dates in consulta-
tion with publishers’ associations, planning the event, preparing the drawings for the 
bookstalls, booking and organising draw of lots of bookstalls/stands, promoting the 
event in different parts of the country, inviting tenders for setting up of pavilions, 
finalising the themes, designing the pavilions, preparation of advertisement materials, 
organising literary events, bringing out souvenirs, mobilising visitors, and attending 
Very Important Persons (VIPs). ITPO charged a heavy amount as hall charges from 
NBT for the event.

Table 1 Total number of copies of books sold and sales revenue, 2018 (Exhibit-2) 

Country Total number of books sold 
(million) 

Distribution Total sales revenue (in USD 
million) 

Australia 61.2 22.3 44.3 

Brazil 44.4 26.6 23.3 

India 21.0 19.7 20.1 

Ireland 11.8 26.0 37.9 

Italy 85.6 34.3 29.4 

Mexico* 8.4 16.5 17.1 

New Zealand 6.2 21.0 43.6 

South Africa 9.2 19.8 36.7 

Spain 64 26.3 42.4 

United Kingdom 190.9 26.8 33.2 

Source [3] Neilson Book Scan, September 2019 
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1.5 India Trade Promotion Organization (ITPO) 

ITPO is a public sector company under the administrative control of the Ministry 
of Commerce, Govt. of India. It provides services to promote Indian exports by 
organising trade fairs, buyer–seller meets and giving information on produce and 
market. As a part of its mandate, it has been maintaining substantial exhibition 
grounds—a landmark in Delhi, for more than five decades. As per the booking 
policy of ITPO, the venue is open for booking well in advance, sometimes even 
before two years and was hosting some famous events like Auto Expo, Defense 
Expo, Trade Fair, and other Business-to-Business (B2B) events every year. ITPO is 
also the organiser of the ‘Delhi Book Fair (DBF)’ on the annual mode in association 
with the Federation of Indian Publishers’ Association (FIP) in the peak summer 
month (Sept/October) every year. FIP used to receive funding from NBT through 
a scheme introduced by the government, and the funds were used to subsidise the 
bookstalls for their members. 

2 The Dilemma of Converting the WBF from Biennial 
to Annual Mode 

The immediate challenge before the NBT administration was the lack of financial 
resources. Due to prevailing sluggish economic conditions, the Ministry of Education 
officials expressed their inability to provide additional funds for the Fair. The dilemma 
of the NBT administration was: 

(a) whether to continue with the biennial Fair with status quo citing financial 
constraints to the Minister concerned or 

(b) switching over to annual mode by taking a risk with several cost-cutting 
measures and optimum utilisation of resources. 

However, to honor the public announcement made by the Minister, the NBT Board 
asked its Director to explore various options to organise the Fair within the financial 
outlay allocated for the activity. The Director was in a fix to take multiple cost-
cutting measures to organise the event with half of the financial resources compared 
to previous editions of the biennial Fairs. The NBT Board also disagreed with the 
proposal of the Director to engage a few event management specialists and profes-
sionals to manage the world book fair event citing a shortage of funds from the 
government.
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2.1 The Predicament of the Director 

The Director had left with no option but to look for a managerial team to deliver 
their best to meet the new challenge of organising the event professionally. The 
predicament of the Director was: 

(a) whether to continue the Fair with the present venue at ITPO by paying high 
organising costs or 

(b) moving the Fair to the Expo grounds at the sub-city considering the budgetary 
constraints enforced by the government. 

2.2 Consultative Process 

As a first step, the Director took an open brainstorming session for idea generation. He 
shared the board’s views to support the Minister’s decision and sought their valuable 
input to chalk out a plan to manage the event effectively. The kneejerk reaction of 
the staff was not very optimistic about the decision. Some felt that organising the 
World Book Fair was one of the many activities undertaken by NBT, and making the 
event annual would derail its core publishing activities. However, the Director started 
convincing them that it was an opportunity for the NBT officials to demonstrate 
the capability and expertise of NBT in delivering this challenging task. After that, 
suggestions started pouring into the session. 

The Finance team initially suggested shifting the ITPO venue to other suitable 
locations with low-cost options. But this was immediately opposed by the Marking 
and Exhibition teams because the present venue was an iconic one and was retained 
by NBT for a long time since its inception. The ITPO venue also provides easy access 
to visitors and publishers. 

The third suggestion was to discontinue offering the stalls/stands at a subsidised 
rate or free of cost to a section of foreign participants. (NBT was offering stalls free of 
charge to some participants from Asian countries under regional cooperation) Such 
an arrangement could earn higher revenue to offset the reduction in grants from the 
government. Consequently, the NBT had to increase the stall rates substantially up 
to 100%, making them very costly for the publishers. There was apprehension in 
the FIP may thwart such moves by NBT as they were not very comfortable about 
the announcement by the Minister of conversion of the biennial Fair into annual 
mode. After discussions, there was a consensus to increase the stall/stand prices 
proportionate to the increase by ITPO, i.e. 10% every year. 

Director held informal consultations with the President and Secretary of FIP to 
create consensus on the conversion of WBF as an annual event from 2013. But there 
was an indication from the FIP side that some multinational publishing houses may 
not be ready to participate because of budgeting issues at their parent company.
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2.3 Identification of Factors for Evaluation of Venue Options 

Based on the first round of discussions the NBT Exhibition and Administration 
teams had come up with some inputs regarding (i) the factors to be considered for 
selecting the exhibition venue and (ii) the Identification of stakeholders’ needs and 
expectations. 

Similarly, some of the significant factors identified for evaluating the two available 
venues were (a) rental cost; (b) quality of basic exhibition infrastructure, (c) distance 
from the venue, (e) conferencing or meeting facility; (f) I.T. infrastructure; (g) Food 
courts; (h) Hotel/stay arrangement inside or outside the venue; (i) entry fee; (j) 
business hours etc. The two of the available exhibition venues were evaluated based 
on factors (a) to (j) by the NBT Exhibition team (refer to Exhibit-6 (Table 5)). 

The NBT team identified six stakeholders viz. (a) NBT/Government (b) Indian 
publishers; (c) Foreign publishers; (d) Authors/writers; (e) Domestic visitors; and 
(f) International business visitors. Stakeholder’s needs and expectations were also 
identified carefully after intensive discussions with the stakeholders (refer to Exhibit-
7 (Table 6)). 

2.4 Idea Generation Stage 

The Director wanted to have focused discussions with the above data to arrive at 
a decision. He again called a second brainstorming meeting with his officers, and 
the details were shared with the other members for their reaction. He explained to 
his officers the venue constraint and his predicament about inadequate resources to 
organise the annual Fair at the ITPO venue. There was a pressing need to cut down the 
cost to the tune of 40–50%, which seems impossible for him unless NBT takes some 
drastic steps to control the cost factors. Discussions indicated that a cost reduction 
of 10 to 15% was possible but not 40–50% as about 70% of the total budget for 
WBF was going to ITPO as rent. The Director told his team that he was considering 
himself a newcomer to NBT, and he hardly spent seven months at NBT. Therefore, 
he requested his team members to apply their wisdom and develop solutions to 
overcome the financial constraints of organising two book fairs at the cost of one. 
But nothing concrete was forthcoming from them. 

Then, the Director casually put forth a question ‘how will it be if NBT joins hands 
with ITPO to organise the Fair jointly through an MoU?’ The question was sudden, 
and none of them was able to digest it immediately. As the discussions advanced 
by the Director, a good number of them opined that it might not be feasible as the 
ITPO itself was the organiser of another book fair, ‘Delhi Book Fair’, in collaboration 
with the Federation of Indian Publishers (FIP) from the last two decades. Some of 
them recalled the past unpleasant relationships between the ITPO and successive 
Directors of NBT during the Fair. There was a consensus that NBT may not gain 
from the proposed tie-up with ITPO, and NBT may lose ground gradually.



10 Business Process Reengineering in Public Sector: A Case Study … 193

However, the proposal was somewhat supported by a few from the Administration 
and Exhibition division. According to them, a proper negotiation with the ITPO and 
an MoU may help the NBT save considerable money long-term. However, they 
were sceptical about the proposal because of the fact ITPO being a Public Sector 
Enterprise. However, the Director firmly believed that collaboration with the ITPO 
was the key to coming out of this predicament. If he succeeded in his efforts, it 
would be a game-changer for NBT and may create a ‘win–win’ situation for both 
the organisation. However, some of the venue issues shall remain the same. 

The Director has given serious thought to the idea and started meeting some 
government nominees on the NBT board and seeking their endorsement and active 
support. The Director also called the Chairman (Honorary), a former banker, and 
informed him about the outcome of the lengthy deliberations and his subsequent 
meetings with some board members. The Chairman expressed his complete support 
of the idea and readily agreed to accompany the Director to hold a meeting with the 
CMD of ITPO at the earliest opportunity. 

3 Collaborative Exercise with ITPO by NBT 
Administration 

NBT had to adapt to the new situation compulsorily after the change announcement 
made by the Minister concerned in 2012. The initial dilemma of the Director was 
to find a new low-cost exhibition venue or to continue with the existing one at high 
cost. After two brainstorming meetings with his NBT team, he decided to retain the 
current ITPO venue for the next annual book fair. However, he had to find a way to 
cut down the cost drastically to the extent of 45–50%. One of the ways to reduce 
the price further was to negotiate a deal with the ITPO as co-organiser of the event. 
The Director and Chairman, NBT, decided to meet the new CMD to explore the 
possibilities of having the ITPO on Board as co-partner. At that time, ITPO was 
slowly losing prominent exhibition events to the new expo ground at the sub-city 
because of high rental rates and inadequate services at the venue. 

The CMD also saw a long-term business opportunity of retaining NBT India, an 
old client. She also noted the remarkable improvements in the just concluded 2012 
edition of the WBF on the theme of ‘100 years of Indian Cinema’. The Fair also saw 
an increased footfall and brought some popular cine-artists. The CMD has shown 
interest in the proposal of NBT offering the ITPO as co-organiser of the event. After 
initial consultations with her team, she decided to take up the matter before the ITPO 
Board for a final decision. 

According to the proposal, the NBT shall be the event’s main organiser with total 
funding. NBT shall provide hall charges as per actual utilisation. The ITPO, being the 
co-organiser, has to offer specific facilities other than Exhibition space for the Book 
Fair free of charge. In addition, the ITPO has to deploy some of its professionals 
and managerial staff to oversee the peripheral activities of the event. Both NBT and
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ITPO sides agreed to scale up the Business-to-Business (B2B) events to promote the 
book trade and make joint efforts to bring more international participants. The ITPO 
has been organising an International Trade Fair at the same venue for more than five 
decades, attracting sizeable foreign participants. 

The CMD, ITPO took full two months to get a green signal for the tie-up from 
the board. But some of the senior executives from ITPO were sceptical about the 
deal as they thought it was a revenue loss for the ITPO. NBT and ITPO entered into 
an MoU for five years for organising the world book fair jointly. NBT saved about 
30–35% of expenses on hiring charges of conference, meetings, auditoriums for the 
programmes and some fees towards availing professional services to set up the stalls, 
pavilions, and security in the first annual edition of the WBF in 2013. The same ITPO 
executives who used to create hindrances to NBT officials during the World Book 
Fair have started acting as facilitators. 

4 Business Process Re-engineering Interventions in NBT 

After entering into a partnership with ITPO, the Director felt the need for gearing 
up the organisation and decided to implement the Business Process Re-engineering 
(BPR) exercise to scale up the business activities to meet the emerging challenges 
of the organisation. NBT had to take several measures—like cutting costs, optimum 
utilisation of human resources, sharpening their skills, improved services, image 
makeover, active engagement with the stakeholders and scaling up other literary 
activities to attract more visitors, particularly young ones, to the Fair. 

The Director during his tenure observed there were several gaps- (a) Highly 
bureaucratic work culture and rule-bound; (b) resistance to change; (c) centrali-
sation and tight control even for routine decisions; (d) people work in silos; (e) 
limited communication restricted to downwards; (f) no role clarity as the work was 
not reviewed for several years; (g) less customer focus; (h) no digital intervention; 
and (i) Not using the social media and digital platforms to promote the WBF. 

4.1 Lack of Coordination Between Government Agencies 

The Board of the NBT had two eminent authors, publishers, academicians, President 
of the National Academy of Letters, Senior Bureaucrats from three Ministries of 
the Government—Ministry of Education, Information & Broadcasting and Finance. 
However, somewhat, the successive administrators missed the opportunity of having 
a continuous dialogue with them to achieve the aims and objectives of NBT India. 
Two government stakeholders, namely the National Academy of Letters and Publi-
cation Division of the Information and Broadcasting Ministry, were also publishing 
books parallel to NBT India since the 1950s. These stakeholders’ role was critical in 
mobilising resources viz. authors and literary events for the successful organisation
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of the world book fair. Nevertheless, the new team of NBT India started engaging 
with them continuously and was able to get sponsorship of authors and writers’ 
programmes which added value to the event. It was a win–win situation for both 
NBT and these Government agencies. 

4.2 Nature of Interventions 

The NBT gradually introduced the following intervention measures related to process 
improvement in the organisation: 

4.2.1 Developing a Vision 

The Director has aligned the mission and objectives of the organisation with the actual 
activities and created an eco-system where the top management and the employees 
share common goals and objectives. Employees felt self-motivated and proud to be a 
part of the organisation. These were achieved through continuous communication at 
all levels and articulation in the meetings by the Administration. Employees started 
realising their natural strengths and potentials. 

4.2.2 Understanding the Existing Process of WBF 

The Director evaluated each division/function of the organisation by involving 
internal and external stakeholders. 

4.2.3 Identification of Process for the Redesign of WBF 

Through continuous engagement, the Director opened up feedback channels with 
internal and external stakeholders, Government officials, authors, publishers, intel-
lectuals, media, civil society, and foreign participants. These steps provided the 
much-needed hindsight and understood the expectations from the stakeholders. In 
the process, many of the employees opened up with the management team. 

4.2.4 Identification of Change Levers 

The exhibition division of NBT engaged itself in organising book fairs at the national 
and international levels. They have to be innovative as well as showcase the Indian 
ethos outside the world. The process helped the organisation identify the competen-
cies needed in the services and strategies to synergise within the divisions, external 
players, and government departments.
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4.2.5 Implement the New Processes 

Cost-effective measures adopted and implemented through Alliances with stake-
holders and Government Agencies. Joining hands with ITPO resulted in about 
30% cost reduction through various free services at the venue—implementing new 
activities in the Fair through sponsorships. To give a truly international flavour, 
France was the first one to accept the request by NBT. Guest of honour presenta-
tions made the event genuinely global and encouraged trade visitors from outside 
India. Authors’ corners, Meet-the-Author programmes, literary seminars, cultural 
and musical shows by the publishers/participants. Mobilisation of School children 
and College/University students to the Fair. Student volunteers in place of the Fair 
hostess to guide the visitors and escorting the prominent persons. Collaborative 
arrangements with the Federation of Indian Chambers of Commerce & Industry 
(FICCI) to create a forum of Indian and International publishers to exchange ideas 
to promote business. Tie up with National Broadcasting agencies (T.V. and Radio) 
to run free publicity programmes to promote the Fair. Use of social media platforms 
and creating a separate website for the WBF to disseminate the information of the 
Fair. Celebrity endorsement of the Fair to attract young visitors. In-house Fair News 
Letter to cover the events and receive feedback from the visitors. 

4.2.6 Make New Process Operational 

Main stakeholders of the event were brought on board to get the desired results— 
continuous engagement of a small team of officers to ensure implementation of new 
processes and practices/policies. The Director continuously monitored and ensured 
the operationalisation of new processes to yield better results. Because of the active 
involvement of officials of NBT, the latest systems and processes were put in place 
and made operational. The joint team of NBT and ITPO in the new experiment was 
a big success. Both organisations’ strengths and expertise were handy in putting a 
good show of force in each successive edition of WBF. Saving precious govern-
ment resources had sent a good message among book lovers, readers, intellectuals, 
government officials, and envoys. The networking with the various stakeholders and 
the government agencies yielded good results and helped to reduce the advertisement 
budget of subsequent editions of WBF. 

4.2.7 Evaluating the New Processes 

NBT received good feedback from the stakeholders at the end of each successive 
book fairs.
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4.3 Leveraging the BPR Interventions 

Sustained efforts by the NBT team ensured the new initiatives and changes brought in 
the annual mode of the Fair were successful. After the initiation of BPR interventions, 
several changes were visible in the Organization—(a) Employees have more goal-
oriented; (b) Board Meetings were used for brainstorming and exchange of ideas by 
the Members and active contribution by the members; (c) working in teams, exchange 
of ideas both internal and external, sharing of opinions and data across the divisions; 
(d) Employees become receptive to new idea generation, innovation and creative-
ness at work; (e) clarity in roles and responsibilities at each level through written 
policies; (f) delegation of work among managers and supervisors; (g) Customer 
and stakeholder orientation; (h) Digital intervention through online services to the 
publishers and visitors; (i) Dynamism and professional outlook with objectivity and; 
(j) extensive social media coverage for Fairs and other book promotional activities. 

Over a period, notable good organisational practices introduced by NBT were— 
Multi-dimensional communication—Free flow of Peer to peer and inter-departmental 
communications at the workplace—Timely appraisal and upward career mobility 
within the norms; Participative management practices brought more involvement of 
employees in the decision making; Open door policy by the Administration. National 
Institute of Design (NID) Ahmedabad (India) was engaged in redesigning a new logo 
project for the WBF to give a contemporary look to NBT. A tie-up was made with 
the ‘Delhi Metro Rail’ to sell the entry passes through select Metro stations to avoid 
crowds at ticket counters managed by ITPO. The Hostess arrangement with ITPO 
was replaced with Student Volunteers drawn from prominent city colleges. They were 
controlling the information desk, escorting the VIPs and authors. ‘Show-Daily’ was 
introduced during the book fair, which covered the events happening across various 
halls and pavilions. 

Exhibit-3 (Table 2) shows the Stakeholder participation in the World Book Fair 
from 2010 to 2017. The numbers were stabilised after 2013. Similarly, Exhibit-4 
(Table 3) shows multiple events organised in the World Book Fair from 2010 to 
2017. There was a steep increase in the number of activities at the Fair from 2013 
onwards.

The NBT Director and the Head of the Exhibition team had an opportunity to 
visit some prominent international book fairs to understand the business models and 
processes. The learnings from such trade visits helped him and his team bring vast 
improvements in the WBF quickly. 

The revenue generated, financial support received from the government, cost 
incurred for the organisation of the successive World Book Fairs from 2010 to 2017 
have been tabulated at Exhibit-5 (Table 4) and Graph 1. The NBT, over a period, 
was able to maintain its viability through various cost-cutting measures and process 
improvement. From 2013 onwards, the revenue generation started improving, and 
at the same time, the dependability on government assistance for WBF is reduced. 
NBT started showing judiciousness in space utilisation in the Fair. The government
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Table 2 Stakeholder participation in the World Book Fair from 2010 to 2017 (Exhibit-3) 

Year 
of 
event 

No. of 
publishers 
participated 

No. of 
foreign 
publishers 
participated 

Area of 
the 
venue in 
SQM 

No. of 
stalls and 
stands 
(approx.) 

Charges per 
stall 
(36 SQM) 
for english 
language 
publishers 

Charges per 
stall 
(36 SQM) 
for indian 
language 
publishers 
(50% less) 

Costs for 
booth (9 
SQM) 

2010 1234 10 41,069 2450 INR 
34,000/-

INR 
17,000/-

INR 
8500/-

2012 1297 17 45,913 2600 INR 
34,000/-

INR 
17,000/-

INR 
8,500/-

2013 1092 25 46,258 2250 INR 
45,000/-

INR 
22,500/-

INR 
11,250/-

2014 1023 29 37,724 1950 INR 
49,500/-

INR 
24,750/-

INR 
12,500/-

2015 1047 34 36,549 1875 INR 
54,500/-

INR 
27,250/-

INR 
13,750/-

2016 886# 32 36,548 1850 INR 
60,000/-

INR 
30,000/-

INR 
15,000/-

2017 950# 25 36,548 1850 INR 
66,000/-

INR 
33,000/-

INR 
16,500/-

Note 
1. Bare space: 10% reduction in the charges) 
2. Stand to Booth ratio: 8: 2 
3. Rental costs for nine days of the Book Fair 
# increasing trends were seen in booking more bare space to construct a pavilion for branding by 
English and Indian language publishers 
Source [17] Annual Reports of National Book Trust, India. https://www.nbtindia.gov.in/ 

Table 3 Details of various events organised in the World Book Fair from 2010 to 2017 (Exhibit-4) 

Year of 
the 
event 

No. of B2B 
events 
organised 

Number of 
literary/ 
book-related 
events 
organised 

No. of popular music and 
cultural shows sponsored by 
other Govt. agencies and local 
government 

Number of 
trade 
visitors 
(approx.) 

Number of 
general 
visitors 
(approx.) 

2010 – 15–20 – 200 200,000 

2012 5 25–30 15–20 500–600 350,000 

2013 12 150–175 20–25 1050 450,000 

2014 19 240–260 25–30 1080 650,000 

2015 21 250–275 30–35 1150 700,000 

2016 20 240–250 20–25 1100 750,000 

2017 18 350–360 15–17 850 800,000 

Source [17] Annual Reports of National Book Trust, India. https://www.nbtindia.gov.in/

https://www.nbtindia.gov.in/
https://www.nbtindia.gov.in/
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Graph 1 Income and expenditure statement of WBF from 2010–2017

of India, since 2013, has reduced the financial support from INR 20 crore to INR 10 
crore. 

The management of NBT did not face many challenges to bring changes in 
specific areas–Employee development through training; Employee Engagement and 
Empowerment in the decision making process; Clarity in roles and responsibili-
ties prescribing standard operating procedure (SoPs) and through delegation; Digital 
intervention and adapt to the new work environment; Improving customer relation-
ship; Synergy between various divisions and breaking the silos and; Free flow of 
Vertical and horizontal communication in the Organization. The Director also intro-
duced a matrix-type reporting structure among the WBF activity teams to take out 
the best in both efficiency and responsiveness. 

However, there were specific issues that took a lot of effort to implement in NBT. 
Some of them related to bringing cultural changes, viz. convincing employees for 
their new roles; promoting collaborative work culture; negating with the ITPO team 
to clinch the deal; convincing FIP to get on board; bringing agility in the decision 
making process, etc., were found more challenging for the NBT management to 
adopt and implement successfully. 

The initiative helped NBT undertake an aggressive advertisement campaign 
through print and digital media to promote the World Book Fair. As a part of good 
practice and to engage foreign visitors/participants in the WBF, new features such 
as ‘CEO-Speak’ in collaboration with trade bodies like FICCI and Rights Table to 
sell/acquire copyrights of books between the Indian and foreign publishers were 
introduced.
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5 Change in the Perception 

The BPR intervention introduced by the NBT management helped reduce the costs 
of organising a mega event like WBF. NBT has become increasingly competitive by 
embracing newer technologies at the workplace. NBT reinvented itself, which helped 
it to be more relevant to the business environment. It emerged as a winner and perhaps 
the only Government Agency that directly engages itself in event management at this 
scale. 

The public image of the organisation improved vastly. Because of continuous book 
promotional activities in the WBF, its popularity among the masses also increased. 
A substantial increase in the sale of NBT publications due to the annual mode of the 
Fair. NBT was not over-dependent on Government funds which became a performing 
organisation. Publishing houses benefited out of B2B events, increased business 
visitors, general visitors. Similarly, authors were also helped through improvements. 
In the same way, visitors had an opportunity to interact with eminent authors and 
writers and more book-buying prospects. 

The overall reputation of the WBF has slowly improved among the foreign partic-
ipants as the brochure was promoted in different international book fairs participated 
by NBT right from Frankfurt Book Fair to Beijing Book Fair. Several friendly coun-
tries, one by one, were starting to show their keenness to become Guest of Honour 
country in WBF. The liaison between foreign embassies in India also improved, and 
the external affairs ministry has recognised NBT as an institution that promotes soft 
diplomacy through book fairs. In 2015, to the surprise of the Ministry of External 
Affairs, Govt. of India, a proposal was received from the Chinese foreign affairs 
ministry just before the state visit of the Chinese President. 

Despite all improvements and initiatives made by NBT and ITPO in organising 
the WBF, there were a few venue facilities-related issues such as no parking space 
for visitors and traffic jams around the ITPO bookfair venue. All the limited Car 
parking space was either used by NBT officials or publishers. The visitors had to 
park their cars at a one-mile distance and avail of shuttle buses to reach the venue. 
Visitors also complained about the high prices of food items made available through 
the Food Courts inside the venue. The vendors were justifying the high prices due to 
high rental charges by the ITPO. Now the ITPO is coming up with a state-of-the-art 
exhibition-cum-convention Centre. 

Yet another problem faced by the Business visitors was some of the prestigious 
B2B events like CEO Speak etc., were organised by NBT outside the venue because 
of the non-availability of quality infrastructure at the venue. 

In April 2017, the ITPO floated a redevelopment plan with a world-class iconic 
state-of-the-art integrated Exhibition and Convention Centre (IECC) with modern 
amenities to address these issues. The new venue which has been made operatioal 
now by the Prime Minister during the recent G20 event and the IECC will have a five-
star hotel in the fure. It has a state of art conference and exhibition facilties now with 
underground tunnels to decongestion traffic with a basement parking facility for 4800 
vehicles [9].
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6 Teaching Note 

1. Case Summary 

This case describes various Business Process reengineering (BPR) and change 
management interventions undertaken by National Book Trust, India. The case study 
presented the effective mobilisation of resources to bring synergy in organising the 
World Book Fair (WBF), one of Asia’s biggest International Book fairs in the Indian 
context. Thousands of people visit the Fair every year. 

WBF is the largest International Book Fair that started in 1972. The Fair is being 
organised by the National Book Trust (NBT), India, an apex body established by the 
Government of India, Ministry of Education, Department of Higher Education. The 
government substantially funds it through grant-in-aid. The peculiarity of the NBT 
was it functions as a Government department. At the same time, NBT engaged itself 
in the publishing business and has to compete with many private publishers in the 
market. The NBT staff headed by Director managed the WBF. The tasks involved 
event planning, drawings for the bookstalls, booking and organising drawing of 
lots of Book Stalls/Stands, promoting the event in different parts of the country, 
inviting tenders for setting up of pavilions, finalising the themes, designing the pavil-
ions, preparation of advertisement materials, organising literary events, bringing out 
souvenirs, mobilising visitors and attending VIPs/VVIPs. 

The Government of India provided special funds to NBT for organising the WBF 
every alternative year to the tune of INR 20 crore. A chunk of the funds was going 
to ITPO as Hall charges for the event. NBT used to charge staff at lower rates than 
English language publishers and offered a 50% further subsidy to Indian language 
publishers, including Hindi. There was a shortfall of funds every year from the 
charged amount vis-à-vis the publishers’ actual amount charged by NBT. On the one 
hand, there was a steady increase of 10%, or so in the hall charges and on the other 
hand, NBT was unable to increase the hall charges due to pressure and affordability 
issues from the publishers’ and booksellers’ lobby. One of the other challenges faced 
by the NBT was that the same ITPO was the organiser of another event, ‘Delhi Book 
Fair’ charged less for the stalls and stands than the WBF. 

The WBF became an annual event in 2013 with a 50% cut in the budget. In one 
budget, two yearly fairs had to be managed by the NBT, which was another challenge 
before the Director and his team. 

In this case, the Director introduced several BPR and change management 
processes to energise the organisation and sustain the changes. It also narrates how 
the organisation used all the resources of the organisations to bring improvement and 
changes in the delivery of services through WBF. 

2. Learning Objectives 

The case is intended to help the participants, students of Business Administration, 
recognise the challenges of managing a public sector organisation and various change 
management processes adopted and implemented successfully to re-energise it as one 
of the spectacular events amidst all adversities by government agencies. The case
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study can develop a deeper understanding of the dilemma and challenges experienced 
by a Government organisation and help the participants/students understand the situ-
ational issues and decision-making process in uncertainties and adversities. The case 
can help the participants understand the nuances of organisational velocity to improve 
its speed, efficiency, and effectiveness to organise a prestigious international event. 

Course(s) where this case can be taken for discussions include: 

(a) Business Reengineering Process 
(b) Change Management 
(c) Organizational Change & Development 
(d) Business Strategy 
(e) Business Environment 

3. Suggested Assignment Questions 

Q1. What were the initial challenges encountered by the top management of NBT in 
organising the World Book Fair? 

Q2. What were the risk factors involved in the WBF event of NBT continuing with 
its WBF as an annual event without partnering with ITPO? 

Q3. What was the predicament of the Director of NBT in the selection of venue? 

Q4. What could have been the advantages in choosing the new Expo venue at Noida 
sub-city to organise the event? 

Q5. How the NBT benefited from the partnership with ITPO? 

Q6. What were the process improvement intervention measures introduced by the 
management of NBT? 

4. Analysis of the Six Case Assignment Questions 

Q1. What were the initial challenges encountered by the top management of NBT in 
organising the World Book Fair? 

The Director was new, and he, with great difficulties, was able to put things together 
and organised the WBF 2012 edition. When the Minister, in his inaugural address, 
justified holding the WBF on an annual basis, it added a burden on his shoulders. The 
Director knew his staff would not be willing to do additional work for holding such 
an event. He knew that most of the human resources available at his disposal in NBT 
were pressed into WBF work for the last few months, and the core publishing and 
other books promotional work, including organising book fairs in other parts of the 
country, may suffer. He also knew that the government would provide no additional 
posts. The immediate cause of worry was additional funding from the government 
to organise the event. The other challenges faced by NBT were the NBT being an 
old institution established in the 1950s, was working in the old ways in silos and 
organising a public event at this scale requires multitasking and teamwork, which 
were lacking at that point.
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Further, there was no motivation for shouldering the additional burden by the staff. 
Further, there were not many synergies between different stakeholders, especially 
with the publishing industry, the exhibitors for WBF. In a nutshell, there was a lack 
of financial resources and bureaucratic inertia to go ahead with organising the World 
Book Fair in annual mode from 2013. A section of the employees genuinely believed 
that their core function—publication work in the organisation (NBT) would suffer if 
a decision is taken by NBT management to organise WBF on an annual mode. 

Q2. What were the risk factors involved in the WBF event of NBT continuing with its 
WBF as an annual event without partnering with ITPO? 

The NBT may have lost face before the Cabinet minister announced that the WBF 
should be organised on annual mode from 2013 through a public announcement 
during the inauguration of the last biennial WBF in 2012. The reputation of the top 
management may have taken a beating for non-performance or cooperation with the 
government. The popularity of the NBT and its WBF may have gone down because 
of similar book fair activities undertaken by the ITPO itself on the annual mode in the 
same venue in collaboration with the Federation of Indian Publishers (FIP). Finally, 
the NBT may not have gone through a needed Business Process Reengineering 
process and may not have seen substantial improvement in its systems and processes. 
The general public and authors/writers may have been deprived of an annual event 
at this scale. 

Q3. What was the predicament of the Director of NBT in the selection of venue? 

The Director had left with no option but to look for a managerial team to deliver 
their best to meet the new challenge of organising the event professionally. The 
predicament of the Director was: 

(a) Whether to continue the Fair with the present venue at ITPO by paying high 
organising costs or 

(b) Moving the Fair to the Expo grounds at the sub-city considering the budgetary 
constraints enforced by the government. 

He engaged himself in a series of internal and external meetings to arrive at the 
most suitable decision on the venue. His team also analysed various factors connected 
with the two exhibition venues (advantages and disadvantages) and stakeholders’ 
needs and expectations (refer to exhibit 6 & 7 (Tables 5 and 6)). These inputs helped 
him arrive at a sound decision about the venue and lead to a collaborative arrangement 
with ITPO and other Government Agencies to reduce the cost of the WBF.

Q4. What could have been the advantages in choosing the new Expo venue at Noida 
sub-city to organise the event? 

One of the prime advantages of choosing the new Expo venue at Noida sub-city, 
as perceived by the Finance team of NBT, was low cost, and the NBT could have 
saved a substantial amount in the payment of hall charges to ITPO. The quality of 
infrastructure was far more superior to the one at ITPO. B2B events could have been 
arranged within the Expo grounds rather than going outside. Another advantage was
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Table 5 Major factors used for the evaluation of the Exhibition venue for WBF in 2013 by NBT 
(Exhibit-6) 

S no  Factors/ 
parameters of 
the venues 

Venue 1 Venue 2 

1. Rental cost for 
the venue 

High with 10% 
incremental every 
year 

About 50% less than the venue-1 

2. Quality of basic 
infrastructure 

Basic standard Excellent with international expo standards 

3. Conferencing 
and meeting 
halls 

Available at a 
moderate level with 
additional costs 

Excellent. Cost included on the rental 

4. I.T. 
infrastructure 

To be hired by the 
organiser at own cost 

Plug-and-play facility with international 
standards 

5. Food courts Excellent Kiosks are available 

6. Hotel/stay 
arrangement in 
the Expo venue 

Not available Available in a moderate scale 

7. Entry fee Negligible High 

8. Business hours Till 8 pm Till 7 pm 

9. Distance from 
the main city 

0 km (centrally 
located) 

Located at Noida Sub-city (30 km away from 
the Venue-1) 

10. Connectivity 
(by metro train, 
bus services) 

• Metro station 
directly opens at 
the venue 

• Bus connectivity is 
excellent 

• 15 km from the 
International 
Airport 

• Connectivity 
available through 
metro train 

• No metro connectivity 
• Need to depend on the costly transportation 
means and occasional inter-city bus services 

• The organiser has to arrange special bus 
services to ferry the visitors from the main 
city to the expo venue 

• 50 km from the Airport and need to hire a 
taxi to reach the venue 

11. Visitor’s car 
parking facility 

Limited car parking 
facility 

Ample visitors’ parking facility

ample parking space for the visitors and not having to face the traffic jams as in 
the ITPO venue. There was always a possibility of improvement in the connectivity 
between the main city hub with such sub-cities. 

Q5. How the NBT benefited from the partnership with ITPO? 

The partnership with ITPO brought NBT several advantages and benefits, both mone-
tary and non-monetary. NBT had to hire several services and non-exhibition spaces 
at the venue to organise several activities in the background of the WBF. Under the 
MoU, most of such benefits were made available by ITPO free of cost as co-organiser.
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Table 6 Stakeholder Interests involved in the world book fair (Exhibit-7) 

S. no Stakeholder Needs Expectations 

01 NBT and 
government 

• To promote a reading 
culture among the 
citizen of the country 

• To make available 
quality books in all 
Indian languages at an 
affordable price 

• To promote the sale of 
NBT publications 
through its exclusive 
pavilions 

• To popularise books through 
participation by the publishers and 
booksellers in large numbers in the 
world book fair 

• To organise book promotional 
events- literary to promote the books 

• To organise and support B2B meets 
for promotion of the sale of 
publishing trade 

• Facilitate networking opportunities 
for Indian and Foreign publishers 

• To support budding authors 
• To provide an opportunity to the 
visitors towards foreign authors and 
publishers 

• To attract young readers, students, 
school children and visitors to the 
Fair to achieve the objectives of the 
NBT India 

• To improve the public image of the 
organisation 

• To provide an opportunity for young 
authors to interact with the readers 

02 Publishers 
(Indian) 

• Quality of exhibition 
space with a good 
layout design for the 
display of publications 

• To get an opportunity 
to meet the business 
visitors, librarians, 
prospective authors 

• to achieve a decent 
volume of retail sales 
and more profit 
margins 

• Hassle-free bookings of exhibition 
space online to avoid the last-minute 
draw of the lot as was done earlier by 
NBT 

• Subsidy in the stall rates 
• Author Corner space for holding 
book release functions, 
Meet-the-Author programme as 
promotional events for their 
publications free of cost 

• publicity through print and Digital 
media 

• Facilitating business visitors to the 
venue 

• Lounge facility for meetings 
• Ample parking space 
• Extended fair timings 
• Good wifi connectivity, ATMs 
• Getting a facilitation role by the 
organisers in B2B meetings 

• An increased footfall of visitors

(continued)
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Table 6 (continued)

S. no Stakeholder Needs Expectations

03 Publishers 
(foreign) 

• Quality of exhibition 
space with a good 
layout design to put up 
their stands at 
international standards 

• Arranging meetings 
with the Indian 
publishing trade for 
copyright exchanges 
of publishing contents 

• Facilitation of visitors 
to their stands 

• Inviting Diplomats 
from their home 
country to the 
inaugural events 

• Date of the next edition of the Fair to 
be announced in advance. The same 
would help the publishers in planning 
and making their travel arrangements 

• Visa assistance services by the 
organisers 

• Facilitation of Diplomats and 
Embassy staff to the venue 

• Encouragement of participation of 
the Indian publishers in international 
fairs of their home country (e.g. 
Frankfurt, Germany, Seoul, South 
Korea, London, U. K, etc.) 

• Providing more opportunities for 
participation and activities in B2B 
events 

• Networking dinners to meet the 
Indian publishing trade 

• Media interaction to promote their 
events in the Fair 

• Social media promotion 
• Decent amenities at the Fair site 
(Hotel, Bar, Restaurant, good 
connectivity to Airport, travel desk to 
visit some places of interest) 

04 Authors • Get a fair opportunity 
to meet the readers to 
understand what they 
want to read 

• To interact with the 
publishers for their 
future publications 

• A good number of diverse audience 
at their programmes organised at the 
venue during the book fair (Authors’/ 
Reading corners, literary activities) 

• Easy access to the venue 
• Free passes 

05 Visitors 
(domestic) 

• To buy text and 
general books at an 
affordable price 

• A large number of 
Indian and foreign 
books 

• To meet the famous 
authors at the authors’ 
corners 

• To take part 

• More discounts on books 
• E-contents 
• To get a feel of books 
• To watch the guest of Honour 
presentations by foreign countries in 
the fair 

• Hang out with other friends 
• Cultural shows by prominent 
performers 

06 Visitors 
(international) 

• Better display of their 
stands/stalls 

• Conferencing and 
meeting facility at the 
venue 

• Easy access from the 
Airport, Hotels and 
Diplomatic Mission 

• More B2B visitors for exchanging 
buying copyrights of books 

• Showcasing the rich contents of 
books from their home country and 
introduction to the Indian visitors 
and readers
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Some of the professional services from ITPO were also made available to NBT. It 
brought a much-needed unity of efforts to make the event a success. ITPO has also 
taken care of protocol and security management services at the venue through its 
experienced pool of officers. Such help by ITPO allowed the NBT official to concen-
trate on the professional work of holding the book fair. There was teamwork between 
NBT and ITPO in making the event more vibrant and thriving. NBT need not divert 
all its staffing for organising the WBF. 

Q6. What were the process improvement intervention measures introduced by the 
management of NBT? 

The NBT management, mainly the Director, carefully studied the situation and eval-
uated various options and action plans. He had foreseen the possible hindrance within 
and outside the organisation. He used Business Process Reengineering (BPR) and 
change management principles to overcome the challenges to realise the vision of 
the Minister and the NBT in this case. Firstly, he developed the business vision and 
evaluated existing processes in the organisation. He identified the weak areas where 
he had to intervene for redesigning the processes. The Director also clearly identi-
fied the change levers, such as repositioning the WBF with new features and good 
practices followed in other International Book Fairs. His visits to some international 
book fairs to understand the business models and processes helped him bring vast 
improvements quickly. He involved all the stakeholders at the decision-making level 
and got regular feedback from them. 

The Director also used a set of change management principles, including forming 
an informal group coalition, recognising the resistance to change by his own staff, and 
convincing his team of officers about the need for change by articulating in different 
meetings/interactions. He slowly brought various H.R. interventions in the BPR inter-
ventions in employee training and development programmes, holding stakeholders’ 
meetings before and after the WBF. Such feedback sessions helped the employees 
to understand the issues correctly and reduced the gaps in the decision making. It 
brought openness and transparency in the day-to-day business operations and shed 
away the shyness or reservations being a government official among the employees 
of NBT. 

Continuous engagement with the staff and other stakeholders brought visible 
improvement and helped the organisation improve its public image. Employees 
became motivated and committed to their work. The Director himself involved in the 
change management process helped the organisation to transform and perform. The 
Director introduced a matrix-type reporting structure among the WBF activity teams 
to take out the best in both efficiency and responsiveness. The leadership styles used 
by the Director were quite different from the bureaucratic way of getting things done 
in the Government sector. 

The NBT director being the protagonist in this case study, was able to identify 
the gaps in the processes and take adequate management intervention through BPR 
systematically. After the BPR intervention, the results were terrific. The success of 
the event can be attributed to NBT and ITPO team members and the stakeholders of 
WBF.
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5. Teaching/Whiteboard Plan 

Discussion points/questions would include the following: 

5.1. Write down some critical background information on the whiteboard, including 
important dates and events and names of key people or agencies involved in organ-
ising the WBF. Such steps will save time and enable the students to grasp and refresh 
their memory on the case-study facts. 

5.2. The instructor may open the case with a whiteboard and then start a discussion 
with questions such as—What were the initial challenges encountered by the NBT 
management? How the NBT benefited from the partnership with ITPO? etc. Students 
may identify the sequence of important events. The discussion may be on the issues 
about financing the event. 

5.3. Some of the other points the instructor can emphasise are: (a) Over the period 
improvements that were brought in the conduct of WBF. (b) The Business environ-
ment is changing very fast, and the importance of agility in the decision-making 
process in public sector bodies. (c) Advertisement campaigns became high-tech 
using digital and social media platforms. (d) Perhaps the NBT officials ignored such 
external changes and relied upon the old pattern of holding the event and (e) it seems; 
they were not taking a risk in the decision-making process. They may be comfortable 
working in a bureaucratic working style and not bothered with the results/situations 
for holding such a public event of national interest. 

6. Learnings 

Business process reengineering (BPR) has been extensively used by several organ-
isations and falls in management and information systems. The NBT Director, in 
this case, used a mixture of Business Process Re-engineering (BPR) and principles 
of change management process suggested by Vakola and Rezgui [10]. In his case 
study, Covert [11] argued that BPR means not only change, but was intended to 
bring dramatic change. The change in such a situation constitutes a complete over-
hauling of organisational structure, reporting system, employee responsibilities and 
performance measures, skill development, introducing technology, etc. 

The literature indicates that the BPR is one of the successful reengineering 
processes adopted by several companies across the world. The model of BPR by 
Vakola and Rezgui [10] has been discussed in detail for the benefit of the teachers 
and readers. Simsion [12] argued that ‘the widely accepted methodologies were 
based on how the business processes should change and how the organisation should 
adapt itself in this change, rather than on evaluating current practices and on the 
codification of successful practical experiences’. Companies operate according to 
unarticulated rules. Every company operates according to a great many unarticu-
lated rules. Hammer argued that BPR could not be planned in a precious manner 
thread cautiously and ‘it’s an all-or-nothing proposition with an uncertain result’. 
However, companies have been left with little or no choice in experimenting with it 
[13].
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Business Process Re-Engineering Model 

Fig. 2 A Generic model for business process Re-engineering adapted from Vakola et al. (1998) 

Business Process Re-engineering Model 

See (Fig. 2). 

The 8 Stage Business Process Reengineering by Vakola 

1. Developing business vision and process objectives: Development of vision and 
objectives of the organisation is the first and foremost stage of BPR interven-
tion wherein the organisation should have a clear understanding of its strength, 
weaknesses, area of service or operation and any innovative practices adopted in 
its business operations. After evaluating the same, the new Director has aligned 
the activities of WBF with the core objectives of NBT India. For example, to 
promote books and reading, the WBF events were modified to bring the readers 
and authors closer. Authors’ corners added. At the same time, CEO Speak and 
Rights Table, etc., were introduced in the WBF. 

2. Understanding existing processes: In the second stage of the model, the focus 
has to be made to understand the existing process in an organisation before 
attempting to redesign. This process helps the organisation facilitate information 
sharing and improved communication among the divisions or participants in the 
BPR engagement. The new Director evaluated the functioning of each division/ 
function of the organisation by involving internal and external stakeholders. 

3. Identifying processes for the redesign: The third stage in the model was the 
identification of bottlenecks in the existing process has been considered an essen-
tial process for the redesign of workflow. Through continuous engagement, the 
Director opened up feedback channels with internal and external stakeholders,
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Government officials, authors, publishers, intellectuals, media, civil society and 
foreign participants. These steps provided the much-needed hindsight and under-
stand the expectations of the stakeholders. In the process, many of the employees 
opened up with the management team. 

4. Identifying change levers: The fourth stage in the model involves identifying 
the change lever process consisting of relying on the organisation’s intellec-
tual capital and creative engagement of the human capital. NBT is essentially a 
knowledge-based organisation where editors and production officers engaged in 
the production of books. Similarly, the Exhibition division has been involved in 
organising book fairs at the national and international levels. They have to be inno-
vative as well as showcase the Indian ethos outside the world. The process helped 
the organisation identify the competencies needed in the services and processes 
to bring synergies within the divisions, external players, and government depart-
ments. Such steps provided ways to modernise the organisation through digital 
intervention and helped bring a transparent and friendly atmosphere against the 
bureaucratic attitude. The continuous feedback and informal meetings with stake-
holders also helped the Director identify the gaps in the systems and change 
levers. The organisation sought the occasional help of specialists and consultants’ 
services to determine the change levers and best practices. 

5. Implementing the new processes: In the third stage, the approach was to identify 
the process for redesign, whereas the focus in the fifth stage has to be shifted to 
implementing those identified processes. Implementing the new processes and 
methods is considered a critical phase for any organisation, and due to a lack of 
will or support from the top management, the strategy fails. In some cases, the 
implementation was partial, which fails to yield the desired results. 

6. Making the new processes operational: In the present case, the Director took 
a keen interest and brought the main stakeholders on board to get the desired 
results. A small team of officers has been continuously engaged in implementing 
new processes and practices/policies. Innovation and transparency were the keys 
to these processes. The Director constantly monitored and ensured these new 
processes were appropriately implemented to get better results. Because of the 
active involvement of officials of NBT, the latest systems and processes were 
put in place and made operational. The joint team of NBT and ITPO in the new 
experiment was a big success. The expertise available with both organisations 
was handy in putting a good show of strength in each successive edition of WBF. 
The government’s precious resources were also saved, which sent a good message 
among the book lovers, readers, intellectuals, government officials, and envoys. 

7. Evaluating the new processes: The seventh stage of evaluation of new methods is 
equally crucial in the model. The assessment involves the potential achievements 
and advantages of the new approaches and systems devised by the organisation 
through the BPR model. 

8. Ongoing continuous improvement: The BPR model is essentially a successive 
as well as an ongoing process. Hence it has to be regarded as a new business model
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innovation and intervention by the organisation. Such interventions help organ-
isations to make the right moves by deviating from the traditional functional-
based models. Once the organisation overcomes initial challenges and hiccups 
and commits to its new business process change, it can grow with its innovative 
ways with the help of digital technologies. I.T. intervention and human resources 
of the organisation may prove its principal enabler for change management. The 
BPR process is considered an ongoing process and may reach some saturation 
level, but it would continuously engage itself by reinventing itself in the ever-
changing business environment. Such practices would lead to the transformation 
of business strategy to achieve the organisations’ vision, mission, and objectives. 

The authors in this case study were also guided by Cunningham and Kempling 
[14] who argued that ‘Public Sector changes may not be more difficult than those 
in the private sector, but they are different. Change is not simply an exercise in 
convincing the various stakeholders to get on the side; it is an exercise in negotiation 
and compromise’. ‘Doing what is right in government is a matter of responding to 
conflicts and negotiating with various interests much more than it is for a corporate 
executive trying to implement a strategy’. Cunningham and Kempling [14] argued in 
favour of nine principles for changing public sector organisations viz. ‘(i) Forming a 
guiding coalition; (ii) Recognising and responding to resistance; (iii) Establishing a 
need for change; (iv) Articulating envisioned outcomes; (v) Establishing a process to 
implement planning; (vi) Focusing on continuous improvement; (vii) Developing a 
commitment plan and; (viii) Managing by walking around ad (ix) Changing structures 
and H.R. Systems’. 

According to [11] ‘Business Process Reengineering (BPR) can potentially impact 
every aspect of how we conduct business today. Change on this scale can cause 
results ranging from enviable success to complete failure’. But at the same time, 
successful BPR can bring enormous cost reduction and substantial improvements 
in quality, customer service and business objectives. Successful BPR can result in 
considerable reductions in cost or cycle time [13]. BPR strives for a dramatic process 
improvement in an organisation, and it should aim to think differently from the 
conventional wisdom and beyond the boundaries. It should use technologies to bring 
innovations. 

The Director in this case also recognised the arguments put forth by Waterman 
and Peters [15], ‘management by walking around’ as a process where leaders and 
managers were seen and involved in face-to-face interactions with front-line staff. 
Lewin [16] identified resistance to change as a force, like inertia that is preventing 
the disruption of an old equilibrium.
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Chapter 11 
Improved Machine Learning Prediction 
Framework for Employees with a Focus 
on Function Selection 

Kamal Gulati , T. S. Ragesh, K. Bhavana Raj, Bhimraj Basumatary, 
Ashutosh Gaur, Gaurav Dhiman, and Uma S. Singh 

Abstract Companies are constantly looking for methods to keep their workers with 
them to minimize further recruitment and training expenses. Predicting whether a 
specific staff member can depart helps the business to take preventative measures. 
Unlike physical systems, a scientific and analytical formula cannot explain human 
resource issues. Machine learning methods are thus the ideal instruments for this 
purpose. This chapter offers a three-stage paradigm for the prevention of attrition 
(up to processing, processing, post-processing). IBM HR dataset for the case study
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is selected. As there are many functions in the dataset, the selection technique for the 
“maximum-out” feature is suggested for the extent of decreasing the to-processing 
phase. In the planning retrogression model, the coefficient of each variable indi-
cates the significance of the feature in attrition predictions. The findings indicate an 
improvement in the F1 score using the “maximum-out” feature selection technique. 
Finally, through learning the model for many bootstrap datasets, the validity of data 
is verified. The average deviation of the parameters is then evaluated to verify the 
confidence and stability of the model parameters. The modest average deviation of 
the data shows the model is stable and generalized. 

Keywords Machine learning ·Management of human resources · Characteristic 
selection · Logistic regression · Prediction of attrition · Bootstrap 

1 Introduction 

Human resources are any company’s source and the most important element. 
Managers spend significant effort hiring skilled staff. In addition, extra resources are 
routinely spent on training personnel. Each employee attrition, leaving the job without 
being replaced, costs the business a new employee to recruit and train. Consider two 
examples (a) and demonstrate the concept of attrition. (b). It is not attrition; the 
employer chooses to substitute an employee with another qualified individual. If (b) 
is attrition, the worker quits the enterprise [1]. The second scenario involves the busi-
ness being faced with delays in its project timeline because the substitute employee 
is recruited and trained. It is simpler for decision-makers to take appropriate preven-
tative measures to predict attrition. Some variables, like age, income, distance, level 
of education, etc. help to determine whether or not an employee leaves a business. 
Because the attrition of employees and all these variables will have no determin-
istic analytical relationship, machine learning techniques that rely on experience to 
improve performance or accurately forecast can be used [2]. Several literature works 
seek to develop a classification to forecast whether a certain employee quits. Mohebi 
and Kumar have trained for this job in the irregular woodland. Accuracy, reminder, F1 
values indicate that the logistic regression has been done in the forecast task and that 
certain indicators in this model are greater than in other classifiers. A logistic regres-
sion classification is used for the attrition prediction of IBM HR database employees. 
But this study did not choose influential characteristics. There are many features in the 
database. Only eight workers out of 70 attritions were expected to leave their employ-
ment. The remaining samples were incorrectly projected like depreciation. On how 
these factors might be optimally blended to benefit both customers and enterprises, 
taking into consideration criteria including the degree to which technologies have 
been included and its client satisfaction rate via relationship building [3]. The author 
reviewed and analysed the literature, paying special attention to the characteristics 
of wireless connections for energy conservation and data aggregation [4]. However, 
many characteristics are binary variables in attrition databases that don’t function
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well for the PCA method [5]. PCA also lowers the size based on the linear connection 
between characteristics. The possible relationship between candidate characteristics 
and production is not examined. The authors removed those factors that link poorly 
to extra variables. A feature selection was then conducted based on the random forest 
[6]. The logistic Regression Model was finally trained for attrition prediction. Recall 
measures, essential for performance analysis in the event of severe imbalances of the 
dataset, were not evaluated in papers [7]. On the other side, numerous studies have 
calculated and attempted to increase these metrics. Before separating the training and 
test sets, they resampled the data set. Some samples may be repeated in the check 
dataset before the training and test data set are separated. For these specific test 
samples, the model would be successful [8]. The ability of the model to generalize 
may therefore be overstated. A few linear models are employed to predict whether 
an employee wants to quit, taking linear regression and linear discriminant analysis. 
The article calculated recall measures and precise measurements depending on the 
workers that were with the business. This class is more crowded and the classifier’s 
performance is overestimated. Usually, classifiers are more accurate in the prediction 
of the crowded class. The major difficulty is to accurately forecast the minority class. 
An attrition predictor for the (ANN) was reported. Despite the significant accom-
plishments of this research, the model’s performance was investigated with average 
mistakes and confirmation [9]. Mean square error is not a suitable classification task 
performance measure, and accuracy is not enough to conduct an unbalanced dataset 
analysis. The authors tested various gradients including logistical regression, Ada 
Boost, irregular woodland and gradient increase for prediction of attrition. Though 
this study is exhaustive, the recollections and accuracy of the copies are not compared. 
It also utilized the correlation-based feature selection, which did not provide a satis-
factory selection of the most important characteristics [10]. The connection between 
the characteristics may be seen in. This accommodation gives a good insight into the 
data set. 

Each article in the current literature lacks a few of the succeeding aspects:

• Proper technique of feature selection.
• Informative classifier performance assessment.
• Conviction extent with the value of the coefficient in the logistic regression copy 

for each feature. An accurate examination of the forecast step should comprise up 
to-processing, processing and after-processing to provide a realistic, trustworthy 
predictor that human resources organizers may trust. In the pre-processing phase, 
characteristics are chosen that are most important for this job. Redundant functions 
are also removed. A correct selection of features increases the performance of the 
models learned during processing [11]. The forecast copy is ready, checked and 
compared with other models at the performing step. Lastly, a great conviction in 
the model must be guaranteed at the post-processing step. 

For the first time, this article offers an attrition prediction job to our knowl-
edge which deals with all three phases of up to-processing, processing’s and post-
processing. The author claims that a sequence of CNN architectures having different
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depths produces diverse semantic features of the picture. The max-out algorithm 
is first and foremost a naval feature selection technique for increasing the perfor-
mance of the attrition prediction classifier. Then for the new set of characteristics 
for the processing step, a logistic regression model is trained. Next, confidence anal-
ysis is added at the post-processing step, to measure how certain we are about the 
parameters of our models. The approach is finally checked using attrition statistics 
from IBM. The figure shows the overall structure of the proposed framework. This 
graphic represents the pre-processing, processing’s and post-processing phases of 
yellow, green and red blocks. The primary purpose of these procedures is to ensure. 

The overall structure of the suggested framework for attrition prediction. The 
remainder of this paper is structured accordingly. It presents the “max-out” approach 
and analyses the algorithm complexity. Next, the confidence analysis of the param-
eters is presented in Sect. 3. Logistic regression, which is the attrition predictor, is 
then examined briefly in Sect. 4. Section 5 then examines this algorithm (Fig. 1). 

Fig. 1 The basic structure of the suggested framework for attrition predictions
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2 Selection of Feature During Pre-processing 

Many unwanted characteristics may be removed. One approach is to train the model 
for all feature sub-sets, compare the validation metrics. This method needs 2n times 
a model training to a dataset of n functionality. It is thus extremely time inten-
sive. Several approaches for selecting features for this specific process have been 
previously described. Filter techniques are based on the correlation of feature values. 

On the other hand, wrapper approaches focus on the choice depending on the 
performance of the classifier with the characteristics chosen. Embedded techniques 
include the selection of functions that help in the algorithm. Hybrid techniques are 
the ways that combine them. 

Table 1 provides a comparison between these groups. Note that the technique for 
selecting the feature must agree to the characteristics. 

2.1 Maximum is Known Selection Characteristic Data 

Depending on the nature of the feature set of this issue, which comprises double 
and continuous features, a selection of “max out” features, it is from the covering 
category, is created. The method is shown in Algorithm 1. First, every below set to 
n-m features is trained according to this method. The subset with the most important 
measure is selected as the function. For the next set of features, the procedure is 
repeated. If the metric is less than the preceding task, the characteristic class is not 
updated. As the copy is only trained for a fraction of all available features, the method 
is considerably quicker than testing all potential feature combinations. When m is 
equal to 1, it is termed 1-max-known, and when m is 2, it is named 2-max-out. The 
backward option is the 1-max-out algorithm. However, each one of them may not 
have a major impact on selection performance. Thus, 1-max-out may remove these 
characteristics one by one. In certain situations, maximum-known (m > 1) works 
better than 1-max-out. The choice of an appropriate m is thus equally reliant on 
the available computing resources. Shows an example in which the optimum option 
chosen by the “1-max-out” approach is to remove (X2, X3, X9 and X8) characteristics 
of the total 15. The first feature to be removed requires 14 rounds for this procedure,

Table 1 Characteristic 
selecting methods Category Merits Demerits 

Seep High 
Classifier 

Few accurate 

Cover Very valid Prone to overfitting 

Inserted More accurate Selective specific 

Crossbred 1. More validity than seep 
2. Less computational 
Complexity than covers 

Selective 
Specific 
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thirteen iterations, 12 for the third one, 11 for the fourth and 10 for the realization 
that further elimination is not helpful. If the brute-force search is 215, equivalent to 
32,768 times the model is trained. 

Data 1: maximum-known. 

1. Create Set F = Set of n characteristics. 
2. Calculate variable M as a classifier metric using Set F3 characteristics. Take n of 

the size S 1. Create Set F = Set of n characteristics. 
3. Calculate variable M as the classifier metric using Set F 3 characteristics. Take 

n equal to Set F. 
4. Sizes. Set Sub1, Sub2, …, Subk all sub-sets of Set F size n-m. 
5. Calculate Sub1 metric, …, Sub. 
6. Take M’ equal to the largest collection of line 4 metrics (for the corresponding 

subset j). 
7. If M’ Alto M: M = M, and set F = Subj, proceed to 3. 

2.2 Example of Illustrative 1-Maximum-Out 

A model to the fish market issue is presented in this part to demonstrate further 
the Max-Out technique. Note that this is not the paper’s primary case study. This 
benchmarking issue aims to forecast fish weight. The seven variables are binary, 
“Bream”, “Pike”, “Roach”, “Smelt”, “Whitefish” and five variables are constant, 
“Longitude1”, “Longitude2”, “Length”, and “Height” and “Width”. After they are 
indexed from 0 to 11, the 1-max-out is executed. The R2-score measurement for the 
validation set improves from 0.9384 to 0.9396 as a consequence of new functionality 
and from 0.9145 for the Test. 

3 Confidence Analysis Parameter 

Figure 2 depicts the procedure for verifying our model parameters’ values. Our 
model’s parameters changed every time we bootstrapped the original training dataset. 
A large parameter fluctuation occurs if the model’s training set exceeds [12]. If not, 
parameters differ somewhat, indicating that the parameters assess the true trend and 
not simply save the training set. On each parameter, several statistical analyses may 
be done.

A toy example is to demonstrate this. Consider that we have a dataset including six 
samples, three in the star class and others in the circles. A classifier of logistic regres-
sion is trained. If the bootstrap model has been trained in which are and green star 
circles are removed, the parameters will vary significantly. It may thus be inferred that 
we are unsure about the parameters of the model which are significantly dependent 
on the training data [13]. The parameters may be regularised to make the parameters 
more stable (Fig. 3).
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Fig. 2 The total confidence analysis parameter structure

Fig. 3 The total confidence analysis parameter structure
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4 Data Retrogression 

A logistic regression classifier is trained (Fig. 2). A bootstrap model trained without 
the green star and red circle has radically different parameters. So we can’t be confi-
dent of the model’s parameters since they are strongly reliant on the training data. 
They can be regularised to make them more stable. If a weak classifier classifies all 
copies as negative, its accuracy is 99.99%. Thus, accuracy may overstate the classi-
fier’s performance. The reminder measures estimate the correct samples tagged [14]. 
Similarly, the accuracy measure measures the proportion of positive samples in the 
data. A few partials can result in high recall. So the F1-score represents both recall 
and accuracy. The F1-Score is little if any recall or accuracy is low. 

5 Chronology 

As case studies, the IBM attrition dataset is used. This dataset contains 35 columns 
per worker. “Abrasion”, is the classifier’s work output. The remaining 34 columns are 
functional. The following features are listed in other categories like: “period”, “busi-
ness travel”, “daily rate”, “department of employment”, “home distance”, “academic 
area”, “Environmental satisfaction”, “sex” “hourly rate” “jobs extent”, “employ-
ment satisfaction” “jobs role” “matrimonial income”. “Monthly rate”, “number of 
businesses working” these characteristics are either numerical or categorical. From 
machine mode of learning. 

Either category of numerical is these characteristics. Since copy cannot deal 
directly with categorical features in machine learning, categorical data will be trans-
formed into binary functions using dummy coding. For instance, as shown in Table 2 
the category “education field” characteristic may be transformed into five binary 
variables. 

Table 2 Conversion to binary features of categorical feature education 

Academic sphere EF-HR EF-LS EF-Ma EF-Me EF-Oath 

Living being resources 1.4 0.2 0.1 0.2 0.1 

Biology 0.42 1.5 0.2 0 0 

Merchandise 0.5 0.2 1.3 0.3 0.1 

Medication 0.33 0.1 0.2 1.5 0.2 

Additional 0.2 0.1 0.1 0.2 1.4
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5.1 Selection of Feature 

To determine the most significant characteristics the data set was first split into the 
learning and confirmation group and the check sec. The validation set was then 
removed from the training set. To decide what characteristics should be missed, the 
1-max-out method was used. After that, the random separation process for the perma-
nence test and the 1-max-out method is repeated. After seven cycles, characteristics 
that were more than four times excluded were deemed deleted. 

“Hourly price”, “Academic Area-Human Resource”, “Month wise income”, 
“Gender women”, “Service-Research and Development”, “Over18-Yes”, “Edu-
cation”, “Educational level”, “Department-Human Resources”, “Business Travel-
Rarely”, “Performance”, “Month wise price”, “Academicsection-more”, “Business 
Travel-Non-Travel”, “Education Field-Maritime” “Education Field-Marine Educa-
tion”. These are not always the least essential characteristics for predicting attrition. 
Some are selected to be removed since they are fully linked with other data set char-
acteristics. For example, “sex female” is one characteristic minus “sex male”. For 
categorical characteristics transformed into binary features, being removed implies 
that the likelihood of attrition in this category is neither increased nor decreased. 

5.2 Model Final 

According to the coefficients, “periods from the previous development”, “extra time”, 
performing like sales representative and “the number of businesses employed” are 
the most significant reasons that leave an employee. As one of these numbers rises, 
the likelihood of the employee leaving work increases. The most important criteria 
in which an employee is allowed to remain at the business are his performance as 
research director, “whole work years” and “years with present managers” and “job 
involvement”. The model exhibits 81% accuracy of the check database Precision, 
recall, and F1 are all 0.43. This would be %, 0.39, 0.82 and 0.53 without the 1-max-out 
option. 

According to the coefficients, the main reasons for an employee’s abandonment 
are “period as final promotion”, “overtime”, work like a sales representative and 
“number of businesses operating”. The chance that the employee quits the job rises 
with the increase in any of these variables. The criteria for an employee to remain 
with the business as a director of research, whole functioning years, years with the 
present management and “job involvement” is the most important. The model exhibits 
81% accuracy in the test database. Accuracy, reminder and F1 score are respectively 
0.43, 0.82 and 0.56. If the selection of the 1-maximum-out function were done, the 
validity, precision, reminder and F1- score would be 78%, correspondingly 0,39, 
0,82, 0,53. Figure 4, shows a comparison of the suggested technique performance 
and the classification utilized in prior studies. The findings indicate a significant 
improvement in the F1 score of the suggested approach.
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Fig. 4 Comparison of the 
performance measures of the 
various selectors for the HR 
prediction task 

It should be noted that these findings are only valid for this data set. These factors 
may change for other businesses with distinct cultural and economic condition in 
another nation. 

5.3 Analysis of Confidence Parameters 

The model is then trained on each dataset. It shows the average, standard deviation 
and correlation (average deviation to the absolute value of the average ratio). Standard 
deviations show average trust. We can be measured in domains where the coefficient 
of determination is low. This shows the fluctuation of coefficients related to the most 
important characteristics mentioned in the preceding paragraph. This shows that in 
the years after the previous promotion coefficient all bootstrap training datasets had 
a value between 2 and 4. We may thus trust its significant impact on attrition. The 
“Over Time Yes” coefficient changes little. We can thus be certain of the value of this 
coefficient. By comparison, the coefficient “Years with Current Manager” fluctuates 
across a broad range. Therefore, we can’t be sure about this parameter. However, 
this parameter is negative in all bootstrap datasets. It may thus be concluded that this 
feature has a positive effect on keeping the employers with the business. 

6 Findings 

This article aims to provide a machine learning approach to forecast the attrition 
of employees. A feature selection technique was originally proposed to reduce 
the feature space dimension. Then reasonable model for prediction was trained. 
A comparison of the findings with current techniques shows that the selection of 
features suggested improves the prediction performance. The model showed that the
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reasons for quitting the work are “years after the previous promotion”, “Overtime— 
yes”, “Job Role Representative” and “Number Companies Working”. Higher values 
for these characteristics lead to a greater likelihood of attrition. On the other hand, 
“total years of employment”, “years with present managers” and “job participation” 
are the main consideration for the business. 300 hundred bootstrap datasets have 
been created to see if the parameters are valid. A model was fitted for each of them. 
Statistical analysis was then conducted of the coefficient of each characteristic. The 
fluctuation of coefficients was generally acceptable. Variations in parameters related 
to the most important characteristics were negligible in. We are thus confident that 
the above characteristics are important to forecast attrition. 

Compared with prior work, this article provides up to processing, processing 
and post-processing methodology for creating an accurate forecast model for attri-
tion and verifying the validity of the model parameters. The m-max-out method 
is presented for the pre-processing feature selection. Because of the limitations of 
the computer equipment presently faced by the writers, the 1 max-out (a particular 
situation in which m is equal to one) is utilized. Bigger m may also be utilized for 
greater computational resources available. By evaluating the parameters’ changes 
when trained across numerous bootstrap data sets, the validity of logistic regression 
model parameters is verified. These pre-processing and post-processing steps may be 
used to create precise and reliable models for any broad issue. The max-out function 
selection process may be applied for any feature set, including binary and contin-
uous functions. The statistical examination of the models’ parameters on several 
bootstraps may infer if we are confident of the model for any type of parametric 
machine learning model. Psychological variables relating to employee turnover are 
recommended for study for future research on attrition forecasting. The impact of the 
number of openings available for each company also takes into account its specifica-
tion. In future studies, situational variables regarding his/her likelihood of attrition 
may also be studied. 
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Chapter 12 
Applications of Data Science 
and Artificial Intelligence Methodologies 
in Customer Relationship Management 

E. Fantin Irudaya Raj 

Abstract Customer relationship management (CRM) is a set of technologies, 
methods, and practices that companies adopt to analyze and manage customer inter-
actions and data throughout their engagement with them. The primary purpose behind 
using CRM is to enhance the business and improve interaction with the customer 
at the service point. It also helps in increasing the revenue of suppliers or manufac-
turers and is more useful in customer retention. The efficient operation of the CRM 
system needs to collect information from several contact points with the consumer, 
such as direct phone calls, live chat, marketing materials, the company’s website, 
chatbot, social media, and mail communication. In addition, the CRM system also 
collects and provides detailed information about the customers’ personal informa-
tion, preferences, history of purchase, and various concerns with the employees from 
the marketing side. Thus, the CRM system rapidly processes a huge volume of data 
from the consumer and uploads numerous data from the supplier or manufacturer. In 
such cases, an efficient way of handling this voluminous data is highly needed. The 
advent of Data Mining techniques and their rapid growth makes it easier to handle 
this large volume of CRM data more effectively. The present work discusses various 
Data Mining techniques and their application to CRM. It also outlines how effective 
it is to make a contemporary CRM from a conventional one. 
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1 Introduction 

Customer relationship management (CRM) is a process through which a company 
or other organization manages its contacts with customers, usually analyzing vast 
volumes of data via data analysis. Normally, the CRM systems collect information 
from various sources, including marketing materials, live chat, email, phone, the 
official website, and social media. They enable organizations to understand more 
about their target consumers and how to best respond to their demands, resulting in 
increased sales and customer retention. Customer satisfaction was measured using 
annual surveys or front-line questions in the early 1970s when the notion of customer 
relationship management was born. Businesses had to rely on separate mainframe 
systems to automate sales at that time, but they could now categorize clients in 
spreadsheets and lists thanks to advancements in technology. 

Data Mining (DM) is the subfield of Data science that evolved in the early of 
this millennium. Adopting the Data Mining techniques in CRM makes it more reno-
vative and makes the business more profitable and customer friendly. DM is the 
process of predicting outcomes by looking for anomalies, patterns, and correlations 
in massive data sets. Organizations can foresee future trends in markets and customer 
behavior by employing DM approaches. DM enables enterprises to better satisfy the 
needs of their customers by providing extensive knowledge of current market trends 
and consumers. The following sections explain CRM and DM and their types and 
approaches and the adoption of DM in CRM in detail. 

2 Literature Review 

Buttle [1] explained Customer Relationship Management (CRM) and its various 
underlying principles in his work. He also explained the contexts in which it can 
be used, how it can be implemented, and its important strategies and objectives. 
Kumar [2] provides various methodologies to implement CRM and describes the 
data collecting points, which are the key section in CRM implementation. Payne 
and Frow [3] discussed different strategic frameworks for implementing CRM in 
the marketing environment. He also insisted that customer satisfaction is the key 
element to be considered and the basis for successful CRM implementation. The 
authors [4–7] discussed various CRM frameworks in different domains like banking, 
shopping mall, E-Business, Stock Market, etc. The authors [8, 9] explained how 
CRM can be effectively implemented and creates a good impact in the healthcare 
environment as well as how it improves social customer relationship management 
from the customer’s point of view. Gil-Gomez et al. [10] pointed out the importance 
of digital transformation and sustainable business model innovation in CRM. He also 
mentioned that any organization must come out of the traditional system and adapt 
to this new environment.
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Whenever we talk about digitalization, we come across the term electronics as 
well as Artificial Intelligence (AI). Mitchell et al. [11] mentioned that AI is a branch 
of computer science, but it can influence every domain in the present world. By 
employing AI in the business environment, we can take our business to new heights 
[12–15]. AI gets introduced and implemented around the year the 1960s. Then after 
the development of processors and fast computing, Machine Learning (ML) was 
introduced around the 1990s [16]. ML is mainly focused on making computers think 
independently of a particular task and take or predict the decisions. It consists of 
various algorithms [17–20]. Deep Learning is the subfield of Machine Learning, 
and it is introduced and implemented around 2000 [21]. DL mainly has Artificial 
Neural Networks (ANN) for its effective operation and highly accurate prediction 
[22]. It can also be implemented in a business environment used for classification and 
pattern recognition. It also provides great yields to the modern business world [23– 
26]. There are various deep ANN configurations used in the deep learning process. 
The efficiency of the deep ANN can be measured using multiple parameters [27–30]. 
Data science is one of the evolving fields in managing numerous data. Data Mining 
is the subfield of Data science. DM fields get the inferences of AI, ML, and DL 
[31, 32]. 

Data Mining is the data management tool for effective business management. It 
can be useful for extracting useful data from the raw database [33]. It can be used 
to improve the business environment and improve the profit of the manufacturer. 
Application of Data Mining (DM) in CRM makes it more profitable [34]. There are 
various DM techniques used in CRM for effective system management. It can be 
used for marketing, sales, and manufacturing [35]. The authors [36–40] explained 
various Data Mining frameworks for CRM in the business management system. 
There are numerous works listed in the literature. The present work discusses more 
in detail Data Mining and its applications in Customer Relationship Management. It 
also discusses various DM strategies and their various advantages. 

3 Customer Relationship Management (CRM) 

CRM refers to a company’s systems and processes for measuring and improving 
how it communicates with others and manages consumers. CRM’s major goal is to 
gather sufficient information about the customer and then use it effectively enough 
to boost its positive experiences with the company, leading to increased sales [41]. 
The CRM system includes the following process. They are 1. Lead Generation and 
Conversion, 2. Relationship Building, and 3. Customer Service. Figure 1 shows the 
overview of the CRM system.

Locating and contacting a company’s ideal customers, producing high-quality 
sales prospects, developing and defined objectives and goals in marketing initiatives 
are all examples of Lead Generation and Conversion. Creating frequent communica-
tion channels, building and improving customer connections, and delivering special-
ized attention to the most profitable consumers are examples of relationship building.
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Fig. 1 The overview of customer relationship management (CRM) system

Customer service gives employees the knowledge they need to understand their 
customers’ delight, handle issues, organization goals, and objectives, and respond to 
complaints. CRM systems provide a clear view of customer engagement, enabling 
business owners and managers to make sensible decisions to improve it and boost 
revenue. 

CRM systems use desktop computers, mobile apps, cloud apps, and browser-
based software to collect and organize customer data. This CRM software collects 
information on customers and how they engage with your company, which can be 
used to 1. Drive Product Development, 2. Increase in the sales, 3. Finding new 
customers, 4. Personalize advertising and Marketing, 5. Guide the consumer’s buying 
journey and their experience, and 6. Improve customer service. Collecting specific 
data about business clients is the key to a successful CRM system. There should 
be data capturing points at each point in which the organization interacts with its 
consumers. 

Depending on when and how our staff communicates with clients, there are various 
opportunities to collect CRM data. Depending upon which knowledge regarding our 
clients is valuable to our business, the information we require will differ. Figure 2 
shows the different types of data normally collected and processed in the CRM 
system.

Name of the customer, preferred method of communication, and client contact 
information (social media accounts, website address, phone, physical address, email, 
etc.), and how the customer discovered your organization is all included in the Contact 
Details section. The personal profile includes group associations or memberships 
(which might be leveraged to generate new business), hobbies (which can be used to 
give high-level clients bonuses or prizes), and family information (which includes 
birthdays, anniversaries, and other milestones). When you create personal ties with 
particular customers, this type of information is usually obtained over time. Response 
to advertising campaigns, promotions, and other marketing efforts are coming under
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Fig. 2 Types of CRM data

Sales history data. It also includes details about credit terms and payment history, 
method of payment (Credit card, Debit card, cheque, net banking, or cash), services 
obtained and products purchased, and transaction amounts and time or date, and if 
purchases are made on credit. This CRM data is quite important for data analysis. 
Purchasing habits can be utilized to customize product portfolios to the interest of 
customers. Customer feedback on advertisements and promotions might help you 
fine-tune your marketing plan. When it comes to late payment concerns, a credit 
payment history can be helpful. 

Collecting information on client communication allows you to contact customers 
via their chosen communication method, sending out notifications to encourage more 
sales in the future and more. You may also want to acquire the following information: 
1. Sales calls, emails, or promotions; 2. Likely responses to various contact methods 
(phone calls, text messaging, email, etc.), and 3. Preferred method of communication. 
Responses to customer surveys and how customer service concerns are resolved are 
examples of consumer feedback (Follow-up correspondence, such as whether the 
consumer was satisfied, whether a refund was issued, and so on.), Product returns, 
Customer complaints, and information about support calls, social media reviews or 
Online ratings, as well as clients that have departed (who leaves, why, and which 
competitor they chose). 

All these processes in the CRM system collect an enormous amount of data 
continuously. Dealing with this large volume of data is quite complicated by using a 
traditional system. The automation process may also get stagnate due to the improper 
handling of data. Artificial Intelligence (AI) techniques like Data Mining (DM) can 
be adopted to overcome these problems. DM approaches work on this huge data and 
process accordingly and make it suitable for further process. 

4 Data Mining (DM) 

Data mining (DM) is one of the most helpful approaches for extracting valuable 
information from large data sets by individuals, researchers, and enterprises. In 
layman’s terms, mining is the process of extracting precious minerals. Data is the
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Fig. 3 Relation between DM with AI, ML, DL, and data science 

most valuable mineral in the twenty-first century. We utilize DM approaches to 
extract usable data from a set of raw data. It is also known as Database Knowl-
edge Discovery. Data cleansing, Integration of data, selection, and transformation of 
data, data mining, pattern evaluation, and knowledge presentation are all part of the 
knowledge discovery process from the database [42]. Organizations use it to extract 
particular data from large datasets to solve business problems. DM’s main function is 
to convert raw data into valuable information. DM is the subfield of Data Science. It is 
also part of or a mixture of Artificial Intelligence (AI), Machine Learning (ML), Deep 
Learning (DL). Figure 3 shows the connection of DM with Data Science, AI, ML, 
and DL. The main roles of DM are 1. Developing and predicting foreseen models, 2. 
Discovering new and hidden patterns, and 3. Extracting the useful information from 
the raw data from the database. 

4.1 Types of Data Mining 

The following categories of data can be used for data mining: 1. Transactional 
Database, 2. Object-Relational Database, 3. Data Repositories, 4. Data Warehouses, 
and 5. Relational Database. 

4.1.1 Transactional Database 

This type of database refers to a database management system (DBMS) that has the 
ability to undo a database transaction if it isn’t completed correctly. Despite the fact 
that this was once a unique function, most relational database systems now offer 
transactional database activities.
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4.1.2 Object-Relational Database 

An object-relational model is a hybrid of an object-oriented database model with a 
relational database model. It supports Classes, Objects, and Inheritance, among other 
things. One of the main goals of the object-relational data model is to bridge the gap 
between relational databases and the object-oriented model techniques common in 
many programming languages, such as C++ , Java, and C#. 

4.1.3 Data Repositories 

The Data Repository is a broad term for a data storage location. On the other hand, 
many IT professionals use the phrase to refer to a certain type of arrangement within 
an IT organization. For example, a collection of databases in which a company has 
stored numerous types of data. 

4.1.4 Data Warehouses 

It is the technology that gathers data from various sources within a company to 
deliver useful business insights. The massive volume of data comes from a variety of 
sources, including Marketing and Finance. The retrieved data is used for analytical 
purposes and assists a corporate organization in making decisions. Therefore, rather 
than transaction processing, the data warehouse is intended for data analysis. 

4.1.5 Relational Database 

It is a collection of many data sets that are officially organized by tables, records, and 
columns that can be accessed in various ways without needing to know the database 
tables. Tables let people find and share information, making data search, reporting, 
and organization easier. 

4.2 Steps in Data Mining 

Extracting useful information and knowledge discovery are the most important parts 
of the Data Mining process. The important steps which are involved in Data Mining 
are shown using the flowchart in Fig. 4.

The data is cleaned in the data cleansing process to make no noise or irregularity in 
the data. We merge various data sources into one during the Data Integration process. 
The next step is known as Data Selection. In this, the required data is extracted from 
the database. In the next step of Data Transformation, the data is transformed to 
execute the summary analysis and inclusion actions. Data Mining is the next step in
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Fig. 4 Steps involved in data mining process

this useful data extracted from the pool of existing data in the database. Several hidden 
and meaningful patterns are recognized in the next step of Pattern recognition [43]. In 
the last and final step in which as per the pattern recognition and useful information 
extracted from the database, the knowledge information is represented to the user 
in the form of matrices, tables, trees, and graphs. The entire process of knowledge 
extraction from the raw and unstructured database using Data Mining is shown in 
Fig. 5.

4.3 Important Data Mining Techniques 

The important techniques of Data Mining are as follows, 1. Clustering Analysis, 
2. Classification Analysis, 3. Regression Analysis, 4. Choice Modelling, 5. Rule 
Induction, 6. Neural Network, and 7. Association Rule Learning. 

4.3.1 Clustering Analysis 

Clustering analysis helps marketers discover both differences and similarities in data. 
It is a form of DM method that is characterized as identifying DM instruments that 
are comparable to each other. Clusters can be utilized to improve targeting algorithms 
because they have common properties. For instance, if a specific group of customers 
is buying a specific brand of goods, a campaign can be developed to promote that 
product [44]. Understanding this can assist brands in raising their sales conversion 
rates, resulting in increased brand power and engagement. Clustering analysis also 
leads to the formation of personas. Personas, which are a crucial component of
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Fig. 5 Knowledge extraction from the unstructured raw database using data mining

clustering analysis, assist firms in making wise marketing decisions and creating 
effective campaigns. 

4.3.2 Classification Analysis 

This data mining strategy uses a systematic approach to gather vital and relevant 
information about metadata (information about data) and data; classification analysis 
aids brands in identifying distinct types of data mining approaches [45, 46]. This 
analysis is closely related to cluster analysis because they both help you make better 
data mining tool choices. Email is a well-known example of classification analysis 
since it employs algorithms to sort emails into legitimate and spam categories. It’s 
done via data mining software on the message, which looks for terms and attachments 
that signal whether an email is spam or not.
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4.3.3 Regression Analysis 

Regression analysis is another method that helps brands determine the relationship 
between factors. This is based on the assumption that there is a one-way causal 
influence from one variable to the response of another variable. While independent 
variables might influence each other, dependency is rarely affected in both directions, 
as it is in correlation analysis. Regression analysis can reveal if one variable is depen-
dent on another, but not the other way around. Because regression analysis is good 
at determining customer satisfaction, it may help brands learn new and interesting 
things about customer loyalty and how external elements like weather disturb service 
stages. This data mining technique’s application in matrimonial website matching is 
an excellent example of regression analysis. Many websites use variables to match 
users based on their interests, hobbies, and preferences. 

4.3.4 Choice Modelling 

Choice modeling is a data mining skill that allows brands to make probabilistic 
predictions about their customers’ judgment behavior. Choice modeling enables firms 
to focus their data mining strategies on customers who are most likely to make 
a genuine purchase. It is also utilized to figure out the most important factors that 
assist a customer in making a decision. It aids brands in determining the possibility of 
customers attaining a marketing decision depending upon variables such as attitudes, 
preceding purchases, and locations. Investing in choice modeling can help brands 
boost their revenues quickly and comprehensively. 

4.3.5 Rule Induction 

Rule induction is another data mining technique that facilitates the generation of 
formal rules consisting of observations. The rules of this DM technique can be used 
to generate local trends in data or a scientific model for a data-mining program. The 
association rule is also part of the induction paradigm. The technique of determining 
convincing links between variables, especially in huge databases, is known as the 
association rule. Data mining software technology aids brands in identifying patterns 
between particular products. When a customer purchases butter, for example, there’s 
a significant chance they’ll also purchase bread. The association rule’s main purpose 
is to detect that if a client performs a specific function, such as X, the likelihood of 
achieving function Y is high. This knowledge can assist firms in forecasting sales 
and developing smart marketing strategies such as promotional pricing and improved 
product positioning in stores and malls.
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4.3.6 Neural Network 

Neural networks, a formative stage in data mining technology, have their own set 
of benefits and advantages. The most important benefit of a neural network is that 
it produces highly accurate predictive models that may solve a variety of issues. 
Artificial and neural networks are the two types of networks. Real neural networks, 
or human brains that can create patterns and predictions, are biological. It makes 
decisions about the circumstances during this process. Artificial program is those 
that are installed on computer systems. The term “artificial neural networks” comes 
from a historical trend in which scientists attempted to enable computer software to 
think like the human brain. Even though the brain is a far more complex organism, 
neural networks can accomplish many of the same activities like the human brain. 
Although it is impossible to pinpoint when neural networks were first used for data 
mining, a study of this data mining technique was identified during WWII. Since 
then, a neural network has come a long way, and many data analysts have used it to 
address real-world prediction problems and improve algorithm outcomes. 

Furthermore, many of the most notable neural network innovations have been in 
applying challenges like enhancing consumer prediction or fraud detection. They can 
assist organizations in discovering new and improved ways to engage with customers. 
Neural networks have effectively assisted brands and organizations with a variety 
of issues, such as detecting credit card theft. They’ve also been used in the military 
to automate uncrewed vehicles’ operations and fix the English language in written 
documents. One of the most difficult tasks for a company is determining which option 
is the best. The ideal technique to adopt is determined by the sort of problems that 
the brand is trying to tackle through data mining. Occasionally, trial and error will 
assist a brand in better resolving this issue. However, it is also a reality that markets 
and clients are always changing and completely dynamic. Because it is practically 
difficult to anticipate the future accurately, these dynamics have ensured that there 
will never be a flawless data mining technique. 

Nevertheless, they are essential because they can assist scientists and organiza-
tions in using appropriate data mining software and better adapting to the changing 
environment and economy. Because the more models there are for data mining 
approaches, the more business value can be created for the brand, which can help 
construct models that will help anticipate a shift in a much more concentrated and 
enhanced manner. Overall, it assists brands in a far more scientific and systematic 
understanding of data mining tools, enabling and ensuring greater brand connect on 
the one hand and a better growth story on the other. 

4.3.7 Association Rule Learning 

The goal of this sort of data mining is to find intriguing relationships between vari-
ables in massive databases. The goal of this data mining technique is to find hidden 
patterns in the data. They can be used to find variables in the data as well as co-
occurrences of distinct variables with the highest frequencies. The association rule
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data mining technique is widely employed in retail businesses to detect trends in 
point-of-sale data. This data mining software can suggest new items, particularly for 
determining which products individuals refer to others or identifying new products 
to propose to customers. Association rule learning, a useful data mining technique, 
can help boost a brand’s conversion rate. In 2004, Walmart presented a good example 
of association learning’s effectiveness. Strawberry pop-starts sales jumped by seven 
times before a hurricane, according to these data mining algorithms. Walmart has 
been placing this product near checkouts before hurricanes since this discovery, 
resulting in higher sale conversions. 

4.4 Advantages of Data Mining

• Data mining aids an organization’s decision-making process.
• It allows for the automatic finding of hidden patterns as well as trend and behavior 

prediction.
• It’s a rapid technique that allows new users to examine large amounts of data in 

a short amount of time.
• Data mining is a cost-effective alternative to conventional statistical data applica-

tions.
• It is possible to introduce it into both new and existing systems.
• Data mining enables businesses to make profitable changes to their operations 

and production.
• Organizations can collect knowledge-based data using the Data Mining technique. 

5 Application of Datamining in Customer Relationship 
Management 

Customer relationship management (CRM) is becoming a more significant aspect 
of E-Business success. It is the process of managing consumer relations with the 
company. It entails segmenting customers according to their purchasing power to 
uncover high-profit opportunities from which marketing strategies are developed. 

5.1 Customer Segmentation 

It’s the process of categorizing clients into homogeneous groups based on common 
characteristics. It is the technique of segmenting a client base into groups of similar 
marketing-related factors such as spending habits, interests, gender, and age. In Data 
Mining, the clustering technique is used to find a group of clients based upon these 
attributes [47]. Customers with comparable attribute values are grouped together in
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each cluster. One of the most significant advantages of clustering in this fashion is 
that the firm or product developer may better understand the needs and behaviors of 
each customer group. 

5.2 Click Stream Analysis 

In addition to classifying individuals based on transaction or personal data, the paths 
visitors, or Click streams, take through a website provide valuable knowledge. Click-
stream information is used to identify how customers navigate an online store by the 
retailers. It’s useful for determining the efficiency of marketing campaigns, such as 
how customers locate the online store, what things they look at, and what they buy. 
The data reveal that the time and urgency of the transaction are essential aspects to 
consider for individuals who rarely utilize online shopping facilities. On the other 
hand, price and human resources were emphasized as the most important aspects for 
individuals who purchase online regularly. Findings like these help businesses better 
understand their clients and meet their requirements and preferences. 

5.3 Customer Profitability 

Although segmentation and clickstream analysis provide detailed information about 
the consumers, Data Mining can also predict customer profitability. In other words, a 
company can determine its most potential consumers and focus its marketing efforts 
around them. Neural Network, Choice Modelling, Association Rule Learning are 
all very important Data Mining tools to predict the future market and are useful 
in creating precautionary steps to improve the profitability of the companies. In 
addition, it allows the product developers to develop a suitable product for their 
valuable customers based on their future needs. 

5.4 Marketing Recommendations 

Single target groups are identified using cluster analysis. To make marketing fore-
casts, regression analysis is used. Analysis of classification to determine spam and 
other things. To recognize any abnormalities, anomaly detection is used. Detection of 
intrusion for better system security to discover links between data, learn the associa-
tion rule. To optimize project risk management, use decision trees. Neural networks 
are utilized for learning automation predictive data-based analysis and induction rule 
data warehousing to process large amounts of information.
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5.5 Targeted Marketing 

Marketing management revolves around targeting. It’s all about giving the right 
product to the right customer at the right time and through the appropriate channel. 
Indeed, marketing had progressed from the days of mass marketing, when everyone 
was exposed to the same product, to today’s fragmented and diverse marketplaces. 
The emphasis has shifted away from the product and onto the customer. The goal 
has moved from gaining market share to increasing customer share and improving 
customer loyalty and happiness. Recent advances in computer and database tech-
nology are assisting these goals by utilizing database marketing, data mining, and, 
more recently, CRM technologies to understand the client better and only approach 
her with items and services that she is interested in. 

6 Summary and Conclusion 

The present work discussed the importance of Customer Relationship Management 
(CRM) in the present world. It also explains various ways to collect data at the 
customer meeting points and store it in the database. Normally, these data are unla-
beled, uncategorized raw data. Processing this much data and extracting valuable 
information from it is a very complicated and time-consuming process. The conven-
tional methods to extract useful information from the actual data are not precise and 
accurate. Artificial Intelligence-based Data Mining tools are employed to overcome 
this. The current work discussed various Data Mining approaches and the processing 
steps involved in the Data Mining Process. The various advantages of adopting Data 
Mining techniques in a modern business environment are also listed. In addition to 
that, the Application of Data Mining in Customer Relationship Management and its 
significant impact on E-Business is also being discussed. With this, we can conclude 
that adopting Data Mining Tools in the modern business environment makes it more 
profitable and successful. 
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Chapter 13 
AI Integrated Human Resource 
Management for Smart Decision 
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and Prasenjit Chatterjee 

Abstract Employees are viewed as an asset that leads to an organization’s growth. 
As competition grows in the market, the attrition of employees increases. Conse-
quently, employee attrition can be a major problem for businesses, particularly when 
there is mobility or movement of technically skilled employees, in search of better 
opportunity. This results in financial loss for a company or organization. There-
fore, in this chapter, advantage of machine learning algorithm is presented to predict 
the behavior of current employees’ employees. In this research, Long Short-Term 
Memory (LSTM) algorithm and fuzzy rules are used to analyzes attrition actions of 
workers by forecasting a shortage of qualified employees by department and sending 
out a warning message about recruiting new employees or distributing the workload 
among existing employees. This template also ensures that incentive and promotion 
decisions are made without bias, assisting the organization’s growth indirectly. 
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1 Introduction 

Nowadays, one of the most significant or important problems that an organization 
faces is employee attrition/churn. This condition is quite unpredictable and causes 
an unnoticeable void in an organization [1]. The unexpected attrition of employees 
causes a delay in services or the productivity of an organization gets compromised 
[2]. 

Though a corporation’s workers are the most important assets, managers need 
all the resources they can get to better execute their employees’ skills and abilities 
[3]. An inventory of skills is a tool that managers can use. The use of a skill inven-
tory can become very helpful for achieving company objectives and making smarter 
choices on personnel management. A staff, also known as Skills, is a list of existing 
employees’ credentials, training, and experience. The method of building a skills 
inventory varies depending on the size and complexity of an organization. Commer-
cial software is used by several businesses. The database programs are used by other 
companies. Some small firms are creating the skills stock through the use of simple 
sheets or a paper-based system [4]. 

Regardless of the terminology used, a collective stock of skills, knowledge, and 
professional experience of an employee of the enterprise will be made available, 
once completed correctly [5]. This data on the inventory of abilities can then be used 
by the organization to enhance decision making in several areas, including: 

• Employing personnel to better meet the needs of the various business units both 
today and future [15]. 

• Assign the right staff to the right tasks. 
• Staffing the best talented internal project teams to ensure organizational success. 
• To close existing ability gaps, focus training and growth efforts. 
• Identify key staff for future business requirements. 
• Creating an internal talent pipeline to replace key workers and managers who 

leave the business. 
• Create a workforce plan for the company’s future strategic needs. 

Human resources can benefit from an improved expertise database by reviewing 
and accurately evaluating the information on different workers within the company. 
This information can then be used to make decisions about things like promotions, 
training, changes, and the organization’s potential recruiting needs [6]. 

However, the people management stock must be maintained on a regular interval 
to maintain that it remains relevant and useful. Precise information collected from 
every company employee is often a tedious and time-consuming activity on paper. 
The static human resources inventory, also known as a “snapshot” of an organization, 
has no value [7]. 

The following are a few of the most commonly used methods for predicting 
employee attrition:
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Fig. 1 Employee attrition 
trends by cities 
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IBM HR Analytics: IBM Kenexa HR Analytics, provided by IBM Watson 
Analytics, is one of IBM Software’s products in the Talent Management Soft-
ware (TMS) category. Employee turnover prediction is one of the IBM Workforce 
Analytics solutions [8]. It analyzes the key wear variables and predicts employee 
wear. 

SAP Workforce Analytics: Predictive analytics are used by SAP Success Factors 
to address questions about sales and to detect and assess the risks of fraud. IBM 
and SAP, for example, have created a solution and their technology to anticipate 
workplace friction so that the organization can find a substitute for an employee 
ahead of time. 

A. Attrition Trends in India 

At 25.7%, Mumbai has the highest annual attrition rate in analytics. The city has 
a thriving data science ecosystem, which is dominated by the banking and finance 
industries. Mumbai has moved to the top of the list in terms of employee turnover 
due to high wages and demand for data scientists [9] (Fig. 1). 

On the other hand, Chennai has the lowest attrition rate, which is only 15.5%. 
Large cities with larger analytical employees (Bangalore, Mumbai & Delhi/NCR) 
have higher rates of attrition than 20%. Meanwhile, towns with a lower staff base have 
lower attrition rates, below 20%. Besides, current analytics personnel in Mumbai 
remain for an average of 4.2 years in their existing organizations. We found no 
correlation between attrition and tenure, as mentioned above. Chennai has the highest 
tenure of analytical professionals, at 4.5 years. 

The paper is dedicated to discussing about application of machine learning-based 
human resource management for employee attrition. It was observed from a brief 
literature review that machine learning techniques show their efficiency to benefit 
the HRM of an organization [10, 13]. Finally, an AI-integrated HRM framework is 
proposed for the development of organization which is focused toward its adaptability 
with machine learning algorithms.
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2 Related Work 

Alduayj and Rajpoot [1] studied employee attrition using machine learning model. 
Soni et al. [2] examined the worker features and different organizational variables 
that could result in the turnover of employees. Product inventions and associated 
product parameters can be duplicated, but the unity of an organization’s workers 
can never be duplicated, so it is critical. The Artificial Neural Network (ANN) and 
Adaptive Neuro-Fuzzy Inference System are the two classification methods used to 
compare the prediction accuracy and generalization capabilities (ANFIS). 

Sisodia et al. [3] proposed a model that will predict employee churn rate. The 
correlation matrix and heatmap are created to demonstrate the relationship between 
attributes. The histogram is created in the experimental section, which demonstrates 
the comparison between left employees vs. compensation, department, satisfaction 
level, and so on. We use five different machine learning algorithms for prediction. 
This article suggests the factors that help an organization’s employee turnover rate 
to be as low as possible. 

The Economic Order Quantity Model (EOQ), introduced in 1913 by Ford W. 
Harris, was the first statistical model for inventory management [4]. It was created 
for the manufacturing process. EOQ is a deterministic and dynamic mono-product 
model that is very basic. The model identifies the best method for determining the 
inventory system’s actions. It’s also easy to measure the closed solution. 

The inventory management and stock forecasting method were the subjects of [5]. 
A new approach has been established for a stock management system to manage and 
locate food additives in the Codex Alimentarius Commission’s global food additive 
database. To forecast the stock of food additives, four machine learning models 
were used: Naïve Bayes, Decision Tree, Linear Regression, and Support Vector 
Regression. Data mining techniques such as clustering, grouping, and association 
rule were used by [6, 14]. For the success of any retention attempt, precision and 
accuracy of the technique used are essential. After all, if a customer who will leave 
the business is unaware of the company, that customer cannot be adequately dealt 
with. 

Dolatabadi and Keynia [7] addressed how necessary it is to predict the propensity 
of customers to retain customers in the face of increasing rivalry among service 
companies. For businesses, the effects of brand loyalty and the loss of a customer 
base, as well as the difficulties of attracting a new customer to replace each lost 
customer, are extremely difficult. To prepare and process this sort of scenario, having 
a forecast theory of consumer behavior can be extremely useful. 

Franciska and Swaminathan [8] mentioned the aggregation of particles based on 
the similarity of their properties to provide user information patterns and knowl-
edge. Partitioning, hierarchical, and grid-based clustering approaches are examples 
of different types of clustering algorithms. K-means clustering, k-medoids clus-
tering, Hierarchical clustering, DBSCAN, and Fuzzy c-means clustering are all used 
in this study. Customer churn analysis employs clustering algorithms for a variety of
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reasons, one of which is that the cost of acquiring a new customer is much greater 
than the cost of maintaining a current customer. 

Zhu et al. [9] intends to boost employee turnover forecasting with the impact 
of or without the economic indicators being taken into account. Several time series 
modeling techniques have been used to identify optimal models for effective predic-
tions of staff turnover. The proposed models were constructed and validated over 
11 years of monthly turnover data. The R2 training turnover = 0.77 and holdout R2 
= 0.59 have been predicted in contrast to the other models by a dynamic regression 
model with additive tends, seasonality, interventions, and very important economic 
indicators. This study is aimed at discovering well-trained and skilled people for 
bonuses or replacements in any organization. The hiring of new staff always takes 
some huge costs for the organization. The Departments of Human Resources provide 
a huge number of daily data: leaves, societal disputes, yearly assessments, payments, 
and benefits, etc. Nevertheless, the main issue that arises here is to whom this appre-
ciation can be provided. Further, apply artificial intelligence techniques to detect 
autism spectrum disorder [11] also.  

Some challenges that are generally faced in an organization are [12]: 

1. The attrition of employees is a trivial problem for losses of companies like finan-
cial loss, replacement and hiring costs and time, retrain new employees as well 
as customer dissatisfaction. 

2. Somehow, a company may bear the turnover of workers that are not as seasoned 
as others who have worked for a long time and whose attrition often results in 
substantial losses. 

3. Attrition of employees can give existing employees a negative impression. 
4. In the manual assessment of employees’ performance, the HR department can 

be partial. 

3 Methodology 

The proposed methodology works in different levels termed multi-agent architecture 
which performed their function as discussed below: 

1. In the very first step, input dataset is taken in which records of employees are 
mentioned. 

2. The raw data is passed to Information Selection Agent (ISA). 
3. Attrition Detection Agent (ADA) decides the behavior of employees using a 

machine learning tool i.e., LSTM. 
4. Further, such employees that don’t show attrition behavior are processed to 

Appreciation Providing Agent (APA) to provide appreciation/bonus in the future. 

A. Information Selection Agent (ISA) 

Co-relation is used to determine whether there is an association between features 
or details about employees. It’s a feature selection technique of some kind. Feature
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selection is a technique of optimization to reduce the data dimensionality in various 
areas such as machine learning, pattern recognition, and data extraction. Its primary 
goal is to eliminate features that are obsolete or irrelevant. These aspects surely 
improve the classification algorithms’ performance in terms of time and cost and 
give the data mining systems little or no predictive information. It is not quite easy 
to remove unnecessary properties because the relevance or irrelevance of a specific 
feature in the target class is difficult to determine. An evaluation criterion measures 
the relevance of a particular feature between two features or among many features. 

Once this algorithm is used, Information Selection Agent (ISA) is retrieved to 
determine the attrition between employees that helps the Attrition Detection Agent 
(Fig. 2).

B. Attrition Detection Agent (ADA) 

The Attrition Detection Agent (ADA) uses an LSTM Classifier to predict employee 
attrition. Long short-term memory is one kind of recurring neural network (RNN) 
(LSTM). It’s a convolutional neural network technique made up of several neural 
network modules. There are four units in the LSTM network: memory cell, input 
unit, output unit, and forget unit. The storage device is the device that stores the data 
values over time and controls the flow of data values for the output value evaluation 
by the three remaining units. Both classification and regression are performed using 
the LSTM deep network and train the features concerning time instance t (Fig. 3).

The output of hidden layer ht is evaluated as following equations: 

funt = σ(Wt forget ∗ xt + Ut forget ∗ ht−1 + baisforget) (1) 

it = σ(Wt input ∗ xt + Ut input ∗ ht−1 + baisinput) (2) 

Cell
∧

t = tanh(Wtcell ∗ xt + Utcell ∗ ht−1 + baiscell) (3) 

Cellt = inputt ∗ Cell
∧

t + forgett ∗ Cellt−1) (4) 

cell_outputt = σ(Wtoutput ∗ xt + Utoutput ∗ ht−1 + baisoutput) (5) 

Finaloutputt = cell_outputt ∗ tanh(Cellt )) (6) 

where, σ = activation (sigmoid) function. 
tanh = activation (tangent). 
xt = input variable at time instance t. 
Wtinput, WtCell, Wtforget, Wtoutput, Utinput, UtCell, Utforget, Utoutput = weight vectors. 
baisinput, baisCell, baisforget, baisoutput = bias vectors. 

C. Appreciation Providing Agent (APA)
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Fig. 2 Methodology for employees attrition detection

With designing of fuzzy model, bonus/promotion is provided to such employees that 
doesn’t show attrition behaviour. This model is also compatible to predict the staff 
shortfall and their arrangement.
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Fig. 3 Long short-term 
memory (LSTM) units

4 Results and Discussions 

In this section, result analysis is presented on the co-relation feature extraction 
method that is used further to predict the attrition behavior of employees. Simu-
lation of this work is presented over the IBM employee dataset that contains details 
of 1470 employees. Some of the features that contribute to the visualization step of 
the feature selection process are illustrated in Fig. 4. 

In this section, a correlation analysis is performed to visualize how features deter-
mine employee attrition. Table 1 illustrates the correlation analysis and it has been 
concluded that demographic features such as educational background or gender don’t

Fig. 4 Pie-Chart visualization of features for selection 
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Table 1 Employee attrition correlation 

Features Employee attrition correlation 

Age 0.1592 

Education −0.0093 

Job satisfaction 0.1035 

Gender −0.0326 

Working years 0.1711 

Total years of working in current position 0.1605 

have an impact on employee attrition whereas other features are correlated to deter-
mine the employee’s attrition behavior. So, while feature selection non-correlated 
features are removed to reduce further classification complexity. These unnecessary 
features also decrease the classification performance. 

5 Conclusion 

Staff turnover can have several consequences for a business, including a loss of 
reputation, sales, and expense concerning time and money. To solve the existing 
manual HR system’s problem multi-agent artificial architecture is proposed that 
contributes to the development of smart HRM with a predictive approach that can 
make better decisions for the complete growth of an organization. The efficiency is 
assessed using the IBM HR analytical dataset. The approach employs AI techniques 
such as LSTM and Fuzzy logic. The system architecture is referred to as multi-
agent architecture since it operates on several levels. The very first agent is called 
an ISA, which hands data to the second agent, called an attrition detection Agency 
(ADA). Co-relation is evaluated for feature selection by the Attrition Detection Agent 
(ADA), which finds relationships between features or employees’ knowledge. LSTM 
is used by the Attrition Detection Agent (ADA) to classify employees for their 
attrition actions. Last but not least, Appreciation Providing Agent (APA) is activated 
for deciding the list of employees for bonus/promotion distribution. The following 
conclusions are derived from this chapter: 

1. This framework is very effective at identifying and filtering the most qualified 
and worthy applicants. 

2. This framework also provides the existing employees a motivating message to 
engage themselves and deserving applicants get a promotion/bonus without bias. 

3. This model can also forecast a shortage of qualified employees by department 
and send out a warning message about recruiting new employees or redistributing 
workload between current workers. 

4. This decision-making method is also effective in terms of time.
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5. This model ensures that incentive and promotion decisions are made without bias 
and, as a result, the organization’s growth is aided indirectly. 

Future studies should be conducted to add to the current study’s findings, as 
variables such as employee knowledge and information about the strategies could 
change over time. Researchers in the IT Service Industry will be encouraged to build 
and implement new constructs relevant to employee retention. 
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Abstract Nowadays, Culture shock is very much common to work life and this 
is an important issue in identification of the variables to develop morale of the 
employees towards an aim to increase productivity. The term ‘cultural shock’ refers 
the emotional state of uncertainty, confusion, anxiety that people may experience 
when transforming to a new state of affairs or feeling a new work culture or social 
status. So, it happens when an individual is censored from acquainted surroundings 
and culture after transferring to a new environment. It brings the logic that Culture 
shock tends to mean a bustle of emotions, including excitement, emotional labor, 
job stress, and job satisfaction and helplessness. Social scientists are of the opinion 
that culture shock is treated as ‘mental illness’ as common men are suffering as they 
are distracted from the cultural environment. In this context, it is pertinent to iden-
tify the impact of cultural shock during the pandemic time especially in the service 
sector management as people are constrained to work from home and that is also to 
some extent detrimental to their mental health. In this present study, the researchers 
are trying to explore the possible attributes that are responsible for cultural shock
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and also try to measure the possible impact of the same. This study will provide a 
working model for the stakeholders to frame a strategy to get rid of the crisis and 
develop an employee retention policy with respect to stress coping behavior as well, 
in the days of New Normal. The study is essentially focused on tech-based gaming 
industry. The present chapter proposes a new q-Rung Orthopair Fuzzy (qROF) based 
computational intelligence framework of psychological assessment. The procedural 
steps of forced field analysis (FFA) is followed in this chapter wherein Level Based 
Weight Assessment (LBWA) is applied for calculating the weights of the attributes. 
Further, it carries out stability analysis of the results obtained. Finally, it puts forth 
policy recommendations for formulating effective employee motivation and retention 
strategy. 

Keywords Covid-19 · Culture shock · Emotional labor · Job stress ·
Helplessness · q-rung orthopair fuzzy · Forced field analysis (FFA) · Level based 
weight assessment (LBWA) · Gaming industry 

1 Introduction 

Individuals, in general, face a series of unknown situations, and they suffer from 
a crisis like emotional distress that may result in a sudden shift into a culture or 
environment that is different from their own. In this context, people face difficulty 
coping with the situation, which can be considered culture shock. Oberg [1] first 
used the term culture shock to describe an individual who becomes unable to adjust 
to the society or culture as he might experience anxiety, discomfort, and other forms 
of psychological distress, which often becomes chronic and enfeebling. The recent 
pandemic has significantly changed the working conditions. Working in a different 
country, not being able to return home, working from home are some of the reasons 
that have made people experience some culture shock (CS). In simpler terms, CS is 
defined as the trauma due to an unprecedented or unfamiliar cultural transition. 

Taft [2] opined that there are six aspects of CS such as psychological strain, 
sense of loss and deprivation, feelings of being isolated, role ambiguity, agony or 
anxiety due to cultural differences, and feeling if impotence. According to the model 
developed by Oberg [1], there are four stages or periods of CS. It begins with the 
honeymoon period where a person encounters a new culture or environment, and 
he/she feels excited, euphoric, and pleased by the new things he/she encounters [3]. 
After this stage, the individual enters a period of CS where he experiences negative 
emotions or psychological disturbances like stress, anxiety, and depression. A sense 
of uncertainty regarding the self, environment, and future may also arise. After a point 
of time, the individual slowly shifts into the stage of recovery where he becomes aware 
of the problems he/she is facing and starts working on them. The feeling of frustration 
slowly subsides as the person moves into the adjustment period. Here the individual 
has understood the foreign environment in which he/she has been placed. They can 
deal with the problems successfully and accept the new culture positively. As a result,
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the individual becomes flexible and works effectively in new ways with the required 
skills. The duration of each of the stages may vary from individual to individual, 
but it is expected that the person goes through the overall process of adjustment 
within a year [4–6]. Kathirvel and Febiula [7] mentioned some of the impacts of CS 
such as mental health of the employees, interpersonal communication, productivity 
of the individuals, lifestyle, and morale among others. As a result, organizational 
performance is largely affected by CS. 

The recent outbreak of Covid-19 has affected the socio-economic state of the 
countries across the globe significantly and has brought about a radical change in 
the organizational culture. The sudden change in communication and working style, 
social distancing, increasing level of anxiety and fear psychosis due to high infection 
and death rates, job losses and salary reduction, and pressure to adopt new technolo-
gies have posited a transformational shift in the organizational culture [8]. In other 
words, the challenge of absorbing the CS and building a stress-free enduring culture 
in the post-Covid phase has become a critical success factor for the organizations 
[9, 10]. 

It is, therefore, a matter of paramount importance for organizations to show 
resilience on cultural dimensions for keeping the sound mental health of the 
employees for combating the effect of environmental disruptions and ensure perfor-
mance. Both physical and mental well-being of the employees and the health of 
the organizational culture have become essential parts of the organizational strategy 
now. Amidst the highly turbulent, uncertain, and gloomy environment, shock lead-
ership has emerged as one of the essential qualities of corporate governance [11]. 
In this context, the present study aims to answer the following questions: What are 
the critical manifestations of the CS vis-à-vis Covid-19? Does coping behavior (CB) 
withstand the impact of CS? 

We attempt to understand the interplay of various manifested attributes of CS and 
behavioral resilience in this chapter. We utilize the dimensions and psychological 
assessment scale for measuring CS and CB as obtained from the extant literature 
and apply a Force Field Analysis (FFA). The manifested attributes of CS and CB are 
treated as restraining forces (RF) and driving forces (DF) respectively. Our initial 
assumption is that CS (resulted due to Covid-19) outperforms the natural CB of the 
individuals. To test this null hypothesis, we have conducted a study on the employees 
of gaming industry. The gaming industry is a representative of technology-based 
innovative firms that require creative employees. We are inquisitive about the impact 
of CS on the mental health of the employee that affects the performance and how 
CB counters the CS to show resilience. In this sense, CS is associated with mind and 
creativity is dependent on mental conditions. Therefore, it is justified to select the 
gaming industry. Now, responses to psychological manifests suffer from a consider-
able amount of subjective bias. Further, we use a group decision-making framework 
with small sample study. Hence, to combat the subjective bias and work with impre-
cise information, we use a fuzzy framework here. We utilize qROFS-based FFA 
(qROF-FFA) in our study. 

The concept of qROFS was proposed in the work of Yager [12] as a generalization 
of Intuitionistic Fuzzy Sets (IFS) [13] and Pythagorean Fuzzy Sets (PyFS) [14].
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Fuzzy Sets (FS) 
[16] 

Considers only 
membership 
function (μ) 

Intuitionistic Fuzzy 
Sets (IFS) [13] 

Considers membership 
function (μ) and non-

membership function (υ) 
μ + υ ≤ 1 

Pythagorean Fuzzy 
Sets (PyFS) [14] 

μ2 + υ2 ≤ 1 

q-Rung 
Orthopair Fuzzy 

Sets (qROFS) 
[12] 

μq + υq ≤ 1 

Fig. 1 Evolution of qROFS 

Figure 1 shows the chronological evolution of qROFS. The need for developing 
qROFS stems from a common psychological behavior of human beings known as 
“bounded rationality” which talks about the preference of human beings for the 
most obvious selection. To illustrate further, there are incidents where people may 
opine for favorable choices whereas in other cases, opinions are made related to 
non-favorable perspectives. As a result, the development of IFS was necessitated 
which takes into account both membership (the favorable element the decision maker 
wants to be included in the selection set) and non-membership (the element that the 
decision maker does not want to have) functions. The researchers felt the need to 
have a generalization of IFS in terms of qROFS due to the fact in some occasions 
where the sum of favorable and non-favorable memberships is not bounded to unit 
interval as explained with an investment decision making scenario in [15]. In a typical 
investment decision making scenario, an investor may give opinion on incremental 
(membership) and detrimental (non-membership) outcomes as per his/her choice. 
In effect, the sum of both membership and non-membership may exceed 1. The 
generalized version of IFS, aka qROFS enables the analyst in similar kind of real-
life situations. The advantages of using qROFS in the multi-criteria-based group 
decision making (MAGDM) scenarios (as compared to IFS and PyFS) include greater 
precision and flexibility (of having a wide range of values for μ and υ) in capturing 
impreciseness under uncertainty and carrying out granular analysis with accurate 
and stable solutions. 

In the proposed framework of qROF-FFA, we calculate the aggregated score of 
RF- and DF-based on the opinions of the respondents (from gaming industry) on the 
various attributes of CS and CB respectively. To find out the aggregate scores, we 
use LBWA algorithm for the calculation of the weights of the individual attributes. 
LBWA algorithm is used for deriving the criteria weights by level (according to 
the relative priorities of the criteria)-based partitioning [16]. LBWA provides the 
following advantages: 

– Ability to work with a large number of criteria. In our chapter, we deal with a 
large number of attributes pertaining to CS and CB. Therefore, LBWA is assumed 
to be apt for data analysis. 

– LBWA requires only (n − 1) number of pairwise comparisons for n criteria under 
consideration. Unlike the other popular algorithms like AHP, PIPRECIA among 
others, LBWA therefore is less susceptible to subjective bias and computational 
complexity and provides a reasonably accurate, reliable, and stable solution.
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However, if the degree of comparative priority of one criterion with respect to 
others, LBWA suffers from a difficulty in level-based partitioning on some occasions. 
To sum up, our proposed qROF-FFA framework provides the decision-makers (DM) 
a number of benefits such as 

– A better representation and capture of vagueness associated with subjective 
opinions. 

– More granular analysis with reasonable accuracy and flexibility to the DMs. 
– Ability to consider a large number of criteria and variations in the values. 
– A precise comparison of DF and RF in the process of carrying out FFA. 

The present chapter, to our limited knowledge, is the first of its kind that extends 
the growing strand of literature in the following ways 

– In this chapter, a new framework of FFA using qROFS and LBWA is presented. 
– No prior study has considered qROFS-based assessment of CS and CB. 
– In the context of Covid-19, measuring of CS and subsequently CB to counter the 

impact of the shock is seen as less evidenced in the literature. 
– The extant literature is found to be inclined towards measuring CS for students. 

We have not found plentiful applications of CS measurement in the industry, 
especially in the gaming industry. 

The remaining part of the chapter is presented as follows. In Sect. 2, some of the 
related work are described. Some preliminary concepts and definitions of qROFS are 
discussed in Sect. 3. Section 4 sheds light on the research methodology. In Sect. 5 
the results are presented and discussions are summarized. Section 6 provides some 
of the research implications. The concluding remarks and some of the future scope 
of work are given in Sect. 7. 

2 Literature Review 

In this section, we present a summary of some of the related past work. Evans [17] 
highlighted in his research work on escapism, which is a “dysfunctional avoidance 
coping response” to unfavorable situations that occur. Escaping from such a negative 
environment helps a person feel ‘happy, relaxed and pleased by engaging or without 
engaging in any sort of activities. In this context, Warmelink et al. [18] stated escapism 
also often leads to feelings of unhappiness, dissatisfaction with life, high levels of 
anxiety, isolation, and addiction. Escapism is considered as an important factor in 
culture shock as many people found it difficult to adjust to the sudden and unprece-
dented shift to remote work and hybrid work environment. This unexpected shift and 
work from home culture has caused mental distress among many employees due to 
workload, long hours of working, and reduced rest periods. This can make people 
find ways to escape to get and maintain their mental and emotional stability. In the 
case of role shock, researchers found that many individuals undergo a stress reaction 
when there is a disparity between the expected role and the encountered roles one has
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to play in a new environment [19–22]. The society has experienced that employees 
need to change their work pattern from physical to online, which is directed towards 
ambiguity and is certainly related to culture shock. A number of factors were iden-
tified that are related to culture shock like role novelty, role ambiguity, role conflict, 
and role overload [23]. These also important elements are associated with culture 
shock in the days of new normal. According to [24], stress is a particular relationship 
between the person and the environment. Stress depends on how threatening the 
situation is perceived by the individual and what resources he has to overcome the 
stressful situation and protect his wellbeing. Anxiety is also related to stress charac-
terized by feelings of tension, worrying, restlessness, and physical changes, which in 
turn affects blood pressure, hyperventilation, and trembling. Stress and anxiety often 
lead to depression, which is a serious mental illness that negatively affects how we 
feel, think, and act. The common symptoms of depression include sadness, learned 
helplessness, hopelessness, feeling of worthlessness, difficulty in concentrating, and 
others. This is evident that researchers have found significant results where people 
experienced culture shock that gave a sense of anxiousness, confusion, and apathetic 
which affects their normal behavior; until they learn a new set of cognitive constructs 
to adjust to the environment [25]. 

Mio [26] experimented that psychological disorientation increases with the 
increase in accumulation of stress, anxiety, and depression, which may impair the 
individual’s problem solving skills and decision-making process. This situation might 
decrease the individual’s motivation to adapt to a new environment. According to 
Searle and Ward [27] adjustment is the behavioral process by which human beings 
maintain a balance among their various needs and the obstacles in their environment. 
Adjustment or adaptation during culture shock is into two categories—psychological 
and socio-cultural. Psychological adjustment is the feeling of wellbeing and satis-
faction whereas socio-cultural adjustment is ability to ‘fit in’ in the host culture. By 
getting familiar with the new culture, people can encounter obstacles. This helps 
them to accept and adjust with their surroundings [28–30]. However, social support 
was found to be a key element in reducing stress that helps the person in adjusting to 
the new environment [31]. Hamid and Durmaz [32] in their study noted that support 
from co-workers is an important determinant of employee’s performance rather than 
the training he is provided with. In this context, culture fatigue is behavioral response 
of culture shock. It refers to the weariness and overwhelming experience that result 
from the big or small adjustments one has to learn to function in a new environment. 

It is amazing to note that technostress was first defined by Brod [33] as “a modern 
disease” which is caused due to inability to cope with computer technology. There 
are other potential causes of stress and anxiety such as “application multitasking”, 
“constant connectivity”, “information overload”, “frequent system upgrades” and 
“consequent uncertainty”, “continual relearning” and “consequent job related inse-
curities”, and “technical problems” [34]. Due to work from home employees have 
work faster; stay connected, available and operative all the time. According to World 
Health Organization, increased use of technology has fostered expectations about 
individuals being constantly available and working faster and better. In one of the
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studies, it was found that during the Covid-19 crisis, social media communication in 
workplace has increased which led to higher amount of technostress [35]. 

Adaptation to a new culture is the key to success of an individual, as people 
need to be constantly motivated towards performance. This is referred to as cultural 
intelligence—to adapt behaviors where one can work effectively [36]. There are two 
types of cultural quotient (CQ)—the motivational CQ and behavioral CQ. Individuals 
with higher motivational CQ are eager to accept challenges in a new environment and 
have a strong will to tolerate frustration which helps the person to adapt to the new 
situation. On the other hand, individuals with high behavioral CQ have the capability 
to perform in a different culture, which makes them feel accepted by the host group. 
Therefore, higher motivation CQ are more likely to accept challenges but on the 
other hand high behavioral CQ are more prone to perform better. The researcher [37] 
in a recent study noted that there exists a positive relationship between the culture 
of the organization and the employees’ performance, engagement, teamwork, and 
productivity. In this framework, emotional labor is another component, related to an 
employee’s inclination towards desired behavior related to interpersonal relationships 
in a given situation. Performance at work can be judged based on an employee’s 
emotional dissonance, which is an inconsistency between felt and enacted emotions. 

Sengupta and Manjumdar [38] in their research work on emotional labor iden-
tified a few factors like Machiavellianism, self-esteem, self-monitoring, risk taking 
behavior, etc., which are essential components to emotional labor and emotional 
dissonance. In a study, it was found that culture shock positively affects emotional 
labor but it has a negative impact on job satisfaction and this leads to employee 
turnover. However, the perceived managerial role plays a crucial role in lessening 
culture shock and increasing job satisfaction [39]. Xia [40] opined that to overcome 
culture shock “self-confidence and optimism”, “accepting new culture”, “seeking 
social support” are three effective ways to get rid of psychological discomfort. He 
also added that a certain amount of stress could also help an individual to learn and 
know about the culture, which may speed up the adjustment and adaptation process 
and help the person work effectively and efficiently. 

Pantelidou and Craig [41] examined the psychological impact of the culture shock 
and social support structure (in terms of size, diversity of the social network, and 
quality of support received), helping the migrant Greek students in the UK overcome 
the shock. The authors observed that social support is an essential factor associated 
with culture shock. Quality of support as an aspect of social support is the most 
closely related to the psychological distress of migrant students. The research of 
Cullen et al. [42] offered insights regarding how organizations may help improve 
perceptions of organizational support by reducing perceived uncertainty as well as 
identifying employees who may need assistance to adapt to workplace changes. 
The study reported the role of perceived organizational support as a mediator of 
the relationship between employees’ adaptability and perceptions of change-related 
uncertainty and employees’ satisfaction and performance. 

The recent pandemic has brought about an unprecedented cultural shock as 
compared with the other major catastrophizes in the last century. The work of Lai 
et al. [39] studied the effect of cultural shock on emotional labor, job satisfaction,
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and turnover intentions of service industry employees. The empirical study revealed 
that higher level of cultural shock the foreign employees perceived, higher is the 
emotional labor, lower is the job satisfaction, and hence have a higher intention of 
employee turnover. However, if perceived managerial support is higher than cultural 
shock may be reduced having moderating effect on job satisfaction, emotional labor 
and hence lower would be the intention of employee turnover. 

Creative industry has been affected severely by the pandemic, with large cities 
often covering the greatest share of jobs at risk. The most severe damage from 
the pandemic as a whole was suffered by micro-enterprise and the self-employed 
population. The latter forms the backbone of the labor force in the most affected 
industries, culture, leisure, tourism, and retail [43]. Covid 19 and the large scale 
social and economic shock have profoundly transformed organization culture. The 
underlying values and assumptions have shifted from exploration creativity towards 
safety and resilience. It is a major challenge for managers as to how to build a 
culture where everyone is working from home and this practice has evolved as a new 
norm. It further studies how large scale transitions in society unsettle organizational 
culture and how those cultures might adapt [8]. The work [44] found substantial 
evidence for an association between cultural consumption from pre-pandemic periods 
and individual levels of happiness during the pandemic. The chapter addresses two 
aspects of the cultural impact on mental health resilience: the cultural effect on mental 
health prevention (i.e., the effects of past consumption of culture on the levels of 
happiness during the COVID-19 pandemic) and the cultural impact on the resilience 
of the community spirit approximated by the change in the social capital propensity 
in human behavior due to cultural consumption during the lockdown period. 

3 Preliminaries 

Since its proposal qROFS has garnered attention from many researchers and prac-
titioners resulting in a plethora of applications in complex real-life problems. For 
instance, selection of collaborating firms for setting up food processing plants in 
India using interval-valued qROFS [45]; selection of laptop using a novel knowl-
edge measures for qROFS [46]; company selection for investment using complex 
interval-valued qROFS based AHP-TOPSIS [47]; selection of all-rounder players 
for cricket team using axiomatically supported divergence measures of qROFS [48]; 
comparison of agri-farming choices using m-polar qROFS based MCDM [49]; enter-
prise risk planning and management [50]; investment decision making and software 
selection problem using power neutral aggregation operators of qROFS [51] among 
others. In this section, we present some of the primary definitions related to concepts 
and operators of qROFS. 

Definition 1 The Pythagorean Fuzzy Sets (PyFS) is defined as [14] 

Ã p = {]x, μ  ̃Ap (x), ϑ  ̃Ap (x)[ :  x ∈ U
};U is the universe of discourse



14 A q-ROF Based Intelligent Framework for Exploring the Interface … 263

where, 
μ ̃Ap (x) : U → [0, 1] and ϑ ̃Ap (x) : U → [0, 1] are the degree of membership 

and degree of non-membership respectively, where 0 ≤ (
μ ̃Ap (x)

)2 + (
ϑ ̃Ap (x)

)2 ≤ 
1; ∀x ∈ U ; the degree of indeterminacy is being given by 

π ̃Ap (x) =
/
1 − (

μ ̃Ap (x)
)2 − (

ϑ ̃Ap (x)
)2;∀x ∈ U (1) 

Definition 2 A q-ROFS is defined as [12, 52] 

ÃQ = {]x, μ  ̃AQ (x), ϑ  ̃AQ (x)[ :  x ∈ U
}; U is the universe of discourse 

where, 
μ ̃AQ (x) : U → [0, 1] and ϑ ̃AQ (x) : U → [0, 1] are the degree of membership 

and degree of non-membership respectively, where 0 ≤ (
μ ̃AQ (x)

)q + (
ϑ ̃AQ (x)

)q ≤ 
1; ∀x ∈ U ; the degree of indeterminacy is being given by 

π ̃AQ (x) = q

/
1 − (

μ ̃AQ (x)
)q − (

ϑ ̃AQ (x)
)q∀x ∈ U (2) 

When q = 1, it ÃQ becomes an Atanassov’s Intuitionistic Fuzzy Sets (IFS) and 
for q = 2 it represents PyFS. 

In this chapter, in the same way as defined by expression (2), we shall use the 
notation Q = (μ, ϑ) for representing a q-Rung Orthopair Fuzzy Number (q-ROFN). 

Definition 3 Basic operations on q-ROFN 
Let, Q1 = (μ1, ϑ1), Q2 = (μ2, ϑ2) and Q = (μ, ϑ) are the three q-ROFNs. 

Some of the basic operators are defined as follows [12, 52] 

Qc = (ϑ, μ) (3) 

Q1 ⛋ Q2 = ( q
/

μ1 
q + μ2 

q − μ1 
q μ2 

q , ϑ1ϑ2) (4) 

Q1 ☒ Q2 = (μ1μ2,
q
/

ϑ1 
q + ϑ2 

q − ϑ1 
q ϑ2 

q ) (5) 

αQ =
(

q
/
1 − (1 − μq )α ,ϑα

)
; α is a constant (6) 

Qα =
(
μq ,

q
/
1 − (1 − ϑq )α

)
(7) 

Definition 4 Score and Accuracy Function 
There are a number of definitions available in the extant literature for score and 

accuracy functions. For example, in [51] the Score Function (SF) is defined as 

H = μq − ϑq; H ∈ [−1, 1] (8)
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Proceeding further, in [53–56] the alternative version of SF is given as 

H, =  (1 + μq − ϑq )/2 (9)  

Peng and Dai [57] defined SF as 

H,, = μq − ϑq +
(

eμq−ϑq 

eμq−ϑq + 1 
− 

1 

2

)
π q (10) 

Assuming that if μ = ϑ , for precise ranking of qROFNs an extended definition 
of SF is given in [57, 58] as given below. In this chapter, we use the definition given 
in [57, 58] for calculating score values. 

H∗ = 
μq − 2ϑq − 1 

3
+ 

λ 
3

(
μq + ϑq + 2

)
, λ  ∈ [0, 1] (11) 

The Accuracy Function (AF) is defined as [51] 

H = μq + ϑq , H ∈ [0, 1] (12) 

If H1 > H2 then Q1 > Q2 

If H1 < H2 then Q1 < Q2 

If H1 = H2, then if H1 < H2, Q1 < Q2; H1 > H2, Q1 > Q2. 

Definition 5 q-Rung Orthopair Fuzzy Weighted Averaging Operator (q-ROFWA) 
[51] 

q − ROFWA(Q1, Q2, . . . .,  Qr ) = ]
(

1 − 
rΠ

k=1

(
1 − μq 

k

)αk

)1/q 

, 
rΠ

k=1 

ϑ αk 
k [ (13) 

Here, αk is the corresponding weight. 

4 Research Methodology 

In this section, we briefly showcase the research methodology. In our study, a 
group of six professionals from the gaming industry participated. The profile of 
the respondents is given in Table 1.

We derive the broad dimensions and subsequent attributes of the CS (i.e., RF) from 
[1, 59] and the extant literature as mentioned in Sect. 2. The broad dimensions of CS 
are escapism, role shock/identity crisis, feeling of helplessness/acceptance, anxiety/ 
stress, adjustment, cultural fatigue, technostress, performance and motivation, and 
emotional labor. Corresponding to different dimensions, there are a total 30 state-
ments wherein each statement is a representative of an attribute of CS. It may be noted
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Table 1 Respondent profile 

Respondent Gender Qualification Past experience Present 
designation 

Total experience 
(years) 

R1 Female Post graduate Gaming, IT AVP HR 18 

R2 Male Post graduate Product Design, 
Innovation Lab, 
IT 

General Manager 25 

R3 Male Graduate Gamming Businesses Head 
India 

21 

R4 Male Post graduate IT Industry Manager 16 

R5 Male Post graduate Information 
Technology 

Service Delivery 
Head 

19+ 

R6 Male Graduate IT Senior Manager 21

that some attributes of CS are carrying reverse scaling (i.e., disagreement is the better 
representation of shock) which are marked as ©. A brief description of the dimen-
sions of CS is given in the Table 2. The attributes of CB are constructed following the 
“Brief-Cope” scale [60, 61] as used in the experimentation [62]. There are 14 broad 
dimensions of CB such as active coping, planning, positive reframing, acceptance, 
humor, religion, emotional support, instrumental support, self-distraction, denial, 
venting, substance, behavioral disengagement, and self-blame. The attributes are 
mentioned in the questionnaire given in Appendix 1. We calculate the final weighted 
aggregated score for both CS and CB using qROFN-based operations and LBWA. 
We then compare the scores of CS and CB to see whether stress due to shock prevails 
over resilience or not. The steps of the research methodology (proposed qROF-FFA 
framework) are given in the Fig. 2 and described thereafter.

4.1 Force Field Analysis (FFA) 

FFA is one of the fundamental and widely used frameworks for assessing the planned 
change management process that explains the DFs and RFs and their influences vis-à-
vis the transition from the current state to a changed future state [63, 64]. FFA is one of 
the widely used frameworks enabling organizations to bring about strategic changes 
in the organizations to withstand market competition [65]. The extant literature shows 
various applications of FFA in social science, business management, and engineering, 
for instance, vulnerability analysis of drought [66], adoption of cloud computing [67], 
and adoption of environmental strategy [68] to name a few.
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Table 2 Operational definitions of dimensions of CS 

Dimension of CS Description 

Escapism It is the individual’s attempt to avoid the unpleasant aspects of life 
through engaging oneself into different set of activities, positive or 
negative, to gain mental and emotional stability 

Role shock It is a feeling of disorientation, uncertainty, and confusion when there 
is a sudden shift in role, which is different from the familiar role the 
employee has been playing for a long time 

Feeling helplessness/ 
acceptance 

The state of mind in utter disappointment, finding no solutions 

Anxiety, depression 
and stress 

Anxiety is the extreme and uncontrollable worry about everyday life 
events that leads the individual to experience different physiological 
(e.g., trembling and sweating), behavioral (e.g., restlessness, 
irritability, and cognitive symptoms (e.g., unwanted intrusive thoughts, 
lack of concentration) 
Depression is a continuous feeling of sadness, loss of interest in 
activities hopelessness, and worthlessness for a longer period 
Stress is a body’s reaction to the strain experienced by a 
certain situation and the inability to cope with it, which in return affects 
the individual’s wellbeing 

Adjustment It is the ability to adapt to a particular situation or environment by 
bringing a change in attitude and behavior to match a standard. 
Individuals who can adjust well have a high quality of life and on the 
other hand, individuals who are unable to adapt experience 
psychological disorders like clinical anxiety or depression 

Culture fatigue This happens when an individual is stressed by trying to deal and 
adjust to the new environment and information at once. It is the 
physical and mental exhaustion, which occurs due to the adjustments, 
which are required to survive in a different culture 

Techno stress It occurs due to constant learning and use of technology and the 
inability to cope with the demands of the technology 

Performance and 
motivation 

Performance is how an employee plays or fulfills the job role and 
achieves his goals. Motivation is the desire to achieve the goal. 
Motivation plays a key role in the effort that an employee will put in to 
improve his performance 

Emotional labor It is a way of satisfying or keeping others happy while interacting, by 
regulating and managing one’s emotions to achieve the required task 
and professional goals

4.2 LBWA Method 

LBWA finds applications in several complex problems pertaining to engineering, 
management, basic sciences, and social sciences. Some of the recent applications 
include defense equipment selection [69, 70], healthcare management [71], food 
supplier selection on sustainability dimensions [72], strategic feasibility analysis for
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Literature Review Selection of DMs 

Attribute Selection 

Preferential ranking 
of the criteria 

qROFN based rating of the 
attributes (CS and CB) 

Aggregation of the individual 
responses for different q values 

Calculation of score and 
accuracy values for all 

attributes 

Selection of LRS for both CS 
and CB attributes 

Determination of the most important criterion 

Formation of subsets of criteria by grouping based on 
level of significance. 

Finding Attribute Weights (LBWA) 
(for CS and CB) 

Comparison of attributes according to the significance 
within the subsets 

Defining the elasticity coefficient ( 

Finding out the influence function 
( 

Determination of attribute weights 

Sensitivity Analysis 

Concluding Remarks 

Weighted aggregation of the attributes 
of CS and CB 

Calculate the aggregated score of CS 
and CB respectively 

Comparison of aggregated score of CS 
and CB 

Decision 

Fig. 2 Proposed framework of qROF-FFA

merger decision [73], deciding marketing mix using 7P [74], renewable energy selec-
tion [75] among others. Let, the criteria set is given by C = {C1, C2, C3 . . . . . .  Cn}. 
Let, the ith criterion (Ci ∈ C) is the most important one as opined by the respondents. 

The computational steps of LBWA are as given below as mentioned in [16]. 

Step 1: Formation of subsets of criteria by grouping based on level of significance. 

The grouping process is described below. 

Level L1: Group the criteria and form the subset with the criteria that are having 
equal to or up to twice as less as the significance of the criterion Ci . 
Level L2: Group the criteria and form the subset with the criteria having exactly 
twice as less as the significance of the criterion Ci or up to three times as less as 
the significance of the criterion Ci .
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Level L3: Group the criteria and form the subset with the criteria having exactly 
three times as less as significance of the criterion Ci or up to four times as less as 
the significance of the criterion Ci .
---------------- ----------------- ----------------- ------------------ ---------------------- ---
Level Lk: Group the criteria and form the subset with the criteria having exactly 
“k” times as less as the significance of the criterion Ci or up to “k + 1” times as 
less as the significance of the criterion Ci . 

Hence, L = L1 ∪ L2 ∪ L3 · · ·  ∪  Lk (14) 

If s(C j ) is the significance of the jth criterion, we note that 

Lk =
{
C j ∈ L : k ≤ s(C j ) ≤ k + 1

}
(15) 

Also, the following condition holds good to appropriately define the grouping 

L p ∩ Lq = ∅; where p, q ∈ {1, 2, . . .  k} and p /= q (16) 

Step 2: Comparison of factors according to the significance within the subsets 

Based on the comparison, each criterion C j ∈ Lk is assigned with an integer value 
IC j ∈ {0, 1, 2 . . .  r}; where, r is the maximum value on the scale for comparison and 
is given by: 

r = max{|L1|, |L2|, |L3| . . .  |Lk |} (17) 

Conditions followed in this context are 

(i) The most important criterion is assigned with an integer value of zero. 
In other words, ICi = 0 (18) 

(ii) If Cp is more significant than Cq then I Cp 
< ICq (19) 

(iii) If Cp is equally significant with Cq then I Cp 
= ICq (20) 

Step 3: Find out the elasticity coefficient 

The elasticity coefficient r0 is defined as any real number with the condition r0 > r 
and τ ∈ R; Where R represents a set of real numbers. 

Step 4: Calculate the influence function of the criteria 

For a particular criterion, C j ∈ Lk ; the influence function can be defined as f : L → 
R
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It is calculated as 

f
(
C j

) = r0 
δr0 + IC j 

(21) 

Here, ∂ is the number of levels or subsets to which C j belongs and IC j ∈ {0, 1, 2 . . .  r} 
is the value assigned to the criterion C j within that level. 

Step 5: Calculation of the optimum values of the priority weights of the criteria 

For the most significant criterion : wi = 1 

1 + f (C1) + f (C2) +  · · ·  +  f (Cn) 
(22) 

where, i ∈ j; j = 1, 2, . . . ,  n, the number of criteria 

For other factors : wj /=i = f
(
C j

)
wi (23) 

Decision rule: rank the criteria in descending order of criticality based on the 
weight values. 

4.3 The Proposed QROF-FFA Method 

Suppose, 
C j , where j = 1, 2, . . .  n(n is finite and ≥ 2): The number of criteria. In our 

chapter, the criteria represent the list of attributes pertaining to CS and CB. 
Dt , where t = 1, 2, . . .  m(m is finite and ≥ 2): The number of respondents. In 

our case m = 6. 
The steps of the proposed qROF-FFA framework are described below. 

Step 1. Selection of the attributes of CS (i.e., RF) and CB (i.e., DF) 

In this chapter, the attributes (i.e., criteria) are given as 
(C1)CS, (C2)CS, (C3)CS, . . . .,  (C30)CS and (C1)CB, (C2)CB, (C3)CB, . . . , (C28)CB. 

Step 2. Selection of the linguistic rating scale 

In our chapter, we modify the linguistic rating scale (LRS) in line with the work of 
[76] for CS and the qROFNs are defined for the scales used in [62] for rating CB. 
The LRS and corresponding qROFNs are given in Tables 3 and 4, respectively.

Step 3. Formation of qROFN-based rating matrix for CS and CB attributes 

The responses of the respondents have been collected through telephonic conversa-
tion and then an online google sheet-based survey. The individual responses have 
been captured and collated and subsequently, as per Tables 3 and 4, corresponding 
qROFNs have been assigned. Appendix 2 provides the qROFN-based rating of the 
attributes of CS and CB as given by the respondents.
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Table 3 Q-ROF linguistic scale for rating CS attributes 

Linguistic scale qROFN 

Forward scaling Reverse scaling 

μ ϑ μ ϑ 
Strongly disagree (SD) 0.25 0.85 0.85 0.25 

Disagree (D) 0.40 0.70 0.70 0.40 

Moderately agree (MA) 0.55 0.55 0.55 0.55 

Agree (A) 0.70 0.40 0.40 0.70 

Strongly agree (SA) 0.85 0.25 0.25 0.85 

Table 4 Q-ROF linguistic 
scale for rating CB attributes Linguistic scale qROFN 

μ ϑ 
I have not been doing this at all 0.25 0.85 

I have been doing this a little bit 0.45 0.65 

I have been doing this a medium amount 0.65 0.45 

I have been doing this a lot 0.85 0.25

Step 4. Aggregation of the individual responses for different q values 

Here, we use the definition of q-ROFWA (see expression (13)) to aggregate individual 
responses while assigning equal priority (i.e., 1/6) to all respondents. This exercise 
we have done for both CS and CB separately. 

Step 5. Calculation of score and accuracy values for all attributes 

We use the definition to calculate the score values as given in Sect. 3 (see expression 
(11)) for attributes of CS and CB respectively. 

Step 6. Obtain the weights of the attributes 

We utilize the score values of the attributes (of CS and CB respectively) as obtained 
in step 5 and apply the steps of LBWA-based criteria weight calculation as given in 
Sect. 4.2 (see expressions (14)–(23)). 

Step 7. Weighted aggregation of the attributes 

We apply q-ROFWA for weighted aggregation of the qROFNs (representing various 
attributes of CS and CB respectively). The weights of the attributes as calculated in 
step 6 are utilized here. 

Step 8. Calculate the aggregated score of CS and CB respectively 

By applying the expression (11), the aggregated scores of CS and CB are calculated.
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Step 9. Comparison of aggregated score of CS and CB 

The decision rule is as follows 

(i) If ScoreCB > ScoreCS; we conclude that the shock due to change is negotiated 
by coping behavior. 

(ii) If ScoreCB < ScoreCS; we conclude that the shock has dominated. 
(iii) If ScoreCB = ScoreCS; No adequate evidence to support the movement. 

Step 10. Sensitivity analysis 

We carry out the sensitivity analysis in two stages 

(i) Varying the elasticity coefficient to check the stability of weight calculation by 
LBWA method. 

(ii) Vary the values of q and λ to examine the stability of our proposed framework 
through sensitivity analysis. 

5 Results and Discussions 

In this section, we present the summary of the data analysis and findings in a step-
by-step manner. 

As mentioned in the previous section, the responses of the DMs are recorded and 
given in Appendix 2. For our primary analysis, we consider q = 1; λ = 0.8. Table 5 
represents the aggregated qROF-ratings for the attributes of CS using expression (13) 
with equal weights for all DMs. We then move to calculate the score and accuracy 
values of the qROFNs given in Table 5 using expression (11) and find out the weights 
of the attributes of CS using the procedural steps of LBWA (see expressions (14)– 
(23)). Table 6 provides the score and accuracy values along with weights of the 
attributes of CS while Table 7 gives the supporting calculations for the determination 
of the weights of the attributes.

It may be noted here that a large number of attributes are involved. As a result, we 
notice that as many as 20 attributes are appearing in level 1 which results in the value 
of the elasticity coefficient, r0 = 21. To check the stability in the calculated weights by 
using the LBWA method, we vary the values of r0 to perform the sensitivity analysis 
(see Table 8) and plot the results graphically (see Fig. 3). The results obtained by 
using MCDM algorithms are vulnerable to changes in the given conditions. In our 
research, the weights of the attributes play a decisive role and therefore, we perform 
the sensitivity analysis. Figure 3 suggests that the result obtained by using LBWA is 
stable.

We then move to calculate the aggregated weighted score (considering all 
attributes together) of CS using expression (13). Table 9 provides the final weighted 
aggregated score of CS.

We then move to calculate the aggregated score value of CB following the same 
way as we have done for CS. Table 10 shows the qROFNs related to rating of
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Table 5 Aggregated response in terms of qROFNs for the attributes of CS (q = 1) 

N1 N2 N3 N4 N5 

μ υ μ υ μ υ μ υ μ υ 
0.3364 0.7653 0.7274 0.3803 0.5644 0.5423 0.7572 0.3516 0.5920 0.5186 

N6 N7 N8 N9 N10 

μ υ μ υ μ υ μ υ μ υ 
0.3839 0.7174 0.4768 0.6278 0.3606 0.7410 0.5339 0.5718 0.3364 0.7653 

N11 N12 N13 N14 N15 

μ υ μ υ μ υ μ υ μ υ 
0.7879 0.3162 0.3905 0.7118 0.6727 0.4337 0.5110 0.5953 0.5972 0.5257 

N16 N17 N18 N19 N20 

μ υ μ υ μ υ μ υ μ υ 
0.5110 0.5953 0.6505 0.4535 0.4712 0.6327 0.5803 0.5329 0.4064 0.6945 

N21 N22 N23 N24 N25 

μ υ μ υ μ υ μ υ μ υ 
0.5339 0.5805 0.6505 0.4673 0.6941 0.4175 0.7274 0.3803 0.7619 0.3420 

N26 N27 N28 N29 N30 

μ υ μ υ μ υ μ υ μ υ 
0.7327 0.3754 0.7452 0.3606 0.6669 0.4422 0.5956 0.5083 0.6077 0.5054

the attributes of the CB which we get after aggregating the individual responses. 
Table 11 provides the calculation of the score and accuracy values of the attributes 
while Table 12 exhibits the derivation of the weights using LBWA method. It is seen 
that in the case of CB, the value of r0 is 18. Likewise, the previous case, here also 
we consider q = 1; λ = 0.8.

Table 13 shows the sensitivity analysis of the weights calculated by using LBWA 
for the attributes of CB and Fig. 4 reflects the stability in the result. Finally, we 
obtain the aggregated weighted score considering all attributes of CB together (see 
Table 14).

We observe that ScoreCB (= 0.396) is marginally greater than ScoreCS (= 0.390) 
at q = 1; λ = 0.8 that suggests that the coping nature of human behavior has helped 
the professionals in the gaming industry just to absorb the stress imposed by CS. 
However, we do feel that there is a marginal difference. Therefore, it is imperative to 
examine whether, with the changing values of qandλ, our qROF-FFA indicates any 
change in the relationship between ScoreCB and ScoreCS. In other words, we perform 
a sensitivity analysis to examine whether our model provides a stable result given the 
changes in the underlying conditions (i.e., changes in the values of qandλ). Table 15 
reflects that ScoreCB and ScoreCS are not substantially sensitive to the changes in the 
values of qandλ to contradict the relationship ScoreCB > ScoreCS. Further, the result 
of the Friedman test (see Table 16) indicates that there are not any significant changes 
in the score values of CS and CB given the changes in the values of q. Therefore,



14 A q-ROF Based Intelligent Framework for Exploring the Interface … 273

Ta
bl
e 
6 

Sc
or
e,
 a
cc
ur
ac
y,
 a
nd

 w
ei
gh

t v
al
ue
s 
of
 th

e 
at
tr
ib
ut
es
 o
f 
C
S 
(q
 =

 1
; λ

 =
 0

.8
) 

A
ttr
ib
ut
e

μ
ϑ

Sc
or
e

A
cc
ur
ac
y

W
ei
gh
t

A
ttr
ib
ut
e

μ
ϑ

Sc
or
e

A
cc
ur
ac
y

W
ei
gh
t 

N
1

0.
33
64

0.
76
53

0.
09
57

1.
10
17

0.
01
11

N
16

0.
51
10

0.
59
53

0.
26
85

1.
10
63

0.
02
68
 

N
2

0.
72
74

0.
38
03

0.
48
43

1.
10
77

0.
04
54

N
17

0.
65
05

0.
45
35

0.
40
89

1.
10
40

0.
03
81
 

N
3

0.
56
44

0.
54
23

0.
32
17

1.
10
67

0.
03
11

N
18

0.
47
12

0.
63
27

0.
22
96

1.
10
39

0.
02
57
 

N
4

0.
75
72

0.
35
16

0.
51
36

1.
10
88

0.
05
13

N
19

0.
58
03

0.
53
29

0.
33
50

1.
11
32

0.
03
19
 

N
5

0.
59
20

0.
51
86

0.
34
78

1.
11
06

0.
03
28

N
20

0.
40
64

0.
69
45

0.
16
60

1.
10
10

0.
01
84
 

N
6

0.
38
39

0.
71
74

0.
14
34

1.
10
13

0.
01
79

N
21

0.
53
39

0.
58
05

0.
28
82

1.
11
44

0.
02
95
 

N
7

0.
47
68

0.
62
78

0.
23
50

1.
10
46

0.
02
62

N
22

0.
65
05

0.
46
73

0.
40
34

1.
11
78

0.
03
69
 

N
8

0.
36
06

0.
74
10

0.
12
00

1.
10
16

0.
01
39

N
23

0.
69
41

0.
41
75

0.
44
94

1.
11
15

0.
04
21
 

N
9

0.
53
39

0.
57
18

0.
29
16

1.
10
58

0.
03
03

N
24

0.
72
74

0.
38
03

0.
48
43

1.
10
77

0.
04
37
 

N
10

0.
33
64

0.
76
53

0.
09
57

1.
10
17

0.
01
10

N
25

0.
76
19

0.
34
20

0.
52
03

1.
10
39

0.
05
36
 

N
11

0.
78
79

0.
31
62

0.
54
62

1.
10
41

0.
05
62

N
26

0.
73
27

0.
37
54

0.
48
95

1.
10
82

0.
04
72
 

N
12

0.
39
05

0.
71
18

0.
14
96

1.
10
23

0.
01
82

N
27

0.
74
52

0.
36
06

0.
50
29

1.
10
59

0.
04
92
 

N
13

0.
67
27

0.
43
37

0.
43
01

1.
10
64

0.
04
07

N
28

0.
66
69

0.
44
22

0.
42
32

1.
10
91

0.
03
93
 

N
14

0.
51
10

0.
59
53

0.
26
85

1.
10
63

0.
02
74

N
29

0.
59
56

0.
50
83

0.
35
40

1.
10
39

0.
03
47
 

N
15

0.
59
72

0.
52
57

0.
34
80

1.
12
29

0.
03
37

N
30

0.
60
77

0.
50
54

0.
36
25

1.
11
31

0.
03
58



274 S. Biswas et al.

Table 7 Calculation of the weights of the attributes of CS using LBWA 

Level Attribute Score CS I f W 

1 N11 0.5462 0 1.0000 0.0562 

N25 0.5203 1.0498 1 0.9545 0.0536 

N4 0.5136 1.0634 2 0.9130 0.0513 

N27 0.5029 1.0862 3 0.8750 0.0492 

N26 0.4895 1.1160 4 0.8400 0.0472 

N2 0.4843 1.1278 5 0.8077 0.0454 

N24 0.4843 1.1278 6 0.7778 0.0437 

N23 0.4494 1.2153 7 0.7500 0.0421 

N13 0.4301 1.2700 8 0.7241 0.0407 

N28 0.4232 1.2906 9 0.7000 0.0393 

N17 0.4089 1.3359 10 0.6774 0.0381 

N22 0.4034 1.3541 11 0.6563 0.0369 

N30 0.3625 1.5070 12 0.6364 0.0358 

N29 0.3540 1.5429 13 0.6176 0.0347 

N15 0.3480 1.5695 14 0.6000 0.0337 

N5 0.3478 1.5707 15 0.5833 0.0328 

N19 0.3350 1.6306 16 0.5676 0.0319 

N3 0.3217 1.6979 17 0.5526 0.0311 

N9 0.2916 1.8732 18 0.5385 0.0303 

N21 0.2882 1.8955 19 0.5250 0.0295 

2 N14 0.2685 2.0344 1 0.4884 0.0274 

N16 0.2685 2.0344 2 0.4773 0.0268 

N7 0.2350 2.3244 3 0.4667 0.0262 

N18 0.2296 2.3787 4 0.4565 0.0257 

3 N20 0.1660 3.2898 1 0.3281 0.0184 

N12 0.1496 3.6513 2 0.3231 0.0182 

N6 0.1434 3.8090 3 0.3182 0.0179 

4 N8 0.1200 4.5534 1 0.2471 0.0139 

5 N1 0.0957 5.7091 1 0.1981 0.0111 

N10 0.0957 5.7091 2 0.1963 0.0110

Σ 1.000

the findings contradict our null hypothesis and we conclude that CB defeats CS for 
professionals belonging to high-tech industry like gaming.
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Table 8 Sensitivity analysis for LBWA results (CS) 

Attribute W 

r0 = 21 r0 = 22 r0 = 23 r0 = 24 r0 = 25 
N11 0.0562 0.0556 0.0551 0.0547 0.0542 

N25 0.0536 0.0532 0.0528 0.0525 0.0521 

N4 0.0513 0.0510 0.0507 0.0505 0.0502 

N27 0.0492 0.0490 0.0488 0.0486 0.0484 

N26 0.0472 0.0471 0.0470 0.0469 0.0467 

N2 0.0454 0.0453 0.0453 0.0452 0.0452 

N24 0.0437 0.0437 0.0437 0.0437 0.0437 

N23 0.0421 0.0422 0.0423 0.0423 0.0424 

N13 0.0407 0.0408 0.0409 0.0410 0.0411 

N28 0.0393 0.0395 0.0396 0.0398 0.0399 

N17 0.0381 0.0383 0.0384 0.0386 0.0387 

N22 0.0369 0.0371 0.0373 0.0375 0.0377 

N30 0.0358 0.0360 0.0362 0.0364 0.0366 

N29 0.0347 0.0350 0.0352 0.0355 0.0357 

N15 0.0337 0.0340 0.0343 0.0345 0.0348 

N5 0.0328 0.0331 0.0334 0.0336 0.0339 

N19 0.0319 0.0322 0.0325 0.0328 0.0331 

N3 0.0311 0.0314 0.0317 0.0320 0.0323 

N9 0.0303 0.0306 0.0309 0.0312 0.0315 

N21 0.0295 0.0299 0.0302 0.0305 0.0308 

N14 0.0274 0.0272 0.0270 0.0268 0.0266 

N16 0.0268 0.0266 0.0264 0.0262 0.0261 

N7 0.0262 0.0260 0.0259 0.0257 0.0256 

N18 0.0257 0.0255 0.0254 0.0252 0.0251 

N20 0.0184 0.0183 0.0181 0.0180 0.0178 

N12 0.0182 0.0180 0.0179 0.0177 0.0176 

N6 0.0179 0.0177 0.0176 0.0175 0.0174 

N8 0.0139 0.0138 0.0136 0.0135 0.0134 

N1 0.0111 0.0110 0.0109 0.0108 0.0108 

N10 0.0110 0.0109 0.0108 0.0108 0.0107

6 Research Implications 

In general, culture is an embodiment of shared norms, beliefs, and behaviors that 
provide long-term stability to organizations [77]. Organizational culture is one of the 
cornerstone of successful performance and building dynamic capabilities as it sets
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Fig. 3 Changes in the weights of attributes of CS with respect to changes in r0

Table 9 Weighted aggregated score of CS (q = 1; λ = 0.8) 

μ υ Score 

0.6278 0.4660 0.390

Table 10 Aggregated response in terms of qROFNs for the attributes of CB (q = 1) 

Attribute μ ϑ Attribute μ ϑ 
P1 0.7155 0.3933 P15 0.5613 0.5408 

P2 0.7529 0.3566 P16 0.4949 0.6235 

P3 0.3901 0.7108 P17 0.7361 0.3699 

P4 0.3727 0.7311 P18 0.4043 0.6991 

P5 0.4344 0.6685 P19 0.6517 0.4649 

P6 0.4476 0.6576 P20 0.8010 0.3041 

P7 0.7155 0.3933 P21 0.3577 0.7433 

P8 0.3577 0.7433 P22 0.3727 0.7311 

P9 0.4043 0.6991 P23 0.6467 0.4612 

P10 0.6517 0.4649 P24 0.6082 0.5044 

P11 0.3727 0.7311 P25 0.7361 0.3699 

P12 0.8010 0.3041 P26 0.4043 0.6991 

P13 0.5551 0.5608 P27 0.6932 0.4182 

P14 0.7398 0.3729 P28 0.5203 0.5962
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Table 12 Calculation of the weights of the attributes of CB using LBWA 

Level Attribute Score CP I f W 

1 P12 0.5590 0 1.0000 0.0649 

P20 0.5590 1.0000 1 0.9474 0.0614 

P2 0.5091 1.0979 2 0.9000 0.0584 

P14 0.4947 1.1299 3 0.8571 0.0556 

P17 0.4937 1.1322 4 0.8182 0.0531 

P25 0.4937 1.1322 5 0.7826 0.0508 

P1 0.4720 1.1844 6 0.7500 0.0486 

P7 0.4720 1.1844 7 0.7200 0.0467 

P27 0.4487 1.2459 8 0.6923 0.0449 

P10 0.4050 1.3801 9 0.6667 0.0432 

P19 0.4050 1.3801 10 0.6429 0.0417 

P23 0.4035 1.3853 11 0.6207 0.0403 

P24 0.3632 1.5392 12 0.6000 0.0389 

P15 0.3204 1.7445 15 0.5455 0.0354 

P13 0.3088 1.8103 16 0.5294 0.0343 

2 P28 0.2737 2.0422 1 0.4865 0.0315 

P16 0.2475 2.2581 2 0.4737 0.0307 

P6 0.2055 2.7199 3 0.4615 0.0299 

P5 0.1932 2.8934 4 0.4500 0.0292 

3 P9 0.1630 3.4302 1 0.3273 0.0212 

P18 0.1630 3.4302 2 0.3214 0.0208 

P26 0.1630 3.4302 3 0.3158 0.0205 

P3 0.1497 3.7331 4 0.3103 0.0201 

4 P4 0.1312 4.2602 1 0.2466 0.0160 

P11 0.1312 4.2602 2 0.2432 0.0158 

P22 0.1312 4.2602 3 0.2400 0.0156 

P8 0.1173 4.7645 4 0.2368 0.0154 

P21 0.1173 4.7645 5 0.2338 0.0152

Σ 1.000

a conducive environment to facilitate innovation, ensure uninterrupted knowledge 
sharing through open communication and coordination, and fosters effective adoption 
of changes [78–80]. The recent pandemic has posited a deep impact on mental health 
and has been instrumental in causing burnout in several cases both at individual and 
organizational level [81]. The now-normal remote work culture and mental agony 
coupled with technological progress and disruptions have brought about a substantial 
impact on employee performance [82]. The employees are digitally connected but 
socially distant. Of course, technology enables them to have virtual experience and
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Fig. 4 Changes in the weights of attributes of CB with respect to changes in r0 

Table 14 Weighted aggregated score of CB (q = 1; λ = 0.8) 

μ ϑ Score 

0.6362 0.4633 0.396

Table 15 Sensitivity analysis of qROF-FFA results with respect to changes in qandλ values 

Aggregate score λ = 0.8 q = 1 
q = 1 q = 2 q = 3 q = 5 λ = 0.9 

Culture shock (CS) 0.390 0.147 0.162 0.190 0.480 

Coping behavior (CB) 0.396 0.392 0.362 0.296 0.482 

Inference CB > CS CB >> CS CB >> CS CB >> CS CB > CS 

Table 16 Friedman test (H0: 
there is no significant 
difference among the values 
of CB and CS with the 
changes in q values) 

Test Statistic Value 

Chi-square 3.6 

df 3 

Asymp. sig. 0.308

social distancing allows them to stay close to family members. But, getting confined 
in home with mental stress due to Covid-19 and situations in the external environment 
may lead to an adverse impact on innovative work and performance. The researchers 
[32] argued that for efficient and innovative performance, training and development 
and support from co-workers are of critical importance which has got disrupted in 
Covid-19 phase. In this context, the findings of the present study reveal an interesting
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observation that CB marginally defeats CS. The present chapter is one of its kind 
that conducts a contrast analysis of RF (imposed due to stress related to CS) and 
DF (provided by the CB). To add further, on a technical note, the present research is 
a novel attempt in carrying out psychological analysis using imprecise information 
and subjective bias under q-ROF environment. 

7 Conclusion and Future Direction 

Aftermath of the recent pandemic the world has witnessed an unprecedented cultural 
shift. The transition from “no-mask” social connectedness to “with mask” social 
distancing phase, prolong lockdown, anxiety related to lives and livelihood and 
distress have taken normal life to a shocked state. The cultural shift has resulted 
in a strenuous condition known as CS. In this chapter, we have selected 30 mani-
fested attributes of various dimensions of the CS. We have conducted a study on 
the impact of CS on the professionals belonging to IT-based gaming industry that 
provides innovative products. We aim to figure out the interplay among the RF 
(in terms of CS) and DF (natural coping behaviour) of the professionals using an 
extended FFA. There are 28 attributes that manifest the CB. To offset the subjectivity 
associated with the psychological attributes and responses of the six professionals 
(who have taken part in the study) we use qROFN-based analysis to propose a novel 
qROF-FFA framework. For the calculation of weighted aggregate score for both CB 
and CS, we use LBWA method to derive the weights of the attributes. Through our 
analysis, we observe that despite the impact of never seen before type of CS, the 
professionals show resilience as the CB defeats CS marginally. Our model shows 
stability in the result as the sensitivity analysis reveals that with changes in the values 
of q, CB remains as superior to CS. 

However, our study has some scope for future extensions. For instance, in this 
chapter, only a handful number of professionals have taken part in the survey who 
represent a large section. One future study may think of a large scale empirical survey 
with professionals from different level. In that case, a distinctive analysis of impact 
of CS and counter effect of CB at different levels may be introspected. Further, in 
this study, we deal with the aggregate score of CS and CB. Our chapter remains silent 
about development of a new scale for psychological measurement of CS and CB. 
In addition, we do not focus on delving into the interrelationship of the attributes 
of the CS and CB. Next, we only consider CB as the DF that essentially is based 
on stress coping (Brief-Cope). There are other scales to cope up the shock. It may 
be an interesting study to utilize various coping scales and carry out a comparative 
analysis. As a technical extension, other fuzzy variants may be used for proposing 
new FFA frameworks. 

Nevertheless, the present study is one of its kind that attempts to utilize uncertain 
analysis for assessing psychological impact of Covid-19 influenced CS and CB to 
counter the same. The proposed qROF-FFA may be useful for various other complex 
change management-related issues, for instance, adoption of new technology, new
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behavior, and social issues. We do believe that our model shall help policymakers and 
organizational leaders to formulate appropriate engagement and employee welfare 
strategies. 

Appendix 1: Questionnaire 

This questionnaire is part of a study on Workplace Behavior to confront with 
changing business environment in service sector management. Please fill-in the 
questionnaire and kindly respond to all the items mentioned in the questionnaire. 
Your cooperation is earnestly solicited in carrying out an effective research on the 
area. We solemnly affirm that the information collected from the questionnaire 
will be used for academic purpose only. The identity of the individual responding 
to the questionnaire and the name of the organization will not be disclosed in any 
form or manner. 

Name: ………………………………………. 
Gender: Male/Female: ………………………... 
Qualification: ………………………………. 
Past Experience: ……………………… 
Present Designation: …………………….………….. 
Total Experience (in years): …………...……….. 

Section A. Assessment of Cultural Shock 

Respondents are requested to select a specific option for each statements 

Escapism 

(1) I tend to adjourn tasks to avoid facing new challenges 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(2) I always feel like continue with my present assignment © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(3) I feel happy to be relaxed instead of taking tension in every moment 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

Role Shock/Identity Crisis 

(4) I am feeling depressed if no task is assigned to me by immediate superior 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(5) It is a state of great opportunity to work if I am performing individually ©
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(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(6) I am confused in wishing on the birthday of colleague as I am not invited 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

Feeling of Helplessness/Acceptance, Anxiety/Stress 

(7) I feel uneasy when I worry about unfavourable outcomes 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(8) I get utmost satisfaction when accepted by my critics © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(9) During unforeseen situation, I get upset 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(10) I feel confident in handling my personal problems © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

Adjustment 

(11) I am excited to receive support from my friends 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(12) It is not wise to trust people without judging in every steps © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(13) If I fall in trouble, seek help from my community 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(14) To me WFH has hindered performance at the work place © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

Culture Fatigue 

(15) I often feel stressed out due to lot of pressure 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree
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(16) I do not feel exhausted in traveling across cities even during pandemic © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(17) I feel difficulty to start new initiatives without proper planning 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(18) I prefer not to keep distance with others during group work © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

Technostress 

(19) My workload has increased due to intricacy of technology 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(20) It is easier to adapt new technology related to our lifestyle © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(21) I am worried as technology is changing life every day 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(22) I have no inferiority when my peers can use technology better © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

Performance and Motivation 

(23) It is tough to complete daily task accurately on time © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(24) I am unable to solve problems in a creative way © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(25) I am able to submit assignments within deadline 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(26) It is mandatory to contribute always in joint project 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(27) I need not to express views in meetings as others are involved ©
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(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(28) Continuous improvement is a lifetime challenge to perform 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

Emotional Labour 

(29) In case of refusal of promotion, behavioral pattern should not be modest © 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

(30) In case of misbehavior shown by juniors, your reaction would be very 
submissive 

(a) Strongly Disagree, (b) Disagree, (c) Moderately Agree, (d) Agree, (e) 
Strongly Agree 

Section B. Assessment of Coping Behavior 

The following questions ask how you have sought to cope with a hardship in your 
life. Read the statements and indicate how much you have been using each coping 
style. Respondents are requested to select a specific option for each statement. The 
options are: 

1. I have not been doing this at all 
2. A little bit 
3. A medium amount 
4. I have been doing this a lot. 

Statements: 

1. I’ve been turning to work or other activities to take my mind off things. 
2. I’ve been concentrating my efforts on doing something about the situation I am 

in. 
3. I’ve been saying to myself “this isn’t real”. 
4. I’ve been using alcohol or other drugs to make myself feel better 
5. I’ve been getting emotional support from others. 
6. I’ve been giving up trying to deal with it. 
7. I’ve been taking action to try to make the situation better. 
8. I’ve been refusing to believe that it has happened. 
9. I’ve been saying things to let my unpleasant feelings escape. 
10. I’ve been getting help and advice from other people. 
11. I’ve been using alcohol or other drugs to help me get through it. 
12. I’ve been trying to see it in a different light, to make it seem more positive. 
13. I’ve been criticizing myself. 
14. I’ve been trying to come up with strategy about what to do. 
15. I’ve been getting comfort and understanding from someone.
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16. I’ve been giving up the attempt to cope. 
17. I’ve been looking for something good in what is happening. 
18. I’ve been making jokes about it. 
19. I’ve been doing something to think about it less, such as going to movies, 

watching TV, reading, daydreaming, sleeping, or shopping. 
20. I’ve been accepting the reality of the fact that it has happened. 
21. I’ve been expressing my negative feelings. 
22. I’ve been trying to find comfort in my religion or spiritual beliefs. 
23. I’ve been trying to get advice or help from other people about what. 
24. I’ve been learning to live with it. 
25. I’ve been thinking hard about what steps to take. 
26. I’ve been blaming myself for things that happened 
27. I’ve been praying or meditating 
28. I’ve been making fun of the situation. 

Appendix 2: Response Sheet 

See (Tables 17 and 18). 

Table 17 Response for CS attributes 

Respondent N1 N2 N3 N4 N5 

R1 Strongly 
disagree 

Moderately 
agree 

Agree Strongly 
agree 

Moderately 
agree 

R2 Strongly 
disagree 

Strongly 
disagree 

Strongly 
disagree 

Strongly 
agree 

Strongly 
agree 

R3 Strongly 
disagree 

Strongly 
disagree 

Strongly 
disagree 

Strongly 
agree 

Strongly 
disagree 

R4 Disagree Disagree Agree Moderately 
agree 

Moderately 
agree 

R5 Strongly 
disagree 

Moderately 
agree 

Moderately 
agree 

Agree Moderately 
agree 

R6 Moderately 
agree 

Disagree Agree Moderately 
agree 

Moderately 
agree 

Respondent N6 N7 N8 N9 N10 

R1 Disagree Agree Agree Agree Agree 

R2 Strongly 
disagree 

Strongly 
disagree 

Strongly 
agree 

Strongly 
disagree 

Strongly 
agree 

R3 Strongly 
disagree 

Strongly 
disagree 

Moderately 
agree 

Strongly 
disagree 

Strongly 
agree

(continued)
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Table 17 (continued)

Respondent N1 N2 N3 N4 N5

R4 Disagree Moderately 
agree 

Agree Moderately 
agree 

Moderately 
agree 

R5 Moderately 
agree 

Disagree Strongly 
disagree 

Moderately 
agree 

Strongly 
disagree 

R6 Disagree Moderately 
agree 

Strongly 
agree 

Agree Strongly 
agree 

Respondent N11 N12 N13 N14 N15 

R1 Agree Moderately 
agree 

Moderately 
agree 

Agree Strongly 
agree 

R2 Strongly 
agree 

Strongly 
agree 

Strongly 
agree 

Strongly 
agree 

Strongly 
disagree 

R3 Strongly 
agree 

Strongly 
agree 

Moderately 
agree 

Strongly 
agree 

Strongly 
disagree 

R4 Agree Moderately 
agree 

Moderately 
agree 

Disagree Moderately 
agree 

R5 Agree Strongly 
disagree 

Agree Disagree Strongly 
disagree 

R6 Strongly 
agree 

Agree Agree Moderately 
agree 

Strongly 
agree 

Respondent N16 N17 N18 N19 N20 

R1 Disagree Agree Disagree Strongly 
agree 

Moderately 
agree 

R2 Strongly 
agree 

Agree Agree Strongly 
disagree 

Agree 

R3 Strongly 
agree 

Strongly 
disagree 

Strongly 
agree 

Moderately 
agree 

Strongly 
agree 

R4 Moderately 
agree 

Agree Moderately 
agree 

Disagree Agree

(continued)
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Table 17 (continued)

Respondent N1 N2 N3 N4 N5

R5 Agree Agree Agree Disagree Agree 

R6 Disagree Agree Agree Agree Agree 

Respondent N21 N22 N23 N24 N25 

R1 Strongly 
agree 

Agree Moderately 
agree 

Disagree Agree 

R2 Strongly 
disagree 

Strongly 
disagree 

Strongly 
disagree 

Strongly 
disagree 

Strongly 
agree 

R3 Strongly 
disagree 

Strongly 
disagree 

Strongly 
disagree 

Strongly 
disagree 

Strongly 
agree 

R4 Disagree Strongly 
agree 

Moderately 
agree 

Disagree Agree 

R5 Moderately 
agree 

Disagree Disagree Moderately 
agree 

Agree 

R6 Moderately 
agree 

Agree Agree Moderately 
agree 

Agree 

Respondent N26 N27 N28 N29 N30 

R1 Agree Moderately 
agree 

Agree Disagree Strongly 
disagree 

R2 Strongly 
agree 

Strongly 
disagree 

Strongly 
agree 

Agree Agree 

R3 Strongly 
agree 

Strongly 
disagree 

Strongly 
disagree 

Moderately 
agree 

Strongly 
agree 

R4 Disagree Disagree Moderately 
agree 

Disagree Disagree 

R5 Agree Disagree Disagree Agree Agree 

R6 Agree Disagree Disagree Disagree Disagree
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Table 18 Response for CB attributes 

Respondent P1 P2 P3 P4 P5 P6 P7 

R1 4 4 2 1 2 3 3 

R2 3 4 2 3 2 3 4 

R3 4 4 1 1 1 1 4 

R4 3 3 1 1 2 1 3 

R5 3 3 2 1 3 1 2 

R6 2 2 2 2 1 2 3 

Respondent P8 P9 P10 P11 P12 P13 P14 

R1 2 2 2 1 3 4 3 

R2 1 1 4 3 4 3 4 

R3 1 1 4 1 4 1 4 

R4 1 3 2 1 3 1 3 

R5 2 1 3 1 4 3 4 

R6 2 2 1 2 4 1 1 

Respondent P15 P16 P17 P18 P19 P20 P21 

R1 2 3 3 2 2 3 2 

R2 2 4 4 1 2 4 1 

R3 3 1 4 2 1 4 1 

R4 2 1 3 1 4 4 2 

R5 3 1 3 3 3 3 2 

R6 3 1 3 1 4 4 1 

Respondent P22 P23 P24 P25 P26 P27 P28 

R1 1 2 1 3 2 2 1 

R2 2 4 4 4 3 4 1 

R3 1 3 1 4 1 4 4 

R4 1 2 3 3 1 3 1 

R5 3 3 3 3 2 3 2 

R6 1 3 3 3 1 2 3
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Chapter 15 
Personality Prediction System to Improve 
Employee Recruitment 

Mihir Satra, Faisal Mungi, Jinit Punamiya, and Kavita Kelkar 

Abstract Personality is an important factor for predicting whether an applicant 
would be a perfect fit for the company. The personality of a candidate can give 
the recruiters an insight about the candidate and hence it can improve candidate 
selection. The fate of an organization depends on its employees, which makes the 
selection of the best candidate a very crucial matter for an organization. In the current 
scenario, the applicant will be selected for the particular job by going through his/ 
her Curriculum Vitae (CV). But shortlisting and going through thousands of appli-
cant CVs is a tedious and hectic task. Besides, one may not get a good idea about 
the personality of the candidate from a CV. The cost of bad hires can be saved if 
the recruiter selects the right candidate for a particular job role. Personality Predic-
tion is finding out and comprehending the personality of an applicant which can 
be used in the present recruiting system. The personality of the candidate will not 
only help the recruiters in the selection but also provide the candidate with a good 
job role based on his personality. In this chapter, we have come up with a method 
to evaluate the personality of a candidate using different strategies. The proposed 
system asks CV-related and personality-based questions to predict and analyze his/ 
her personality with the help of Machine Learning and Natural Language Processing 
which helps the organization to shortlist candidates based on the job profile and 
company requirements. Various Machine Learning Models were tested from which 
Logistic Regression provided the highest accuracy of 85.71%. Bidirectional Encoder 
Representations from Transformers or BERT is implemented to extract the keywords
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to provide recruiters an understanding about the candidate’s personality. Thus, the 
system will help the human resource to select the right candidate for the desired job 
profile, which in turn will provide an expert workforce for the organization. 

Keywords Personality · Personality prediction · Curriculum vitae ·Machine 
learning · Natural language processing · Keyword extraction · Logistic 
regression · BERT 

1 Introduction 

A Personality Assessment provides the recruiter with useful insights regarding the 
candidate’s behavior in a work context and can help in predicting the company fit 
and job performance. The recruiter can access the personality traits of the candidate 
based on the Big Five Model. The Big Five Model is a universal model that is used 
in the field of psychology to predict the personality of any individual. The “big five” 
consists of broad categories of personality traits. It is also called the OCEAN model 
based on the categories—Openness to Experience, Conscientiousness, Extraversion, 
Agreeableness, and Neuroticism. The big five personality traits are a set of broad, 
bipolar trait dimensions that constitute the most widely used model of personality 
structure. This helps us rely on this model as any individual is a mixture of multiple 
and diverse personality traits [1]. Hence, we implemented multiple methods to predict 
the diverse traits of an individual’s personality. 

The objective of the proposed chapter is to implement a system that will help 
identify the personality traits exhibited by a candidate so that the recruiter can have a 
better understanding about them and can make better decisions to hire the most appro-
priate candidate for their position and organizational culture. The system uses the 
power of Machine Learning (ML) and Keyword Extraction to predict the personality 
of an individual. Together ML and keyword extraction can help achieve better accu-
racy and thus predict better results. Machine Learning is used to predict the overall 
personality of the candidate by taking the input from the answers to personality 
questions answered by the candidate. Keyword Extraction to extract the keywords 
from the answers to the subjective Curriculum Vitae (CV) related questions given by 
the candidate. The relevant keywords are extracted and displayed as a Word cloud 
to help the recruiter gain insight into the personality of the candidate. Furthermore, 
we use Fuzzy Logic Interpretation from the scores obtained from the subjective 
questionnaire of the candidate and with the help of the Big Five Model, to predict 
and elaborate the personality of the candidate in detail. Thus, with the help of these 
three strategies, we have tried to predict the personality of the candidate in a diverse 
manner.
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2 Literature Survey 

Recent research in 2021 explained the prediction of a candidate’s personality by 
parsing CV data to extract keywords and match it with the Big Five Personalities, 
to produce input in the Machine Learning Model—Random Forest to predict the 
personality of the candidate [2]. Research in May 2019 focused on making a system 
that prompts the candidate to create a CV. Keywords from the CV are then extracted 
and are used as input in TF-IDF which calculates the number of times a word appears 
in the CV. Based on the word frequency, a predicted personality is displayed as the 
result [3]. One of the research projects in January 2018 explained the importance 
of the Big Five personality traits in our daily lives. It helped us understand the 
meaning of each of the personality factors and how they impact our life outcomes [1]. 
Chandrashekhar Singh and Prabhakar Kumar analyzed the effect of personality on 
work performance. They concluded that conscientiousness and agreeableness have a 
big impact on work performance and candidates who score high in these personality 
factors are a great asset for an organization [4]. Additional research on the impact of 
personality type on job productivity by Janjua Najam-us-Sahar in 2016 explained the 
impact and relationship of each Big Five personality trait with employee productivity 
[5]. One of the research projects in June 2021 predicted the personality using CV 
and psychometric analysis. The proposed system parsed CV data for keywords and 
tried to match them with keywords required by the admin to get a probability of the 
predicted personality [6]. Another research in May 2021 explained the impact of the 
Big Five Model in the analysis of personality assessment using Machine Learning. 
The proposed system uses social media data to analyze the personality of the user 
using data vectorization and machine learning. The system is built on the Big Five 
Model and explains its importance over other personality models [7]. 

3 Proposed Methodology 

The hiring process for companies has become a daunting task nowadays. With an 
ever-increasing number of applicants trying for vacancies, it has become very tedious 
for recruiters to peruse through all the applicants and their profiles and then shortlist 
them for further rounds. Thus, recruiters may hire candidates that are not suitable 
for the given job role and may not be fit according to the company’s requirements. 

A detailed literature survey revealed that when it comes to employee recruitment, 
prediction of personality has mostly been done from CVs which do not contain 
information that has relevance to predicting a candidate’s personality. The work 
experience, education or skills shown in a CV do not help in predicting the personality 
of the candidate. Research shows that not much work has been in checking the 
relevance of the data. Previous systems are highly dependent on CV for data which 
will provide inaccurate information pertaining to the personality of the candidate 
[2]. Also, models such as Term Frequency-Inverse document frequency (TF-IDF)
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are used to extract keywords that depend on the number of times a word occurs in a 
document rather than giving importance to the relation of the word to the sentence 
[3]. Hence, we have focused our research on getting relevant information that can 
help predict the personality of an individual so that we can fulfill the research gaps 
in previous systems. 

Also, social media data is apocryphal and cannot be depended upon as individuals 
are pretentious on social media platforms. Predicting personality from social media 
data can be displayed as an added perspective but not as a primary system [7]. 
Furthermore, previous systems have predicted only one dominant personality type, 
but with the Big Five Model we are able to show that an individual is a combination 
of multiple personality traits. 

We have proposed a Personality Prediction System which can be used in the 
present recruiting system to filter out and automate this process. It will generate a 
comprehensive personality report of the candidate. The system will ask the candidate 
to answer questionnaires that are based on personality questions. Their responses to 
these questions will be used to determine the possible personality portrayed by the 
user. Firstly, the system will predict the overall personality exhibited by the user from 
the objective questionnaire answers with the help of machine learning. The system 
will analyze the scores achieved by the user in each of the five traits of the Big Five 
model and explain the significance of the scores. 

The keywords from the answers submitted by the candidate through the subjective 
questionnaire will be extracted using Keyword Extraction Model—BERT. These 
keywords are filtered using lemmatization and further used to generate a word cloud 
to give a visual representation to the recruiter to help them understand the candidate’s 
nature. These approaches keep us focused on asking the candidate relevant questions 
to predict the personality rather than extracting information from CVs which may 
not contain precise and relevant data. Lastly, using the Big Five Model one can 
understand the personality of the candidate on the basis of a score spectrum and the 
combination of the five personality factors. On the basis of the score, the personality of 
the candidate can be predicted for each of the personality factors in the Big Five Model 
[1, 7]. By using three strategies, we have diversified the personality of the candidate 
and not limited our research to a particular personality trait. Since the system uses 
multiple approaches to predict the personality, it helps us overcome the errors from 
data authenticity and improves the accuracy of the personality predictions. 

Figure 1 depicts an overview of the proposed system design and how the candidate 
personality profile is built using all three strategies.

4 The Big Five Model  

The Big Five Model also known as the OCEAN Model is a highly reputed model in 
the field of psychology and helps us predict personality in a broad spectrum rather 
than just deciding whether an individual is introverted or extroverted. An individual 
is a mixture of multiple personality traits and the Big Five Model helps in depicting
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Fig. 1 Proposed system design

this diversity of personality traits. The five personality traits of the Big Five Model 
are—Openness to Experience, Conscientiousness, Agreeableness, Extraversion, and 
Neuroticism [1, 8]. 

Openness to Experience determines how innovative and curious one is. Those who 
are Open to Experience are intellectually curious and think of new experiences and 
ideas. They like to experience new things in life and are well suited for a company’s 
design teams as they excel in creative roles. 

Conscientiousness is one of the most important factors a recruiter will look into 
since it determines how much an individual will excel and experience success in 
his/her career. Such individuals are disciplined and follow a rigid plan to pursue 
and achieve their goals. These individuals are well suited for various company roles 
especially when it comes to management and delivering for the company. 

Extraversion is the factor that determines the social skills of an individual. They 
love to meet new people and interact socially to gain experience from the world. 
These people thrive when it comes to sales and marketing jobs or in client-side 
interactions representing the company. 

Agreeableness is a factor that measures the willingness of an individual to do 
a task. It is the ability that decides whether an individual will cooperate socially 
with his/her peers and colleagues. They are affable, helpful, and trustworthy and are 
required in every team for the smooth functioning of the team. 

Neuroticism is a measure of the emotional stability of an individual. They can’t 
control their feelings which affects their ability to make decisions and thoughts and 
hence have mood swings. A recruiter may not want to hire a person with neuroticism
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Table 1 Personalities that come under each big five personality trait 

Openness to 
experience 

Conscientiousness Agreeableness Extraversion Neuroticism 

Imaginative Leadership Altruism Sociableness Pessimism 

Curious Planning Modesty Optimism Jealousy 

Insightful Ambitious Patience Friendliness Fear 

Varied 
interests 

Thoroughness Politeness Talkativeness Anxiety 

Originality Self-disciplined Loyalty Outgoing nature Lack of 
confidence 

Daring Persistence Helpful Assertiveness Instability 

Prefers 
variety 

Reliability Amiability Teamwork Oversensitivity 

Cleverness Consistency Cheerful Merriness Insecurity 

Creative Hardworking Unselfish Energetic Self-criticism 

Perceptive Resourceful Kind Ability to express Nervousness 

Intellect Energetic Tact Affectionate Testiness 

Eager to learn Perseverance Patient Socially confident Moody 

although neurotic individuals can excel at creative roles and hardworking roles if 
they show potential towards other Big Five personality factors. 

The few personalities that come under these five personality factors are as follows 
(Table 1). 

5 Predicting Overall Personality Using Machine Learning 

Machine Learning is a method using which computer systems can be trained using 
pre-defined datasets and used to predict, identify or classify with or without human 
supervision. We have used the Personality Prediction System Dataset which is an 
open-source dataset available on Kaggle. This dataset uses the Big Five Model 
personality traits and classifies the overall personality of the candidate. 

The system asks objective questions to the candidates and based on their answers 
ranging in intensity from Strongly Disagree to Strongly Agree we calculate the score 
for each personality attribute. The system asks 75 questions and the score for each 
personality trait is generated on the basis of the given answer. The system then 
predicts using the ML Model and predicts the overall personality of the candidate 
[3]. 

On the dataset, we applied various machine learning models to try and predict 
the personalities of the candidates. We have applied Random Forest, Decision Tree, 
Naïve Bayes-Gaussian, K-Nearest Neighbors, SVM, and Logistic Regression. After
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Table 2 Accuracy of various 
machine learning models Model Accuracy (%) 

Random forest 32.38 

Decision tree 28.57 

GaussianNB 49.52 

KNN 26.98 

SVM-linear 69.52 

SVM-polynomial 57.46 

SVM-RBF 50.48 

Logistic regression 85.71 

applying them, we compared the performances of all these algorithms against each 
other [9]. 

Experimental Results: 

We compiled the performances of these algorithms to have a better understanding 
of which algorithm would be more suitable for our data. Comparing them, we found 
that Logistic Regression was the best-suited algorithm followed by SVM in our case. 
Multinomial Logistic Regression gives us the highest accuracy since the dependent 
variable is ordinal and the values are continuous in nature. The dependent vari-
ables are mutually exclusive and there is no multicollinearity among the independent 
variables which is suitable and hence increases the accuracy of the model (Table 2). 

Based on the score obtained, the model classifies the overall personality into five 
data points: Dependable, Extraverted, Serious, Responsible, and Lively. 

Dependable—A trustworthy person who fulfills their commitments by taking 
accountability of their work and action is a dependable person. A dependable person 
is reliable and constantly improves oneself to help others. They are reliable and 
manage their commitments. If they are in a managing and leading position in a team, 
then he holds his entire team accountable to fulfill their commitments. 

Extraverted—These people enjoy engaging socially out in the world. They want 
to be the center of attraction among peers and groups. They look for excited and 
enthusiastic people with whom they can blend in and be productive. They try to seek 
passion in their job and stimulation from their team. Such people are outgoing and 
highly optimistic about things and willing to be bold in social situations or take risks. 

Serious—Such people have a sober and mature attitude towards life and are not 
inclined to show emotion or reveal one’s thoughts. They know their own limitations 
as well as capabilities and work accordingly. They are least likely to show self-pride 
and self-importance and have no pretensions. They are hardworking and are focused 
towards their goals. 

Responsible—A responsible person is one who is willing to take accountability of 
his/her decisions and actions. They do not make excuses for their failures and plan
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ahead of time so that they can adhere to their duties and obligations. Such people 
are self-disciplined and do not procrastinate during work. They know how to control 
their feelings and admit their own mistakes. 

Lively—People who are lively show active interest and enthusiasm to do things. 
They are energetic and full of life. They are highly responsive and always on alert. 
A lively person is fun to hang around with and is easy to talk with. Such people are 
great for improving the environment of the company. 

6 Keyword Extraction Using Natural Language Processing 

Keyword extraction was applied to the subjective answers submitted by the candi-
dates. These questions are based from the Curriculum Vitae (CV) but framed from 
the aspect of personality [10, 11]. For example, what unique personality do you 
have that will benefit the company? From these answers, we had to extract important 
keywords which could be an indicator of personality traits. We used various keyword 
extraction algorithms such as TF-IDF, Rake, Spacy, pyTextRank, and BERT [2]. The 
output from each keyword extractor was analyzed and BERT extracted the majority of 
the keywords from the answers. Bidirectional Encoder Representations from Trans-
formers or BERT is developed by Google for its SEO and it extracts keywords based 
on the meaning of the word in the sentence it is used, rather than processing each 
word individually. This gives us each personality mentioned by the user. 

A survey of sample questions was shared using Google Forms and data was 
collected to test the output and accuracy of the Keyword Extraction Model so that the 
majority of the keywords get extracted. Figure 2 shows the dataset of questions asked 
in the survey and extracted keywords for each answer given by different individuals 
for that question. Using this showed that BERT gave the highest accuracy of extracted 
keywords. 

After extracting the keywords, we had to extract the roots of the given keywords. 
We applied stemming and lemmatization to see which was more apt for retrieving 
the root word. In stemming, the common prefixes and suffixes were cut off and the 
remaining was taken to be the root word. This however would not always result in

Fig. 2 Sample dataset of questions and extracted keywords from their answers 
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Fig. 3 Word cloud generated from the extracted keywords 

an actual word as the root. So, this could not be considered due to erroneous root 
word generation. Porter Stemmer, a popular stemming algorithm was used for this 
purpose. Lemmatization, however, works differently. It takes the context of the word 
into consideration while trying to retrieve the root word. It applies morphological 
analysis to the words. Applying lemmatization in our case, we could see a significant 
improvement in the retrieval of root words. We applied WordNet Lemmatizer from 
the NLTK toolkit to generate the root words. Wordnet is a large and open-source 
database aimed at establishing semantic relationships between words. Using Wordnet 
Lemmatizer helps us convert the majority of the words to its root form. 

After filtering the keywords, we generate a word cloud out of the filtered words. 
The purpose of the word cloud generation is to give the recruiter a brief description 
of the candidate by highlighting certain words that have been used to describe them. 
Using this, the recruiter can have a general overview of the applicant. The extracted 
keywords from the survey data are filtered using Lemmatization and using these 
keywords, a sample Word Cloud is generated as shown in Fig. 3. The  sample  Word  
Cloud shows different personalities and important factors extracted from the CV-
related questionnaire. 

7 Fuzzy Logic Interpretation 

The Fuzzy Logic Interpretation is based on the scores of the Big Five Model. The 
average scores that were used as the input to the ML Model is used as the score of 
the candidate in each personality trait. Based on the scores the personality of the 
candidate can be predicted on the basis of the Big Five Model. The recruiter can 
use these scores and identify the perfect candidate for the job role. Also, it gives 
an idea about the candidate’s nature and how it will impact the job performance. 
Using this interpretation, the recruiter may also open up various job categories for 
the candidate so that it is easy for the candidate to fit in. For example, an introvert 
and serious candidate may not be good at client-side interaction and hence a core 
developer might suit the candidate. As the Big Five Model is a combination of five
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personality factors, the recruiter will get to know the score and the meaning of each 
personality factor [3]. 

The interpretation of scores of the Big Five Personality Traits to predict the 
candidate’s personality [1]. 

7.1 Openness to Experience 

Candidates who score high in Openness to Experience are open to trying and experi-
encing new things. They are highly creative and can be used in places where creative 
thinking is required. They have a good imagination and are more concerned with 
dealing with new challenges. They think in an abstract way and work to build on 
those thoughts and concepts. Such people have high job satisfaction and are easily 
adaptable in their workplace [12]. 

Candidates who score low tend to have very few or common interests. Such 
candidates do not like change and follow a rigid pattern. They are old-fashioned in 
their thinking and resist new ideas or experiences. Even though one might not have 
a high score, closed individuals excel in job performance in areas where rules and 
procedures are the most important since they choose to do things in a monotonous 
way. 

7.2 Conscientiousness 

Those who score high in conscientiousness are ambitious and hardworking individ-
uals. Such people like keeping things in order and planning their commitments so 
that they are prepared to fulfill them. They are persistent and pay attention to every 
detail. They complete their tasks on time and enjoy having a fixed schedule. They 
are extremely good decision makers and avoid erratic decisions. They keep high 
standards for themselves and will work hard to achieve those standards. Such people 
have better job performance, are fit for leadership roles, and are less likely to leave 
their workplace [12, 13]. 

Individuals with low Conscientiousness are less organized and are often in trouble 
with their higher authorities. They don’t have any specific schedule and finish things 
at the last minute. Moreover, they procrastinate on important tasks and end up failing 
to complete their tasks. The benefit of having a low score is that such people are 
impulsive and are needed in situations where action is needed rather than thought.
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7.3 Extraversion 

High Score on Extraversion means that the person is very sociable and enjoys being 
active with others. They seek adventure and meet new people. They like to start 
a conversation and thrive in social situations. Such people excel when it comes to 
client-side interactions or marketing the company. In their workplace, they have 
better job performance and show strong leadership skills [12, 13]. 

Introverts are those who score low on Extraversion and do not like to constantly 
engage in social interactions. They are not very positive and find social interactions 
to be highly overwhelming. They avoid large groups and find difficulty in starting a 
conversation. They take time to process their emotions and prefer to have fewer but 
more close connections. They prefer being alone and enjoying their own company. 

7.4 Agreeableness 

People who score high on agreeableness are understanding, caring, and honest in 
nature. They look out for others around them and are always ready to help out. 
They engage with people around them and believe in the best of others. They show 
unselfish concern for the welfare of others and enjoy helping and being a part of 
other people’s happiness. Agreeable individuals are easy to talk to and are respected 
highly by their peers. They get along with others easily and display tact in dealing 
with others. Such people have great job performance and better behavior in their 
workplace [12]. 

Disagreeable people keep themselves and their interests above everything else. 
They are concerned with others’ well-being and focus on their own goals and tasks. 
They are viewed as unforthcoming and unfriendly. They are stubborn, self-centered, 
and know how to entice others to get what they want. If viewed from a positive 
aspect, Disagreeable people focus on their goals and ambitions which make them 
perfect in many roles in an organization. 

7.5 Neuroticism 

A high score on Neuroticism means that the candidate is prone to emotional instability 
and is highly reactive to emotions. Those who are ranked high in neuroticism tend to 
be very anxious, angry, and depressed. They experience these feelings routinely and 
are more emotionally touched about negative things. Such people easily get stressed 
and struggle to cope up in various situations. They are often insecure and are likely 
to be upset. They are mercurial and struggle in controlling their emotions. This leads 
to lower job satisfaction and higher stress levels in their workplace [12].
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Those who have a low score are more emotionally stable and keep calm and 
composure in difficult situations. They are optimistic and have a good control over 
their emotions, such people worry less and rarely get sad or depressed. They have 
better behavior and bonding in their workplace [13]. 

8 Result—Candidate Personality Profile 

After all the above processing and analyzing, a report of the candidate is generated 
from the above three strategies. This is made available to the recruiter and shows the 
personality traits exhibited by the candidate. The overall personality generated using 
the ML Model and the word cloud which was generated using Natural Language 
Processing, helps the recruiter gain knowledge about the candidate’s personality 
and ask relevant questions to the candidate. The recruiter can then determine which 
personality traits are more suitable to their job requirements. For example, a person 
who would be working where there is a lot of human interaction should have great 
social skills and thus should be extraverted. 

The result also contains a small description of the different personality traits, in 
case the employer needs help in understanding what each personality type involves. 
After perusing through various articles and research work based on personality, we 
thought that it would be prudent that we display all the scores the candidate got in 
each personality type rather than just assigning their dominant personality type as 
an individual is a mixture of multiple personalities. Doing this, we could provide a 
better understanding of the candidate to the employer. Hence, we showed the different 
scores in each of the five types of OCEAN model, and using the help of research 
articles, we explained the meaning of high and low scores in each personality factor. 
Using all the information provided on the candidate, the employer can have a more 
in-depth idea about the candidate. 

9 Conclusion and Future Work 

In this project, we have successfully designed a model for predicting the personality 
of the candidate based on CV-related and personality questions. Various research 
papers have been studied and, we have tried to fulfil the research gaps by asking 
for relevant information to individuals rather than extracting personality from CV. 
We then analyzed the different theories to determine the personality of individuals. 
The Big Five Model seemed to have more weightage than other models since it is a 
diverse and universal model and is widely used to predict personalities in the field 
of psychology. 

We selected Logistic Regression for the ML Model which gives us an accuracy of 
85.71% and predicts the overall personality of the candidate. For Keyword Extraction 
we have selected BERT as the output is accurate and covers all the words from the
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text by relating the extracted word with the sentence it is used in. Lastly, The Big 
Five Model is a strong tool that helps us understand the diversity of personality traits 
and predicts in detail the multiple personalities of an individual. The recruiter needs 
to use these insights accurately to select the perfect candidate for any job role and 
one who will suit the demands of the organization’s culture. 

To begin with, identifying the job’s responsibilities, does the job role involve 
great pressure? Would a team player be fit for the role or an individual who prefers 
working individually? Would there be a lot of social interaction? Does the role involve 
innovative and creative ideas or demands strictness to rules and procedures? How 
well-suited the candidate would be depending on the organizational culture? Once 
these the recruiter identifies the needed personality for the role using the system, he 
can easily assess whether the candidate fits perfectly for the position and the orga-
nization’s culture. Along with the other recruitment tests for aptitude and problem-
solving, a personality prediction system will greatly improve the candidate selection 
process. This system can be used by various business and government sectors also 
where there are a large number of people applying for various job openings. 

The future work of this system includes improving the accuracy and efficiency 
of the ML Model and keyword extraction. We plan on predicting user behavior 
and personality from social media such as LinkedIn, Facebook, and Instagram [14, 
14]. Through this, we can generalize the use of our system to various other fields 
by having improvement of employee recruitment as our primary focus. Also, a job 
portal can be developed to help candidates apply for jobs and multiple companies 
shortlist candidates using the personality prediction system [16, 17]. 
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Chapter 16 
Towards Operation Excellence 
in Automobile Assembly Analysis Using 
Hybrid Image Processing 

E. Sandeep Kumar and Gohad Atul 

Abstract The business of a company relies on the delivery of quality products and 
services with optimal resource usage and it has been a constant endeavor to form 
timely strategies for improvements in operational efficiency. Many a time product 
development companies can find opportunities to cut down on repetitive and labour-
intensive business processing tasks. Automating the routine process can be a wise 
business strategy to improve operational efficiency. In this direction, the usage of arti-
ficial intelligence concepts like machine learning, deep learning, and reinforcement 
learning in software product development has been the top choice of many busi-
ness firms. We believe in, developing value-added differentiators based on recent 
technological advances in large data management, image processing, and AI/ML 
algorithm technologies to speed up the drive towards operational excellence. These 
technologies are at an inflection point, have never been seen before, and definitely 
can aid in further advancement of business strategies. In this chapter, we discuss 
one such tool that uses advanced image processing and deep learning algorithms to 
segment the failure regions from disintegrated automobile assembly parts images. 
Image segmentation is an aspect of image processing that finds its vast applications 
in industries and with the advent of machine learning techniques, segmentation has 
become handier in terms of its computational efficiency. In our technical approach, 
we use fully convolutional neural networks to segment the region of interest (failure 
regions) from the image obtained after disintegrating the automobile part, specifically 
the engine DNox Supply module. One interesting aspect of this work was making 
segmentation achieve an accuracy of 87% for validation and 98% for training with the 
sparse dataset. The proposed methodology helped by bringing in intelligent automa-
tion instead of manual intensive activity for identifying the region of interest around 
the failures or abrasions seen in the assembly parts. The generated business reports
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are shared with the OEM (Original Equipment Manufacturers) for further improve-
ments in the quality of the parts. As illustrated, we can bring in around 40–50% 
productivity gains along with upwards of 30% cost reduction. 

Keywords Operational efficiency · Image segmentation ·Machine learning ·
Fully convolutional networks · Sparse dataset 

1 Introduction 

Every business big or small wants to increase revenue by taking operationally efficient 
decisions. Operational efficiency is the ratio of a company’s input and output, which 
determines the system’s overall performance [1]. However, operational efficiency 
includes processes such as marketing, production, resource utilization, sales, supply 
chain, and inventory management. The goal here is to provide a quality delivery in a 
cost and time-effective manner. According to the latest survey of 1300 global CEOs 
[2], 77% say their focus on driving revenue growth is to create operational efficien-
cies. According to [3], Ford recently started using drones in its London engine factory 
to inspect hard-to-reach areas and diagnose machine statuses. The drones fly around 
the factory and use cameras to zoom in on areas that humans can’t reach. Investing in 
drones not only allows the factory to operate more smoothly, but it saves money and 
allows the plant to continually operate instead of having to shut down periodically 
to perform the inspections by hand. This was an intelligence strategy taken by Ford 
towards operational efficiency. IBM Watson’s chatbot [4] is another good example 
where chatbots take up the charge of providing effective customer service. Today’s 
pandemic situation has demanded work from homes where more calls reach customer 
centres for numerous queries. There are always chances of human attendees getting 
burned out in responding to these calls. An AI-based automation tool can provide 
answers to simple queries improving operational efficiency. Many such examples 
can be quoted and it’s quite evident today that many such companies are moving 
towards smarter ways of making operations efficient. In this chapter, the use of an 
AI tool for automation of the failure analysis process is discussed in detail and hence 
providing a flavour of an inter-disciplinary approach towards improving operational 
efficiency. 

Image processing is predominantly being used in many industrial applications [5– 
7]. Few among them include: measuring the length and aspect ratio of a machine part, 
finding the corrosion based on shape deformation or colour degradation, measuring 
the position of an object, segmenting the required region of interest based on its 
unique patterns, and so on. Image segmentation is one of the challenging as well as 
widely adapted image processing methods for industrial applications [8]. Though the 
last few decades followed traditional methods of image segmentation, with the advent 
of machine learning recently, the community started to adapt learning methods to 
achieve the same. In the last few years, deep learning-based image segmentation has
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been extensively used in industries for various applications. These include encoder-
decoder models, multiscale and pyramid-based architectures, visual attention-based 
and generative adversarial networks [9]. Each one of these models has been applied 
to a variety of industrial applications. In this chapter, we will see one such application 
of a class of machine learning algorithms called deep learning (DL) which used an 
encoder-decoder model to segment the region of interest from RGB images taken 
by disintegrating automobile parts belonging to the industry failure catalogue. DL 
algorithm was used to segment the failure region from the images. This output was 
further optimized by a wrap of image processing code to crop the region out, thereby 
the cropped images were further taken directly to the final report generation. Plentiful 
research and adaption of deep learning for industry applications are seen in the 
existing literature. In [10], the authors use a customized deep-learning architecture 
to detect the defects in the fabric. The architecture had two stages the segmentation 
and the detection stage. In [11], authors use adversarial deep learning networks to 
identify the cracks in the concrete. For this purpose, the authors used 1200 annotated 
images with 3000 unannotated images, and the neural networks were trained using 
the semi-supervised learning method. In [12], the authors proposed a hybrid encoder-
decoder model that used the VGG16 network as the encoder and UNet at the decoder 
end. The method is exclusively trained to detect the corrosions on the surface. The 
network was trained with the Heidelberg dataset. In [13], the authors proposed a 
compact CNN for surface anomaly detection. For training and testing, they relied 
on the DAGM dataset. Therefore, on observing the current state-of-the-art works, 
it is quite evident that deep learning algorithms are prevalent in the industry and 
the architecture varies depending on the application, data availability, and accuracy 
requirements. Good accuracy is witnessed in these works which further motivated 
us to incorporate deep learning architectures in our work as well. The further of 
this chapter is organized as follows: Sect. 2 discusses the motivation, Sect. 3 on the 
dataset used, Sect. 4 with the proposed methodology in detail, and finally Sect. 5 
with the conclusions. 

2 Motivation 

If an automobile part fitted on a vehicle undergoes failure in the field, they are returned 
to the supplier for analysing the failure so that appropriate design corrections can 
be realized to prevent similar failures in future products. Each of these field failure 
parts is subjected to “tear down” and images of all its subcomponents are taken 
and stored, which then are analysed to identify which sub-component failed and to 
identify how does the failure manifest. Having this information, it is then possible 
to identify the root cause of the failure so that appropriate design corrections can 
be arrived upon, and finally, a report is generated manually. However, since most 
images from the camera are not optimized to maximize the region of interest in the 
frame, it is necessary to crop the images to ensure the region of interest is maximized 
in the frame. We also elaborate on how to crop the images to maximize the region



314 E. Sandeep Kumar and G. Atul

of interest in the frame, using CNN. The cropped images are then used for the final 
report generation. For this purpose, a simple GUI was created which provides an 
easy one-click setup for the user to generate the final report. This tool is one such 
example where AI-based automation can make industrial operations effective and 
efficient. 

3 Dataset 

The images were populated from various disintegrated parts of the engine DNOX 
module specifically the supply and dosing module. The parts like a filter, valve 
needles, electrical connectors, screws, etc., were considered for imaging. The images 
were not restricted to background and were taken at fields; however, care was taken 
that the images were taken in good lighting and with uniform distance between the 
camera and the object. Around 490 images were collected, out of which 80% images 
were used for training and the remaining 20% for validation. This accounted for 392 
images for training and test for validation. The sample images are shown in Fig. 1. 

It is to be noted that the segmentation can be the entire component available in 
the image like the image in the left-most upper corner where the entire module is 
supposed to be cropped. In other cases, the specific region in the whole image needs 
to be segmented like the second-row first image where only the circular disc shape 
is required. Hence, the chosen algorithm must consider all these variations. One 
notable aspect is the lack of a huge number of data samples. None of the companies 
maintains the failure images unless and until it is necessary, in many cases the failure 
samples are not available at all. The developed algorithm should digest and learn 
from this sparse data as well.

Fig. 1 Sample images used from the dataset 
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4 Proposed Methodology 

This section has two parts—the first part discusses the image segmentation in detail 
and the second part with the GUI. The GUI also has some additional features along 
with segmentation which will be addressed at the end of this section. 

4.1 Image Segmentation 

It is quite evident that convolutional neural networks [14] are widely used in general 
for many computer vision applications industry-wide. In this context, a fully convo-
lutional network (FCN8) [15] is used for the image segmentation problem we are 
dealing with. The architecture is shown in Fig. 2. 

It’s a well-established deep learning architecture for semantic segmentation [16]. 
Conventionally in a CNN, the image goes through a series of convolutional layers 
down-sampling the given image and then passing this to a dense layer leads to a 
label for the input image as a whole. This is a typical image classification task. But 
in FCNs, the image is down-sampled and up-sampled simultaneously. After every 
pooling layer, the image feature map is up-sampled to match the dimensions of 
the original image. This is done at any of the layer outputs and at the end, all the 
up-sampled maps are combined to obtain one heat map. This image will have the

Fig. 2 Fully convolutional neural network 
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region of interest segmented (in turn all the pixels labelled). There are an ample 
number of FCN architectures and every method has a different way of up-sampling 
and combining. In our work, we employed FCN-8 architecture. FCN is trained with 
392 images with their respective masks and a learning rate of the model was 0.001 
with RMSProp as the optimizer. The image region of interest extraction falls into the 
category of semantic segmentation, where every pixel is labelled. For this purpose, 
the training process should include masks of all the training images. In the training 
process, 490 images and their corresponding masks were used. These masks are 
generated as part of the labelling or annotation process, which is currently carried 
out manually. This is a one-time activity that includes collecting all the spare part 
images from the database and manually creating masks using tools like MS-Paint or 
GIMP. In the current experiment, it took 17 h for creating a mask for 490 images 
(single manual effort). Though there are plentiful of tools available for annotating 
images [17, 18], the majority of them are available as online platforms. The images 
used in this project are governed by firm privacy issues and hence using any such 
kind of online platforms is strictly avoided in actual industrial practices for sensitive 
data. There are few stand-alone image segmentation tools available for annotation, 
however, they need the same amount of manual effort that is spent in tools like GIMP. 
The annotation tools come in extremely handy and useful in case of object recognition 
which has definitive shapes and features, however for the problem statement that is 
dealt in this chapter the image part has to be segmented. These parts appear in a 
variety of shapes, colour and sizes. Hence, it is mandatory to manually annotate 
these images using tools like GIMP. 

The learning rate and other parameters of the neural network were adjusted after 
a series of trials and errors until a required accuracy was reached. The images were 
randomly split into 80–20 ratios in each iteration to achieve a robust model. 

In Fig. 3, the central black region is the region of interest and hence in the mask, 
the region has to be explicitly brought out. The FCN was trained for 60 epochs and 
every time the training and validation accuracy was tabulated. The epoch number 
was fixed based on a series of trials and errors, and the best number was taken into 
account. The training accuracy was 98.9% and the validation accuracy was 87%. 
The trained model was saved as a.h5 file to be loaded later. The obtained training 
accuracy for different epochs is shown in Table 1 and it confirms that for 60 epochs 
the obtained accuracy is high.

The obtained result from the model is shown in Fig. 4. The validation accuracy 
tells how well the network performs when it is used on the fresh dataset.

The predicted image from the model is subjected to further post-processing using 
traditional image processing which is used to extract the perimeter of the predicted 
region of interest to draw a bounding box. The extracted rectangular region is pasted 
into the cell locations of an excel sheet. The cell locations for a spare part are hard-
coded, and a specific cropped image will be pasted in a pre-defined cell location in 
excel (in this work, MS excel is used to generate the final report). The coding plat-
form used to implement the deep learning algorithm was python with TensorFlow 
and all relevant packages using an HP Zbook 8th gen computer with an i7 processor.
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Fig. 3 Image and its mask with the region of interest marked 

Table 1 Epochs versus 
training accuracy Epochs Training accuracy (%) 

60 98.92 

50 98.72 

40 98.10 

30 97.90 

20 97.52 

10 97.14

Fig. 4 a Input image b obtained segmented region prediction from the model c mask used to train 
that image sample

4.2 Designed GUI for the Segmentation Task 

The UI design is carried out using the packages available for python like Pysim-
pleGUI. The project was named “LEaAF: Learn Extract and Analyse Failures”. The
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GUI has a selection box to select project modules, based on the selected module, the 
images will be loaded for segmentation. This module differentiation is required for 
the images to be stored in a pre-defined location in the generated investigation report 
in the form of an excel sheet. Accordingly, different reports will be generated for 
different modules. The tool processes one image set at a time and hence generates 
one report at a time. The user can provide a folder path for images to be analysed. 
All the images are read from this location in one go for processing by the model. 
The moment the folder is read, the trained deep learning model file will be activated 
alongside the image processing algorithm to extract the suitable region of interest. 
The cropped images that are available as output from the model are persisted in the 
path provided for the same. 

The user can also provide the folder paths for additional tasks of extracting and 
storing the measurements tables into the final report from other data files available as 
Excel sheets. In the background, our scripts perform tasks of excel data aggregation 
from different files placed in various paths, along with the cropped images to finally 
generate a semi-automated investigation report. 

The LEaAF tool was validated for around 85 images of the supply module and 
about 55 images of the dosing module to obtain expected cropped images (extracted 
region of interests) that are used for generating specific reports (the algorithm as 
explained in the previous section was trained for all the variations of these). 

5 Conclusions 

This chapter discusses the use of combining deep learning with classic image 
processing algorithms for the optimal region of interest extraction as a drive towards 
the usage of automation tools for making business operations efficient. The work has 
been a successful implementation as a one-click process for a user in generating a 
ready-to-use report. The work has helped to substantially reduce the time consump-
tion for report generation compared to the manual processes. The tool effectively 
handled the variations in the data concerning its lighting, background, and complexity 
with limited data. Our tool has shown significant productivity improvements in the 
overall process of analysing the failure regions for automotive assemblies. A fair 
estimate puts these gains at around 40–50% for each cycle of analysis consisting of 
a batch of around 80 assembly parts. Typically, in a year, around 5–6 such analysis 
cycles are expected, and this has shown promise to even be applied to other similar 
analyses originating from other departments. Also, when we factor in the dependency 
on skilled experts’ saved time, the teams benefit from a reduction of around 30% 
in costs. The productivity and cost benefits of such an AI and Image processing-
based analysis tool can only become better as more and more data samples are made 
available for our model’s iterative learning. As discussed in the earlier parts of this 
chapter, the reduction in the manual efforts thereby makes business in a firm more 
effective and reliable.
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The technique dealt with in this chapter can be used in any such application, 
industry-wide, where image analysis and segmentation are to be performed. 
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Chapter 17 
Industry Revolution 4.0: From Industrial 
Automation to Industrial Autonomy 

Pradeep Bedi, S. B. Goyal, Anand Singh Rajawat, Jugnesh Kumar, 
Shilpa Malik, and Lakshmi C. Radhakrishnan 

Abstract Industrial 4.0 (4th industrial revolution) embodies rising technological 
advances withinside the improvement of clever manufacturing strategies. Industry 
4.0 has great potential for many manufacturing companies to allow customization of 
products, provide flexibility to meet new needs in real-time and produce highly effi-
cient jobs. The 4th Industrial Revolution and rising technologies—which include the 
Internet of Things, artificial intelligence, robots, and greater productions—affect the 
emergence of the latest manufacturing techniques and commercial enterprise fashions 
that transform fundamental manufacturing. The next generation of our industry is 
Industry 4.0—with the guarantee of improved production flexibility, as well as greater 
customization, improved productivity, and better quality. This allows companies to 
access additional products designed for each in a shorter period of time and better 
market standards. Intelligent manufacturing performs a critical position in Industry 
4.0. Ordinary tools are transformed into intelligent objects that you will hear, handle, 
and perform in an intelligent environment. This makes industrial autonomy a reality 
where different countries work together to develop technology and start the next 
generation which is a 5.0 industrial revolution. Here in our work, we’ve mentioned 
the effect of Industry 4.0 on making the arena digital. Industry 4.0 is ubiquitous;
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however, we goal to take a more in-depth study of the cutting-edge enterprise imag-
inative and prescient and display the enterprise 4.0 destiny trends. Additionally, 
this chapter introduces generation to transport from Industry 4.0 to Society 5.0 and 
anticipates the destiny from Industry 4.0 to Industry 5.0. 

Keywords Automotive industries · Digital technologies · IoT (internet of things) ·
Industry 4.0 · RAMI 4.0 

1 Introduction 

The term “Industry 4.0” become first utilized in 2011 by [1]. Used as a project title, 
part of the “Hightech strategy” of the German Government. This assertion is primarily 
based totally on the imaginative and prescient of the fourth business revolution to 
come. 

a. Pushed by steam and water power, the first industrial revolution took place 
around 1750, allowing industrial systems to be mechanized. That was a revo-
lution, although it contributed, among several other aspects, to the innovation of 
steam engines, the use of water, as well as heat energy. Then all types of addi-
tional devices will contribute to the industrial societal transition by employing 
trains, production mechanizations, and smog loads. 

b. The II Industrialization began with electricity. Electrification enabled mass 
production in 1870. 

c. New information and communication technologies made it possible for indus-
trialization in the 1960s [2]. It was all about the development of computer tech-
nology, computer network systems (WAN, LAN, MAN), the growth of industrial 
robots, networks, and, no doubt, the proliferation of the Internet. 

d. IV Industrialization should use CPS (Cyber-Physical Systems) to make industrial 
enterprises digital [2]. 

Industrial 4.0 demonstrates a progressive pattern towards mechanization and infor-
mation marketing in the establishment and cycles within an integrated business, 
which includes developments such as IoT, advanced knowledge, AI, in-depth, real-
istic unpopularity of taxpayers we see, clever thinking, distributed computers, artifi-
cial plants, as well as creative arts, a modern web of things. This use of the computer 
creates an interconnected system in which plant machinery is expanded with remote 
sensory access to visualize and visualize the interaction of the universe and resolve 
independent decisions. This will provide faster response times, taking into account 
the ongoing communication between the structures. 

This part of the chapter specializes in the vision of possibly the largest alternative 
to form our lifestyle choices: Industry 4.0. We will likely speak approximately the 
essentials, the improvement of robots and cycle enhancements, the best manner to 
show small and medium enterprises (SMEs) into Industry 4.0 [3], the monetary and 
academic component, the go-back of speculation, and more. forward.
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Industry 4.0 ‘reflects the 4th industrialization of the emergence of modern, digital 
manufacturing technology. It is a combination of several significant digital tech-
nology developments. Such innovations comprise artificial intelligence and advanced 
robotics and; sensors; computing; IoT; data collection and analytics; digital manufac-
turing (3D printing). Applications-as-a-service as well as other emerging marketing 
modeling techniques; mobile phones, and other smart devices. Industry 4.0 leads to 
the evolution of machines that can use self-configuration, self-optimization, and Arti-
ficial Intelligence (AI) to accomplish complex tasks to achieve expense-efficiencies 
and services or products of a higher quality. 

Industry 4.0 incorporates information, computing power, communication, intel-
ligence and analytics, the interaction of individual machines, and digital conversion 
to physical transformation. The business is digitized, and processes are organized 
systematically, from manufacturing and purchasing to production, distribution, and 
operation. The parameters leading to the market growth are the emergence of cloud 
computing services, technological developments in the electronics sector, adoption 
by various countries of smart factory design and factory technological innovations, 
and government initiatives. We have shown Industry 1.0 to 2.0 to 3.0 to 4.0 snapshot 
in Fig. 1. 

Industry 4.0’s main drivers are digitization through the convergence of hori-
zontal and vertical supply chains, product, and service delivery digitization, online 
marketing strategies and consumer holding, quicker, scalable, and reliable produc-
tion, and growing smart manufacturing prominence. The analysis states that the 
significant challenge for Industry 4.0 market is the network security threat [4]. 

IR 4.0 provides a platform for developing and monitoring a process that controls 
the distribution process of different plant species. It can monitor the growth of large

Fig. 1 Industry revolution 
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Table 1 Digitization stage with needs and benefits 

Digitization stage Needs and benefits 

Semi-automated To improve security, adequacy, and accessibility 
Stretch out to accomplish safe, more effective activities 

Automated To improve influence information for ongoing choices to improve 
effectiveness 
Stretch out to improve the usefulness 

Semi-autonomous To improve influence information for ongoing choices to improve 
effectiveness 
Reach out to improve efficiency 

Autonomous orchestration To coordinate various areas and capacities 
Some stretch out to catch new business openings with expanded 
adaptability 

Autonomous operation To Integrate ecosystem 
Some extend to optimize value chain with autonomous operations 

numbers of industries. End users or customers are experiencing rapid technological 
advancement and an ever-changing business environment. IR 4.0-based technologies 
provide solutions and services that will facilitate digital transformation (DX) in their 
business and pave the way for the future when industries will move from Industrial 
Automation to Industrial Autonomy (IA2IA). Independence can be embedded in 
process plants in a variety of operational areas such as quality control and processes, 
strategies and preparation, supply chain management, field operations, maintenance, 
and engineering. We have developed the IR 4.0 technology range and their impact 
and industry problem-solving strategies and automation. In addition, we shared the 
impact of IR 4.0 and discussed industry expectations (of 2020). We have summarized 
the various stages of digitalization of their needs and benefits in Table 1. 

1.1 Current Scenario of IR 4.0: Literature Survey 

Kagermann et al. [4] Studied focus on investigation industry 4.0 proposals utilizing 
systematic digital review of the literature to determine the scope of their launch in 
various regions. Industry 4.0 programs in developing nations have created observa-
tions to be used as guidelines for the East African Population. Survey results showed 
that 117 industrial revolutions 4.0 ventures were implemented in 56 countries across 
the world comprising five regions: North America (28%), Europe (37%), Asia and 
Oceania (17%), Caribbean, as well as Latin America (10%), as well as Africa and 
Middle East (8%). ‘E was measured at 25% globally. It is reported that there is still 
a wide gap throughout the Industry 4.0 race across countries [5].
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Research work analyses the existing state of the art of Energy 4.0 in Kazakhstan, 
their prospects, advantages, obstacles as well as government vision to bring additional 
discussions in the development of Industry 4.0’s latest technical transition, which will 
be of a structural and fundamental character. The study examines the global manu-
facturing transformations and the subsequent global energy measures taken over 
the past ten years through demonstrating their NRI (Networked Readiness Index) 
schemes, which display Kazakhstan’s locations based on various criteria defined by 
reputable international bodies. Besides, the paper discusses the ways of implementing 
the Energy 4.0 Approach in technologically developed countries. Throughout this 
report, we often propose the techniques and suggestions correlated with the exten-
sion of Industry 4.0 policy to the Kazakhstan energy sector that can be adopted 
based on the latest business growth strategy during the emerging global technological 
advancements [6]. 

This study examines current developments in digital technology, including their 
effect on industrial automation and, specifically, the 4.0 industry revolution. Commu-
nication technologies like Ethernet, cellular networks, and web-based applications 
are well-considered to have rendered distribution and information sharing increas-
ingly efficient, scalable, and extensive across distributed industrial automation. In 
other terms, ICT (information and communication technology) offers (1) indigenous 
factory automation services, (2) control, oversight, and tracking benefits, and (3) 
high efficiency, better reliability, as well as more versatility. In this study, we discuss 
topologies of industrial interactions, and IoT (Internet of Things) enablers, which 
substantially reduce latency. They suggested that the current challenging priority on 
latency as well as protection on the wireless access points [7]. 

Industry 4.0 are structures formulated to change the way of the latest manufac-
turing operations by using some cutting-edge technologies, innovations sometimes 
used during the construction of Industrial IoT systems, data analytics, or robotics. 
One such technology is blockchain, which can bring trust, protection, and decen-
tralization to various sectors of the industry. This study explores the advantages 
and drawbacks that occur while designing Industry 4.0 implementations leveraging 
blockchain-based smart networks. Moreover, this work comprehensively analyzes 
Industry 4.0 innovations focused on the most appropriate blockchain applications. 
The goal is to furnish a comprehensive show for future experiments in Industry 4.0 to 
decide whether blockchain will boost the next wave of cyber-secure industrial uses 
[8]. 

Throughout the scope of the automobile industry, this paper illustrates a significant 
difference between the specifications endorsed by the existing MES (manufacturing 
execution systems) as well as the criteria suggested by the ISA (International Society 
Automation) Industrial Norms, like ISA-88, ISA-95, on which Industry 4.0 is based. 
In this study, they fill the gap while adopting a model-based technique to project
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planning along with a method of gap assessment. The tasks are divided mainly into 
three stages: I phase of choice of industrial MES resources, (ii) phase of modeling 
characteristics, (iii) phase of the review of gaps dependent on the model specifica-
tion. We utilized established, credible sources like MES model research reports and 
white papers, which provide in-depth and detailed data regarding different evalu-
ation measures and tool supplier’s database for the existing MES scenario during 
the recruitment process of the MES tool. And during the specification modeling 
process, using the general-purpose SysML (Systems Modeling Language) defined 
requirements generated from the purposes of ISA-95 as well as ISA-88 manufac-
turing specifications. During the gap research process, we notice the discrepancy 
among the following specification and the alignment with the current development 
tools [9]. 

This work provides the concept of a science fiction novel with a clip, “The Day 
Before the Remote for the Futuristic Control Panel 2025,” designed to explore new 
possibilities for communication strategies or intelligent automation for potential 
Industrial 4.0 plants. The aim of the concept was to conduct experimental design 
experiments on the impact of specific UX objectives (user experience) on a modern 
production framework. All work initially describes how well the UX objectives are 
embedded in the science fiction frame with the proposed clip and, secondly, how well 
the concept is tested in the 2nd study configuration: as video streaming is included in 
web-based testing and discussions with process management staff. A critical contri-
bution is to reveal how the technology fiction improvement technique can use video 
presentation in future-targeted UX evaluation and the way user-targeted tactics may 
be used to discover UX goals through the use of the technology fiction mode [10]. 

This study outlines the growing needs that must be met in the coming years, 
ranging from industry to 4.0 paradigm of production processes for years to come.s It 
is important to integrate existing technologies effectively with current models. The 
CPPS system (Cyber-Physical Production Systems) is the basis for the automated 
distribution of platforms and intelligent control. Fortunately, integrated systems need 
to be introduced into the global production system, which makes that possible. This 
analysis explored methods that present design and model-based technologies to bring 
the idea into reality [11]. 

In the 4th industrial revolution, Industrial 4.0 embodies future developments in 
market growth to achieve intelligent production processes such as counting on Cyber-
Physical Systems (CPS), CPPS architecture, and sensible manufacturing facility 
deployment and operations. With regard to strategic planning, key innovations, 
opportunities, and threats, all research reflects the important concept of Industrial 4.0. 
The strategic management process involves developing a CPS system, addressing two 
key topics focused on a smart production system or an advanced industry, managing 
three applications (horizontal installation, direct installation, and end-to-end installa-
tion), and implementing eight system integration proposals. specification, productive 
activities, etc. Finally, it has contributed to the transformation of the producing enter-
prise to construct Industry 4.0 in China [12]. We have made Table 2 of the summary 
of book reviews.
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Table 2 Summarization of the literature review 

Sr. 
no 

Author Research Aspect/keywords 

1 Bongomin et al. [5] The author’s research focuses on 
industry research recommendations 4.0 
that use systematic digital reviews of 
texts to determine the scope of their 
presentation in various regions 

4.0 industry 
revolution, East 
African Population, 
systematic digital 

2 Kada et al. [7] Discussing topologies of industrial 
interactions, IoT (Internet of 
Things) enablers, which substantially 
reduce latency 

4.0 industry 
revolution, 

3 Alimkhan et al. [6] Research work analyses the existing state 
of the art of energy 4.0 in Kazakhstan; 
this brings additional discussions in the 
development of industry 4.0’s latest 
technical transition 

4.0 industry 
revolution, 
Networked Readiness 
Index 

4 Fernandez-Carames 
and Fraga-Lamas [8] 

The study explores the advantages and 
drawbacks that occur while designing 
industry 4.0 implementations leveraging 
blockchain-based smart networks 

Industry 4.0, 
blockchain-based 
smart networks, IoT 
systems 

5 Kannan et al. [9] Research illustrates a significant 
difference between the specifications 
endorsed by the existing MES 
(manufacturing execution systems) as 
well as the criteria suggested by the ISA 
(International Society Automation) 
Industrial Norms, like ISA-88, 
ISA-95, on which Industry 4.0 is based 

Industry 4.0, 
production execution 
systems, Industrial 
Norms 

6 Schoepf [10] This work provides a clip-illustrated 
science fantasy concept, “The day before 
the Remote Supervisor in a Futuristic 
control panel in 2025”, designed to 
explore prospects for new techniques of 
communication or smart automation for 
potential Industry 4.0 plants 

UX analysis, science 
fiction model, 
Industry 4.0 

7 Pérez et al. [11] The analysis examined the criteria that 
introduce a design and technology based 
on models to bring the idea a reality 

Industry 4.0 

8 Zhou et al. [12] The fourth industrial revolution, 
Industrial 4.0 embodies future 
developments in market growth to 
achieve sophisticated production 
processes such as relying on CPS 

Industry fourth 
system, CPS, 
Strategic 
management
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2 Structure of Industry 4.0 

2.1 Industrial Automation and Monitoring Principles 
and Objectives 

Industrial Automation and Control (IAC) have performed a significant task in 
modernizing industries as well as organizations since its incorporation into the manu-
facturing processes through (the 1960s). Also, on the other side, it improved the 
efficiency, versatility, sustainability, and protection of industrial processes. On the 
other side, this reduced the operating and maintenance time and costs. To minimize 
cost, connected with human controllers. The IAC categorization depends on the 
convergence of AI-related technologies (such as robots and computers), information 
systems, and interaction (speech recognition) within a unified model. The goal of 
the AI-based IAC is to incorporate cognitive technology to enable smart manufac-
turing and operations. Learning, preparation, thinking, and understanding are the key 
features of AI-based systems to conduct challenging industrial processes [13]. These 
functionalities are developed and constructed using complex mathematics, computer 
technology, philosophy, and other methods and strategies. Among several methods 
are implementation, computational quest, statistical methods, reasoning, likelihood, 
and game theory, such as in Fig. 2 [14].

It is very well recognized that the advent of smart hardware technologies linked 
with actuation, sensing, data gathering, data processing, and interaction demon-
strates the IAC processes are more refined. Utilizing high-level techniques as well 
as embedded software methodology [15], IAC networks are becoming smarter and 
more self-operating. 

Automation is typically accomplished via a four-level structural IAC configu-
ration from high to low stages like communication or business, coordination, and 
monitoring output, power, and ground level. Figure 3 shows the IAC framework 
configuration. As per consumer needs or market research, development schedules 
and demands are prepared at the highest level (I / E tier). There’s more commercial 
aspect to this level than the technological aspect. The level of SPC (Supervising 
and Production Control) is one of the most critical groups in IAC system architec-
ture since it provides the process factor supervision, determining production goals, 
data gathering, indexing, and care. The degree of monitoring and production moni-
toring interacts with management, manufacturing, maintenance, efficiency, etc. The 
level of control involves personal and collective measures that incorporate industrial 
automation technologies from PLC to obtain high-level system output [16].
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Fig. 2 Industrial-automation sciences and innovations

Fig. 3 Hierarchy of 
industrial automation and 
control systems
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2.2 Reference-Architecture-Model-Industry 4.0 (RAMI 4.0) 

The various programs and projects have encountered and described the same 
problem; a lack of a consistent structure and vocabulary for I4.0. This Leading to the 
evolution of separate abstracts models and architectural descriptions for I4.0 [13] 

The idea of Industry 4.0 would certainly be applied by most businesses using 
equipment and technologies already available. And if a new development system is 
introduced, would the production system be designed as Industry 4.0 system from 
the very beginning. Hence the challenge of adapting current principles into a new 
concept is one of the problems. A RAMI 4.0, was developed in Germany to solve 
this standardization problem [17].

• Metamodel describes the features of the Industrial 4.0 development program 
that play a key role. However, it has two additional layers below, which include 
different structures of Industry 4.0 and rely on the globe-renowned architectural 
model of Smart Grids launched in 2014. RAMI4.0 must allow three parties:

• Defining current standards,
• Identifying and filling vacancies,
• Acquisition of the fragmentation of new values. 

Two parts, type, and model are protected in the first place. If an idea, design, or 
product remains a proposal that is not easily achieved, it is called a genre. Phase 2 of 
the model is local and operational from development to the associated world (as the 
final phase of Industrial 4.0 growth for all firms, clients, and associated providers). 
The 3rd dimension of RAMI 4.0 is structured as follows in the active layers [16].

• The inventory contains materials such as machines, conveyor belts, PLCs, 
documents, archives, software, and ideas.

• The incorporation layer provides asset information on how it could be digi-
tally accessed. It integrates components associated to IT, such as sensors, HMI 
combination, and computer-assisted technological process management.

• Adjustment of communication using a common data set-up and predefined proce-
dures is a feature of the communication layer. It also offers integration layer 
services.

• A layer of information processes that incorporates data in useful information.
• Formal descriptions of functions are given in a functional layer. This layer also 

contains ERP features.
• A business layer provides business model mapping and links to multiple business 

processes. 

As a first collection of the basic technical elements of Industry 4.0, the RAMI4.0 
is recorded as DIN SPEC 91,345 in Germany. The definition of Industry 4.0 is viewed 
as the precondition for its implementation and as a model for international acceptance 
[18].
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2.3 Industry 4.0 Advantages and Disadvantages 

2.3.1 Advantages 

Industry 4.0’s fundamental aim is to make production—including related businesses 
like logistics—quicker, more effective, and much more customer-centric, but at the 
same time moving across optimizing and automotive techniques as well as finding 
new market opportunities and structures. Almost all Industry 4.0 major advantages 
are connected to advantages of digital industrial innovation through the use of IoT 
in production, functional or enterprise operational efficiency, data-powered value 
networks, overall technological innovation, smart factories, and several other aspects 
on our site. Yet describes below some of Industry 4.0’s essential advantages [16]. 

1. Improved automation and efficiency have been one of the first goals of the Indus-
trial 4.0 systems. In many other terms: total cost, improved stability, waste mini-
mization, automatic avoidance of delays and errors, faster acceleration to do 
more in real-time, and performance of the entire production chain, because speed 
is important for all, digital paper-based processes, ability to quickly interrupt 
problems. 

2. Real-time information for the real-time value chain in the Current Economy: 
Industry 4.0 is for the whole product life cycle naturally, production doesn’t stand 
alone. Multiple stakeholders are involved if you look at the overall value chain 
and the environment in which industry operations exist. All those are customers, 
and consumers want to improve productivity, no matter where the distribution 
chains are located. Unless the end consumer requires better products quickly and 
it has raised expectations about consumer experience, service, quality, and goods 
that are produced at the specific moment they need, this will affect the entire value 
chain, all the way up to production and even beyond. In a progressively real-time 
economy, speed is not only a competitive edge and consumer requirement, and it 
is a factor of synchronization, value, and cost development. Moreover, customers 
always expect it [17]. 

3. Superior industry sustainability by automated servicing and controlling oppor-
tunities: If an industrial asset breaks, it must be repaired. Supporting people and 
engineers is often moving a lot, which requires time and money. Whenever a main 
industrial resource, like an industrial robot in an automotive production plant, 
relinquishes, it is not only the machine that is disabled. Production is impaired 
and costs tons of money and angry buyers, although the output may also be 
completely interrupted. It is the hardest nightmare of all, as the sustainability of 
enterprise is an incredibly high issue. 

4. Higher quality goods: real-time tracking, improved efficiency facilitated by IoT, 
as well as robots (collaborative robots). 

5. Favorable working standards and sustainable growth: Developing a working 
state in the field or factory depends upon real-time temperature, humidity, other 
statistics, improved security, and fast detection, and the list continues.
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6. Enhanced agility: In the manufacturing industries, we require the same usability 
or skill they anticipate by promoting IT businesses and innovations, like cloud 
computing. This is partially due to the former customization concept but is 
primarily about using technology, Big Data, AI, robotics as well as cyber-physical 
systems to forecast and meet seasonal demand, output fluctuations, upscale or 
downscale possibilities; in all other words: all variations that are often almost 
predictable can be rendered unpredictable or predictable. And it can be done from 
a time and scale viewpoint, resulting in increased transparency, flexibility, and 
the prospect of exploiting resources as per optimum processing demand [19]. 

2.3.2 Disadvantages

• Negative Effect of Facts Sharing in an Aggressive Environment 

Using Industry (non-analog) digital communications 4.0 using horizontal, vertical, 
and vertical integration allows data exchange in the communication platforms in a 
competitive sense, leading to a transparent business environment. This means that 
two concerns (a) From the high level of transparency will contribute to risks such 
as industrial intelligence, cyber-attacks, and additional issues like data rights and 
access. (b) The organization that determines stadium needs can discourage and push 
other companies to start a business with a well-defined, one-stop shopping [20].

• Complete Implementation of Industrial 4.0 is Required for Success 

For this program to be successful, the full implementation of Industrial 4.0 is essen-
tial. This is a challenge as the launch of Industrial 4.0 has to be planned for many 
production structures or sizes. Approval of financing is risky because some companies 
use it to reinvent remaining production and transportation processes due to monetary 
constraints. Fourth Industry 4.0 cannot be used in one way, and sustainable results 
cannot be achieved. Aligning and connecting to existing infrastructure and produc-
tion processes can lead to more complex and complex costs for organizations such 
as SMEs.

• Managing Grievances of Workers and Unions 

The impact of Industrial 4.0 on workers seems to be significant. It is predicted that 
independent robots or low-level CPS work will be completed. New operational and 
maintenance skills for Business 4.0 systems are required for employees. In addition, 
employees must embrace emerging technologies and be prepared to adapt. The user’s 
concern for implementing the technology project is very high at the time of the 
launch of any new technology. Employers are critical to the success of Enterprise 4.0 
using technology. The adoption by Industrial 4.0 technologies is also an important 
issue. Trade union unions may oppose Industry 4.0 proposals because they involve 
significant changes in the way normal operations are performed. Union opposition 
was caused by a lack of adequate dissemination of information about Industrial 4.0 
or a lack of confidence in unions at the beginning of Industrial 4.0.
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• Cybersecurity 

Industrial 4.0 ensures that people, products, and equipment are a digital network. 
Besides, digital additional value services, intelligent data collection, and business-
processes work closely with transparency. CPS transparency and digital access to 
CPS indicate a number of online security issues, including process management, 
cyber blockade, cyber security, product-protection, data-protection, and additional 
penetrating data-protection. Cybersecurity would be important, and the nonexis-
tence of proper policy will interfere with the company’s non-public performance. 
Therefore, drastic action is required in Industrial 4.0 programs.

• High Initial Costs 

Industry 4.0 can lead to horizontal, vertical, and vertical integration. In terms of 
business needs to be planned and implemented, the formation requires a significant 
initial investment in time and cost. The price of capital is huge, and the price of 
Industry 4.0 should be increased. However, the initial costs required to integrate the 
4.0 industry are high in the long run and can even lead to profits. Next, these costs 
will decrease. Another point to consider is that it often applies to high starting costs 
at the beginning of high-skilled jobs. This is self-contained and includes all the major 
loads required to build software operating systems [20]. 

3 Building Block Technologies of IR 4.0 Overview 

3.1 Artificial Intelligence (AI) 

AI describes computers as humans who can “think”—recognize complex patterns, 
process knowledge, draw conclusions, and make recommendations. AI is used in 
many ways, from finding patterns in large stacks of unstructured information to 
moving the phone automatically. 

AI can contribute to robot-teams collaborating and cooperating to accomplish 
such tasks specified aimed at a particular reason. It seems that the dominant field of 
research will be artificial intelligence, and field technologies will extend to any sector 
that requires human intelligence. Systems and devices based on AI can be employed 
in the management functions of companies (i.e. decision-making robots). Intelligent 
decision-makers will find Decision Support Structures. Human work profiles will 
change, and emerging professionals, like knowledge engineering and data scientists, 
seem to be more common than traditional professions. Society would now be more 
able to assimilate improvements and accept society’s transformation. Further, AI 
extends to deep learning for sensible in the context of cognitive radio [21].
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3.2 Blockchain 

Blockchain is a secure and decentralized way to collect and share data with third-party 
intermediaries without relying on them. The most established blockchain technology 
is the digital Bitcoin currency. The technology can be used differently, including 
traceability of supply chains, the anonymity of sensitive medical data, and the combat 
against voter fraud. 

3.3 Big Data/Statistics 

Big data is excessive-quality, high volume, or very special facts that call for new 
processing for you to make advanced decisions, understanding, and system improve-
ment. With the development of IoT and intelligent/related devices, extra information 
is generated and is to be had on the PLC and SCADA device levels. Unfortunately, 
those structures aren’t able to store massive quantities of various information, whilst 
this information is crucial to the relevance, forecasts, and performance of business 
processes. That’s why Big Data is the generation that had to shop ground facts. 
Big Data isn’t a lead to itself however encourages information for later evaluation, 
referred to as analytics. In mathematics, different mathematical and mathematical 
technology together with sensible wisdom, system learning, and information mining 
are incorporated to system massive information. The cause of Analytics is to decide 
the correlation among system parameters and configurations primarily based totally 
at the real records of what came about on the shop ground contained in Big Data. 
Then improvement or AI strategies are used to enhance system-making plans or 
manufacturing parameters. Finally, consequences are displayed in dashboards for 
evaluation and decision-making. 

3.4 Cloud 

Cloud computing (CC) “is the idea of permitting customers get entry to a number of 
customizable laptop assets inside an all-inclusive, easy, and much-wished network 
(e.g. networks, servers, statistics, applications, and offerings), that may be brought 
and without difficulty deployed with confined administrative or communique effort. 
and carrier providers”. One of the important thing blessings of CC is the cap 
potential to get entry to an extensive variety of offerings remotely from anywhere 
(demanded statistics at any time). In order to expand and enforce a cloud computing/ 
manufacturing solution, different key necessities should be met: (i) service-centric, 
(ii) news, service quality, (iii) collaboration, (iv) tolerance, (v) load balancing, and 
(vi) material management. Cloud Production is a manufacturing model of cloud 
computing.
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3.5 IoT 

IoT explains various concepts to link to the network and be recognizable by other 
devices from medical protective equipment that controls the users’ physical condition 
to cars and tracking devices placed in parcels. A tremendous plus for businesses is 
that consumer feedback can be obtained from continuously connected products, 
helping them to accurately determine how goods and modification campaigns are 
used accordingly by customers. Many industrial applications also exist, like farmers 
who use IoT sensors to monitor soil attributes and inform decisions like when to 
fertilize. 

3.6 Cyber Security 

Given the volume and scope of data or knowledge posted or shared on network (NW), 
growing demands for higher protection are being made as more and more companies 
go online. Industrial systems are progressively vulnerable to threats. Cybersecu-
rity refers to necessary steps taken to ensure information security over the web or 
offline information that can be accessed from the web. With the development of the 
internet, cybersecurity has become one of the most common objects of concern for 
government, financial organizations, and business entities. Cybersecurity as a whole 
involves each step taken to save and defend data from all sorts of unauthorized access 
via the internet. 

3.7 Virtual Reality 

The technology of VR can open up a vast array of great probabilities for industries 
such as automobiles, automobiles, and the manufacturing of composite kinds of 
equipment. From investigating properties in 360 °C to finding situational knowledge, 
several customs VR technology may make things easier for industries. It can help 
save time and cost of production. Briefly, makers will be able to come up with 
more elegant and precise solutions. It can facilitate generating share shared virtual 
workspace connecting several people around similar projects. Users from several 
sites will perceive another, visualize and work on similar virtual models. It can 
enhance communication b/w co-workers to follow validation procedures lacking a 
physical meeting.



336 P. Bedi et al.

3.8 Robotics and Automation 

The design, manufacture, and use of robots for personal and commercial applications 
is the topic of robotics. Though robotic assistants in all homes are yet to be seen, 
technical advancement has made robotics progressively sophisticated and dynamic. 
They are used in such diverse fields as manufacturing, security, and human resources. 

3.9 3D Printing 

It permits developed enterprises to print their parts, with less tooling, at a lower cost 
and faster than by traditional procedures. Plus, designs can be modified to ensure a 
great fit. 

3.10 Simulation 

Simulation modeling is the approach used to help explain or simulate the behavior 
of an assembled structure or process using real or imagined models. A physical, 
mathematical, or other model is constructed as an analog representation. Simulation 
outcomes for the evaluation of the efficacy and deadlock prevention methods of the 
negotiation mechanism proposed. For generating feedback, it has introduced multi-
agent systems. Some parameters have been observed, which have a major influence 
on the system’s efficiency. Simulation technology for the use of CPSs is also used for 
the production of Industry 4.0. The simulation also offers simulated system control 
and monitoring before full development and physical operation [22]. 

3.11 System Integration 

Linkages are vital for every business to flourish, and Industry 4.0 seeks to evolve the 
idea of fully integrated IT systems. Imagine a manufacturing industry that is closely 
interlinked with engineering, production, marketing, and after-sales [23]. In the same 
way, businesses are often more advanced, resulting in completely distributed data 
integration networks and supply chains. The collaboration between businesses and 
industries would be facilitated [24].
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4 IR 4.0: BIM (Building Information Modeling) 

BIM is a technology that describes Engineering projects that contain intellec-
tual property and its data and thought instructions, thus representing each object 
and its natural ingredients and features. BIM has five key features: “visualization, 
integration, simulation, efficiency, and editing ability”. 

The great advantage of BIM is that it also mimics digital projects, which were 
created at the beginning of the first project. Thus, BIM reduces planning errors, 
accelerated ratings, measures additional costs, and change indicators [25]. Therefore, 
BIM will greatly increase the performance of the construction industry through its 
many digital tools and processes. IR 4.0 is a major step forward that puts a new trend 
in what digital data can do. By building a central storage facility to capture digital 
information about a project or asset, BIM will increase progress. 

By using complete and reliable data, time efficiency and cost can be increased 
and errors are greatly reduced in all segments of the project cycle, varying from 
design to creation and routine care [25]. The benefits of digital data can be achieved 
by installing BIM in the first phase of the project. For industrial construction, BIM 
technology is used. Based on three-dimensional visualization, BIM offers a 6D model 
that helps allow the selection and use of integrated components and forms time, cost, 
and stability. However, this not only guarantees quality and time but also reduces 
waste and increases the efficiency of the project as a whole. BIM Technologies and 
AR (Augmented Reality) will work together in the construction process to provide 
practical information on body parts. The integrated and compatible use of BIM and 
digital production further enhances structural design, advanced monitoring, and reli-
able information distribution. BIM provides especially useful information to pre-built 
component providers to improve the design, integration, integration, and maintenance 
processes. Data on BIM simulations converts the use of pre-built objects into more 
efficient ones in the design process. The digital documents provided by the building 
information will growth the data size of each component. In this regard, constructive 
participants must be able to control the resulting extra data/information. The Process 
and using this data will allow consumers to get a full view of this development, which 
will lead to new businesses in a digital environment. 

At the top of the BIM cloud, all participants have full access to information 
about the installed project. 3D scanners make digital versions of existing systems 
for project integration. Other traditional features can be acquired very quickly in 
the development process, and flexibility control can be achieved with non-functional 
aerial vehicles and embedded sensors. All information collected is now transferred 
to the cloud in real-time, and all stakeholders can access the data as needed to correct 
the steps [26, 27].
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5 IR 4.0: Smart Factories 

The main focus of IR 4.0 in this section 
Industry 4.0 is the most recent phase of the manufacturing sector due to IoT 

and data access. Industries called “Smart Factories” have become very important, 
especially in Europe. 

The terms “Smart Manufacturing,” “Smart Factory,” “Factory of the Future,” and 
“Intelligent Factory” all express the idea of what industrial production will look like 
in the future. 

In this vision, the Smart Factory will be much smarter, more flexible, and more 
dynamic. 

Production processes are organized differently by all production chains—from 
manufacturers to ethics and to control the product life cycle—closely linked to all 
areas within the business boundary. 

Seamless connection of independent production steps. Affected processes include:

• Factory planning and production.
• Product development.
• Logistics.
• Enterprise resource planning (ERP).
• System operating systems (MES).
• Technology control.
• Individual sensors and actuators in the field. 

Equipment and equipment in a factory have the potential to improve performance 
by making your own decisions and making your own. This is in stark contrast to the 
activities of the established system, as it is today. 

Automation was already, to some extent, part of the factory, and thus high levels 
of change were nothing new. The word “automation” therefore means a person, 
observant task or process to be performed. In the past, automated and consecu-
tive situations in which computers had made “decisions,” which included lifting a 
valve or opening and closing a pump driven by a set of specific rules. With the 
use of AI and the growing complexity of cyber-physical systems [28] that can inte-
grate virtual machines with business processes, automation is increasingly requiring 
complex human improvement decisions that are often made by humans. Lastly, and 
perhaps most importantly, the term “smart factory” recommends a combination of 
store floor decisions and details with the entire IT or OT landscape supply chain 
and the wider business. It may ultimately change production processes to improve 
customer–supplier relationships. 

This definition shows that smart factories go beyond simple automation. A smart 
factory is a measurable tool, capable of adapting to NW-wide, flexible, and learning 
in new contexts in real-time or near real-time, or independent production processes7. 
Smart factories can operate within four factory walls and connect to a global network 
of networks such as a digital distribution network.
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A smart factory is a system that is self-organizing, improves network performance, 
adapts to new conditions, learns from them in real-time or near real-time, and runs 
complete production processes independently. 

However, it is important to note that due to the rapid technological advances [29], 
the intelligent industries identified and presented in this paper should not be regarded 
as “the end point.” Rather than a “single and customized” approach to modern-
izing the industry, it reflects a continuous transformation, a continuous process of 
developing and sustaining a fast learning process [10]. 

The true power of a smart factory lies in its ability to grow and develop across 
the ever-changing needs of the company—whether it changes consumer demand, 
grows into new markets, creates new goods or services, makes operation and mainte-
nance optimized predictable, and responsive, using new processes. or technology and 
progressive development in the near real-time. With mass accounting and simulation 
skills—as well as large intellectual property networks—smart industries can make 
companies respond to trends in ways that have been challenging or unpredictable in 
the past. 

Assets—identified as plant structures such as material handling systems, tools, 
valves, and pumps—should be able to communicate independently with the central 
control system in order to operate intelligent plants. These control systems may take 
the form of a development system or a digital network delivery stack. The latter 
is an integrated, structured hub, which serves as a central data entry point for all 
smart factories, and a comprehensive digital delivery system, which integrates and 
integrates information into decision-making.34 organizing resources, IoT platforms, 
and analytics. Connecting goods and installations, data logging, and digital business 
operations, you will need to use the various digital and portable technologies that 
are part of Industrial 4.0—including mathematics, further development, automation, 
HDT, AI, and intelligence technology, advanced materials, and a growing reality [30]. 
We have described the many business categories and specific business processes in 
Table 3.

5.1 Default and Robots 

Robots are the key to the successful launch of Industrial 4.0 in production envi-
ronments. Industrial Changes 4.0’are critical features of independent production 
processes used by intelligent robots that can complete safety, flexibility, flexibility, 
and reliable operations. Without the need to divide the workplace of robots, integra-
tion into human workplaces becomes more economical and efficient and more open 
to multiple applications. In the stream of activity only in confined spaces, intelligent 
robots can take the place of humans. 

Industry 4.0 integrates large automation and data exchange into production envi-
ronments, including areas such as cyber-physical systems, IoT and CC, among
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Table 3 Business process within the smart factory 

S.no Business sector/process Major factor 

1 Customers (IoT-based) Responsive manufacturing 

2 Suppliers (IoT-based) Smart supply network 

3 Manufacturing (workshop 
floor-oriented using IoT) 

Intelligent products 

Self-driving vehicles 

Smart maintenance 

Intelligent sensors 

Mobile workforce workers 

Cyber-physical systems 

4 Manufacturing 
(software-oriented using 
IoT) 

Cloud storage accessing processing 

Data analytics 

Cyber security against cyber threats using encryption 
and protection mechanism 

Next-gen manufacturing: automated and smart 
decisions scheduling 

5 Manufacturing (workshop 
floor-oriented using 
non-IoT-based) 

3D printing 

Robotics 

Advanced materials 

6 Manufacturing operations 
(IoT-based) 

Digital twin 
Additive manufacturing 
Advanced planning and scheduling 
Cognitive bots and autonomous robots 

7 Warehouse operations (IoT-
and non-IoT-based) 

Augmented reality 
Autonomous robots 

8 Inventory tracking 
(IoT-based) 

Sensors 
Analytics 

9 Quality (IoT-based) Optical-based analytics 
Real-time equipment monitoring 

10 Maintenance (IoT-based) Augmented reality 
Sensors 

11 Environmental, health and 
safety, public places 
(IoT- and non-IoT-based) 

Sensors to monitor environmental conditions, lack of 
moment, and handle dangerous equipment

others. With Industrial 4.0, manufacturers can use “smart” industries where indi-
vidual consumer products can be exchanged quickly. Industrial 4.0 is an indepen-
dent manufacturing method inspired by the concept known as “Io,” the idea that 
robots can interact within themselves through a mesh of connected objects, devices, 
and computers. And independent robots are an excellent example in many fields, 
including manufacturing. Robotic functions can be more integrated and automatic 
than ever by connecting to a central server or website. Cleverly and without human 
input you can complete tasks. Consumables can be transported to the factory using
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autonomous mobile robots (AMRs), blocking obstacles, connecting ship partners, 
and determining real-time departure and departure [31]. 

5.2 Monitoring and Control 

Monitoring, as well as control of production processes, is already a factor in the 
development and industrialization of industries. Monitor system is the management 
of sensory measurements to determine the state of processes (e.g., power, vision, 
temperature). The tool user performs repetitive monitoring tasks; for example, it 
detects incomplete, defective tools and conversations in the sound they produce. 
Filtered sensor measurements are used in unmanned monitoring algorithms to assess 
process status and user input. Detailed signal analysis of sensory measurements 
follows complex process conditions. The process of controlling the dynamics of 
dynamic processes (e.g., feed, speed, cutting depth) to control processes [31]. Users 
of machine tools control the online and offline process by changing the feed and 
speed to clear the conversation, initiate emergency breaks to respond to failure, and 
rewrite the component system to increase cutting depth to reduce burr formation, 
and more. 

5.3 Imitation 

3D simulation in intelligent industries describes how real-world process or system 
behavior mimics or is shown over time, such as the performance of dynamic stock 
structures, processes, and production activities predicted, tested, and verified. The 
rapid development of computational resources has made extensive use of industrial 
modeling techniques to refine the structure and function of buildings. An important 
point of imitation tools in the future industry is its ability, due to the precise represen-
tation of the structure and the flexibility of the factory, to provide the basic concepts 
of true industry intelligence. This allows for better conduct and control of produc-
tion facilities to be achieved and lower costs such as direct and indirect employee 
development to be established [32]. 

5.4 Artificial Intelligence 

AI is the so-called computer instructional model or human behavior that mimics, 
such as comprehension, learning, perception, decision-making, etc. [33]. It involves 
developing computer programs that can perform complex tasks. The concept of 
AI represents and is the driving force behind the digital mind of Industry 4.0. It 
requires the use of a learning machine that allows the machines to predict its future
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performance as well as an independent learning experience. The goal of multi-agent 
systems also facilitates the interaction of b / w machines with virtual connectors 
via distributed AI [34]. AI allows the power consumption of each machine to be 
captured, the analysis cycle adjustment is also adjusted to the next level, due to the 
sensors embedded in the production systems. It may also determine whether the 
performance data is incorrect. The system improves its efficiency and makes better 
predictions as the amount of data grows. Intelligent systems from Industry 4.0, for 
example, can identify, automatically configure, and differentiate product defects in 
the accuracy and level of objects within the transport chains by visualization, using 
AI technology [33]. 

6 IR 4.0: Digitalization of Industries 

There is still a lot of discussion about the concept of digital transformation, especially 
in any industry. Depending on the sector it is used, the term also implies something 
new for business. How one industry adopts modern technologies will vary widely. 

Here’s what digital transformation presently implies for nine top industries [35].

• Manufacturing 

The whole manufacturing industry has been dominated by digital transformation. 
Several factories, such as artificial intelligence, have been turned into “smart facto-
ries” to simplify their activities with emerging technology. Robots operate on the 
assembly line inside these “smart factories”. IoT systems gather machine learning 
technologies to process data and data. The manufacturing process is enhanced, and 
the performance is increased.

• Transportation 

Data is an important aspect of the transportation industry’s digital transformation. 
Truckers use data to assess the most effective shipping routes, and trucking firms 
use data to track potential security threats. Shipping firms rely on 3D scanners to 
follow path packages. In the next decade, the transport industry will be oblivious to 
the development of autonomous vehicles and drone deliveries.

• Hospitality/Tourism 

The influx of next-generation technology will never make a vacation the same again. 
Especially hotels have undergone a massive digital transformation. Visitors can use 
mobile devices to check into hotels; AI is utilized to satisfy demands for room service, 
as well as IoT devices capture user data to enhance their consumer experience. If you 
don’t like travel, a virtual reality (VR) vacation is now available to take you from 
your home’s comfort.
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• Health Care 

Healthcare is one of the main information processing industries. New smart hospi-
tals and medical facilities provide AI for diagnosis and surgery. Some hospitals 
integrate blockchain technologies to enhance access to and protection of medical 
files. The way patients receive care changes wearable devices with major healthcare 
applications and the extension of telehealth remote services.

• Financial Services 

Mobile payments are the icy point when it comes to digital transformation of finan-
cial services. AI is used to provide customer service, manage assets, and detect 
fraud before it happens. For added financial security, some financial institutions 
use Blockchain technology. The growth of the FinTech sector is a testament to 
technological excellence.

• Education 

The performance gap in the education system can be closed by emerging technology. 
Data from assessments and other instruments might assist teachers in accommodating 
the specific lesson plans of each student. Mobile Bluetooth features can be used to 
speed up school attendance. Any educational institutions use Augmented Reality 
(AR) and VR for lessons and virtualized trips to students.

• Energy 

Energy firms are also called upon to comply with novel regulations and remain 
competitive; thus, digital transformation is necessary. Automated machinery and 
utilization of sensors give useful data to power providers on possible failures of 
equipment. New Smartphone features allow field operators to operate faster. This 
results in improved customer service, which reduces unintended costs.

• Media 

New technologies, particularly at a time of digital transformation, have often been 
picked up rapidly by the media industry. The only beginning is an expansion of 
content obtainable on mobile devices. Media enterprises gather data and use machine 
learning to suggest personalized content for consumers. This involves advertising 
products aimed at individuals. As future AI news anchors increase, media is evolving 
quickly.

• Retail 

The emergence of modern retail technologies has the shopping experience revolu-
tionized. New safety features of AI can stop theft before it happens. Smart shelving 
enables workers to recover products efficiently in-store [35]. The majority of retail 
outlets gather more information from their customers to improve customer experi-
ence. That consistent association between industrial facility work processes—from 
plan to manufacture, post-handling, assessment, and gathering [36].



344 P. Bedi et al.

7 IR 4.0: Automation to Autonomy 

Automation means a collection of man-made robot functions. 
Autonomy is a state in which a private robot or part of a device operates without 

specific human commands. 
Automation can be done by creating static environments where robots are designed 

24/7 for months or years to perform the same function. Automation benefits highly 
controlled production environments, which produce a large volume of the same 
product as automotive automotive production automotive standard models. The 
epitome of automation may be the automated factory for the removal of lights when 
robots operate without human intervention. 

On the other hand, autonomy allows the robot to respond to and correct its behavior 
without anyone directing those changes. Autonomy has an incredible ability to mix 
high, low volume conditions or process product size. But for such a change to occur 
in the aircraft, the robot must be able to operate without explicit instructions in 
unfamiliar conditions. Robots must be able to use and rearrange. 

Road to private robots: 

Advances in industrial robots and AI give power to the manufacturing industry to 
overcome these problems. In particular, the following methods are important for 
building production independence:

• Using Sensory Data Intelligently 

The robot can handle unstable situations because it can sense its location. Compulsory 
sensors/torches and sensors are the most widely used sensors to control the movement 
of robots.

• Digital Geometry Editing 

Any offline applications allow users to build toolkits from digital CAD data directly. 
This is a very good idea, but most of these methods require a significant human 
response during the formation and fine-tuning of the individual, which makes them 
human hours more expensive in the transformation of the small mass. For example, 
suppose a robot arranges various geometric shapes. In that case, offline simulation 
is a valuable strategy, but this approach is not possible in large quantities as small as 
3D printing due to the required engineering function.

• Holding System Information 

When programmers of standard robots quickly create a series of stationary robots, 
all information about the process is lost. In processes that are at risk of variability, 
it is a challenge to create a system that works consistently. This is not a means of 
communication between a robot and a working clip.
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• Learning Experience 

As the sensory data, models, and processes become more complex, it becomes 
more difficult to build reliable models and controls from the very beginning. Recent 
advances in improving learning show encouraging results in addressing these diffi-
culties and in the robot model “learning”. A robot can benefit from its successes and 
failures by performing millions of steps without prior knowledge of the process [36]. 

8 IR 4.0: Implementing Total Production Maintenance 
(TPM) 

TPM is a manufacturing method that aims to maintain the production and longevity 
of machinery by eliminating six losses. Six losses are the most important cause of 
product loss from a mechanical point of view. They are classified as random stops, 
fixed stops, small stops, slow stops, slow cycles, production rejection, and start-up 
rejection. 

There are seven basic steps to implementing TPM, but TPM programs can be 
tailored to the specific needs and circumstances of the company, as outlined below: 

1. Announce TPM Implementation Plans 

Without encouragement from senior management, the successful TPM program will 
not be completed. In some cases, managers have to deal with operators and resist 
other employees in the transformation and doubts about the suitability of TPM. 
Publicly announcing business plans and occasionally managing the benefits of TPM 
implementation will help break down those barriers. 

2. Identify the Location of the TPM Pilot Program 

You could focus on one piece of equipment that is easily upgraded or that seems 
difficult and that needs to be adjusted for profits to improve quickly. Find the SMART 
target in this first phase of the TPM process: Measurable, Clear, Realistic, Reachable 
and Timed. 

3. Focus on Restoring Targeted Equipment to the Primary Operating System 

Just report the base of the current operation once the test location is established. Set 
up TPM implementation and define it. Using the 5S method (Set, Sort, Shine, Save, 
and Set) method. First, focus on implementing an independent repair program and 
provide training to machine operators when appropriate. 

4. Start Measuring Total Performance (OEE) 

However, random stop times should be reported, and clarification is provided in all 
cases if you decide to monitor OEE. Specify an “unknown cause” or “unstructured 
stop time” in cases where the operator is unaware of the causes of the stop.
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5. Look for Major Causes of Loss 

At this stage, a co-operative team of about 4 to 6 employees should be provided to 
evaluate key causes of unemployment. This team will develop a strategy to remove 
the root of the failure and will set a time limit for this program. 

6. Use Effective Care 

At this stage, you focus on preventing collapse or stopping time. Identify key pain 
points that may lead to mechanical failure and build a common, predictable preven-
tion. Lastly, launch a feedback system to track the progress of your system on an 
ongoing basis. This response system may include repair logs, monthly or monthly 
surveys, as well as data collection thermographic analysis or vibration. 

6. Use Specific TPM Concepts as Needed 

For example, when designing and/or building new equipment in a manufacturing 
facility, the management of previous equipment may be compromised. Perhaps an 
increase in usability, easier cleaning or lubrication processes, or the introduction of 
protective measures could be used to accelerate the construction of new equipment. 
If there are problems with production or problems in contract management, then this 
management problem should be resolved as soon as possible [37]. 

9 IR 4.0: Smart Factory Analytics SaaS Implementation 

Using the Smart Factory Analytics solution can be a risky proposition. Top lead-
ership continues to work to develop Industrial 4.0 technology to achieve strategic 
profitability. 

You may or may not be surprised to learn that as an advocate for all the benefits 
that can be provided by the Smart Factory Analytics solution [38]:

• Only 9% of organizations recognize the full benefits of their software.
• 57% of start-up projects exceed the budget.
• Only 43% of projects are left in the budget
• 80% of organizations offer nothing or no development when using software. 

To reduce corporate SaaS deployments, the Strategic Roadmap for Industry 4.0. 
Success. Researchers have identified 5 Critical Success Factors (CSFs) teachings 
that are critical to success:

• Set Realistic Goals.
• Go Before Running.
• Select the Test Program field.
• Find a Champion and Your Team.
• Forget IoT Key Key to Success—Process.
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10 IR 4.0 Adoption Strategy 

In 2011, the term Industry 4.0 has been mostly associated with the production and 
implementation of new, dizzying-speed technology. The three main factors under-
pinning the idea of Industry 4.0 are broad numbers, IoTs, and additive technologies 
[39]. 

Seven key recommendations for businesses to adopt an Industry 4.0 approach 
and boost their chances of thriving in this modern situation were highlighted in the 
research findings. 

1. Design the business size and match the priorities with the overall strategy of 
the company. You are defining your objectives and prioritizing your actions: 
increasing the organizational performance of your company, optimizing the value 
chain, and evaluating new business models. 

2. Enable an interactive working environment for learning, change, and experimen-
tation. Facilitate a productive environment. 

3. Define the skills to be developed, whether internally or with external providers. 
4. Recruiting and managing talent, giving preference to multidisciplinary teams, 

and making data analyses a powerful advantage. 
5. To start to develop an ideal partner network, select a team of providers with tested 

technologies. 
6. Take an environment perspective and build on network management abilities. 
7. Start pilot projects, verify outcomes, and systematize processes for learning. 

11 Recommendation for HR for a Successful Transition 
to Industry 4.0 

There will be a lot of technology in the industry and there will be a lot of interaction 
between people and machines. Changes should be made to manufacturers using 
the 4.0 switch. Six winning practices deal with employee development in the 4.0 
industrial era [40]. 

1. Train and Develop Talents 

To train talent within the organization itself, it will be necessary for effective skills 
development programs. To ensure change, new jobs will be transferred to staff 
and training should be provided. Interesting ways to view employees with more 
experience, using real extended extensions or online learning. 

2. Bringing the Staff Transformation of the Industry for 4.0 Years 

Involving data scientists, research and development experts, or software program-
mers, businesses compete with many technology companies. They are recognized for 
providing their employees with the most comfortable work environment. Therefore, 
the most common methods in human resources are less important. Technology is 
needed, and flexible work schedules are similar to normal working hours.
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3. Post Decisions 

Classification and decision-making processes should be viewed in the same way 
as the previous issue. If we enrich our employees to do more difficult tasks, they 
will need more independence to make decisions. For example, engineers are forced 
to wait for machine operators to approve mechanical repairs. Or, if the manager 
only receives a real-time warning, the production coordinator does not wait for the 
manager’s approval. The best interest of the organization is to eliminate hierarchical 
structures. 

4. Make Employees Responsible for Innovation 

Employees must be responsible for progress and results if they are properly trained 
and independent in their work. The employee should understand and take ownership 
of the results rather than just a small part of the process. In the meantime, management 
should encourage this work. 

5. Gather Based on Strength 

Traditional employment does not respond well to the requirements of Industrial 
4.0 based on experience and diploma. Manufacturing firms are expected to have 
diverse staff capable of learning and working simultaneously on multiple projects. 
Conversations should be given preferences based on the organization’s community. 

6. Strategically Plan the Needs of the Workforce Related to the Industry 4.0 

Listing all the important facts about employees is also important: possible parental 
leave, planned retirement, part-time jobs, subcontractors, etc. With a realistic picture 
of our staff, it is important to accurately predict and plan for changes in training and 
recruitment requirements. 

12 IR 4.0 Global Trades and Investment 

a. Trade Openness

• Trade: Total imports and exports of goods and services are measured as a share 
of GDP. Average unit: % GDP. 

b. Trade Facilitation and Market Access

• Trade tariffs: Average rate of trade-weighted tariffs. An applicable tariff is 
a tariff imposed on imports of goods. The weighted average of all tariffs 
imposed, including the preferential rates applied to the rest of the world by a 
country, is measured as this indicator. The weights are the trade patterns of 
the comparison group in the importing country. Measure unit: % duty
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• Prevalence of Trade Barriers: Executive opinion survey: “In your region, about 
how far are the ability of manufactured products to compete in their domestic 
markets limited by non-tariff barriers (for example, health and product stan-
dards, technical and labeling criteria, etc.)? Unit of measure: 1–7 (best) (1 = 
strong limit, 7 = not constrained at all)”.

• Logistics Performance: Average score of 5 components from International 
Logistics Performance Index: 

i. Cultures: cultural efficiency and border control permit 
ii. Easy to schedule a post: easy to schedule a competitive price post 
iii. Quality logistics services: efficiency and quality of logistics-truck services, 

custom brokerage, and referral 
iv. Tracking and tracing: the ability to track and trace assets 
v. Duration: Frequency of goods shipped during the expected or limited 

delivery Unit unit: 1–5 (preferably) standard delivery 

c. Investment and Financing

• Greenfield Investment: A 5-year average for each of Greenfield FDI’s 
announced projects for US $ (millions). Greenfield investment is a type of 
direct investment in other countries where the parent company is legally 
involved in a foreign country. Measurement unit: US $ millions.

• FDI inflow: 5-year average FDI country residual or economic flow. FDI inflows 
and outflows include payments made to foreign direct investors in the FDI 
business (either directly or through additional related businesses) or earnings 
from FDI business by direct foreign direct investors. FDI flow data is provided 
on a residual basis (expenditure makes lower debit credits between direct 
investors and their external agents). Measurement unit: US $ millions.

• Internal Credit to the Private Sector: Financial services provided by financial 
firms to private companies as a percentage of GDP. Financial services are 
loans, purchases of unequal securities and commercial credit, and additional 
accounts receivable generate payment claims. Measurement unit: % GDP [41]. 

13 Conclusion and Future Work 

13.1 Discussion 

We conducted a study of IR 4.0 acceptance in various countries based on reports [37, 
42–45]. The global transformation of production systems is difficult, and the future 
of production in a two-tier world could be polarized. The test focuses on the 100 
leading and most economically developed countries and economies to benefit from 
the transformation of production in only 25 countries from Europe, North America, 
and East Asia. More than 75% of the global production volume (MVA) has now



350 P. Bedi et al.

been produced by those 25 countries and is well positioned for future growth. By 
comparison, sales of robots in the Republic of Korea, China, Germany, Japan, and 
the United States cost about 70%. Germany, Japan, and the United States hold the 
ranks of high-tech industrial robots, while China is the fastest-growing sector. Small, 
Medium, and Medium Enterprises (MSMEs) are on their way to all countries as they 
have a wide range of knowledge, understanding, and investment potential. Bringing 
countries to different levels of development and MSMEs and reducing the journey 
of change will require global solutions and significant investment [46]. 

As countries change production processes, a number of alternatives may emerge. 
Not all countries will try to achieve advanced development in the future. Any country 
that is a low-cost labor destination may wish to take advantage of general devel-
opment opportunities within the existing paradigm in the short term. Developed 
countries should focus more on developed development. Some sectors of the global 
economy may be ahead of international production. It will be necessary for any 
country to differentiate itself and build on competitive advantages by developing its 
own strategic plan and a broader future economically productive economy. 

There is room for change in all countries. At the beginning of this period of 
transformation, no nation has achieved the frontier of readiness, not to mention 
exploited the maximum potential in its production of the Fourth Industrial Revolution. 
Even the most modern and complicated countries in every part of their country are 
not strong since different sub-regions differ in readiness. 

Since the new technological paradigm is creating a cluster of new industries, there 
is potential for leapfrogging, but only a few countries can capitalize. New paradigms 
of technology are a way to allow lagging nations to catch up so they would be 
able to enter new industries at a later stage without the expense of being locked 
into existing technologies. Emerging technologies linked to the Fourth Industrial 
Revolution provide the potential. However, are countries ready? Although short cuts 
are attractive, a minimum level of capacity is required to leapfrog. The best way to 
step into a new model is likely to be for the high-potential countries and economies 
such as Australia and the UAE and the nascent or leading countries near the high-
potential border archetype. These countries do not have a strong current production 
base yet likely have the capital and other capabilities right to take advantage of the 
opportunities to leapfrog into a new model of production. 

The Fourth Industrial Revolution will cause targeted reshoring and nearshoring 
in the global supply chains and other structural changes. Inertia is one of the greatest 
barriers to the change in global value chains, as manufacturing moving from one place 
to another is too expensive for most industries. The introduction of advanced tech-
nology would shift the economic-benefit calculus for increasing production processes 
and, eventually, the attractiveness of the location. If a value chain is newly estab-
lished, countries may take their place or lose their share. At any point in the global 
value chain, the future of development needs such skills and capabilities. The prepa-
ration and growth of specific capabilities are crucial for countries, which render them 
an attractive production destination in the world’s value chains. If countries cannot 
rapidly develop capability and connectivity, they will rapidly lose out.
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Readiness for the future of production calls for global and regional strategies, 
not just federal governments. Countries that plan to grow in production in the future 
need to invest in coordinators and create a policy to leverage prospects and to create 
or improve the production base. Emerging technology regulations and legal frame-
works, which are established at a sector-specific level—versus independent of each 
country—will lead to massive efficiencies and increase business satisfaction across 
global value chains. Regional collaboration will also help countries leverage their 
combined strength for global competitiveness. 

To accelerate transformation, modern and creative public–private cooperation 
approaches are required. Any country faces issues that the private sector or the 
public sector alone can not solve. Legacy and developing economies in particular, 
by making more aggressive use of the private sector to solve macro-level problems, 
will speed up the readiness and transformation. However, innovative public–private 
cooperation approaches to replace existing models will help policymakers collaborate 
with industry, academia, and society successfully and rapidly in unlocking new value. 

13.2 Comparison 

The fourth industrial revolution in Industrial 4.0 is based on its promise and encom-
passes a wide range of technological advances in the value chain. Industrial 4.0 
technology automation or robotics, Artificial Intelligence (AI), Internet of Things 
(IoT), additional production-transforming industrial production methods. With the 
advent of digital technology, the boundary between the real and the real world is 
slowly declining, and so-called cyber-physical production systems are developing. 
We have demonstrated comparisons of traditional production with Industrial 4.0 
production in Table 4. 

The table above lists the planned changes in Industry 4.0 presented by business 
models. The paradigm shift in Industry 4.0 ranges from consistent, efficient, and 
manual production to flexible and automated production. It shows the transition

Table 4 Comparison between industry 4.0 and traditional manufacturing 

What is changing Traditional manufacturing Industry 4.0 manufacturing 

Product Standardized Personalized and customized 

Process Stable and manual Agile and automatic 

Supply chain Stock-based planning Dynamic and predictive 

Factories scale Large industries in central areas Small industries in isolated 
areas 

Client relationship in the 
community 

Low and indirect Up and direct 

Success metric Low cost, high efficiency High ROCE (Return On 
Capital Employed) 
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from mass production to mass customization that variable production and shorter lead 
times can be made possible. Also, the transition from large manufacturing industries 
to smart industries with high-tech tools that can build more goods at lower cost will 
take place. The ability to remotely use technology such as a magnified reality will 
also be demonstrated. 

Business success metrics will also change from low-cost production to high return 
on investment. Industry 4.0 promotes sustainability by promoting more customiza-
tion, reducing labor costs, and reducing complex costs. At the same time, it helps to 
reduce resources by making the app more flexible and efficient. This suggests that 
there are three distinct paths—(1) the use of outdated technology, (2) the automa-
tion of implementation, and (3) the adoption of Industry 4.0. Industrial Route 4.0 
promotes sustainability as a reduction in labor costs and a growing level of mate-
rial consumption, compensated by increased technological decline. This improves 
performance. Jinns have also improved due to increased profitability of goods due 
to increased quality and flexibility. Industrial 4.0 also uses buildings efficiently by 
reducing changing time, machine downtime, installation and repair times, etc. 

13.3 Concluding Remarks 

Industries of any nation are the backbone. The national economy has a positive 
impact on industrial development. Increased per capita income, overall inflation, 
availability of affordable goods, and all aspects of success reflect industrial growth. 
National prosperity is directly related to industrial development. 

Industrial construction leads to the development of the country. The emergence of 
large-scale industries contributes to the national economy through mass production 
and the use of the latest technology. Industrialization is a major source of social, 
technological, and financial growth. 

The current research is based on a research perspective on the growth and devel-
opment of Industry 4.0. This is because Industry 4.0 technology is used in different 
areas between countries or industries. 

Industrial 4.0 is a new twenty-first century production system that allows busi-
nesses to establish “intelligent” services and products by reducing costs, as well as 
improved productivity, where the human parameter is important for implementation 
and research, with a strong focus on literature available in the field. 

13.4 Future Work 

Proponents of Industrial 4.0 refer to this concept as a smart home—a “smart factory” 
network, in a figurative sense. In a smart home, automated technologies such as scan-
ning, sensors, voice, systems, and facial recognition enhance modern home security 
and luxury features—electrical appliances, lights, clocks, and alarms.
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The implementation of Industrial 4.0, which may change gradually as young 
people adopt and move forward in the pocket and existing firms struggle and compete 
to stay relevant, will help producers of all sizes and ages. Over the next decade, 
Industry 4.0 could make new industry leaders for unknown companies. 

Upcoming research and forecasting will be the next change—Industry 5.0. If the 
current transformation emphasizes the transformation of factories into intelligent IoT-
enabled applications using cognitive computing and interconnect by cloud servers, 
Industry 5.0 will focus on the return of human hands and minds to the industrial 
framework. 

Industry 5.0 is a transformation that integrates people and machines and finds ways 
to work together to improve productive and efficient resources. Ironically enough, 
among companies now with Industrial 4.0 concepts, the fifth transformation is likely 
to continue. Even businesses that use state-of-the-art equipment do not automatically 
burn a large number of their employees and become computerized. 

Other concerns a few manufacturers have shared about the current change can be 
expressed in the concept of Industry 5.0. Cognitive computing and cyber machines, 
in particular, will eliminate the need to treat people and take millions out of work. 
Instead, Industrial 4.0 may eventually reorganize human activities in the manufac-
turing sector to support workers. Humans can work comfortably when machinery is 
tight. 

Industrial 5.0’s major forecasts include the interaction between computer intel-
ligence and human intelligence. Integrated personal and computer equipment can 
reach new levels of speed and perfection in development. Version 5 could be better 
for the environment, as companies develop renewable energy and waste management 
systems. 

Overall, the growth of Industrial 5.0 will reflect its full realization, which Industry 
4.0 designers dreamed of in early 2010. Initially, with advanced artificial intelligence 
and human power in factory robots, inter-computer communication, and robots, and 
people eventually have a purpose and educate each other. And what could be better 
than a good working relationship in an industrial environment? 

Industry 4.0 Today, Industry 5.0 Tomorrow: As technological advances progress 
rapidly, changes can occur rapidly in the next decade and beyond. It is only natural 
that talking about the 5th revolution will soon coincide with the fourth in the next 
work, considering the pace of these developments. 

Overall, Industry 4.0 allows for modern digital transformation. This will allow 
autonomous to autonomous frameworks that can help out one another. The innova-
tion will help take care of issues and track measures while additionally expanding 
usefulness and productivity.
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Chapter 18 
Artificial Intelligence and Automation 
for Industry 4.0 

Amrita Chaurasia, Bhakti Parashar, and Sandeep Kautish 

Abstract The key premise of smart factories and enterprise 4.0 is the application 
of AI by employing robots to perform hard activities, lower fees, and improve the 
high-quality of products and solutions. Artificial intelligence (AI) is infiltrating the 
industrial sector with the help of cyber-bodily systems, fusing the physical and digital 
worlds. Artificial intelligence (AI) makes manufacturing smarter and more capable 
of coping with modern difficulties like customizable needs, faster time to market, 
and an expanding spectrum of sensors in equipment. The usage of bendy robots 
combined with artificial intelligence facilitates the production of a wide range of 
products. AI technologies can be used to analyse massive volumes of real-time data 
collected from a variety of sensors (such as data mining). AI is ushering in a new 
industrial revolution with intelligent automation, massive data, and networking. Time 
or place, data integration universally with networks evolves and allows completely 
automated supply chains, Industry 4.0 will bring the integration of horizontal and 
vertical systems with businesses, departments, features, and talents will become 
much more cohesive. Extra systems will be enhanced with embedded computers 
as the Internet of Things becomes more industrialized, and they will be connected 
using standard technologies. This allows machines to communicate and interact with 
one another, and a more centralized machine controller becomes increasingly vital. 
As cross-company, universal data-integration networks expand and enable totally 
automated value chains in Industry 4.0, horizontal and vertical system integration 
among firms, departments, functions, and capacities will become much more cohe-
sive. Industrial auto solutions and the Internet of Things will also add embedded 
computing to more objects and connect them using standard standards.
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1 Introduction 

Industry 4.0 is a new field that brings the communication of machines in place of 
humans. All work is turned and performed with the help of computerization in the 
industry as well as at a personal level [1]. It advises that a group of representatives 
from business, politics, and academia promote the concept as a way to improve manu-
facturing enterprises’ competitiveness [2]. “A device’s capacity to properly receive 
external data, research from such facts, and apply such learnings to accomplish set 
objectives and tasks through flexible adaptation” is how artificial intelligence (AI) 
is described [3]. At one point, AI was split up into many software domains. Natural 
language processing, automated programming, robotics, computer imagination and 
prescient, automated theorem proving, intelligent information retrieval, and so on 
were just a few of them. 

Artificial intelligence has resulted in a shift in the way businesses operate, owing 
to a new type of human–machine interaction. Intelligent factories [2]. are now at 
the heart of Industry 4.0, which are defined by cloud-based interactions between 
humans and cyber-physical systems. Intelligent factories have automated structures 
and include digital enablers that allow machines to communicate with one another 
and with the factory’s overall systems through an Internet of Things configuration. 
These abilities are in high demand by industries across the board, as they seek to main-
tain the competitiveness of their manufacturing units in an increasingly technology 
environment [1]. 

Industrial automation receives a lot of attention when it comes to artificial intelli-
gence in manufacturing, but it’s only one component of the smart factory revolution, 
which is a natural next step in the search of [3]. Artificial intelligence also has the 
potential to open up entirely new commercial opportunities in the industrial industry. 
One of Artificial Intelligence’s benefits is that it allows robots to learn from the data 
they collect from factory activities, allowing them to improve their skills in every 
engagement [4]. After all, this is one of Industry 4.0’s essential pillars, and it will 
help factories become more autonomous and productive. 

We’ve heard a lot about Industry 4.0, but it usually revolves around automation. 
Here, we are looking at advanced applications of Artificial Intelligence (AI) tech-
niques, from using deep learning algorithms to generate predictions to implementing 
a full-fledged Digital system engagement [5]. After years of being a distant ideal for 
most firms, Industrial AI technologies are now actual and readily available. Of course, 
the most crucial concept for extracting genuine value from an Industrial AI solution 
is determining which one is appropriate for a certain business problem [6]. 

Generative design uses AI and automation algorithms to create several design 
solutions that are all viable for the same goal at the same time, robotics involves the
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use of robotic and collaborative machines to assist operators in completing method-
ical and/or extremely exact activities, [7]. Until human capital is educated to deal 
with processing, programming, and data systems will this sort of functionality be 
useful. Companies must spend not just in technology capital but also in the education 
and training of competent employees [8]. 

2 Application of AI and Automation in Business 

The shift from traditional automation based on autonomous industrial robots to 
networked “hyperphysical systems” has transformed manufacturing operations and 
established new market standards. As a result, both producers and consumers have 
benefited from this [9]. Initially, ordinary work needing low- to medium-level certi-
fications and skills were the target of automation or substitution. Two common 
examples are check-in agents at airport counters and accountants [10]. Just-in-time 
manufacturing: Adapted real-time production methods have reached a new degree 
of efficiency. These AI-driven manufacturing systems can respond to requests and 
produce parts in a timely manner. Sensors track components and arrange them 
according to demand patterns and algorithms to decrease lead times [11]. There 
are three foundations that have emerged from AI approaches [12]. (Fig. 1). 

2.1 Product Optimization 

In its broadest meaning, the term “product optimization” refers to a systematic 
method of product creation in which the investigator changes the formula and 
processing conditions over time. Because it reduces time, cost, and risk in the devel-
opment process, product optimization has become a more useful tool in recent years

Market 
Adaptation  

Product 
Development   

Product 
Optimization 

Artificial 
Intelligence 

Fig. 1 General application of artificial intelligence in business 
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[13]. It is now viable to gather and measure intelligence from various elements of 
the manufacturing environment advent of the Internet of Things, artificial intelli-
gence and low-cost sensors. This creates a lot of data when coupled with standard 
data collection systems like SCADA and DCS. This data may be utilized to make 
informed decisions and conduct efforts that will improve production efficiency. 

2.2 Market Adaptation 

Artificial intelligence (AI) is transforming the marketing environment and will 
entirely transform it in the near future. Although marketing is one of the most common 
corporate applications of AI today, early adopters are aiming to make money from 
it [14]. Despite the fact that AI is used in the majority of businesses today, many 
companies still lack high-level implementation. Several marketers have expressed 
an interest in implementing AI in the near future, with nearly all of them intending 
to do so fully. Only 20% of marketers [14] said they used one or more artificial 
intelligence (AI) technologies in their companies. 

2.3 Product Development 

To enhance the quality and long-term viability of manufacturing processes while 
decreasing costs, smart manufacturing systems require innovative concepts. In 
this context, artificial intelligence (AI)-driven technologies based on I4.0 Key 
Enabling Technologies (e.g., Internet of Things, advanced embedded systems, cloud 
computing, big data, cognitive systems, virtual and augmented reality) are poised 
to establish new industrial paradigms [15]. Artificial intelligence (AI) can assist in 
the resolution of important challenges in sustainable manufacturing, such as energy 
resource optimization, logistics, supply chain management, and waste management, 
to name a few. In this context, smart manufacturing is increasingly using AI into green 
manufacturing processes in order to comply with stricter environmental requirements 
[14]. In the era of growing digitization and advanced big data analytics, embracing 
excellent data for creating and delivering state-of-the-art services will enable creative 
business models and management approaches [16, 17] and have a range of impli-
cations. Among other things, digitization and big data analytics disrupt business 
models and effect employment among knowledge workers, just as automation did 
for industrial workers. 

The intricacy of AI application in Industry 4.0 [18] on the other hand, necessitates 
collaboration with professionals to develop relevant and personalized solutions. The 
expense of developing the requisite technology is extremely costly, and it necessitates 
extensive internal and technical knowledge (Fig. 2).
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Fig. 2 Business transformation with the help of artificial intelligence

• New product introduction: Production lines are turned into information systems 
that help people make crucial decisions about things like product lines. This 
makes the transfer from raw materials entering the manufacturing process to the 
completed product easier, facilitating demand adaptability [19].

• Shift of consumerization: Between assets and consumers, one of the most 
important transformations in mindset has occurred. Consumers are linked to the 
industry via information networks, and they want higher-quality products and 
more personalized experiences. Manufacturers, on the other hand, can produce 
customized goods while maintaining efficiency owing to digital designs and 
clever technology [20].

• Advancement in labour market: While AI approaches have a long learning 
curve, they are progressing at an irreversible rate. As a result, job titles like “Data 
Scientist” are becoming increasingly popular [19]. Governments must invest in 
education, which is becoming an increasingly essential component in decreasing 
unemployment, as the labour market shifts toward more analytical and skilled 
applicants in the field of technology [20].

• Business intelligence: Artificial intelligence sharpens this advantage, which 
benefits the global economy greatly. 82% of Spanish firms are already exper-
imenting with AI, according to IBM’s “The Global Race for AI”. AI enables 
companies to scale up their production models while maintaining process quality, 
which is critical given the market’s increasing competitiveness [2].

• Automation and learning techniques: are AI methodologies such as deep 
learning (DL) and machine learning (ML) that, when used appropriately, have 
a major positive impact on a company’s ROI. By incorporating predictive main-
tenance systems into manufacturing processes and replacing visual inspections 
with robots or cobots that perform quality controls tenfold more precisely 
and effectively [21], automatic learning increases product quality. Complex
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algorithms are also created via machine learning, allowing for “Manufacturing”, 
in which data collected during manufacturing is analysed and changes are 
made automatically. Deep Learning, a subtype of Machine Learning, creates 
its own neural networks for unsupervised learning, significantly increasing the 
approaches’ autonomy [22]. 

3 Application of Artificial Intelligence and Automation 
in Other Fields 

Artificial intelligence (AI) is a combination of technologies that allows software and 
machines to sense, comprehend, act, and learn on their own or in collaboration with 
humans [18]. Artificial Intelligence can boost industrial manufacturing efficiency 
when compared to human labour. Additionally, AI can enable robots to undertake 
tasks that a human would be unable to, such as managing hazardous raw materials 
or microscopic components [9]. Similar observations have been made by social 
observers. As IT and automation evolved, [23] predicted that labour expenses will 
become a less and smaller part of manufacturers’ cost structures. It is a branch of 
computer science that uses machines, software, and computer platforms to try to 
replicate human intelligence and [1] it takes advantage of digital technology that 
has improved our intelligence and productivity while also changing the way we 
communicate, learn, shop, and play [24]. 

It’s critical to understand that many of these industrial robots aren’t very sophisti-
cated right now. They can accomplish a variety of skilled activities in many circum-
stances, although they are designed in a limited fashion [25]. To reconfigure it if 
you require more. The fact that this technology is improving with Industry 4.0 is 
driving ongoing expansion in the area. Artificial Intelligence improves each time, 
and its costs fall. Implementing more complicated AI algorithms has also enabled 
businesses to assess the acquisition of new technologies that enable them to solve 
problems and make more complex and secure decisions [26]. 

3.1 Artificial Intelligence and Technology 

Novelty, flexibility, and enchantment are the hallmarks of artificial intelligence. 
Radical innovations and destabilizing systems are innovative components that create 
new markets or disrupt existing markets or products [27]. AI refers to a machine’s 
capacity to simulate human skills such as thinking, learning, planning, and creativity. 
It allows technological systems to sense their surroundings, respond to what they 
see, solve issues, and act in order to achieve a specified objective. The computer 
receives data that has already been prepared or collected by its own sensors, such as 
a camera, analyses it, and replies. By analysing the impact of past acts and operating 
autonomously, AI systems are capable of adjusting their behaviour to a degree.
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• Speech recognition 

Automatic speech recognition (ASR) is one of natural language technology’s most 
rapidly expanding and economically promising applications. Speech is the most 
natural conversational channel for humans in many situations, including dictation, 
querying database or information-retrieval systems, or simply delivering orders to a 
computer or other device [28]. Over the last several decades, technology has steadily 
progressed to the point where properly built systems for appropriately restricted 
applications are now a reality. Commercial solutions are now available for a wide 
range of activities and parameters, such as. 

First a database retrieval job, and large-vocabulary dictation, voice control of medical 
equipment, and large-vocabulary dictation, and large-vocabulary dictation, and large-
vocabulary dictation, and large-vocabulary dictation, and large-vocabulary dictation, 
and large-vocabulary dictation, and large-vocabulary dictation, and large-vocabulary 
dictation (several 10,000 s of words, as in a general dictation task). 

Second the speaking style, which comprises read speech, prepared speech, and 
spontaneous communication. 

Third the language domain is another thing to think about: task-oriented and confined 
(e.g., database query) vs open and uncontrolled (e.g., programming) (nontask-
oriented, human-to-human conversation). Less restricted languages have a larger 
vocabulary and allow for more spontaneous speech. 

Fourth criterion to consider is speaker specificity, which may be divided into 
two categories: speaker-dependent (system trained on test speaker) and speaker 
independent. (Native vs. nonnative speech is another issue to consider.) 

Fifth factor is channel quality, which comprises bandwidth (the frequency range of 
human speech) and distortion (for example, telephone). 

Sixth acoustic environment is also one of the component, which includes the volume 
and type of background noise (such as static, nonhuman sounds vs background speech 
and crosstalk from other speakers) [28].

• Natural language processing 

The effectiveness of neural networks in processing unstructured data like natural 
language and photos raises the question of whether we may relax the fundamental 
assumption of database administration, which is that the data we process is repre-
sented as fields of a pre-defined schema. What if data and inquiries could instead be 
expressed as short natural language sentences, with queries being answered using 
these sentences? What if relevant image data could be smoothly merged with text 
and structured data in neural databases, with preliminary empirical evidence of its 
potential? For decades, database systems have struggled to provide various benefits 
that neural databases provide.
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The first and most fundamental advantage is that there is no pre-defined schema 
in a neural database. As a result, the database’s scope does not have to be determined 
ahead of time, and any data that becomes important as the application is used can be 
saved and searched. 

The second advantage is that changes and queries may be expressed in a variety of 
natural language formats, making it easy for any user to utilize. A standard database 
query, on the other hand, must be based on the database structure. Even when the data 
is structured using a more flexible formalism like RDF, each relation has a unique 
name that must be used in updates and queries. Third, thanks to recent developments 
in machine translation, the language of queries and responses may differ from the 
language of data in the neural database. 

Finally, the neural database is built on a pre-trained language model that already 
includes a large amount of knowledge that can be used to create better replies to a 
wider range of queries [28]. 

Foundations of Design 

It allows producers to look at the possibility of converting to Industry 4.0 technology. 
The following are the design principles based on the components listed below: 

Integration: The Internet of Things and the Internet of People require objects, 
machines, and people to be able to interact with one another. This is the most 
important concept that genuinely distinguishes a smart factory. 

Cyber-physical system: CPSs must be able to recreate and generate a virtual dupli-
cate of the actual environment. CPSs must also be able to monitor items in the 
immediate vicinity. Simply, everything must be virtualized. 

Cloud computing: Refers to a CPS’s capacity to function autonomously. This allows 
for the creation of bespoke goods and the resolution of problems. This also makes the 
manufacturing environment more adaptable. The problem is outsourced to a higher 
level in situations of failure or conflicting aims. However, even with such technology 
in place, quality assurance is still required throughout the process. 

Real-time capability: A digital economy must be able to gather data in real-time, 
store or analyse it, and make decisions based on fresh information. This includes not 
just market research but also internal operations such as a machine breakdown on a 
production line. Smart objects must be able to recognize the problem and reassign 
duties to other devices. This also helps significantly to production flexibility and 
optimization. 

Customer: Focused Manufacturing: Production must be centred on the customer. In 
order to create products that suit the needs of customers, people and smart objects/ 
devices must be able to connect efficiently via the Internet of Services. At this 
moment, the Internet of Services becomes crucial. 

Adaptability: In a volatile industry, the capacity of a Smart Factory to adapt to a new 
market is critical. In a normal circumstances, an average business would probably
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take a week to analyse the market and modify its output accordingly. Smart factories, 
on the other hand, must be able to react to seasonal changes and market trends swiftly 
and smoothly. 

3.2 Artificial Intelligence and Agriculture 

Apart from the risks, AI technology has a lot of advantages for mankind. For example, 
on cell phones, there is an AI application called “Climate Basic” that assists farmers 
in increasing their land yields. “To decide how to optimise yields for each plot, 
the programme uses local temperature and erosion records, predicted precipitation, 
soil condition, and other agricultural data.” The application of AI, according to the 
Department of Agriculture, has resulted in the largest crops in the country’s history. 
There are various autonomous machine prototypes that can harvest without human 
assistance, as well as automatic systems for diagnosing illnesses or pests in particular 
plantations [29] According to Leontief, agriculture in the United States has been 
increasing. Mechanized, and the manufacturing sector will follow suit. Technical 
progress favours skilled over unskilled labour by boosting its relative productivity 
and demand [30–33], also digitization has resulted in large losses of middle-class 
jobs.

• Transportation: Smart technology can help with route estimations or provide 
suggestions for more efficient modes of transportation, such as alternative routes, 
traffic sign detection, self-driving vehicles, and sensors. Automation in agricul-
ture is a major source of concern and a contentious issue throughout every nation. 
Global population is rapidly rising, and as a result, the demand for food also 
rapidly increasing. Farmers’ traditional methods are insufficient to meet rising 
demand; therefore, they must wreak havoc on the land by applying toxic pesti-
cides in greater quantities. This has a significant impact on agricultural practises, 
and as a result, the land stays barren and devoid of fertility [29].

• Agricultural management: Crop diseases, lack of storage management, pesti-
cide control, weed management, lack of irrigation, and water management are 
some of the issues that plague the agriculture industry, and all of these issues may 
be handled utilizing the strategies listed above. Today, it is critical to decipher 
concerns such as the use of hazardous pesticides, regulated irrigation, pollution 
management, and environmental consequences in agricultural operations.

• Agriculture mechanization: Farming techniques that are automated have been 
shown to promote soil gain and improve soil fertility [29]. IoT was used to suggest 
a method for flower and leaf identification and watering that might be applied on 
a botanical farm.2.3.
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3.3 Artificial Intelligence and Manufacturing 

Industrial automation receives a lot of attention when it comes to artificial intelli-
gence in manufacturing, but it’s only one component of the smart factory revolution, 
which is a natural next step in the search of efficiency. Artificial intelligence also 
has the potential to open entirely new commercial opportunities in the industrial 
industry [34]. 

Automation has risen as one of the most transformative technologies in the busi-
ness sector, having the ability to transform management and business operations. In 
the 4.0 industry, its principal uses are: predictive repair and maintenance are used 
to improve OEE. Quality 4.0 is achieved by operational excellence, which enhances 
product quality on a constant basis. 

3.4 Artificial Intelligence and Social Justice 

Fundamental socioeconomic shifts should not be neglected. As digitized, big data-
based systems are considered as more cost-effective and error-prone than humans, 
machines are rapidly replacing people in cognitive activities [35]. By supporting 
equitable growth, sustainable development, and well-being, AI should help both 
people and the environment. To maintain a fair and just society, AI systems should 
be created in a way that respects the rule of law, human rights, democratic ideals, and 
diversity, and they should incorporate appropriate protections, such as allowing for 
human intervention when necessary. To guarantee that everyone is on the same page. 
There should be transparency and ethical disclosure around AI systems so that people 
can criticize AI-based outcomes. Throughout their entire cycles, AI systems must 
be strong, secure, and safe, and potential risks must be continuously reviewed and 
handled. AI system developers, deplorers, and operators should be held accountable 
for their appropriate operation in accordance with the aforementioned criteria [11]. 

3.5 Artificial Intelligence and Ethics 

The number of public and commercial groups releasing ethical guidelines to guide 
the development and use of AI continues to rise, as does the number of AI risks. 
Indeed, many people believe that this is the most effective proactive risk mitiga-
tion option [36]. Fairness. For the ethical management of trustworthy AI, there are 
complementing values-based principles such as:

• Accountability.
• Human agency.
• Transparency.
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• Privacy.
• Respecting human rights. 

Establishing ethical principles can assist organizations in safeguarding human 
rights and liberties while also enhancing wellness and the common good. These 
ideas can be translated into norms and practises by organizations, which can then be 
regulated [36]. 

3.6 Artificial Intelligence and Government 

A growing number of governmental and private organizations, ranging from tech 
corporations to religious institutions, have issued ethical standards to guide the devel-
opment and use of AI, with some even pushing for laws based on science fiction to be 
expanded. Although the ethical AI principles field is wide, there are some common-
alities. We distilled over 90 sets of ethical principles, totalling over 200 principles, 
into nine key ethical AI principles. 

We can see and capture the worries about AI that are expressed by tracking the 
principles by company, kind of organization, sector, and territory by tracking the 
principles by company, type of organization, sector, and geography. These can then 
be transformed into norms and practises, which can subsequently be managed. 

These essential ethical AI concepts are based on universally recognized funda-
mental human rights, international declarations, agreements, and treaties, as well 
as a review of current codes of conduct and ethical standards from a variety of 
organizations, enterprises, and initiatives. 

The circumstances of knowledge that enable organizations to decide whether 
an AI system is consistent with an ethical principle are represented by epistemic 
principles, which are the precondition for an inquiry into AI ethicality. They include 
interpretability and reliability considerations. 

Meanwhile, general ethical AI principles describe behavioural concepts that are 
applicable across a wide range of cultural and geographical contexts, and they propose 
how AI solutions should behave when faced with moral decisions or difficulties 
in a certain field of application. Accountability, data privacy, and human agency 
are among the principles. Distinct industries and types of organizations gravitate 
toward different principles, including government agencies, private-sector enter-
prises, academics, think tanks, associations, and consortiums. While all companies 
value fairness, sectors that deal with physical assets are more likely to prioritize safety 
over industries that deal with information assets. Lawfulness and compliance, on the 
other hand, are most usually found in guidelines issued by government agencies, 
associations, and consortiums, and while all organizations are required to respect the 
law, few regard it as an ethical standard.
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4 Artificial Intelligence and Industry 4.0 

Industry 4.0 enables the automation of manufacturing processes by delivering 
customized and adaptive mass production technology. As a result, traditional manu-
facturing methods are being replaced by new ones and smarter manufacturing is 
being implemented, with machines exhibiting qualities such as self-awareness, self-
prediction, self-comparison, self-configuration, self-maintenance, self-organization, 
and resilience. This means that machines will be self-contained and capable of [37] 
making judgments and improving themselves through a continuous learning process 
on their own. Artificial intelligence (AI) and other innovative technologies will speed 
up inspection detection procedures and increase the capacity to detect new types of 
flaws. Many project limits and technological constraints exist in the implementation 
of machine vision applications, which must be taken into account during the selec-
tion, implementation, and validation phases for industrial solutions, otherwise, the 
system may fail to perform as planned. Despite the fact that contemporary machine 
vision systems with AI applied to IQC exist, they tend to be situation-specific and lack 
a standard KPI to assess their success or possibility for replication in other industrial 
contexts. There is presently no way to determine which type of AI approach is most 
appropriate and how to integrate it with existing or future machine vision application 
systems [38]. An Industry 4.0 system consists of several elements/phases that must 
be designed to meet the needs of the manufacturer such as:

• Data collecting from the past.
• Sensors are used to capture real-time data.
• Combination of data.
• Communication protocols, routing, and gateway devices all contribute to connec-

tivity.
• Connections to PLCs.
• Monitoring and analysis dashboards.
• Machine learning and other approaches are used in AI applications. 

By employing approaches and procedures, Artificial Intelligence (AI) improves 
the precision with which automated actions are carried out. Industry 4.0 delves into a 
set of technologies and sensors that allow for even more advancement in AI processes 
and applications for business operations, resulting in improved performance and new 
prospects. Contributions to Industry 4.0, as well as research and comparisons of 
proprietary and open-source technological features. AI used to be a concept with 
several application areas. 

AI is a subset of Industry 4.0, and it is concerned with how to give computers 
the complexity to respond intelligently in a wider range of situations. It fully 
embraces computer science’s enthusiasm for abstraction, programming, and logical 
formalisms, as well as detail programming for algorithms over behavioural data, 
synthesis over analysis, and engineering (how to do) over science [39]. Al is 
unfriendly to psychology; psychology is inextricably linked to A I [40].
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5 Ideologies of Artificial Intelligence 

5.1 Automation 

Another RPA-focused service is Automation [41] which has the added benefit of 
providing information about AI approaches and algorithms. As an RPA tool for ERP 
setups, it is especially prone to be linked or integrated with SAP and Oracle ERPs, as 
well as other ERPs from other organizations. It’s particularly prone to being linked or 
integrated with SAP and Oracle ERPs, as well as other ERPs from other companies, 
and it covers a wide range of applications, including human resources, customer 
relationship management, and supply chain management. “Digital Workers” is a 
term that describes a process that is both automated and intelligent [37]. Atomizer 
creates a system for automating processes that incorporates a cognitive automation 
module as well as analytical data processing capabilities. 

RPA may automate rules-based processes requiring routine operations, structured 
data, and deterministic outcomes, such as transferring data from several input sources 
like email and spreadsheets to ERP and CRM systems. The bulk of RPA programmes 
has been utilized to automate jobs in service business operations such as confirming 
insurance premium sales, issuing utility bills, paying health care insurance claims, 
and managing personnel records [42]. 

It provides a set of data that enables the configuration, operation, and execution 
of automated processes as a multi-functional application. Internally, the Automation 
Anywhere tool uses its Bot tool [43] to execute various AI methods and algorithms, 
such as fuzzy logic, Artificial Neural Networks, and natural language processing, 
to extract information from documents and enhance the efficiency of document 
validation. In this sense, it appears that the IQ Bot platform has made several AI 
approaches or algorithms available through the Automation Anywhere intelligent 
word processing tool [43]. 

5.2 Optimization 

RPA-as-a-Service: automation software that executes and instigates processes and 
workflows throughout the business and is simple to access and use for anybody with 
an internet connection, on any device. Automation self-service is also a feature of 
cloud-based automation, with easy drag-and-drop actions and graphic flow charts 
allowing non-technical teams to automate on their own. Cloud RPA allows users to 
automate any process using a web-based interface that can be accessed from any 
browser [43].
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6 Suggestions 

5.1 The way those ideas should be viewed is heavily influenced by cultural differ-
ences. As a result, the principles must first be contextualized to represent the 
community’s beliefs, social norms, and behaviours. These “local behavioural 
drivers” are divided into two categories: compliance ethics, which is concerned 
with the rules and regulations that apply in a particular jurisdiction, and beyond 
compliance ethics, which is concerned with social and cultural norms. Inves-
tigators must aim to identify stakeholders, their values, and any tensions or 
conflicts that may occur for them as a result of IT during the contextualization 
process. 

5.2 There has been a lot of debate over how to measure fairness in terms of an indi-
vidual, a specific decision, and a specific setting. Simply declaring that systems 
must be “fair” does not provide guidance on who, what, where, or how that 
fairness should be applied, and different authorities have varied perspectives on 
fairness. Contextualization would necessitate important stakeholders defining 
fairness in their own terms. 

5.3 To limit regulatory uncertainty, it is critical to link ethical concepts to specific 
human rights. Furthermore, including human rights principles into AI activi-
ties aids in the establishment of moral and legal accountability, as well as the 
development of human-centric AI for the greater good. 

5.4 In order to clearly transform important ideas into particular standards that impact 
concrete design and governance to shape the creation and usage of AI systems, 
they must also be aligned with organizational values, existing business ethics 
practises, and commercial objectives. AI ethical frameworks that are action-
able, with explicit accountability and real approaches, should be developed by 
organizations. 

5.5 To foster trustworthy AI innovation, the government must make public 
and private investment in research and development easier. Through digital 
infrastructure, technology, and data and knowledge exchange channels, the 
government must encourage open AI ecosystems. 

7 Conclusion 

Industry 4.0, the present revolution, includes the Internet of Things, intelligent 
automation, intelligent devices and processes, and cyber-physical systems. 

When all of these ideas and technologies are merged, they provide a dramatic 
shift in industrial processes, altering the workflow of digital operations across the 
organization. 

In order to optimize these activities, they are increasingly embracing the automa-
tion of some steps utilizing robots (RPA). In addition, many RPA technologies now 
contain intelligent techniques and algorithms (AI), allowing for increased levels of 
intelligence in the automation of corporate processes. For a substantial number of
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businesses throughout the world, Industry 4.0 is now a reality. Still, it is worth noting 
that all the changes required to fully participate in this industrial revolution and reap 
the benefits that it may bring will not occur overnight. 

Because of the complexities of applying artificial intelligence in industrial automa-
tion, firms must work with experts to develop bespoke solutions. Attempting to 
construct the requisite technology is expensive, and most manufacturers lack the 
essential skills and experience. 
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Chapter 19 
Process of Combined Thinking 
for Long-Term Sourcing 
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and Amitava Ray 

Abstract The purpose of this research is to develop a trustworthy decision-making 
tool that integrates the thinking process, the concept of six sigma, and lean thinking 
in a long-term supply chain. Supplier quality was recognized as a supply chain 
barrier in this study because ecologically friendly materials result in a sustainable 
supply chain. The purpose of this study is to fill a vacuum in the existing literature 
by emphasizing the connections between theory of constraints, six sigma, and lean 
thinking for continuous improvement. This study combines the notion of constraints, 
six sigma, and lean thinking into one evaluation model. Before selecting the best 
provider with the least amount of environmental impact, the programme looks at a 
variety of qualitative and quantitative parameters. Supplier 1 appears to be the best, 
followed by the others. The sensitivity analysis of the model assumes that “higher is 
better,” and the model’s output identifies the best supplier with the least environmental 
impact. 
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1 Introduction 

With rising public awareness and government laws on sustainability policies, it is 
becoming more vital for businesses to focus on strategic sourcing, as successful 
supplier selection is critical to an industry’s success. Any organization’s economic 
development is dependent on sustainable sourcing. Now a days, natural resources 
are decreasing at an alarming rate, thus sustainable and green thinking can help to 
avert resource depletion and adverse environmental effects. Many businesses have 
gained a competitive edge by focusing on environmental impact reduction. As a 
result, firms have focused on sustainable policies based on traditional methodolo-
gies. Due to globalization in business, competitive market situations, and the nature 
of customer needs, selecting the best supplier is no longer enough [1, 2]. Global 
supply chain management difficulties have developed in decision-making frame-
works that provide a place to track the concerns of numerous components across 
the supply chain. Significant effort has gone into developing decision models for 
supply chain concerns during the last few decades [3, 4]. Appropriate collective 
supply chain methods are established based on market distinctness in order to fulfill 
advanced levels of consumer expectations at a lower cost [5]. Surprisingly, selecting 
the right supplier also plays a crucial role because it saves acquisition expenses [6]. 
A typical supply chain management system is made up of a number of intercon-
nected essential mechanisms [7]. Any organizations sustainability also depends on 
its supplier. Therefore, businesses can become more sustainable with better policy 
and product management, as well as lower prices and timely delivery [3, 4]. The char-
acterization of the buyer’s degree of agreement is a new component in today’s supply 
chain management [8, 9]. Supply chain (SC) resilience literature [10, 11] focuses 
on supply chain management (SCM), risk, vulnerability, logistics, and teamwork. 
SC resilience does not mean that everything can be recovered after a disruption, 
but it is an important component of SCM, which includes protectiveness, struc-
tured and integrated capability exploration, and measured reactions to uncertainty 
[12]. As a result of globalization or optimal supplier selection, the supply chain’s 
complexities are compromised in the current situation, putting the environment at 
risk. The future of SCM cannot be predicted accurately, despite modern forecasting 
methodologies and a variety of strategies. As a result, enhanced flexibility and the 
ability to react swiftly to global changes in market conditions, as well as forecasting 
skills, are becoming increasingly vital. Decision makers handle purchasing, produc-
tion, distribution, planning, and other logistic responsibilities in traditional supply 
chains separately from supply chain managers. So, therefore keeping in mind the 
current scenario, this research has tried to connect three continuous improvement 
techniques simultaneously such as; theory of constraints (TOC), six sigma (SS), and 
lean thinking (LT) concept in an integrated manager to select the optimum supplier 
for sustainability. The integrated management philosophy is highlighted in this study 
as a strategy to address global supply chain risk, with many target functions such as 
customer requirements, technical requirements, low production/inventory costs, and 
so on. The main reason behind choosing the strategy of continuous improvement
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in a combined manner is that, utilizing its existing resources without incurring new 
investment in the process. The business world has challenges in managing a changing 
and uncertain future, necessitating flexibility, or an organization’s ability to endure, 
adapt, and persist in a chaotic global business environment. The combined thinking 
process represents a new paradigm in quality control procedures, allowing for new 
decision-making processes that can optimize industrial activities. Because of rising 
competition and marketing demands for environmental sustainability, businesses 
have begun to recognize the need to take initiatives to reduce their environmental 
effect [13]. 

Enterprises need to apply methods for decreasing their environmental effect as a 
result of increasing modern competitive and marketing pressures for environmental 
sustainability [14]. As society becomes more concerned about environmental issues, 
manufacturing organizations are forced to embrace green techniques in order to 
meet their objectives in a significant and cost-effective manner. Both economic and 
environmental performance can be improved by implementing internal and external 
sustainable methods [15]. According to Seuring et al. [16], the organization must link 
supply chains with long-term development. The concepts of green SCM emerged 
from the realization that isolated implementations of environmental practices by 
companies are not as effective as collective actions that can make the entire supply 
chain greener. Ageron et al. [17] developed a framework from which the concepts 
of green SCM emerged. For measuring environmental performance, Dey et al. [18] 
utilized analytical hierarchy process (AHP) to assess the green supply chain perfor-
mance of the selected firms in the United Kingdom (UK) as well as benchmark those 
firms. 

In this research, authors utilized three management philosophies in an integrated 
manner for the selection of optimal supplier for sustainability. The term TOC refers 
to a management concept introduced by Goldratt (1984) in his book The Goal [13], 
which consists of five steps with a focus on process improvement. Thereafter, another 
strategy, i.e., six sigma is utilized to overcome the uncertainty that exists inside 
any organization which uses a series of arithmetical strategies [19]. Simultaneously, 
another five-step approach is incorporated into this research which was introduced 
by Kalashnikov et al. [20]. This method helps to optimize the situation based on 
the advantages that reduce the investment cost. According to Aldowaisan et al. [21] 
low sigma levels always affect normal distribution process, where the degree of 
variation reduction grows exponentially. Research highlights that the sigma level of 
any product is a good measure of its quality [21]. Aguilar-Escobar [22] investigated 
how TOC behaved in the logistics of hospital medical records. As a result of their 
efforts, the level of service and employee productivity grew dramatically. Mitchell 
and Kovach [23] studied the marine transportation supply chain strategy using six 
sigma. In order to establish a more sustainable supply chain, Bastas and Liyanage [24] 
reported how quality management systems affect society behavior. For enhancing 
manufacturing quality and throughput, Bhowmik et al. [25] proposed an integrated 
model based on TOC and six sigma. Result showed the integrated methodology helps 
to identify the optimal supplier in terms of quality. Dubey et al. [26] proposed an 
integrated paradigm based on benefits, opportunities, costs, and risks for assessing
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supplier relationships in a risky supply chain context. Despite the fact that previous 
studies have largely used evolutionary algorithms [27], but this study helps to identify 
the optimum suppliers using an integrated strategy. The novelty of this work is that 
the study helps to identify the optimum supplier using the combined methodology 
which always suggests using the existing resources without future investment. Unlike 
previous studies, this study gives a comprehensive methodology for identifying the 
best supplier for long-term product quality. 

The study’s design is detailed in the following section. Section 3 emphasizes the 
effectiveness of the proposed study framework as well as the results. The sensitivity 
analysis of supplier selection is explained in Sect. 4, and the study is wrapped up in 
Sect. 5. 

2 Literature Review 

In these challenging times of enormous market competition, when environmental 
degradation is threatening economic and social sustainability, it is very much essential 
that industry professionals, academic practitioners, and policy makers share their 
knowledge in a concurrent manner to design environmentally conscious solutions 
that move organizations toward real sustainable development. One of the globally 
appreciated solution is strategic sourcing, a notion that aims to ameliorate financial 
prosperity, minimizes environmental burdens, and prevent unnecessary and excess 
consumption of natural resources. During the last decade, the importance of sourcing 
practices has grown endogenously in industry and researchers’ community because 
it promotes sustainable development by creating value in the economy. Sourcing 
has been one of the most crucial decision for industry practitioners on account of 
ever-increasing consumption levels and for sustainable development as well. While 
organizations in developed nations have already gained competitive advantage by 
implementing effective sourcing practices, it is still in its infancy stage due to presence 
of various hurdles such as lack of investment, lack of awareness among stakeholders, 
lack of infrastructure, lack of legislation, and commitment from top management. 
As far as environmental degradation is concerned, corporate executives are supposed 
to collaborate and cooperate with suppliers for green innovation and operational 
excellence. Various sourcing frameworks can be found in previous literature which 
is listed in Table 1.
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3 Research Design 

This research employs TOC, Six Sigma, and Lean Thinking process simultaneously. 
The individual methodologies are described in the following sub-sections. 

3.1 Theory of Constraints (TOC) 

It is one of the continuous improvement philosophies which was developed by 
Goldratt and Cox [13]. TOC is a logic-driven methodology for identifying the 
weakest link or the limiting factor (constraint) that stands as a resistance in the way 
of achieving goal and then improving the constraints in a hierarchical manner until it 
is no longer the constraint. Thus, TOC helps in increasing organizations’ throughput. 
Constraints is often referred as ‘Bottleneck’ in various operations. TOC primarily 
considers that any system must contain at least one constraint which resists the system 
from achieving the desired goal and also considers that the presence of constraints 
in the system implies that opportunity is available for further improvement [37]. The 
five focusing steps of TOC are shown in Fig. 1 and explained below: 

Step 1: Identify the system constraint (What to change?): It is the first and foremost 
step where system constraints or bottlenecks are identified. Identifying constraints 
is crucial as the performance of the entire supply chain depends on it. There are so 
many types of constraints such as raw material, production capacity, distribution, cost, 
market, policy, infrastructure, etc. The constraints may be physical (man, material,

Fig. 1 Five focusing steps 
of TOC 
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machine, etc.) or managerial (methods, policies, etc.). It is also necessary to prioritize 
the constraints according to their impact on the performance of the organization. 

Step 2: Exploit the system constraint (What to change to?): In this step, decision 
maker has to decide how to do everything possible to utilize the constraint to a greater 
extent or to its maximum capacity. It is necessary to obtain as much capability as 
possible from the constraints undergoing no expensive modification or significant 
changes in system or without hampering other components. If the constraint is phys-
ical, then it has to be reduced or eliminated as effective as possible. Managerial 
constraints cannot be exploited but can be replaced with a new policy or method 
which will help in increasing the throughput. 

Step 3: Subordinate everything else (How to cause the change?): This step implies 
that all other components except the non-constraints, must be adjusted to a setting 
that enables the constraint to perform at its maximum or peak effectiveness. Once this 
task is accomplished, then the overall performance is evaluated to determine whether 
the constraint has shifted to other components. If the constraint gets eliminated in 
this step, then directly jump to the last step otherwise go for the next step. 

Step 4: Elevate the constraint (How to sustain the change?): After exploitation and 
subordination, if the constraint still remains the most critical factor in the system, 
then rigorous improvement measures should be applied on the system to elimi-
nate the constraint. Major changes are incorporated in the system, in this step. As 
the constraint’s performance increases eventually, the system will encounter a new 
constraint. 

System 5: Go back to previous step and repeat the cycle: If the constraint is broken 
in any of the above steps, then go back to initial step and identify new constraints. 
Do not stop and don’t let inertia become the constraint because TOC is a continuous 
process and no policy or method will yield satisfactory result or perform appropriately 
for all the time in all circumstances. 

3.2 Six Sigma (SS) 

It is a statistical data-driven approach for eliminating defects within product, process 
or service. It is also a continuous improvement methodology. It was first introduced 
by Bill Smith in 1980 (Motorola Company). Sigma implies standard deviation, which 
is basically a measure of variation in a data set. Six sigma has a process mean which 
is six standard deviations from the nearest specification limit. The accuracy level 
obtained by six sigma processes in 3.4 defects per million products. DMAIC is 
one of the two most popular methodologies (DMAIC & DMADV). DMAIC is the 
acronym for five phases, namely, Define, Measure, Analyze, Improve & Control. 
The DMAIC method is shown in Fig. 2.
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Fig. 2 DMAIC (six sigma) 
methodology 

3.3 Lean Thinking (LT) 

Lean thinking is, in essence, a business methodology. It has its roots in the history 
of how Japanese manufacturing methods have been adopted by businesses and orga-
nizations all over the world. As the name implies, lean thinking is also a mindset. 
It is a philosophy that treats work in a lean manner, emphasizing value to the client 
above everything else. Lean thinking is altering your perspective of your company 
and how you see how business operations work, not just using particular technologies 
or adjusting a few steps in a business process. It’s a new style of thinking that you 
adopt to alter how you approach your business. 

3.4 Integrated TOC-Six Sigma-Lean Methodology 

In this study, combined thinking process is proposed to find out the effectiveness in 
identifying supply chain limitations and removing them from the existing system. 
Firstly, the system’s weakest parameter, which prevents the system from attaining its 
aim, is identified based on outlining the six sigma and lean thinking. Secondly, the 
TOC philosophy helps to limit and subordinate the processes that is being studied. 
In this subordination process research utilized Shannon’s entropy method. In this 
case, six sigma helps to quantify the value and analyzing it sequentially. As a result, 
the value stream of a Lean process can be mapped. Six sigma uses statistical tools 
to increase the limitations in the next stage (improvement step). Control step in six 
sigma is used to ensure that all of the previously mentioned preventive actions are
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Fig. 3 Proposed research framework 

successfully applied to the system. The flow and pull method aids in the removal of 
functional barriers and the improvement of the system. Finally, the integrated system 
adheres to Kaizen and the practice of continual improvement. The optimal supplier 
ranking is done using grey relation analysis (GRA) method. To avoid inertia in the 
entire system, the search of precision should be pursued by resuming the initial step 
of TOC to uncover new constraints. As a result, the lean system can be treated as a 
measure of perfection. The proposed research methodology is depicted in Fig. 3 and 
is tested on three different suppliers. 

4 Application, Result, and Discussion 

The distinction in the characteristics of their sustainable supply chain regulations 
was the primary rationale for selecting those suppliers. Furthermore, the selected 
supplier groups are industry pioneers in their respective sectors. The following is the 
research framework adopted in this study to select the optimum supplier. The steps 
are delineated below.
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Fig. 4 Ishikawa diagram to identify the root cause 

4.1 Determine the Value of the Constraint and the Process 
that Has to Be Improved 

According to the integrated thinking process, the first phase was to maintain the 
improving by identifying the constraints that stopped the system to reach its goal 
[37–40]. The authors noticed that the project team made a number of advancements 
depending on the options they uncovered while choosing the study location. Study 
identified that the quality of the suppliers is the main effect rather than other factors 
using an Ishikawa diagram, which is a team brainstorming method used to find 
potential root causes of the problem as shown in Fig. 4. 

4.2 Exploit the Constraint by Measuring and Analyzing 
the Value 

In this section study decided to exploit the constraints to measure the improve-
ment. Each supplier’s qualitative and quantitative value is represented in the supplier 
matrix from published literature [38, 40]. Once the value-added and non-value-added 
events have been determined, the activity flow will be focused toward improving 
the situation [40, 41]. Result of Shannon’s entropy probabilistic technique shows 
that quality has been given the most priority. The supplier process parameters and 
their corresponding priority weights are; quality (0.228), finance (0.019), customer 
service (0.038), production capacity (0.091), design & technical capability (0.095), IT 
system (0.081), turnover (0.021), distance (0.030), delivery (0.190) and cost (0.208). 
As demonstrated in Fig. 2, the most influencing parameters on quality are mate-
rial and environment. As a result, the constraint can be detected, and the system’s 
bottleneck can be specified. Integrated methodology ensures that product and service 
movement is uninterrupted throughout the process. As a result, new processes can 
be implemented to ensure that progress is maintained.
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4.3 Increase the Limitations’ Severity 

The final ranking of the suppliers was determined using grey relation analysis (GRA) 
and the ranks are (0.708, 0.570, 0.650) for supplier 1, 2, and 3 respectively. The 
supplier grades have normalized values of 0.37, 0.30, and 0.34, respectively. Because 
the first two phases of this study were successful in recovering the supplier selection 
problem to a large extent, there was no need to extend the limitations or improve the 
existing parameters. The decision is acceptable and should be implemented if the 
vendor’s high quality improves production throughput. 

4.4 Work Toward Perfection and Keep an Eye Out 
for the Next Set of Constraints 

The integrated methodology repeats the process monitoring to eliminate any non-
value processes, keep the flow going, and fulfill customer expectations. Once the best 
supplier has been chosen, the system’s environmental impact will be lessened, and it 
will no longer be a bottleneck. If any potential new restrictions emerge, the manage-
ment team should return to step 1 and resume the loop, examining the supplier’s 
performance and customer needs. 

5 Sensitivity Analysis 

A mathematical model is constructed to combine the priority weights of the supplier 
with reference to quality of the service provided by the supplier. The equation of the 
model is as follows [39]; 

SI  i = α × PW Mi + (1 − α) × QW Mi (1) 

where, 

QW Mi =
[
OF  Q  Mi × 

n∑
i=1 

OF  Q  M−1 
i

]−1 

(2) 

QW Mi = Quality weights measure, PW Mi is the priority weights measure of 
suppliers. SI  i is the Selection Index; α is the attitude of the decision maker varies 
from 0 ≤ α ≤ 1. . The priority weights of the suppliers (PW Mi ) are 0.708, 0.570 & 
0.650 respectively [38]. OFQMs are designed in such a manner, which indicates 
non-dimensional value of each supplier.
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Fig. 5 Sensitivity plot 

The selection of α is a major issue. The value of α depends upon the decision 
maker’s preference regarding the importance of quantitative and qualitative factor 
measures. Hence, a sensitivity plot to analyze the effect of α on sustainable supplier 
selection problem is strongly recommended. If the value of α is 0.26, either supplier-1 
or supplier-3 will be selected. As the attitude of the decision maker inclines towards 
a sustainable environment, supplier-1 is the optimum supplier as our proposition is 
“higher the better” as shown in Fig. 5. 

6 Conclusion 

This research focuses on an integrated technique for evaluating and selecting sustain-
able suppliers. The proposed integrated methodology helps to move the organization 
closer to encouraging enslaved members to control the constraint that prevents it from 
participating in global supply chain management system. The combined thinking 
process of supplier selection method currently focuses on forwarding SCM. The 
outcomes of each criteria performance are statistically analyzed to determine the 
organization’s potential benefits. Instead of adopting the traditional methodology, 
any organization can use this integrated methodology for sustainable supplier evalu-
ation to uncover and priorities opportunities for improving their sustainability perfor-
mance from a holistic perspective. The approach considers a variety of qualitative 
and quantitative criteria to determine the best supplier for minimizing environmental 
damage. The results suggest that supplier 1 is the best supplier, followed by the rest. 
This research has provided a prospective framework for long-term supplier selection, 
which can be expanded further by completing a survey to compare the overall story of 
the organization’s supply chain problems to those who do not. Other soft-computing
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methodologies can be combined with the suggested method, and the results can be 
compared. 
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Chapter 20 
Technological Reforms of Global Projects 
Using Artificial Intelligence 

Medhavi Yadav, Siddharth Shahi, Himanshu Ahuja, and Mridula Batra 

Abstract Artificial Intelligence or machine intelligence is a combination of multiple 
types of technologies which work in tandem to help machines to sense their surround-
ings, understand complex problems, provide solutions and learn new things mirroring 
a human-like level of intelligence. With the increasing capabilities and sophistication 
of AI systems, it is now being used in multiple ranges of sectors including pharma-
ceuticals, finance, transport, energy, public services, cybersecurity, and automotive. 
In the last few years Artificial Intelligence is said to have self-evolved, software has 
been created by researchers that borrow concepts from Darwinian evolution, and its 
usage is resulting in better efficiency, lesser time to complete tasks, and higher accu-
racy in workloads. The latest 2020 global projects by Artificial Intelligence include 
it in the health sector to help diagnose and treat COVID-19, to spot brain tumors, 
etc.; in Technology and Cyber Security to spot critical Microsoft security bug, to 
distinguish between bots and humans, quantum information processing, etc. AI in 
automation to reduce traffic congestion and fuel consumption is an example of AI 
not only helping in making our life easier and fast but also helping the environment. 
The upcoming stage of Artificial Intelligence is the era of Augmented Intelligence, 
which is going to link humans and machines seamlessly together. 
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1 Introduction 

“Artificial Intelligence” is a vast field with an obvious definition that induces 
machines to perform the tasks that are usually done with human intelligence. AI 
is defined as a set of skills, which does not require any specific technical means to 
achieve those skills. This field has worked on the idea that human intelligence can 
be described so accurately that a machine can be made to mimic the same. 

AI has further two main distinctions as shown in Fig. 1. 

• Narrow AI: It is also called “Weak AI,” this type of artificial intelligence works 
for a limited range and is a way of imitating some human intelligence. Weak AI 
tends to focus on doing a very good job and while these machines may seem smart 
and intelligent, they work with more limitations and limitations than most basic 
human intelligence. 

Machine learning takes the data of a computer and helps it “learn” how to 
get better at tasks progressively by using statistical techniques, removing the 
requirement for a huge amount of specially written code as it is done without 
being specifically programmed for the task. Machine learning has the depths 
of both supervised learning as well as unsupervised Learning. 

Deep learning is a form of machine learning, which works based on the 
construction of a human-inspired neural network. These networks have many 
deep and hidden layers where all the data is processed to promote the machine’s 
share of depth in its reading, linking, and input focus for excellent results.

• Artificial General Intelligence (AGI): It is also known as “Strong AI”. AGI is a 
machine with intelligence that is generalized and applies that intelligence to find 
a solution for any problem just like a human being [1]. 

In the twenty-first century, AI types and techniques have experienced an improve-
ment following exponential improvement in computer processing power, theoretical 
understanding, and massive amounts of information; and AI techniques became a 
necessary part of the technology business, serving to unravel several difficult issues 
in engineering, package engineering and research and additionally in further life 
aspects.

Fig. 1 Various distinctions 
in AI
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1.1 “Artificial Intelligence is Self-evolving” 

Artificial Intelligence (AI) is making progress and improving. Researchers have 
built package that follows the ideas from “Darwinian evolution.”, as well as “only 
the fittest will survival” to make AI programs that adapt and improve without human 
involvement. 

A program called machine ML-Zero has been developed which will help develop 
AI programs with effectively no human input. It operates by creating a population 
of one hundred candidate algorithms via willy-nilly combination of mathematical 
operations. Next, it performs tests on them by giving them an easy task, like an object 
or image recognition task where it has to identify whether the given picture shows a 
car or an apple. With every cycle, this program compares the algorithms’ performance 
with other previously self-designed algorithms. Copies of the best-performing algo’s 
are mutated/evolved by willy-nilly replacement, removal or edits on a code to create 
new variations of the best algorithms. These newborns reach out to people, and the 
old programs are removed. And then this cycle keeps repeating itself [2]. 

2 Artificial Intelligence Emerging Projects 

2.1 AI in the Health Sector 

2.1.1 AI to Help Diagnose, Treat COVID-19 

In order to effectively diagnose and treat COVID-19, a data science center has been 
developed which is helping in developing new applications utilizing AI to do the 
same. Drawing on resources from the three thousand eight hundred bed networks 
of eight big apple town hospitals and a graduate school, the Mount Sinai COVID 
Science Center will make use of technologies like Big Data and Machine Learning 
to help diagnose and treat the novel coronavirus and many of its symptoms. 

Another key objective of the center is to help hospital networks to make more 
efficient use of its bed capacity, intensive-care facilities, and other resources. 

Several machine-learning algorithms were developed to assist doctors and others 
to create assessments such as finding out which COVID-19 patients are possible 
to need a ventilator and which of them are recovering and are getting ready to be 
discharged. These algorithms generate predictive scores, which are entered into a 
patient’s EMR file. Displayed as a color-coded entry on their screens, the scores can 
then be used by doctors, case managers, social workers, and others to flag critical 
issues and optimize the use of hospital resources. 

The Mount Sinai center is also readying a new diagnostic tool for COVID-19. 
Based on a very simple machine-learning algorithm, the diagnostic system compares 
computed tomography (CT) scans of the chest in tandem with patient characteristics 
including gender, age, symptoms, blood type, and possible contact with a known
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carrier of the virus. The algorithm is currently being trained against the actual clinical 
findings of Mount Sinai’s doctors. 

The Mount Sinai physicians are able to correctly diagnose the disease 75% of 
the time, while recent tests in which the machine-learning algorithm analyzed the 
same lung scans and clinical data for more than 900 patients correctly diagnosed the 
coronavirus in 84% of the cases [3]. 

2.1.2 AI to Spot Brain Tumors 

Artificial Intelligence models are to be trained that can identify brain tumors. The 
group plans on training robust models using the largest brain tumor dataset to date. By 
employing the privacy-preserving technique of federated learning, the organizations 
will be able to contribute to that dataset without actually sharing their patient data. 

It’s a learning paradigm based on decentralized data. Rather than relying on data 
pooled together in a single location, an algorithmic model is trained in multiple 
iterations at different sites. In the healthcare sector, this offers a degree of privacy 
for hospitals and other organizations that want to pool their resources to train a deep 
learning model without actually sharing their data or letting it out of their possession. 

The initiative will be sponsored for $1.2 million, within the NIH (National 
Institutes of Health) [4]. 

2.1.3 AI-Powered Apps to Diagnose Mental Health Issues 

A few new speech-based app has been developed by researchers also including those 
from the University of Colorado at Boulder, in the United States, that utilizes artificial 
intelligence to diagnose the mental health status of its users. 

The current diagnosis of mental problems by professionals relies on listening to 
the patient’s talk and conversation. Shifts in tone or pace of speech may hint at mania 
or depression. 

The mobile app asks patients a series of questions that can last from 5 to 10 
min. The users are asked how they are doing mentally and emotionally, or to tell a 
short story or to listen to one and repeat it. It assesses the speech samples submitted, 
compares them to the previous samples by the same user and the users of the overall 
broader population, and based upon those results, rates the user’s mental state. 

Upon comparing these Artificial Intelligence backed app-based results to the ones 
by clinicians as given in Table 1, it was found that these AI models can be at least as 
accurate as the clinicians [5].

Researchers at IBM square measure victimization transcripts and audio inputs 
from psychiatric interviews, including machine learning techniques to seek out 
patterns in speech. This methodology can eventually facilitate clinicians to accurately 
predict and monitor schizophrenia, psychosis, mania, and depression. To lessen such 
problems and support the psychological health of patients, numerous organizations
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Table 1 Top AI-based mental health apps 

Top AI-based mental health apps (2020) Main features 

BioBase Trace, measure, and manage stress 

Woebotv Master skills to scale back stress and live happier 

Youper Emotional health assistant, science-based 
approaches 

Wysa Meditation and mindfulness audios 

Ginger emotional support Confidential, emotional support and guided 
self-care 

Depression CBT self-help guide Understanding depression, interaction in self-care 
behaviors 

Replika Chatbot companion powered by AI 

Unmind Neuroscience, positive psychology, mindfulness 

Tess Emotional wellness coping strategies

are developing AI-based applications for smartphones so as to enhance user welfare 
[6]. 

2.1.4 Machine Learning to Analyze and Identify Haematological 
Malignancies 

Myelodysplastic syndrome (MDS) is a disease that disturbs the maturing and differ-
entiation of blood cells caused by defects in the stem cells in the bone marrow. Global 
incidence of Myelodysplastic syndrome is 4 cases per 1 lac people a year. To diag-
nose MDS, a bone marrow test is expected to likewise examine hereditary changes 
in bone marrow cells. The condition is characterized by gatherings to decide the idea 
of the issue in more detail. 

Image analysis using neural networks and machine learning can help identify the 
hard to observe by human-eye details in tissue. Research led at the University of 
Helsinki showed that the procedure makes it conceivable to precisely decide heredi-
tary changes in the disease cells of patients experiencing myelodysplastic condition, 
a dangerous blood disorder. 

In the review led at the University of Helsinki, infinitesimal pictures of MDS 
patients’ bone marrow tests were analyzed using an image analysis technique depen-
dent on AI. The examples were stained with haematoxylin and eosin (H&E staining), 
a methodology that is used for routine diagnostics for the infection. The slides were 
digitized and broke down with the assistance of computational profound learning 
models. 

By employing machine learning, the digital image dataset could be analyzed to 
precisely recognize the most well-known hereditary changes influencing the move-
ment of the disorder, like mutations and chromosomal aberrations. The higher the
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quantity of variant cells in the examples, the higher the unwavering quality of the 
outcomes produced by the prognostic models [7]. 

2.2 Technology Reforms and Cyber Security 

2.2.1 Artificial Intelligence to Enhance Complex Systems 

An algorithm that can determine what data needs to be fed into a fiber optic network 
in order to get the desired result at the other end has been invented. In any system, 
you need some kind of input and output, with an action taking place in between. But 
when that action is particularly complex or requires large amounts of synchronized 
data, to know what input is needed to get the right output. 

Investigators have developed a system of guessing a picture to show their process. 
In a maze-like network of lasers, light beams move from one magnifying glass to 
the next and from one series to another, capturing coded information. On the other 
hand, the information is displayed on a small screen, where a series of green images 
appear. 

The algorithm can make it easy to turn on the light or start an effect or action 
remotely or create 3D images and holograms. The invention draws to the goal of 
creative networks in practice. They are the basis of artificial intelligence and allow 
the systems used to engage in machine learning [8]. 

2.2.2 New AI Chips to Take the Processing to Next Level 

A new generation of chips designed especially for artificial intelligence-based work-
loads might find a series of new application areas for the technology. A number of 
chips are designed based on a model that imitates functions of a human brain, after 
which likely answers are obtained through patterns and relations among obtainable 
information. 

Many of the newly designed AI chips are comprised of interconnected circuits that 
simultaneously conduct a lot of simple calculations to get answers and the accuracy 
of the deduced answers improves as the AI model learns and adapts. New chips have 
neural networks that calculate probabilities so that robots and drones achieve a better 
contextual understanding of their environment and make smarter decisions [9]. 

2.2.3 AI—to Differentiate Between Humans and Bots Based on Twitter 
Activity 

Artificial intelligence (AI) is helping to identify differences between human user and 
fake accounts on Twitter.
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The manually verified data set consisted of eight point four million tweets from 
3500 human accounts and three-point four million from five thousand bots. The 
researchers also noticed that human users replied 4 to 5 times extra than the bots. 
The real users became more interactive with time. 

The length of the tweets via human users together shrunk as the experiment 
unfolded “The amount of knowledge that is exchanged diminishes,” says Ferrara. 
According to him, this change is because of the psychological depletion over time, 
within which folks reduce the effort and are less likely to expand mental effort. 

On the other hand, Bots show no change in their interactivity or the amount of 
knowledge they tweeted over time. 

The group of researchers then combined all the results to coach an existing bot 
detection algorithmic program, known as Botometer, with the help of the new results 
the Botometer was significantly more accurate in noticing and detecting bot accounts 
on Twitter compared to before when it didn’t take into consideration of the temporal 
arrangement of the posts. [10] 

2.2.4 Researcher Incorporate New Computer Vision, Uncertainty 
into AI for Robotic Prosthetics 

Researchers have designed a new computer program that will be collaborated with 
existing hardware to allow people with prosthetics or exoskeletons to help duplicate 
movements like walking in a much safer and a lot more natural way on different 
types of pieces of land so they can easily overcome any obstacle. The new frame-
work incorporates pc vision into prosthetic leg management with the help of strong 
AI-based algorithms that will modify the computer code to take more account of 
uncertainty and provide more movement to the user [11]. 

2.2.5 AI to Auto-Update Websites When Facts Change 

One major truth about the web is that it has heaps of obsolete data. Many organizations 
pour millions of dollars into content moderation and curbing fake news. But there 
are tons of old information that change over time. Simply contemplate the numerous 
news stories written in the early long stretches of the COVID-19 pandemic, before 
we find out about how the infection was communicated. That data is still out there, 
and the most we can do to limit its effect is to cover it in indexed lists or proposition 
admonitions that the substance is old. 

Scientists from MIT depict apparatuses to handle these issues. They intend to 
lessen the measure of off-base or obsolete data on the web and furthermore make 
profound learning models that powerfully acclimate to ongoing changes. 

Author Tal Schuster, a PhD student in MIT’s Computer Science and Artificial 
Intelligence Laboratory (CSAIL) claims the model to be monitoring article updates, 
identify meaningful changes, and suggest edits to other similar articles. The sensitive 
automatic fact verification models will Significantly verify such edits and update the
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predictions accordingly. Empowering likewise people to have an adaptable outlook 
and update their convictions within the sight of new proof was past the degree here. 
However, helping the altering system of old articles can as of now basically decrease 
the measure of old data on the web [12]. 

2.2.6 AI-Generated “Smart Clothes” to Measure Your Movements 

Lately, there have been huge technological advancements in wearable devices as 
now, smartwatches have been developed that can monitor our blood oxygen levels 
and breathing rate. But there are more possibilities to smart wearables like tracking 
physical activities and sports which can monitor and report how to even improve 
your technique. 

A dress has been developed by MIT recently that utilizes some rather uncommon 
filaments in order to monitor an individual’s development through touch. Apart from 
other things, the analysts observed that these “smart garments” can also detect if 
the person wearing them is walking, running, sleeping or carrying out some other 
activities. 

The scientists from the research group at MIT’S Computer Science and Artificial 
Intelligence Lab (CSAIL) have observed that their garments can also be used for 
athletic preparation and restoration. If they have the consent of the patient, these 
garments can even be used to monitor the well-being of the concerned patients and 
detect emergency cases like one in which they have fallen or lost consciousness. 

Multiple garments (models) have been developed ranging from gloves, socks 
to even full vests. The “material hardware” used in these “smart” clothes makes 
use of a blend of materials—common material strands used for making clothes to 
some uniquely designed practical filaments which possess the capability to sense 
movements and any sort of interaction between the individual and the cloth [13]. 

2.2.7 Artificial Intelligence in the Metaverse 

The potent AI, parsing huge volumes of data at lightning speed to generate insights 
and drive action when applied to augmented and virtual reality unlocks a whole 
new degree of verisimilitude, building a smarter immersive new universe, called 
Metaverse. 

The metaverse is an extensive virtual space that uses augmented and virtual reality 
in combination with artificial intelligence and blockchain to create scalable and 
accurate virtual worlds. Users can interact with 3-dimensional digital objects and 
3-dimensional virtual avatars of people in a complex manner that mimics the real 
world. 

Facebook, now known as Meta, is well recognized for its work in artificial intelli-
gence and sophisticated AI algorithms. The company’s AI research spans diverse 
areas like self-supervised speech processing, content analysis, computer vision, 
robotic interactions, whole-body pose estimation, etc.
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Digital humans and accurate avatar, built entirely using AI tech, are 3D versions of 
chatbots that exist in the metaverse and are essential to the landscape of the metaverse. 
The use of Multilingual accessibility of AI for breaking down natural languages, 
converting it into a machine-readable format, performing analysis, arriving at a 
response, converting the results back into a readable format, and sending it to the 
user in just a fraction of a second. 

AI assisting human–computer interactions, called Intuitive interfacing and other 
factors proves that ultimately, without AI, it will be difficult to create an engaging, 
authentic, and scalable metaverse experience [14]. 

One of the best examples of this technology set is NVIDIA’s Omniverse. The 
collection of components that this platform provides to create digital worlds and 
mimic the real world is amazing. From massive landscapes and simulations to virtual 
spaces to test autonomous robots / AIs to AI voice technology, NVIDIA technology 
is a great example of how AI will be key to creating digital spaces where social 
interaction will take place in Metaverse [15]. 

2.3 Automotive AI 

This graph of Fig. 2 represents the deployments of Artificial Intelligence in the 
automation industry in various countries across the world. The US is leading the 
world in AI deployment. 

Fig. 2 Evolution of scaled AI deployments in automotive organization-DARK denotes mid-2017 
and LIGHT denotes the year 2020 [16]
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2.3.1 AI Enables Autonomous Cars to Predict Movement of Traffic 
with Impressive Accuracy 

The GAN of the coauthor creates trajectories that follow the existing scenes in 
the squares, given access to high-definition scene maps and detection and tracking 
systems and a tracking system informed by LiDAR, radar, and camera sensors in the 
vehicle. The GAN emits a self-closing motor indicator, and the base is centered and 
the x- and axes are defined by the car headings and left sides, respectively. 

For individual vehicles with future GAN predictions, scene context data and map 
issues are included with an RGB image that can be interpreted by a matrix object. 
The images capture ten meters behind cars and thirty meters in any part of them, 
similarly ten meters behind. 

In testing, the AI system and a few other foundations were forced into the Google 
Tensor Flow machine learning framework and acquired a wide range of information, 
a real-world set of information (ATG4D) containing 240 h of driving experience in 
a variety of traffic situations. Every car in 0.1 s created a single point of data and 
0.4 s ago the excavations obtained, acceleration, headers, and total conversion rates 
of 7.8 million data points. 

Motion prediction is one of the most important parts of self-driving technology, 
modeling future performance and uncertainty of the characters being followed in self-
driving environments. An in-depth analysis of quality and measurement has shown 
that the strategy succeeds in the current GAN-based moving movement prediction 
of surrounding players, creating many relevant and accurate clues [17]. 

2.3.2 AI to Reduce Traffic Congestion and Improve Fuel Average 

Researchers at the Oak Ridge National Laboratory (ORNL) have created a comput-
erized vision system that helps keep cars moving faster at intersections and has 
the added benefit of reducing fuel consumption by using artificial intelligence and 
machine learning. 

The team used Gridsmart’s 3 smart stoplight cameras, and to collect real-world 
information on car photos as they walked through lab intersections, they hired a car 
management services company. They have taught cameras how to identify vehicle 
types and their calculated fuel mileage using Artificial Intelligence and Machine 
Learning and send that information to a traffic light. Sensors that are powerful and 
easy-to-install are hung at a crossroads and they help in telling if a car stays on track 
or not [18]. 

2.4 AI in Scientific Searches 

The capacity of researchers in various fields of data production and storage has 
increased to the point where scientists face a flood of data. This made it difficult
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for the researchers to analyze huge amounts of data for calculating patterns and 
for insights. With AI learning strategies, it can play an important role in reducing 
investigator work by circulating data analysis. According to various scientists, “Once 
the system is trained with sufficient examples, it demonstrates the brilliant power of 
predicting the outcome of a straightforward model. This interprets some AI potency 
that might convert hours or days of work into seconds. 

2.4.1 Artificial Intelligence to Predict Which Planetary Systems Will 
Survive 

Instead of simulating a given configuration for a billion orbits—the normal brute-
force approach, which might take around ten hours to calculate—Tamayo’s AI model 
did the same simulation for 10,000 orbits, which took only a fraction of a second. 
From this brief summary, the astrophysicist calculated ten abbreviated metrics that 
took the power of system resources and then trained the machine learning algorithm 
to predict from these ten factors which systems would remain stable. 

The AI model known as Benjamin Spock—Stability of Planetary Orbital Config-
urations Klassifier—determines whether or not the systems can “live long and 
prosper.” Benjamin Spock determines the semipermanent stability of planetary 
configurations around 100,000 times quicker than the previous approach, breaking 
the machine bottleneck. Benjamin Spock will also determine quick instabilities in 
compact systems, making an attempt to try and do stability-strained characterization 
[19]. 

2.4.2 AI Can Help Historians in Solving Ancient Puzzles 

Digital humanities are battling for funding against a lot of future-focused applications 
of AI. The AI model learned the way to reverse the erosion method and predict what 
the original fragments seemed like. Researchers then explained how the model ought 
to take a look at whether or not fragments fit along [20]. 

2.5 AI in Marketing 

The graph of Fig. 3 is a projection of how much revenue has been generated so far 
and will be generated in the future by making use of Artificial Intelligence.

2.5.1 The Value of AI in Marketing Field 

Artificial Intelligence (AI) is inflicting multiple new ideas in marketing and rising as 
a game changer altogether in many areas of the marketing field.
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Fig. 3 Artificial intelligence in revenue projection from 2016 to 2025 [21]

Artificial Intelligence (AI) is acting as a major help as well as competition for 
nearly all industries. AI can produce a large impact on the marketing ways among 
multiple organizations and provide new methods to take decisions based on analytics 
and big data. 

Within the field of marketing AI has additionally shown its utility and its forth-
coming advantages in the future The American Marketing Association defines 
marketing as “a service, institutional set, and process of building, communication, 
delivery, and exchange of some donations with the values of customers, partners, 
and the community at huge”. AI has created an excellent change within the sales 
units and marketing companies, inflicting revolutionary changes within the field. 
For instance, AI will facilitate phasing the customers by aiding to gather their 
information, managing and analyzing data in real-time, and providing personalized 
and personalized service and sales based on customer segments. Many AI tools 
already in existence also possess the ability to improvise promotion and advertising 
processes by offering social media ads, flyers, and custom emails automatically 
without the involvement of the user. AI is also able to improve corporate gover-
nance and market performance through its advanced algorithms and extensive data 
analysis and complex business and financial data to assist business selection and 
predict inflation. In addition, AI will contribute to delivery and payment processes 
by offering advanced router programs that learn traffic items in real-time systems 
and 24/7 viewing systems to stop fraud [22]. 

2.5.2 Artificial Intelligence in Shopping 

Shopping is an important part of daily life and Artificial Intelligence is actually 
changing the way that we shop online. The development of AI as an in-depth learning 
and technology dependence combined with the increase in sales is now being used
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by e- commerce-based retailers like Amazon to improve the lives of consumers that 
are online. 

Both are software that learns to perform complex tasks without the need for human 
control. Traditional search engines such as Google have been using algorithms that 
select keywords to show the results, they think are closest to what users want. While 
this method works for those people who want newsletters and the like, it has not 
been the best thing for people who shop online. With the advancement of AI, online 
search has become much clearer with image search to find reasons with vendors. 

Marketing companies use a combination of math, machine learning, in-depth 
learning, computer visualization, and face-to-face competition in online business. 
The latest, for example, is the same technology that drives self-driving cars. Amazon 
is already using most of this technology in its new Amazon Go stores. For now, this 
is included in one store in Seattle, but an extension will follow. 

Currently, four horse riders in the retail business are fighting for our wallets. Alexa 
by Amazon, Google’s Now, Siri by Apple, and Tmall Genie by Alibaba are at the 
forefront of the battle to become a voice trading platform, supported by AI. 

We can already see a dramatic change in spending and expending. On average, 
consumers using Amazon Echo spend more than the average Amazon Prime 
customers: US $ 1,700 compared to US $ 1,300. AI makes sales cheaper, faster, 
and more efficient, covering everything from customer service to product delivery. 
It also redefines the purchase information, makes it smoother and simpler, and if we 
allow AI to buy for us—ultimately invisible [23]. 

2.5.3 Usage of Artificial Intelligence in Flipkart 

Flipkart uses artificial intelligence as a tool to interpret multiple petabytes of data 
which they can use to determine the likes and dislikes of customers. This data is 
useful for Flipkart to improve the online shopping experience of the customers and 
helps them in deciding which product to purchase and which endeavors to pursue. 

Flipkart has been making use of AI for carrying out multiple types of tasks 
like image speech, discovery, intent modeling, logistics, consumer support, text 
processing, address understanding, and contriving separate items or private labels 
through AI and ML models. 

NLP (Natural Language Processing) is used in Chatbots, which gains knowledge 
through every interaction between customers and also helps the platform in avoiding 
any potential negative reviews [24]. 

The strategy is helping the e-commerce giant get a ringside view of these innova-
tions and even access them. These range from startups that understand the emotions 
of shoppers using artificial intelligence, companies that provide mobile robots that 
sort packages and improve personnel productivity, to firms that capture data using 
on-farm sensors [25].
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3 Conclusion 

Artificial intelligence architecture is basically a collection of algorithms developed 
to imitate human intelligence in ways. Machine learning is one of them, and in-depth 
learning is one of those ways. The intended use of AI can be simple or complex. 
Objectives can be clearly defined or done. It is a system of comprehension and 
interpretation of information to be communicated from external information and 
applying what is being learned to achieve specific goals and activities in a flexible 
manner. 

Artificial intelligence has played a great role in human life by not only making 
tasks easier but also more effective and unusually fast. The advancements and reforms 
in the current tech, from diagnosing diseases to fixing bugs in software, from finding 
the age of fossils to conserving fossil fuels, all these would have not been possible 
without AI. 

AI is a rising tech field and research in it is growing which would lead to success 
in making the Healthcare, Automotive, Finance and economics, Cybersecurity, 
Military, Hospitality, Audit, Art, etc. sectors more advanced and tech-driven. 
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Chapter 21 
Choosing the Optimal Route 
for a Delivery Vehicle in X Express 
Company Using Clarke and Wright 
Algorithm 

Željko Stević and Mladen Gavranović 

Abstract Choosing the optimal route in transport is a daily challenge for all compa-
nies in the world that deal with the transport of goods. Routing is the selection 
of the optimal path in the network of roads on which vehicles should move, i.e., 
defining the most appropriate and fastest mode of transport from the starting point 
to the endpoint. X express company in Bosnia and Herzegovina, with 16 distribu-
tion centers, currently has over 350 delivery vehicles equipped with GPS devices. 
Drivers of vehicles are faced daily with the selection of the optimal route so that 
all shipments are delivered as soon as possible, with minimal transport costs and 
so that all customer requirements are met. The most commonly used algorithm for 
solving vehicle routing problems is the Savings Algorithm or the Clark and Wright 
algorithm. Along with the use of the Clark-Wright algorithm, this chapter presents 
the routing of a delivery vehicle with predefined locations for the shipments in the 
delivery area of the distribution center Banja Luka. For all 27 delivery locations, the 
distance from the central warehouse and possible savings were defined, after which 
the connection was made and the final optimal route was determined. The obtained 
results were compared with the actual mileage of the delivery vehicle, where the 
functionality and significance of the Clark-Wright algorithm were proven. 
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1 Introduction 

The problem of vehicle routing is the process of choosing the optimal way in the 
network of roads on which vehicles should move. Whether it is business logistics or 
some other transport/transportation, it is desirable to find the most suitable and fastest 
way from point A to point B. Various routing methods can be applied in different 
areas, mostly in logistics and transport networks. One route represents the complete 
route that one vehicle travels from the warehouse to each selected location and back 
to the warehouse. Routing should allow all user requirements to be met, as well as 
all restrictions to be met. Each user is served exactly once, and the solution to the 
problem must be such that the carrying capacity of the vehicle is not exceeded at any 
time [1]. Transport management is a central problem in a company’s logistics, and 
the selection of optimal routes is one of the key functions in the process. The solution 
of VRP is a group of optimal routes; those routes start and end in the hub, satisfying 
demands by serving customers. The process requires route selection, estimating 
alternate routes, and predicting driving time based on criteria variables, objective 
functions, and constraints [2]. If the creation of routes for the delivery of goods to 
user locations is left to the computer, multiple benefits can be achieved–the obtained 
solution is more efficient, and at the same time less time is spent on planning the 
transport of goods. The data show that by using computer optimization, companies 
can achieve savings on transportation up to 5 percent [3]. A large number of authors 
throughout history were interested in solving such problems, and this has led to a 
large number of methodologies and ways of solving such problems. An excellent 
overview of the methodologies applied so far can be found in the works of Nagy 
and Salhi [4], Drexl and Schneider [5] as well as Prodhon and Prins [6]. Nambiar 
and others [7] considered the case of locating distribution centers with the aim of 
minimizing the distance traveled. The authors defined clusters or better to say groups 
of clusters based on the distance between them and the capacitive capabilities of the 
vehicles that should serve them. The goal was that all users could be served from 
the depot. Liu and Lee [8] discussed stochastic customer demand and the cost of 
investing in distribution centers. The aim of this chapter is to optimize routing in 
order to achieve greater effects in the company, increase efficiency and quality of 
service, reduce transport time, and reduce delays in shipment delivery. In this way, 
we reduce the number of kilometers traveled, which affects fuel consumption and 
environmental protection. The efficacy of the logistics system depends on vehicle 
scheduling and routing optimization, which influences profitability and customer 
satisfaction [9]. In this chapter, the main focus is on the routing of the X express 
delivery vehicle to pre-designed locations for the delivery of shipments. The total 
number of locations is 27, and the total mass of all shipments does not exceed the 
carrying capacity of the vehicle. Routing was performed using the Savings Algorithm 
method or the Clarke and Wright algorithm.
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2 About X Express and Used Algorithm 

X express company was founded in 2016 with the aim of setting new standards in 
the field of express delivery services. In 2016, X express started the business with 
a few dozen vehicles and 6 distribution centers. In the first five years of its exis-
tence, the company X express has expanded its business and through 16 distribution 
centers, with more than 350 vehicles, it delivers shipments throughout Bosnia and 
Herzegovina. By using modern technological solutions, the company has improved 
the security and efficiency of the distribution network, and in favor of that delivery 
quality reaches 98% with more than ten thousand users. X express offers fast delivery 
services, and basic services are included the transport of documentation, packages, 
and pallets. In addition to the delivery of shipments in the territory of Bosnia and 
Herzegovina, service users have the opportunity to send shipments internationally to 
Serbia. In addition to basic services, users can choose from a wide range of additional 
services such as [10]: 

– delivery of tender documentation, 
– return of documentation, 
– delivery of shipments on Saturdays, 
– cash on delivery, 
– return of the replacement consignment, 
– opening of the consignment, 
– shipment insurance, 
– SMS notification, 
– Web client service, 
– retention and storage of consignments, 
– urgent delivery of shipments. 

Within a network of 16 distribution centers, three parallel central warehouses 
have been formed. The central warehouse in the distribution network represents the 
hub of night lines where the distribution and routing of shipments to the distribu-
tion centers is performed. All distribution centers schedule shipments according to 
delivery lines within a defined time. When distributing shipments and determining 
delivery couriers, the problem with routing and delivery methods appears. Further 
in this chapter, a real example and the optimal solution for one delivery line are 
presented. The Clarke and Wright algorithm is one of the most popular and commonly 
used algorithms in solving vehicle routing problems. Back in 1964, Clarke and Wright 
proposed this algorithm based on the principle of gluttony. The algorithm calculates 
the savings Sij between users i and j, assuming that ci0 represents the cost of travel 
from source to user i, and whose cost of travel from user i to user j. The savings 
algorithm is written as follows [11]: 

1. Calculate the savings Sij = Ci0 + C0j – Cij, Za  I,j = 1,…,n, I I /= j. Rank Sij 
savings and organize them from largest to smallest; 

2. Create a list of savings, starting with the first entry in the list (maximum Sij). 
For savings under consideration (Sij), it is necessary to add arcs (i, j) of a certain
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route, only if adding (i, j) will not violate the route restrictions. The following 
three cases are taken into account: 

(a) if i and j have not yet been assigned to a particular route, a new route is 
initiated that includes both; 

(b) if exactly one of the two points i or j is part of an already existing route, 
and that point is not internal to that route, then the arc (i, j) is added to that 
route. If the point is internal and does not violate the capacity, then (i, j) is  
added to that route, if it violates the capacity, it is necessary to create a new 
route with the point (user); 

(c) If i and j are already included in two different pre-existing routes, and no 
point is internal to the route, then the two routes are merged by merging i 
and j. In case the points are internal, unification cannot occur; 

3. If the Sij savings list is not fully utilized, you need to go back to Step 2. Otherwise, 
it ends. 

3 Using the Clark and Wright Algorithm on a Practical 
Example 

The courier at X express has 27 different addresses for delivery in one day. The 
vehicle has a load capacity of 1400 kg, while the total weight of all shipments is 
151 kg. Below will be shown what is the optimal route with the minimum distance 
traveled in order for each shipment to be delivered. 

3.1 Constructing Elementary Routes and Defining Their 
Lengths 

Below are the routes and their lengths: 

(0-1-0), F = 8,9 + 8,9 = 17,8 

(0-2-0), F = 7,7 + 7,7 = 15,4 

(0-3-0), F = 6,6 + 6,6 = 13,2 

(0-4-0), F = 5,1 + 5,1 = 10,2 

(0-5-0), F = 8,2 + 8,2 = 16,4 

(0-6-0), F = 7,4 + 7,4 = 14,8 

(0-7-0), F = 7,6 + 7,6 = 15,2 

(0-8-0), F = 6,6 + 6,6 = 13,2
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(0-9-0), F = 16,4 + 16,4 = 32,8 

(0-10-0), F = 16,3 + 16,3 = 32,6 

(0-11-0), F = 11,5 + 11,5 = 23 

(0-12-0), F = 7,8 + 7,8 = 15,6 

(0-13-0), F = 8,5 + 8,5 = 17 

(0-14-0), F = 9,5 + 9,5 = 19 

(0-15-0), F = 9,5 + 9,5 = 19 

(0-16-0), F = 7,7 + 7,7 = 15,4 

(0-17-0), F = 10,4 + 10,4 = 20,8 

(0-18-0), F = 10,7 + 10,7 = 21,4 

(0-19-0), F = 17,8 + 17,8 = 35,6 

(0-20-0), F = 17,8 + 17,8 = 35,6 

(0-21-0), F = 14,2 + 14,2 = 28,4 

(0-22-0), F = 17,5 + 17,5 = 35 

(0-23-0), F = 18 + 18 = 36 

(0-24-0), F = 8,8 + 8,8 = 17,6 

(0-25-0), F = 6,4 + 6,4 = 12,8 

(0-26-0), F = 7,8 + 7,8 = 15,6 

(0-27-0), F = 10,6 + 10,6 = 21,2 

3.2 Possible Savings 

After defining the route lengths, we determine the possible savings for all connected 
nodes: 

S12 = C10 + C02 − C12 = 8,9 + 7,7 − 4,6 = 12 

S13 = C10 + C03 − C13 = 8,9 + 6,6 − 6,1 = 9,4 

S1–27 = C10 + C0-27 − C1–27 = 8,9 + 10,6 − 8,2 = 11,3 

S23 = C20 + C03 − C23 = 7,7 + 6,6 − 2,8 = 11,5 

S34 = C30 + C04 − C34 = 6,6 + 5,1 − 7,1 = 4,6 

S45 = C40 + C05 − C45 = 5,1 + 8,2 − 4,4 = 8,9
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S46 = C40 + C06 − C46 = 5,1 + 7,4 − 9 = 3,5 

S56 = C50 + C06 − C56 = 8,2 + 7,4 − 2,3 = 13,3 

S67 = C60 + C07 − C67 = 7,4 + 7,6 − 1,5 = 13,5 

S68 = C60 + C08 − C68 = 7,4 + 6,6 − 5,4 = 8,6 

S78 = C70 + C08 − C78 = 7,6 + 6,6 − 1,7 = 12,5 

S89 = C80 + C09 − C89 = 6,6 + 16,4 − 6,8 = 16,2 

S8–11 = C80 + C0–11 − C8–11 = 6,6 + 11,5 − 12 = 6,1 

S9–10 = C90 + C0–10 − C9–10 = 16,4 + 16,3 − 0,7 = 32 

S10–11 = C10–0 + C0–11 − C10–11 = 16,3 + 11,5 − 3,3 = 24,5 

S11–12 = C11–0 + C0–12 − C11–12 = 11,5 + 7,8 − 2,7 = 16,6 

S11–13 = C11–0 + C0–13 − C11–13 = 11,5 + 8,5 − 3,1 = 16,9 

S12–13 = C12–0 + C0–13 − C12–13 = 7,8 + 8,5 − 1,1 = 15,2 

S13–14 = C13–0 + C0–14 − C13–14 = 8,5 + 9,5 − 1,7 = 16,3 

S13–15 = C13–0 + C0–15 − C13–15 = 8,5 + 9,5 − 4 = 14 

S13–16 = C13–0 + C0–16 − C13–16 = 8,5 + 7,7 − 9,5 = 6,7 

S14–15 = C14–0 + C0–15 − C14–15 = 9,5 + 9,5 − 0,1 = 18,9 

S14–16 = C14–0 + C0–16 − C14–16 = 9,5 + 7,7 − 4,2 = 13 

S15–16 = C15–0 + C0–16 − C15–16 = 9,5 + 7,7 − 2,9 = 14,3 

S15–17 = C15–0 + C0–17 − C15–17 = 9,5 + 10,4 − 7,4 = 12,5 

S16–17 = C16–0 + C0–17 − C16–17 = 7,7 + 10,4 − 3,5 = 14,6 

S17–18 = C17–0 + C0–18 − C17–18 = 10,4 + 10,7 − 0,2 = 20,9 

S18–19 = C18–0 + C0–19 − C18–19 = 10,7 + 17,8 − 2,3 = 26,2 

S18–20 = C18–0 + C0–20 − C18–20 = 10,7 + 17,8 − 4,5 = 24 

S18–21 = C18–0 + C0–21 − C18–21 = 10,7 + 14,2 − 6,4 = 18,5 

S19–20 = C19–0 + C0–20 − C19–20 = 17,8 + 17,8 − 0,1 = 35,5 

S19–21 = C19–0 + C0–21 − C19–21 = 17,8 + 14,2 − 3,1 = 28,9 

S20–21 = C20–0 + C0–21 − C20–21 = 17,8 + 14,2 − 1,9 = 30,1 

S21–22 = C21–0 + C0–22 − C21–22 = 14,2 + 17,5 − 1,4 = 30,3 

S22–23 = C22–0 + C0–23 − C22–23 = 17,5 + 18 − 1 = 34,5 

S22–24 = C22–0 + C0–24 − C22–24 = 17,5 + 8,8 − 5,8 = 20,5
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S23–24 = C23–0 + C0–24 − C23–24 = 18 + 8,8 − 5,3 = 21,5 

S23–25 = C23–0 + C0–25 − C23–25 = 18 + 6,4 − 10,3 = 14,1 

S24–25 = C24–0 + C0–25 − C24–25 = 8,8 + 6,4 − 4,7 = 10,5 

S24–26 = C24–0 + C0–26 − C24–26 = 8,8 + 7,8 − 7,9 = 8,7 

S25–26 = C25–0 + C0–26 − C25–26 = 6,4 + 7,8 − 2,8 = 11,4 

S26–27 = C26–0 + C0–27 − C26–27 = 7,8 + 10,6 − 3,4 = 15 

S26–1 = C26–0 + C01 − C26–1 = 7,8 + 8,9 − 14,5 = 2,2 

S27–1 = C27–0 + C01 − C27–1 = 10,6 + 8,9 − 19,2 = 0,3 

3.3 Merging Routes and the Final Solution 

According to the non-growing array of each savings, it is necessary to merge the 
routes. It should be noted that the total mass of all shipments does not exceed the 
total load capacity of the vehicle: 

S19–20 = 35,5; node 19 is first in route 0-19-0, node 20 is first in route 0-20-0 and 
then route 0-19-20 is formed; 

S22–23 = 34,5; node 20 is first in route 0-22-0, node 23 is first in route 0-23-0 and 
then route 0-22-23-0 is formed; 

S9–10 = 32; node 9 is first in route 0-9-0, node 10 is first in route 0-10-0 and then 
route 0-9-10-0 is formed; 

S21–22 = 30,3; node 21 is first in route 0-21-0, node 22 is first in route 0-22-23-0 and 
then route 0-21-22-23-0 is formed; 

S20–21 = 30,1; node 20 is first in route 0-20-0, node 21 is also first in route 0-21-22-
23-0 and then route 0-20-21-22-23-0 is formed; 

S19-21 = 28.9; node 19 is first in route 0-19-0, node 21 is not the first, nor the last 
in its route so that this route cannot be formed; 

S18–19 = 26,2; node 18 is first in route 0-18-0, node 19 is first in route 0-19-20-21-
22-23-0 and then route 0-18-19-20-21-22-23-0 is formed; 

S10–11 = 24,5; node 10 is last in route 0-9-10-0, node 11 is first in route 0-11-0 and 
then route 0-9-10-11-0 is formed; 

S18–20 = 24; node 18 is first in route 0-18-19-20-21-22-23-0, node 20 is not the first, 
nor the last in its route so that this route cannot be formed; 

S23–24 = 21,5; node 23 is first in route 0-18-19-20-21-22-23-0, node 24 is first in 
route 0-24-0 and then route 0-18-19-20-21-22-23-24-0 is formed;
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S17–18 = 20,9; node 17 is first in route 0-17-0, node 18 is first in route 0-18-19-20-
21-22-23-24-0 and then route 0-17-18-19-20-21-22-23-24-0 is formed; 

S22–24 = 20,5; node 22 is neither the first nor the last in route 0-17-18-19-20-21-22-
23-24-0 and this route cannot be formed; 

S14–15 = 18,9; node 14 is first in route 0-14-0, node 15 is first in route 0-15-0 and 
then route 0-14-15-0 is formed; 

S18–21 = 18,5; node 18 is neither the first nor the last in route 0-17-18-19-20-21-22-
23-24-0 and this route cannot be formed; 

S11–13 = 16,9; node 11 is last in route 0-9-10-11-0, node 13 is first in route 0-13-0, 
and then route 0-9-10-11-13-0 is formed; 

S11–12 = 16,6; node 11 is neither the first nor the last in route 0-9-10-11-13-0, so a 
new route cannot be formed; 

S13–14 = 16,3; node 13 is last in route 0-9-10-11-13-0, node 14 is first in route 
0-14-15-0 and then route 0-9-10-11-13-14-15-0 is formed; 

S89 = 16,2; node 8 is first in route 0-8-0, node 9 is first in route 0-9-10-11-13-14-15-0 
and then route 0-8-9-10-11-13-14-15-0 is formed; 

S12–13 = 15,2; node 12 is the first in route 0-12-0, and node 13 is neither the first nor 
the last in route 0-9-10-11-13-14-15-0, so this route cannot be formed; 

S26–27 = 15; node 26 is first in route 0-26-0, node 27 is first in route 0-27-0 and then 
route 0-26-27-0 is formed; 

S16–17 = 14,6; node 16 is first in route 0-16-0, node 17 is first in route 0-17-18-19-
20-21-22-23-24-0 and then route 0-16-17-18-19-20-21-22-23-24-0 is formed; 

S15–16 = 14,3; node 15 is last in route 0-8-9-10-11-13-14-15-0, node 16 is first in 
route 0-16-17-18-19-20-21-22-23-24-0 and then route 0-8-9-10-11-13-14-15-16-17-
18-19-20-21-22-23-24-0 is formed; 

S23–25 = 14,1; node 23 is neither the first nor the last so this route cannot be formed; 

S13–15 = 14; node 13 is neither the first nor the last so this route cannot be formed; 

S67 = 13,5; node 6 is first in route 0-6-0, node 7 is first in route 0-7-0 and then route 
0-6-7-0 is formed; 

S56 = 13,3; node 5 is first in route 0-5-0, node 6 is first in route 0-6-7-0 and then 
route 0-5-6-7-0 is formed; 

S14–16 = 13; node 14 is neither the first nor the last so this route cannot be formed; 

S15–17 = 12,5; node 15 is neither the first nor the last so this route cannot be formed; 

S78 = 12,5; node 7 is last in route 0-5-6-7-0, node 8 is first in route 0-8-9-10-11-13-
14-15-16-17-18-19-20-21-22-23-24-0 and then route 0-5-6-7-8-9-10-11-13-14-15-
16-17-18-19-20-21-22-23-24-0 is formed;
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S12 = 12; node 1 is first in route 0-1-0, node 2 is first in route 0-2-0 and then route 
0-1-2–0 is formed; 

S23 = 11,5; node 2 is last in route 0-1-2-0, node 3 is first in route 0-3-0 and then 
route 0-1-2-3-0 is formed; 

S25–26 = 11,4; node 25 is first in route 0-25-0, node 26 is first in route 0-26-27-0 and 
then route 0-25-26-27-0 is formed; 

S1–27 = 11,3; node 1 is first in route 0-1-2-3-0, node 27 is last in route 0-25-26-27-0 
and then route 0-25-26-27-1-2-3-0 is formed; 

S24–25 = 10,5; node 24 is last in route 0-5-6-7-8-9-10-11-13-14-15-16-17-18-19-20-
21-22-23-24-0, node 25 is first in route 0-25-26-27-1-2-3-0 and then route 0-5-6-7-
8-9-10-11-13-14-15-16-17-18-19-20-21-22-23-24-25-26-27-1-2-3-0 is formed; 

S13 = 9,4; node 1 is neither the first nor the last so this route cannot be formed; 

S45 = 8,9; node 4 is first in route 0-4-0, node 5 is first in route 0-5-6-7-8-9-10-11-
13-14-15-16-17-18-19-20-21-22-23-24-25-26-27-1-2-3-0 and then route 0-4-5-6-7-
8-9-10-11-13-14-15-16-17-18-19-20-21-22-23-24-25-26-27-1-2-3-0 is formed; 

S24–26 = 8,7; nodes 24 and 26 are neither the first nor the last so that this route cannot 
be formed; 

S68 = 8,6; nodes 6 and 8 are neither the first nor the last so that this route cannot be 
formed; 

S13–16 = 6,7; nodes 13 and 16 are neither the first nor the last so that this route cannot 
be formed; 

S8–11 = 6,1; nodes 8 and 11 are neither the first nor the last so that this route cannot 
be formed; 

S34 = 4,6; node 3 is last in route, node 4 is first in same route then this route cannot 
be formed; 

S46 = 3,5; node 6 is neither the first nor the last so this route cannot be formed; 

S26–1 = 2,2; nodes 26 and 1 are neither the first nor the last so that this route cannot 
be formed; 

S27–1 = 0,3; nodes 27 and 1 are neither the first nor the last so that this route cannot 
be formed; 

In addition to the final solution (Fig. 1), it’s necessary to calculate the length of 
the optimal route:

f* = 570,6–472,6 = 98 km.
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Fig. 1 The final solution of the optimal route

4 Conclusion and Discussion 

According to the obtained results, a significant difference can be seen between the 
actual mileage and the optimal solution. Figure 2 shows the trajectory of the vehicle 
taken by the courier to deliver all 27 shipments.

According to the GPS report [12], the actual mileage is 166.58 km, and 19.99 l of 
fuel is consumed. The difference between the optimal route and the actual mileage is 
68.58 km. Fuel consumption for the optimal route would be 13.33 l. The savings of 
68.58 km and 6.66 l of fuel represent a significant difference if we take into account 
that the fleet of the company X express has over 350 vehicles (Fig. 3).

The savings algorithm is a simple method for obtaining the optimal route, but the 
fact is that nowadays there are advanced routing systems. In addition to assigning 
loads to each means of transport, calculating the optimal route, sequence of site 
visits, minimum empty runs, advanced software systems take into account the real-
time traffic situation, thus avoiding congestion, calculating less stops on the road, 
etc. All of the above points to significant savings that can be achieved by properly 
routing vehicles.
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Fig. 2 The final solution of the optimal route shown on the map

Fig. 3 Comparison of real and optimal routes
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Chapter 22 
Diet and Food Restaurant in the Covid-19 
Time by Machine Learning Approaches 

Md. Babul Islam, Swarna Hasibunnahar, Piyush Kumar Shukla, 
Prashant Kumar Shukla, and Paresh Rawat 

Abstract Covid-19 is a curse to the people of this century and there is no such thing 
as a plague. If someone is infected with Covid-19, we must follow the doctor’s instruc-
tions as to which foods should be eaten more frequently at that time. We attempt to 
discuss this in details. The objective of this chapter is to see how a country’s food 
affects its Covid-19 mortality rate. With so many diverse eating cultures throughout 
the world, it’d be fascinating to examine which food groups can best predict a 
country’s death rate. We used a machine learning model (Linear Regression and 
Random Forest/Regression Tree) to estimate the proportion of fatalities caused by 
the coronavirus pandemic, taking into consideration statistical data on the popula-
tion’s eating habits (food types: animal, eggs, fish, beer, etc.). We may deduce which 
sorts of meals have a greater influence on the ultimate outcome based on the model’s 
predictions. Furthermore, throughout the Covid-19 period, the economic environ-
ment has changed considerably. In this chapter, we examined restaurant meals in a 
variety of ways. 
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1 Introduction 

The World Health Organization (WHO) designated the coronavirus (Covid-19) 
outbreak a worldwide pandemic in 2020 [1]. Covid-19’s transmission, mechanism, 
and therapy are all unknown at this time. Covid-19 is thought to be transmitted by 
person-to-person contact and respiratory droplets, therefore social distance, hand-
washing, and wearing facial covers are essential for limiting the virus’s transmission 
[2]. 

Many nations have limited public access to Market or Supermarket, stores, and 
recreation facilities because there is no vaccine to prevent illness and no assured cure 
if sick. However, the situation has changed. The severity of the limitations varies by 
country and is determined by the rate of infection. Despite the fact that governments 
throughout the world have implemented lockdown measures, the number of new 
instances continues to rise [3]. Although the purpose of such limitations is to prevent 
interpersonal interaction and therefore transmission, many experts are concerned 
about the long-term effects that shutdown may have on people’s physically and 
mentally health [4]. The amount of hours allowed for exterior physical exercise has 
been reduced, as has people’s ability to good food. A previous study has shown 
that heightened stress, which is expected during a worldwide pandemic, may have 
a significant influence on a person’s lifestyle patterns [5]. Anxiety and stress have 
been linked to an increase in the consumption of alcohol and sweet foods, as well as 
an energy imbalance due to lower energy expenditure during lockdown [5]. Positive 
lifestyle patterns, such as more time for cookery and fewer fast-food meals, may have 
evolved as a result of the epidemic. Many countries have since lifted their embar-
goes. Despite the growing and considerable interest in the pandemic’s influence on 
numerous health outcomes, no worldwide assessment has examined the link between 
Covid-19 and eating habits. The purpose of this review is to examine the research on 
the influence of lockdown on dietary changes in different populations. The goal will 
be to analyse eating patterns and themes in order to better understand the nutritional 
and behavioural changes that occurred throughout the initial shutdown. 

During the first Covid-19 lockdown phase, it will be determined how such changes 
may affect health & wellbeing in the near term, and this information will be used to 
feed research into the pandemic’s long-term implications for diet modifications and 
health outcomes. 

In this chapter, machine learning algorithms were used to predict which food is 
the best for Covid-19 from huge data. Also, we analysed the food restaurants for the 
customers’ eating habits in different ways. We have used more than two data sets 
(Fig. 1).
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Fig. 1 General diagram of regression model 

2 Background Study 

The availability of fresh food has been hindered since the COVID-19 epidemic began, 
and people are spending a plethora of time indoors and limiting their physical activity. 
Some beneficial habits, such as cooking, may have developed as a result of spending 
more time at home. Dietary modifications during the first lockdown were the focus 
of this investigation. Themes and patterns were analysed, as well as correlations with 
other lifestyle variables. 

The Google Scholar (GC), PubMed, and Science Direct (SC) databases were 
searched between June and July 2020, and the outcome was selected for eligibility 
based on title, abstract, and full text. Studies that looked at how COVID-19 lockdown 
affects diet were included in this search, as were publications published in English 
and published in 2020 (or in pre-print). The following were the exclusion criteria: 
scholarly, systematic, and narrative studies evaluating prior research. 

Numerous factors, such as the patient’s behaviour, habits, and nutrition, contribute 
to the slowing of the Coronavirus pandemic. These initiatives include government-
implemented mitigation strategies that emphasize the potential of the political-
economic, food, and climatic sectors. All steps are appropriate to encourage egal-
itarian, healthy eating, and active living, but they must also target other epidemics 
and reduce the long-term demand for health care [6, 7]. 

During the COVID-19 pandemic, the [8] suggested a correlation matrix (CM) for 
food habits and general characteristics of the sample. They show that an increase
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in vegetable, sweet food, and snack intake has a substantial impact on patients with 
diabetes, and that physical is not active worsens the patient’s condition. 

In [9], a research was given that included perceptions of health hazards caused by 
food in the early aftermath of a dietary crisis. Their research looked at the differences 
in health conditions depending on risk perceptions and attitudes toward fresh produce 
and game meat, and it depended on data obtained from 1,008 participants in January 
2020. A good diet may fend off any viral attack by supplying a particular amount of 
vitamin. As a result, individuals’ physical and mental health is maintained through 
good eating habits [10]. 

3 Methodologies 

In terms of data sets, we used kaggle and chose two different data sets. One of the 
data sets focuses on food-related public assistance programs across the world, such 
as SNAP and WIC. The Food Security Indicators for the World 2016–2020 is a good 
place to start if you’re looking for a more global picture of food security. 

Another one is that the data may be utilized to convey the tale of what cafes 
were like that in 2020, what was trendy, what would become more prominent, and 
how large and small businesses differed. I’m interested to see what kind of insight 
this data may provide! We’ll use the Covid-19 health dataset to train and assess the 
model. Because the number of labelled samples is limited, we’ll use a traditional 
machine-learning model. 

In the chapter of Data Exploratory and Analysis, we evaluated the food quality 
using 8 rows and 29 columns, namely, Alcoholic Beverages, Animal Fats, Animal 
Products, Eggs, Fish Seafood, and so on. 

Import relevant modules, another module, the next hidden code cell imports the 
packages we’ll need to explore, process, and assess the data, as well as construct, 
execute, and evaluate the model. We will also apply it to data acquisition, exploration, 
and processing. In the data set, we will apply the Z score as well as Linear regression, 
Random Forest machine learning algorithms to analyses and predict the result. 

The data that has been trained is categorized into one of the specified classes. 
One of these methods’ drawbacks is that they can’t handle incomplete data. But 
thankfully, existing data can be used to fill in the gaps. To analyse COVID-19 trends, 
a variety of categorization techniques are utilized [11]. 

The regression approach is a tool to determine characteristic that converts a data 
item into a meaningful predictive variable. Regression is a statistical technique for 
establishing a link between the goal and predictor variables. We may also use regres-
sion to model the relationship between a dependent and independent variable. Vari-
ables such as age, temperature, pay, and so on may be easily predicted when a given 
quantity of data has been trained. Few of them are listed below. 

Linear Regression (LR)—for forecasting, linear regression is a straightforward 
technique. It depicts the direct and indirect variables’ linear connection. If there is 
just one input, the model is referred to as simple linear regression (SLR), and if
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Fig. 2 Work-flow diagram 

there are many inputs, the model is referred to as multiple linear regression. Coron-
avirus illness has resurfaced in new cases (COVID-19), which were predicted using 
a heterogeneous linear regression model [12]. 

When the data is extensive, classification using a decision tree might lead to 
overfitting. Random forests can help us overcome these constraints. To increase 
accuracy, not similar decision trees are categorized and then combined together. 
This is referred to as “bagging”. The RF algorithm was used to predict COVID-19 
health in [13] reference. The spatial–temporal distribution (S-T-D) of COVID-19 
daily occurrences throughout the earth was estimated using a random forest machine 
learning technique [14, 15]. 

Below have a look at our workflow diagram (Fig. 2). 

4 Result and Analysis 

4.1 Processing of Data 

In this part, we’ll look at how to normalize our data so that we can get a normal 
distribution, as well as how to deal with records that have missing values. Releasing 
records, we’ll discard such records since the label has missing data and because of 
the context of the problem. Starting with the first data set, visualizes data distribution 
features will assist us in deciding whether or not we need to normalize our data. We’ll 
use pandas to plot the histogram for each feature (Fig. 3).

We may deduce the following by viewing the histograms: animal_products, 
obesity and Vegetal Products have a distribution that is about typical. We’ll presum-
ably just use the z-score technique to scale their values. Cereals–Excluding Beer, on
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Fig. 3 Data visualization with features distribution

the other hand, exhibit a skewed distribution to the right. Perhaps a log scalling will 
assist us in obtaining a normal distribution for those two characteristics. 

4.2 Data Normalization (DN) 

In the previous section, we created a histogram for all the characteristics and discov-
ered that the values of Animal fats and Cereals—with the exception of beer, distribu-
tion is not evenly spread. We’ll look at z-score and log scalling in this part. Keep in 
mind that, we’ll execute the scalling on a duplicate of diet_data simply to see how the 
results change. The real scalling will occur throughout the model-building process 
(Fig. 4). 

We appear to have gotten a much more normal distribution for all of our features 
after applying z-score and log scaling. So, when it comes to model building, we’ll 
absolutely adhere to this strategy. 

4.3 Data Noise Label Normalization (D-N-L-N) 

The final step before building the model is to remove the noise from the label values 
and put the label within the same range as the features. We’ll just maintain the first 
four numbers following the floating point to make the computations simple. We

Fig. 4 Data normalization 
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Fig. 5 Show death rate 

include + 1 at logging to prevent logging 0 values, which causes -inf outcomes 
(Fig. 5). 

4.4 Creating ML Model 

The methods of building, training, and assessing the model are covered in the sections 
below. We separated the features from the label and divided the data-set into training 
and testing data. We’ll build the input layer that our model will need. The normaliza-
tion methods that we covered in the Data normalization step will be considered when 
defining the columns. Finally, we’ll generate a function for creating and compiling 
a basic linear regression model (Fig. 6). 

Despite the fact that the predictions are not particularly precise owing to the small 
number of instances used for training, after analysing the model, we can still see that 
when the percentage of characteristics with a negative correlation increases and the 
number of features with a positive connection decrease, the percentage of fatalities 
decreases. So, by adjusting the proportions of fat income types by a little bit, we can 
make a difference in the long run of the day.

Fig. 6 Regression model 
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Fig. 7 Diet versus Covid percentage 

4.5 Compare Covid-19 Versus Diet 

This section covers the steps involved in evaluating the data and confirming our 
idea. We’ll begin by looking at the dataset’s statistics. Following monitoring and 
evaluating such facts, we believe that sorting the records by the percentage of deaths 
and then picking 10 rows, five of which represent records with the greatest percentage 
of deaths and the other five representing records with the lowest, would be a decent 
strategy. Last but not least, we’ll take the average of each set of records’ values and 
compare them using pie charts (Fig. 7). 

As we could see from the bar chart, a population that eats a healthy diet rich in 
vegetables and grains have a lower mortality rate than a population that is more obese 
and consumes more animal products. Finally, we can affirm that a population with 
good food and lifestyle has a low risk of mortality due to the coronavirus pandemic 
based on this data. 

4.6 Supervised Approaches 

We used supervised methods to train models and make predictions, such as Linear 
Regression and Random Forest/Regression Tree. Some errors were found, such as 
mean squared error and coefficient of determination. As a result, we must need to 
enhance our models. Finally, here are the results (Fig. 8).
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Fig. 8 Residuals for random forest regressor with QQ plot 

4.7 Principal Component Analysis (PCA) 

In the sector, we have discussed about the Principal Component Analysis (PCA). 
Below is the result with cluster analysis (Figs. 9 and 10). 

In summary, a country’s COVID-19 confirmed and active cases can somehow be 
explained relatively well by food categories such as the calorie contents of oil crops, 
and the protein content in infant food and miscellaneous food. On the other hand, the

Fig. 9 Residuals for linear regression model with QQ plot
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Fig. 10 K Means and cluster analysis

same cannot be said about the death and recovered cases. This could be due to the fact 
that these models do not satisfy the necessary model assumptions of having equal 
variance and normally distributed residuals. However, it is also important to note that 
mortality has not had an outcome, and hence the first model should only be taken 
as a grain of salt. However, recall that this model only talks about the correlation 
between food categories and the rate of deaths. 

There is no evidence to suggest that a country’s diet has an effect on the spread 
of COVID-19. Additionally, there are also many other factors causing the spread of 
COVID-19 that are totally uncorrelated with diet, e.g., how active the general public 
is, the preventive measures implemented by the countries, density of population, etc. 

4.8 Restaurant Business Analysis 

We’ll use these statistics to see how restaurants behave during Covid-19, what factors 
influence sales during Covid, how customers eat during this period, and how this 
impacts future restaurants. Using the data set of the top 250 restaurants, attempt 
to find out what happened to top restaurant sales in 2020 and extract useful infor-
mation. Follow the Feature Engineering process, which includes testing for null 
values, manipulating YOY statistics, and creating category features. The EDA Data 
Visualization is demonstrated (Fig. 11).

4.9 YOY Sales Indicator 

Despite the fact that the restaurants were on the top list for the whole year, roughly 
35% of them had negative indications.
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Fig. 11 Distribution and correlation with sales, show the effect rate

Fig. 12 Sales indicator 

4.10 Category Sales Indicator 

The varied cuisine, sandwiches, and sports bar all garnered more negative than 
positive marks (Fig. 12). 

4.11 Top Restaurant in Best Category 

We have analysis some category ways and we conclude some statement. A number 
of branches have the strongest correlation with sales, Top Restaurants are negative 
review of 35% YOY, Burger Restaurants will have the highest sales in 2020, Quick 
Service is the best way to obtain high sales, and Sports Bar and Sandwich Restaurants 
will lose a lot of money (Figs. 13, 14, 15, 16 and 17).
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Fig. 13 Restaurant food sales category (pizza, burger) 

Fig. 14 Restaurant food sales category (varity menu, family top restaurant) 

Fig. 15 Top restaurant food Covid-19 time (café top, chicken)

4.12 Is Corona Infection Linked with Diet? 

We’re now looking at if there’s a link between certain food products and high 
Coronavirus infection rates. Below correlation.
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Fig. 16 Top restaurant food Covid-19 time (drinks top) 

Fig. 17 Food versus Covid

In contrast to animal products, which have a positive connection with the number 
of confirmed cases (+6), vegan products have a negative link with the number of 
confirmed cases (−5). This is a plausible explanation for why sales at Evergreens 
Restaurant increased the greatest during the Corona epidemic (Fig. 18).

In the summary from the restaurant food analysis, we could say that the majority 
of people ate organic food during the Corona epidemic, Restaurants that depend on 
crowds have lost a lot of money, The number of branches makes a significant impact 
in sales and aids in providing quick services, Because of its tremendous potential 
for producing big sales, franchising is worth considering, COVID-19 Severity can 
be reduced by eating Vegan/Vegetables.
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Fig. 18 Food compared with Covid-19

5 Conclusion 

In this chapter, we have analysis restaurant business in the epidemic time (Covid-
19) and which food is the best for human body and strongly fights with Covid-19 
Virus. We utilized two data sets and applied separate algorithms to determine that 
those who ate vegetables had less confirmed case/death rate than those who ate 
animals. The same things happened in a restaurant business analysis. Those who 
sell animal-related food items, drop in sales, their business falls in; while those who 
sell vegetable-related food products, are upright in sales and have a stable business. 
Also, Linear Regression (LR) and Random Forest/Regression Tree, machine learning 
model have been applied for data analysis. 
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Crowd Counting via De-background 
Multicolumn Dynamic Convolutional 
Neural Network 
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and Rajeev Srivastava 

Abstract The current state-of-the-art density map-based crowd counting methods 
have focused on designing convolution neural network (CNN)-based models to 
exploit multiscale features to handle crowd shape change due to perspective distor-
tion. However, the significant concerns with such approaches are using static kernels 
and being not adaptive to input data. Again, the multiscale features should be more 
attentive towards background minimization. Hence, this chapter proposes a de-
background multicolumn dynamic CNN for crowd counting to address the issues. 
The proposed model can handle crowd shape change due to perspective distortion 
and learn to minimize the background influence while doing crowd counting. Two 
benchmark crowd counting datasets, Mall and UCSD, are used to show the model’s 
effectiveness. In addition to this, a separate ablation study has been conducted to 
show the effect of individual modules of the proposed model. 
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1 Introduction 

Several research communities have vastly explored vision-based crowd counting 
solutions in recent years. One of the primary motivations behind vision-based crowd 
counting is its effectiveness in controlling crowd disasters. Nevertheless, the vision-
based crowd counting system is affected mainly by two challenging issues like crowd 
head or body shape change due to perspective distortion and influence of crowd back-
grounds. The literature addresses these challenges differently, mainly using deep 
learning concepts. For example, multicolumn CNN [1], single-column scale adap-
tive CNN [2], multiscale generative adversarial networks (GANs) [3] have been 
developed to address the variation of crowd shape by extracting multiscale spatial 
features from the crowd scene. Head attention mechanism [4] has been developed to 
minimize the cluttered background effect and focus on the head regions of the crowd 
scene for crowd counting. 

However, the state-of-the-art approaches [1, 3, 5–7] utilize CNN with a fixed 
convolution kernel for crowd counting, and thus, the kernels are not adaptive to 
different input sequences. The multiscale models have been developed to handle 
perspective distortion, but these features must be free from background influences. 
In addition to this, there is a lack of use of dynamic CNN for crowd counting. Hence, 
based on these studies, the following are the probable research gaps that have to be 
addressed,

• Lack of use of dynamic CNN for crowd counting.
• Instead of static convolution kernel, the impact of dynamic convolution kernels 

for crowd counting has to be studied.
• There is a lack of applying head attention mechanism in multiscale features 

to make the multiscale features more attentive towards crowd head regions to 
minimize the influence of crowd backgrounds. 

This chapter proposes a crowd counting solution via de-background multicolumn 
dynamic convolutional neural networks to fulfill the above research gaps. The 
following are the main contributions or objectives of the proposed approach.

• A multicolumn CNN with dynamic kernels has been designed to extract multiscale 
spatial features for crowd counting.

• Before multiscale feature fusion, each column of the proposed model is attentive 
towards crowd head regions to minimize the crowd scene’s background influence.

• The fused multiscale de-background spatial features are used for crowd density 
estimation.

• To show the effectiveness of the proposed approach, extensive experiment and 
ablation studies have been conducted on two publicly available datasets: Mall 
and UCSD. 

The rest of the chapter is structured as a brief literature review on vision-based 
crowd counting is discussed in Sect. 2, the proposed model and its optimization 
process are discussed in Sect. 3, Datasets and the performance measures are explained
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in Sect. 4, Experimental analysis has been done in Sects. 5, 6 and 7 discuss ablation 
study and conclusion, respectively. 

2 Literature Review 

This section starts with a brief discussion of the taxonomy of vision-based crowd 
counting approaches followed by recent developments on CNN-based crowd 
counting approaches. 

2.1 Taxonomy of Vision-Based Crowd Counting Approaches 

The available crowd counting solutions can be categorized broadly into single image-
based and video-based approaches. The following Fig. 1 shows a brief taxonomy 
of vision-based crowd counting approaches. The vision-based crowd counting 
approaches could be categorized into four different ways, 

• Taxonomy based on dataset modality.
• Taxonomy based on counting process.
• Taxonomy based on learning trends.
• Taxonomy based on different AI-learning paradigm.

Fig. 1 Taxonomy of vision-based crowd counting approaches
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Based on the available dataset modality, the crowd counting approaches can be 
categorized into single image-based [8, 9] and video-based approaches [10–12]. The 
single image-based approaches could be categorized into free view [8] and top view 
or drone view [9] based counting approaches. The single image-based approaches 
[8] rely on spatial features for crowd counting. On the other hand, the video-based 
approaches rely on spatial–temporal features for crowd counting. 

However, the crowd counting approaches could be categorized based on the 
counting process or methods adopted. Based on this intuition, the crowd counting 
approaches are categorized into detection-based [13], regression-based [14–20], and 
hybrid approaches. The detection-based counting approaches take the help of body 
part detectors for counting. Nevertheless, the performance is degraded in the dense 
and low-resolution crowd scenes. The regression-based approaches apply several 
regression techniques to map the crowd features onto the ground-truth crowd count 
values. However, based on the available ground-truth crowd count annotations, the 
regression approaches can be categorized into two types: single or global count-based 
and density map-based regression techniques. The former regression technique has 
the ground-truth crowd counts as global count value, and the available approaches 
map the crowd scene features onto the global crowd count values of the crowd 
scenes. The state-of-the-art global count-based regression techniques utilize conven-
tional and deep learning (formally CNN) techniques, but such approaches act as 
ridge regressors and do not consider the spatial distribution of crowds in the scene. 
The latter approach overcomes such drawbacks. The density map-based regression 
approaches utilize the ground-truth annotated crowd heads to generate crowd density 
maps. Techniques like Gaussian distribution, geometric adaptive Gaussian distribu-
tion are used to obtain crowd density maps. Recently, different hybrid approaches 
have also been developed for crowd counting. Such approaches take advantage of 
both detection and regression techniques for crowd counting. 

The crowd counting approach could be categorized into two types based on the 
learning trends that evolved over the last two decades, i.e., conventional machine 
learning [14–16, 21] and deep learning-based crowd counting approaches [8–12]. 
The former approaches extract texture and or motion features from the crowd 
scene followed by regression approaches for crowd counting. Regression approaches 
like Gaussian kernel-based regressor, ridge regressor have been used. But the later 
approaches utilize deep learning concepts for crowd counting. Deep models like 
CNN, sequential, and generative models have been vastly explored in this area. 
Sequential models like LSTM, Bidirectional LSTM, Conv-LSTM, and vision-
transformers have been utilized. Generative models like autoencoders, generative 
adversarial networks have also been used for crowd counting. Nevertheless, the 
different architectures using CNN and its variants have been vastly utilized in this 
area. 

The multiscale architectures using CNN have been proposed to extract multiscale 
features from the crowd scene to handle perspective distortion issues in the crowd 
scene. Different attention-based CNN structures [4, 11] have also been proposed for 
crowd counting. Different multitask learning-based approaches using CNN are also 
proposed. Such approaches show crowd counting as the main task and other tasks



23 Crowd Counting via De-background Multicolumn Dynamic … 439

like density classification as an auxiliary task. The crowd scene context-aware CNN 
architecture model has also been proposed in the literature. Different dataset domain 
adaptation has been an issue in any vision-related research field. To address such 
issues, domain adaptation-based CNN has also been proposed. 

Another way in which the vision-based crowd counting approaches have been 
categorized into four types is based on the learning approaches used. Crowd counting 
models can be categorized as supervised [8–12], semi-supervised [22], weakly-
supervised [23], and reinforcement learning-based approaches [24] have also been 
used for crowd counting. 

2.2 A Brief Review of CNN-Based Crowd Counting 
Approaches 

The current research trends utilize CNN architectures and proposed several models 
for crowd counting by addressing challenges in the crowd scene like crowd shape 
change, the influence of crowd backgrounds, domain adaptability. The crowd shape 
change issue has been handled in the literature by proposing several multiscale CNN 
models. At first, Zhang et al. [1] combined different columns of multilayers of CNN 
with varying kernel shapes to extract multiscale features for crowd density estimation. 
But, Cheng et al. [25] improved the multicolumn learning capability by exhibiting 
a mutual learning mechanism between different columns of the multicolumn CNN, 
thereby improving multiscale features’ capacity. Zou et al. [5] identified that the 
multicolumn CNN(MCNN) [1] is limited in handling crowd scenes with varying 
crowd densities and proposed an adaptive capacity multiscale CNN (ACM-CNN) 
for varying crowd densities. With the help of coarse, refined, and smooth networks, 
the ACM-CNN can learn varying crowd densities and generate high-quality crowd 
density maps. 

Zhang et al. [6] proposed a dilated multicolumn CNN (DMCNN), a lightweight 
structure compared to MCNN, and extracts scale-invariant features for crowd 
counting. Deb et al. [26] performed perspective-free crowd counting via multicolumn 
dilated CNN (AMDCNN) aggregation. Li et al. [27] proposed a congested-scene 
recognition-network (CSR-Net) for crowd counting. The authors used dilated CNN 
kernels in the CNN structure and produced density maps of high quality. Onoro-
Rubio et’ al. [28] proposed a scale-aware counting CNN network (CCNN) for the 
cross-domain (different types of entities) counting. Authors achieved good perfor-
mance for crowd and vehicle counting. Kumagai et al. [7] proposed a mixture of 
CNNs (MoCNN) for crowd counting. The authors proposed an adaptive integration 
of CNNs for crowd counting. The CNNs are specialized to specific scenes for crowd 
counting. Miao et al. [10] utilized spatial and temporal features for crowd density 
estimation in video datasets. Tripathy et al. [11] proposed an attentive multi-stream 
CNN (AMS-CNN) for video crowd counting. The AMS-CNN [11] does not simply 
fuse the features of each stream for density estimation; rather, each stream’s feature



440 S. K. Tripathy et al.

maps are attentive towards crowd density estimation followed by multi-density map 
fusion for crowd counting. Again Tripathy et’ al. [12] adopted a transfer learning 
mechanism to extract multiscale features from different video cues for crowd density 
estimation. Wang et al. [29] proposed a multi-density map fusion network for crowd 
counting. The model is built on VGG-16 and can extract scale-invariant features. 
Sindagi et’ al. [4] proposed a hierarchical attention mechanism in CNN architecture 
(HA-CNN) for crowd counting. The authors also proposed a novel idea of removing 
background interference from the crowd scene and focusing on the head regions 
while generating crowd density maps. Wang et al. [30] performed a pixel-wise atten-
tion mechanism in a single column of CNN layers for crowd density estimation. 
Li et al. [31] proposed a crowd counting model via a cross-level parallel network 
built on a VGG network. Recently, Wei et al. [32] proposed a scene adaptive atten-
tion network (SAA-Net) for crowd counting. The SAA-Net is built on a deformable 
transformer and can handle crowd shape variation and perform in complex scenes. 
Sajid et al. [33] proposed a plug-and-play patch rescaling module (PRM) for effec-
tive crowd counting. The authors proposed a multi-resolution fusion strategy and 
attention mechanism and can handle scene perspective distortion, varying crowd 
densities, and clutter background effects in the crowd scenes. 

3 Proposed Model 

The primary motivation behind the design of the proposed model is to enhance 
the counting capacity of the existing MCNN model [1]. The MCNN-based models 
use static convolution kernels for multiscale feature extraction, which are fixed 
and not adaptive to different types of images. Also, such architectures do not take 
any measures to suppress the effect of backgrounds. Hence, to overcome such 
issues, the proposed model introduces the utilization of dynamic convolution kernels 
[34] instead of static kernels in the multicolumn architecture. Instead of simply 
fusing the multicolumn features, each column features are first attentive towards 
head regions followed by fusion. The idea of mapping feature maps towards head 
regions is adopted from HA-CCN [4]. Figure 2 shows the overall architecture of 
the proposed model. The following subsections elaborate on the proposed model in 
detail. According to Fig. 2, the proposed model constitutes of three things,

• Multi-column wise head attention modules.
• De-background Multiscale Feature Fusion.
• Density Estimation Module (DME).
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Fig. 2 Detail architecture of the proposed model

3.1 Architecture Details 

The proposed model utilizes a three-column architecture to fulfill the objective func-
tion. The proposed model follows the MCNN as far as three-column design and 
the number of kernels are concerned. However, the proposed model replaces the 
2D-CNN with the dynamic 2D-CNN during the column design. The details of the 
layers of the proposed model are illustrated in Table 1. The proposed model is built 
on three parallel columns of dynamic 2D convolution blocks. Each column has four 
dynamic convolution blocks. Each dynamic convolution block constitutes a dynamic 
2D CNN layer followed by ReLU activation, followed by a batch normalization (BN) 
layer. The number of output feature maps and kernel size information is mentioned in 
Table 1. Two Max-Pooling layers are used, each after three columns’ first and second 
dynamic convolution blocks. The Max-Pooling layers down-sample the feature maps 
into their half size. Three head attention block (HAB) takes the feature maps of three 
columns and produces head maps for each column. The architecture of HAB is 
shown in Fig.  2a. The predicted head map of each column is elementwise multiplied 
with the feature maps of the fourth dynamic convolution block. All three columns’ 
head attentive feature maps are fused and fed into dynamic convolution Block A for 
further feature modeling. The Dyn-Conv2D-BlockA is followed by a merged layer



442 S. K. Tripathy et al.

Ta
bl
e 
1 

L
ay
er
 d
et
ai
ls
 o
f 
th
e 
pr
op

os
ed
 m

od
el
 

B
lo
ck
 n
am

e
L
ay
er
 n
am

e
N
o.
 o
f 
ke
rn
el
s

K
er
ne
l s
ha
pe

B
lo
ck
 n
am

e
L
ay
er
 n
am

e
N
o.
 o
f 
ke
rn
el
s

K
er
ne
l S

ha
pe
 

D
yn
-C
on
v2
D
-B
lo
ck
11

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
16

(9
, 9

)
D
yn
-C
on
v2
D
-B
lo
ck
23

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
20

(5
, 5

) 

R
eL

U
N
A

R
eL

U
N
A
 

B
N

B
N
 

D
yn
-C
on
v2
D
-B
lo
ck
12

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
32

(7
, 7

)
D
yn
-C
on
v2
D
-B
lo
ck
24

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
10

(5
, 5

) 

R
eL

U
N
A

R
eL

U
N
A
 

B
N

B
N
 

D
yn
-C
on
v2
D
-B
lo
ck
13

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
16

(7
, 7

)
D
yn
-C
on
v2
D
-B
lo
ck
31

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
24

(5
, 5

) 

R
eL

U
N
A

R
eL

U
N
A
 

B
N

B
N
 

D
yn
-C
on
v2
D
-B
lo
ck
14

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
8

(7
, 7

)
D
yn
-C
on
v2
D
-B
lo
ck
32

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
48

(3
, 3

) 

R
eL

U
N
A

R
eL

U
N
A
 

B
N

B
N
 

D
yn
-C
on
v2
D
-B
lo
ck
21

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
20

(7
, 7

)
D
yn
-C
on
v2
D
-B
lo
ck
33

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
24

(3
, 3

) 

R
eL

U
N
A

R
eL

U
N
A
 

B
N

B
N
 

D
yn
-C
on
v2
D
-B
lo
ck
22

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
40

(5
, 5

)
D
yn
-C
on
v2
D
-B
lo
ck
34

D
yn
am

ic
 2
D
 

C
on
vo
lu
tio

n 
12

(3
, 3

) 

R
eL

U
N
A

R
eL

U
N
A

(c
on
tin

ue
d)



23 Crowd Counting via De-background Multicolumn Dynamic … 443

Ta
bl
e
1

(c
on
tin

ue
d)

B
lo
ck

na
m
e

L
ay
er

na
m
e

N
o.

of
ke
rn
el
s

K
er
ne
ls
ha
pe

B
lo
ck

na
m
e

L
ay
er

na
m
e

N
o.

of
ke
rn
el
s

K
er
ne
lS

ha
pe

B
N

B
N
 

D
yn
-C
on
v2
D
-B
lo
ck
A

D
yn
am

ic
2D

 
C
on
vo
lu
tio

n 
30

(3
, 3

)
C
on
v2
D
-B
lo
ck
A

2D
 C
N
N

1
(1
, 1

) 

R
eL

U
N
A

R
eL

U
N
A
 

B
N



444 S. K. Tripathy et al.

(Conv2D-BlockA) made of Conv2D layer with a kernel size of (1, 1) and activation of 
ReLU. The Conv2D-BlockA will be the output layer used to generate crowd density 
maps. The proposed model is trained in a two-stage manner. During the first stage, 
the multi-column-wise head attention module is trained. On completion of training, 
the de-background multiscale features are extracted. During the second stage, the 
DME is trained.

3.2 De-background Multicolumn Feature Extraction 

The background influences have to be minimized from the multiscale features. In 
the proposed model, the HAB will act as the head attention layer and produce each 
column’s head map. In this regard, the model is trained end-to-end as far as the 
generation of head maps for three columns is concerned. We must have ground-truth 
head maps to obtain predicted crowd maps from three HAB layers. We follow the 
process adopted in HA-CCN to obtain ground-truth head maps where this chapter 
used the value of sigma to 0.5. 

The input images are rescaled into [158 × 238], and the shape of the predicted 
head map is [39 × 59]. Hence the ground-truth head maps are obtained for the 
image of size [39 × 59], and their corresponding ground-truth head points are also 
mapped to the shape [39 × 59]. Let the ground-truth head maps be denoted by 
a set  H = {h1, h2 . . .  hT } and let the rescales images be represented by the set 
I = {i1, i2 . . .  iT }. Here, T is the total number of sequences. Three losses were 
obtained from three HAB modules for each column. Let the predicted head maps 
obtained from three HABs be denoted by three different sets, PH 1 , PH 2 , PH 3 . 
Here, PH 1 = {

ph1 1, ph1 2, . . . .,  ph1 T
}
, PH 2 = {

ph2 1, ph2 2, . . . .,  ph2 T
}
, PH 3 ={

ph3 1, ph3 2, . . . .,  ph3 T
}
. Let, the three losses of HABs for three columns are denoted 

as loss1, loss2, and loss3. All three losses are obtained using mean absolute error 
(MAE), which are defined as 

loss1 = 1 
T 

TΣ

i=1

||(hi − ph1 i
)|| (1) 

loss2 = 1 
T 

TΣ

i=1

||(hi − ph2 i
)|| (2) 

loss3 = 1 
T 

TΣ

i=1

||(hi − ph3 i
)|| (3)
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Let θ denotes all the learnable parameters of the network used in the first stage 
of training. The first stage model is trained by minimizing the combined losses of 
three HABs. Let loss1st  = loss1 + loss2 + loss3 be the total loss of the 1st stage 
network. The final loss has to be minimized, which can be denoted as, 

argmin 
θ 

loss1st (4) 

This chapter used the Adam optimizer to optimize the loss as mentioned in Eq. 4. 

3.3 Multiscale De-background Feature Fusion and Crowd 
Density Estimation 

After training the multicolumn architecture with HABs, the predicted head maps 
were obtained from three columns. Then, the de-background column features were 
obtained by performing elementwise multiplication between the feature maps of the 
fourth dynamic 2D convolution blocks and the predicted head maps. After obtaining, 
column-wise de-background features, all these features are fused by concatenating 
them. For crowd density map prediction, these multiscale de-background features are 
fed into the density estimation block (DEB). Let ∅ denote all the learnable parameters 
of the DEB block. In this work, the ground-truth crowd density maps are obtained 
by applying the geometric adaptive kernel approach [1]. Let, the ground-truth crowd 
density maps for T number of frames are denoted as G = {g1, g2 . . .  gT }. Let  the  
predicted density map of the DEB be denoted as P = {p1, p2 . . .  pT }. The loss 
between the ground truth and the predicted density maps captured by using MAE, 
which is represented as 

L = 1 
T 

TΣ

i=1 

|(gi − pi )| (5) 

The loss L has to be minimized, which can be denoted as, 

argmin 
∅ 

L (6) 

This chapter used Adam optimizer to optimize the loss as mentioned in Eq. 6.
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4 Dataset and Performance Metrics 

Two publicly available datasets: UCSD [21] and Mall [19] are used for the experi-
ment. The UCSD dataset contains 2000 frames captured using a still camera. Among 
2000 frames, sequences from 601 to 1400 are used for training, and the rest are for 
testing. The resolution of the frames is [158 × 238], and all the frames are grayscale. 
We have used the same grayscale images with the resolution of [158 × 238] as input 
to the proposed model. 

The Mall dataset also contains 2000 frames captured from a mall using a stand-
alone camera. The first 800 frames are used for training, and the rest are used for 
testing. All the frames are rescaled into [158 × 238] grayscale—the following Figs. 3 
and 4 show some samples of Mall and UCSD. The experiments are conducted without 
using the ROI. 

The performance evaluation is conducted using two widely used metrics in crowd 
counting approaches, i.e., MAE and RMSE, whose formulas are given below. 

MAE  = 1 
T 

× 
TΣ

k=1 

|gk −pk | (7)

Fig. 3 A sample of the mall 
dataset 

Fig. 4 A sample of the 
UCSD dataset 
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RM  SE  =
[||| 1 

T 
× 

TΣ

k=1 

|gk −pk | 2 (8) 

Here gk and pk is the ground truth and predicted headcounts. T is the total number 
of training sequences. 

5 Experiment Setup and Results Analysis 

The code of the proposed model is developed in Python using PyTorch. The code 
is executed in different computing nodes of the ParamShivay (Supercomputer). The 
learning rate and batch size for all the datasets are set to 0.001 and 64, respectively. 
The momentum for the batch normalization is set to 0.95. To avoid overfitting, the 
proposed model adopted dropout and early stopping. The dropout layer of 25% 
dropping rate is used in all the proposed model’s dynamic convolution layers (except 
Dyn-Conv2D-BlockA). 

5.1 Results Analysis on the UCSD Dataset 

The proposed model gets MAE and RMSE of 1.46 and 2.26, respectively, on the 
UCSD dataset. The model’s performance is compared with recent state-of-the-art 
methods and is also shown in Table 2. The proposed model performs similarly to the 
recent model, i.e., AMS-CNN [11]. The MCNN [1] is reimplemented on the UCSD 
without providing a region of interest (ROI) and achieves MAE = 2.4 and RMSE 
= 3.13. The model performs better than the state-of-the-art models like MCNN [1], 
Cross-Counting CNN [35], Switch-CNN [36], AMDCNN [26], FCN-rLSTM [37], 
MS-GAN [3] and Density map + MESA [38]. The ACM-CNN [5] obtains 1.01 and 
1.29 of MAE and RMSE, respectively, which is better than the proposed approach. 
However, the results obtained by ACM-CNN [5] are based on ROI. Figure 5 shows 
the line graph plotting between ground-truth versus predicted crowd counts of the 
proposed model.
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Table 2 Results analysis on 
UCSD Approaches MAE RMSE 

MCNN (without ROI) [1] 2.4 3.13 

Cross-scene counting [35] 1.60 3.31 

Switching CNN [36] 1.62 2.10 

ACM-CNN (with ROI) [5] 1.01 1.29 

AMDCNN [26] 1.74 

CCNN [28] 1.51 – 

Count forest [21] 1.60 4.40 

FCN-rLSTM [37] 1.54 3.02 

MS-GAN [3] 1.78 3.03 

Density map + MESA [38] 1.70 – 

AMS-CNN [11] 1.46 1.82 

Proposed model 1.46 2.26 

Fig. 5 Predicted versus 
ground-truth crowd counts of 
the proposed model on the 
UCSD dataset 
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5.2 Results Analysis on the Mall Dataset 

The MAE and RMSE of the proposed model are 2.88 and 3.46, respectively, on the 
Mall dataset. The difference between MAE and RMSE is also very less as compared 
to MCNN [1], ST-CNN [10], DAL-SVR [39], Count Forest [21], CCNN [28], Bidi-
rectional ConvLSTM [40] and MoCNN [7]. The model performs better as compared 
with recent state-of-the-art approaches like ST-CNN [10], DAL-SVR [39], CCNN 
[28], Bidirectional ConvLSTM [40], and MoCNN [7] as far as RMSE is concerned. 
For MAE, the proposed model performs better than state-of-the-art approaches like 
DMCNN [6], MCNN [1], ST-CNN [10], CNN-MRF [41], Count Forest [21], and 
CCNN [28]. However, Bidirectional ConvLSTM [40] achieves an MAE of 2.1 but 
acquires a high difference between MAE and RMSE. The proposed model achieves
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Fig. 6 Predicted versus 
ground-truth crowd counts of 
the proposed model on the 
mall dataset 

0 

10 

20 

30 

40 

50 

60 

1 54
 

10
7 

16
0 

21
3 

26
6 

31
9 

37
2 

42
5 

47
8 

53
1 

58
4 

63
7 

69
0 

74
3 

79
6 

84
9 

90
2 

95
5 

10
08

 
10

61
 

11
14

 
11

67
 

C
ro

w
d 

C
ou

nt
s 

Number of Test Frames 

Ground Truth Proposed Model 

quite comparable performance with the recently published paper AMS-CNN [11]. 
So, the proposed model can be a good choice for crowd counting. Figure 6 shows 
the line graph plotting between ground-truth versus predicted crowd counts of the 
proposed model. 

6 Ablation Study 

To show the effectiveness of the proposed model, an ablation study has also been 
conducted. During the ablation study, the proposed model is divided into the 
following models based on HAB and dynamic convolution layers.

• Proposed architecture without HAB.
• Proposed architecture without dynamic convolution layers. 

The results of the ablation study are shown in Table 3. The proposed architecture 
without HAB obtains <MAE and RMSE> of <3.43 and 4.34> and <3.06 and 4.12> 
respectively on the Mall and UCSD dataset. But without dynamic convolution layers, 
the proposed architecture obtaine <MAE and RMSE> of <4.74 and 8.64> and <2.40 
and 3.13 > on the Mall and UCSD dataset, respectively. However, the proposed 
model with dynamic convolution layers and HAB obtains better results. Hence it 
can be concluded that both dynamic convolution and head attention mechanisms are 
required to improve the performance of the proposed counting model.
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Table 3 Results analysis on 
mall Approaches MAE RMSE 

DMCNN [6] 3.16 3.68 

ACM-CNN [5] (ROI in testcases) 2.3 3.1 

MCNN [1] 4.74 8.64 

AMS-CNN [11] 2.47 3.08 

ST-CNN [10] 4.03 5.87 

CNN-MRF [41] 4.66 9.01 

DAL-SVR [39] 2.40 9.57 

Count forest [21] 5.75 10.88 

CCNN [28] 5.36 9.34 

Bidirectional ConvLSTM [40] 2.10 7.6 

MoCNN [7] 2.75 13.4 

Proposed model 2.88 3.46 

7 Conclusion 

In this chapter, a de-background multicolumn dynamic CNN has been proposed 
to address issues like crowd head scale variation and the effect of crowd scene 
backgrounds. The proposed model adopts the multicolumn architecture to extract 
multiscale features. To minimize the effect of backgrounds, column-wise head atten-
tion blocks (HAB) have been introduced. Finally, the head attentive multicolumn 
features have been fused to yield de-background multiscale features. This feature 
set has been given to the density estimation module (DME) to learn crowd density 
maps. The model’s performance is evaluated on two datasets: Mall and UCSD. The 
proposed model obtains <MAE, RMSE> of <2.88, 3.87> and <1.46, 2.26> on the 
Mall and the UCSD datasets respectively. The obtained results were compared with 
recent state-of-the-art approaches, and from Tables 2 and 3, it can be observed that the 
proposed model provides promising results. Apart from this, in this chapter ablation 
study has also been performed. The main focus of the ablation study was to show the 
effects of HAB and also, dynamic convolution in the proposed model. The obtained 
results (Table 4) of the ablation study show that the proposed model performs better 
with HABs and dynamic convolutions. Although the current study addresses scale 
issues and minimizes background details, developing a cross-domain deep model for 
crowd counting is also essential. The cross-domain architecture will focus on mini-
mizing the domain gaps between different datasets. Hence, future work will develop 
a more sophisticated cross-domain, perspective-free, and de-background deep model 
for crowd counting.
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Table 4 Results of ablation study 

Name of the models The mall dataset The UCSD dataset 

MAE RMSE MAE RMSE 

Proposed model without HAB 3.43 4.34 3.06 4.12 

Proposed model without dynamic convolution layers 4.74 8.64 2.40 3.13 

Proposed model 2.88 3.46 1.46 2.26 
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Chapter 24 
Critical Factors and Their Relationship 
Affecting Bundling Practices in Indian 
Retail Industries: An AHP Approach 

Rohan Pal, Kshitij Anand, Sushanta Tripathy, and Deepak Singhal 

Abstract The advancement in technology has enabled sellers to discriminate 
based on customer-revealed purchasing intention. Sellers can now track the things 
purchased by buyers using various new technologies like sensors and RFID tags, 
and with this, there are new challenges in the implementation of bundling. To use 
this data, see what this new perceivability means for evaluating and market results. 
A detailed critical review was carried out on product bundling and their practices 
across the world in different markets. On the basis of our review of literature, it can 
be concluded that there are certain factors that are significantly more important than 
others. In this study, observations are made on how different factors compare to each 
other, and which should be prioritized. Information quality for the relevant bundling 
as per the market requirements is the most critical factor and transportation, while 
significant, is the least important. 

Keywords Bundling · Retail sectors · India · AHP 

1 Introduction 

Bundling is becoming popular and is being used as a marketing strategy across a 
variety of industries [1]. Bundling is a prominent selling method in India, particularly 
in the food, software, retail, software, and tourism industries, and is used in various 
other industries [2]. Bundling, in both its pure and blended forms, has been proven to 
improve sales and/or profit by researchers. Researchers have also utilized bundling 
as a strategy for price discrimination, allowing retailers to split the market according 
to reservation prices. Given the multiple benefits of bundling, its power should be 
leveraged to generate profits for both a company and its clients. However, a detailed
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grasp of customers’ perceptions of bundled goods is essential for efficient utilization 
of bundling as a method for improving dealing and profitability. 

However, there is not enough research into customer attitudes toward bundling 
[3]. How do customers prefer to purchase bundled products and services? Which 
attributes should be given more significance when choosing bundles? There are still 
queries, particularly associated with India. One of the main reasons and purpose of 
this research is to find solutions to these issues. This article aims to provide marketers 
with an understanding of the various aspects of bundling and how they can be targeted 
to these customers. The article starts with a review of the literature and its goals, then 
goes over the findings and their implications for future research. 

With the growth of technology, retailers in both online and offline locations can 
now track customer behavior and utilize it to price things strategically. As a result, 
when a customer enters into a store to purchase new clothing, the prices are already 
on the shelf. So, if a buyer chooses a shirt and then proceeds to purchase a pair of 
pants, sellers are making a pricing selection at the same time. 

As a result, vendors have found out a way to profit from the information by 
selling a bundle of things; however, prices are still determined ex-ante. Instead of 
selling pants and shirts, the department shop might sell an outfit. However, with the 
advancements in information technology, pricing decisions are now made in stages 
rather than all at once. If a seller so desires, he can now determine the shirt a buyer 
chooses before determining the pants costs the shopper will pay attention to. Because 
the buyer’s preferences are revealed by the product selection, sellers can anticipate 
the buyer’s willingness, and, as a result, the seller can boost the price of the pant that 
matches the specific shirt. 

The method involved with changing rates for specific customers which is impacted 
by their will to pay is known as designated estimating. At the point when an extra item 
or administration is promoted to a previous purchaser [4] it is known as strategically 
pitching. This exploration checks out the designated evaluating choices accessible 
to a mechanically progressed all-seeing retailer having perceivability into a client’s 
underlying item determinations and the capacity to strategically pitch dependent on 
that information. 

With the growth of technology, retailers in both online and offline locations can 
now track customer behavior and utilize it to price products strategically. As a result, 
when a customer enters a store to buy brand-new clothing, the price is already on the 
shelf. So, if a buyer chooses a shirt and then proceeds to purchase a pair of pants, 
sellers are making a pricing selection at the same time. By using bundling that is 
by selling products into bundle sellers, have discovered a way to profit from the 
information on the; yet, prices are still fixed ex ante. Instead of selling pants and 
shirts, the department shop might sell an outfit. However, with the advancements 
in information technology, pricing decisions are now made in stages rather than 
all at once. If a seller so desires, he can now determine the shirt a buyer chooses 
before determining the pants costs the shopper will pay attention to. Because the 
buyer’s preferences are revealed by the product selection, sellers can predict the 
buyer’s willingness, allowing the seller to boost the price of the pant that matches 
the specific shirt.
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This chapter aims to find a relationship between different factors affecting 
the adoption of bundling practices in the Indian retail market and establish an 
understanding of their importance. 

2 Literature Review 

The literature published in respectable journals indexed in the ‘Web of Science’ and 
‘Scopus’ databases was examined. The terms “supply chain,” “bundling,” “important 
factors,” “retailer,” “mixed,” “pure,” and “Indian markets” were used. This literature 
review is divided into two subsections. Firstly, the literature related to bundling as 
a strategy in the Indian markets was studied, and secondly, there was a discussion 
on the literature that focuses on the factors that influence the success and failure of 
bundling strategies. 

Bundling is the act of selling at least two unmistakable wares as well as adminis-
trations as a solitary unit or bundle (Stremersch and Tellis, 2002). Packaging can be 
isolated into two kinds: item packaging and estimating packaging [5]. Price bundling 
is the method involved with consolidating at least two items into a solitary unit and 
selling the total bundle at a rebate. Item packaging, then again, centers around explicit 
things. 

According to Harris and Blair [6], lowering search costs through integrated 
bundling increases customers’ willingness to spend. Although there are numerous 
benefits of bundling, firms can go too far with their bundling efforts bundling efforts 
and are deemed anticompetitive, which results in a kind of antitrust developed against 
the bundling of software services as shown by both Microsoft and IBM, which in 
turn leads to lengthy litigations. 

Further review of the literature on bundling shows that several studies have exam-
ined the various advantages of bundling both from the point of view of the business 
and the customer. Many such studies suggest that bundling could provide a compet-
itive advantage to the company and its customers leading to greater efficiency in 
terms of production, increased customer retention, etc. 

Bundling can aid in the development of competitive advantage by raising entry 
barriers and extending monopolistic power, hence limiting competition. Bundling 
is a strategy that manufacturers may use to compete for retail shelf space. Another 
study claimed that bundling lowers both average and fixed costs. Average prices have 
lowered as a result of increased demand and the pooling of fixed costs across the 
various bundled items. 

Harris and Blair [6] mentioned an extraordinary objective fact. They fostered an 
item proposal model dependent on the possibility that client inclination closeness 
from earlier buy conduct is basic in foreseeing current buy conduct. As indicated by 
these investigations, traders’ clients favored great fixed valuing for future acquisition 
of that product. 

The analytical hierarchy process (AHP) has been employed by many scholars 
within the framework of the Basic Supply Chain; Chan [7] provides an example of
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the AHP which has been employed to evaluate the performance of the hospitals. 
The examination of small and medium-sized firms’ supply chains is described by 
Bhagwat and Sharma [8]. Varma et al. [9] have also used these methodologies to 
evaluate the chain’s petroleum supply performance. 

For example, Jovanovic and Krivokapic [10] employ AHP to establish BSC 
perspectives’ key performance metrics. Bentes et al. [11] investigated the rela-
tive effectiveness of AHP mainly in the three departments of a Brazilian telecoms 
company’s financial department. Hey used AHP in the fraud, collection, and finally 
revenue assurance. Najmi and Makui [12] present a framework that incorporates the 
principles of the BSC and SCOR model for comparing the benchmark and ideal 
supply chain using the combination of both the AHP and DEMATEL methodology. 

Dey and Cheffi [13] propose a methodology for assessing and comparing how 
effective the green supply chain is using the AHP method. They have targeted mainly 
three industries automotive, cement, and carpet manufacturing. Leung, Lam, and Cao 
use the AHP and its variant, the analytic network process (ANP), to aid in the deploy-
ment of the BSC [14]. Wang et al. [15] used the supply chain operations reference 
(SCOR) to help and identify suppliers. Also, AHP has also been used by them. 
For optimizing the overall performance of the system, Bhagwat and Sharma [16] 
designed an integrated AHPPGP paradigm to help the suppliers. Proposes Agarwal 
et al. [17] 

In several studies [18] have adopted an innovative approach to the management 
of the supply chain effectiveness by developing a prediction model using the rules of 
the fuzzy logic. Tsai and Hung [19] utilize a fuzzy goal programming technique with 
activity-based costing and a value-chain structure to improve the network which is 
currently used in the green supply chain. 

Chan and Qi [20] suggest calculating an aggregated supply chain performance 
index using a combination of AHP and fuzzy sets. A few researchers have utilized an 
incorporated methodology utilizing fluffy AHP and fluffy TOPSIS to assess execu-
tion in the Turkish financial area; for example, Seçme, Bayrakdarolu, and Kahraman 
[21] have used the method to check the performance of various computer of the ODM 
companies the laptop model used was notebook, and Sun [22] similarly he has also 
used the same technique to help the industry practitioners. 

So there have been numerous analytical models for the supply chain perfor-
mance assessment challenge have been created in the literature throughout the 
years. However, no author has tried to create an AHP model for assessment and 
decision-making in the supply chain. 

The current study intends to uncover the essential aspects that may influence 
revenue creation in the Indian retail business through bundling techniques, taking 
into account the range of benefits connected with bundling. A link between the 
recommended factors was also established. Companies will be able to improve and 
leverage the potential of bundling as a marketing tactic as a result of this knowledge 
(Table 1).

From the literature review, six specific factors were shortlisted as listed below 
(Table 2).
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Table 1 Literature review 

Name, Author, Year Country Key focus Key findings Research gaps 

Bhatt et al. [23] India Studying the factors 
that affect the 
adoption of 
Enterprise resource 
planning (ERP) 
system in India 

Cost of deployment 
was found to be the 
most important 
criteria. “Vendor 
credibility” was the 
least significant 
factor 
Criterion “User 
friendliness and 
Security” and “Need 
fulfillment” were 
second and third in 
the order of 
importance 

DEMATEL and 
ANP methods 
can be used to 
find the 
relationship 
among the 
identified factors 

Zhou et al. [24] China Study and 
optimization of the 
supply marketing 
order allocation 
problem (SMOAP) 
using time 
consistency and 
bundle discounts 

A tabu search is 
proposed along with 
three novel strategies, 
namely. reduction & 
decomposition, 
score-based heuristic, 
and two-level 
perturbation 
Small scale trading 
has optimal solutions 
and large scale ones 
give acceptable 
solutions 

Other 
algorithmic 
approaches need 
to be considered 

Wei and Chen [25] China Study the influence 
of pricing strategy 
and choice of 
channels for 
evaluating an offline 
to online system. 
Further, focus is on 
the profits gained  
under varying 
market-dominant 
powers 

It was observed that 
the wholesale price 
or sale price is not 
affected by the 
dominating player 
For bundled and 
independent sales, 
the overall profits of 
the O2O supply 
chain are equal, thus 
enabling a fair 
competitive market 

Information in 
this study is 
considered to be 
symmetrical. 
Future studies 
should study the 
influence of 
market-dominant 
powers under 
information 
asymmetry

(continued)
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Table 1 (continued)

Name, Author, Year Country Key focus Key findings Research gaps

Caiatia et al. [26] USA In this paper, MAAS 
method has been 
used to calculate a 
choice model that is 
based on a  
Netherlands-based 
survey 

A binary mixed 
model was used to 
calculate and 
understand the 
outcomes of quality 
of services, social 
influence, social 
demographics, and 
transportation-related 
variables on the 
decision to subscribe 

A stated choice 
experiment may 
show various 
flaws when used 
to evaluate the 
demand for a 
novel and 
unfamiliar 
service 

Zhang et al. [27] China A company’s 
software bundling 
commitment in 
conjunction with its 
piracy deterrence 
strategy is studied 
by the author in this 
book 

Effects in mixed 
bundling, pure 
bundling (PB) was 
found to be the best 
strategy (MB) due to 
amalgamation of 
rivalry and 
cannibalization 

Considerations 
of assiduity 
competition, 
similar to 
competition in a 
duopoly terrain, 
could give 
redundant useful 
information 

Dolla and Laishram 
[28] 

India Facilities 
management, 
organizational 
theory, privatization 

The analysis finds 
that invention, full 
growth, standard 
specificality, 
compass, rivalry, data 
imbalance, and sale 
characteristics all 
have a major impact 
on the execution and 
progress PPP 
systems, grounded on 
sale cost economics, 
agency, and 
transaction 
propositions 

This 
methodology can 
be used to 
develop 
municipal 
infrastructure 
solutions by 
predicting 
substitute stock 
supply network 
potentiality and 
company-level 
organizational 
strategies. Future 
study might use 
this contribution 
to evaluate the 
framework in 
order to improve 
information of 
bundling theory 
and how to 
arrange network 
infrastructure 
PPP initiatives

(continued)
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Table 1 (continued)

Name, Author, Year Country Key focus Key findings Research gaps

Cao et al. [29] China The connection 
between a retailer’s 
order and a 
manufacturer’s 
wholesale decision, 
as well as a 
retailer’s bundle 
decision. How does 
the bundle affect the 
profit sharing 
between 
manufacturers and 
retailers? 

Bundles help stores 
reduce the negative 
effects of fluctuations 
in demand for 
primary products and 
price discrimination 
between buyers of 
secondary products 
The bundle can lower 
the retailer’s 
wholesale pricing 
elasticity, divide the 
retailer’s purchasing 
choice into bundled 
and non-bundled 
categories, and 
drastically reduce the 
retailer’s optimal 
order quantity 
between the two 

Impact of 
competition 
between retailers 
to understand the 
bundling 
decisions and 
how this might 
affect the retailer 
Ordering both 
primary and 
secondary 
products as a 
bundle from the 
manufacturer 

Dominique-Ferreira 
et al. [30] 

USA To investigate the 
impact of the 
bundling method on 
consumer price 
index, identify 
consumer price 
index for 3- and 
5-star hotels 

The optimal pricing 
and the extent of 
allowable prices for 
three- and five-star 
hotels are shown by 
the PSM results. 
Bundle strategy 
surveys show that 
Fivestar customers 
are less likely to have 
a mix of leader 
bundles 

Respondents 
only responded 
based on each 
hotel’s star 
rating, location, 
and available 
facilities, and it 
was difficult to 
collect clear 
answers. Due to 
the limited 
period of sending 
the 
questionnaire, 
only a few 
foreign tourists 
participated

(continued)
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Table 1 (continued)

Name, Author, Year Country Key focus Key findings Research gaps

Shao and Li [31] China In a two-stage 
supply chain with 
channel rivalry, 
bundling, and 
product strategy, as 
well as the influence 
of bundling strategy 
on supply chain 
members’ behavior 
Propose game 
models for various 
competition 
conditions that 
include a bundling 
strategy and a 
product-quality 
strategy to help 
supply chain 
members make the 
best judgments 

Bundle strategies 
encourage external 
competitors (that is, 
new suppliers of 
complementary 
components) to 
provide average 
quality components, 
while bundle 
strategies influence 
the product strategies 
of channel 
competitors in the 
supply chain. not 

Only ideal 
complimentary 
components are 
taken into 
account; 
however, the 
analysis should 
be expanded to 
include flawed 
complementary 
products as well 
More 
complicated 
channel battles 
with multiple 
competitors 

Liao and Tasi [32] China The application of 
big data analytics to 
BPM in retail is a 
crucial topic 

User profiles, product 
and brand 
classifications, along 
with sales 
associations are 
examples of big data 
analysis/data mining 
outcomes used to 
suggest management 
development and 
uncover alternatives 
to bundles of store 
layouts and sales 
business processes 

Though there are 
numerous 
enterprises in the 
retail industry, 
only a handful of 
them are truly 
successful 

Honhon and Pan 
[33] 

China The optimum 
strategy for 
bundling according 
to two or more 
vertically 
differentiated 
products 
Considers 
customer’s basket 
shopping behavior 

When consumers 
benefit from 
collaborative 
consumption of 
components, the 
product forms an 
optimally nested set 

Most research is 
focused on 
horizontal 
bundling; this 
paper is one rare 
work on 
vertically 
different 
products being 
bundled

(continued)
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Table 1 (continued)

Name, Author, Year Country Key focus Key findings Research gaps

Xu et al. [34] USA Three situations of 
no bundling, pure 
bundling, and mixed 
bundling are 
observed, and the 
firms’ ideal pricing 
and quality policies 
are analyzed 
Under what 
circumstances will 
one bundling 
approach 
outperform the 
others? 

Regardless of the 
degree of 
complementarity, it is 
better to use a 
bundled or mixed 
bundled strategy than 
to sell a single 
product individually. 
In unbundled and 
mixed unbundled 
scenarios, a high 
degree of 
complementarity 
leads to less profits. 
The conditions for a 
pure bundle strategy 
are reversed 

On one side, this 
study does not 
decide profit 
participation, so 
additional 
studies of equally 
weighted profit 
participation are 
possible. 
However, 
marketing 
initiatives (such 
as advertising 
and promotions) 
can be included 
in the survey 

Wan et al. [35] China App bundling 
approach using 
ambivalence 
theories 

The paper identifies 
certain properties of 
an app bundle 
influenced by 
investigational 
research 
This research 
addresses the task of 
investigating bundles 
using ambivalence 
theory 
This study 
demonstrates the 
coexistence of 
positive and negative 
attitudes 

Data was 
collected using 
two techniques, 
and it’s probable 
that the two-part 
collection 
resulted in some 
inaccuracies 
Our research 
model did not 
include actual 
purchasing 
behavior, which 
is one of the 
drawbacks of all 
cross-sectional 
analysis

(continued)
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Table 1 (continued)

Name, Author, Year Country Key focus Key findings Research gaps

Chakravarty et al. 
[36] 

USA This paper is about 
the impact of the 
degree of 
cooperation 
between the parties 
in the supply chain 
on increasing profits 
by bundling as a 
price-discriminatory 
service. Use of pure 
bundles for price 
discrimination 

High-margin items 
with similar ratings 
and minimal 
correlation are good 
candidates for 
bundling into an 
integrated business 
and supply chain 
When bundling the 
supply chain, the 
retailer’s margin is 
equal to the margin 
of each independent 
supplier, and when 
the suppliers are 
pooled, it is equal to 
the total margin 

The scenario of 
mixed bundling 
was not 
investigated 
This study only 
used one retailer; 
however, other 
merchants can be 
used 
Going further 
upstream than 
just the provider 
is a good idea 

Setia et al. [37] USA Forming a digital 
business strategy 
targeted toward 
localized customer 
service units and 
understanding its 
efficiency 

Looking at how 
information quality is 
used in 
capability-building 
and how it is 
dependent on the 
characteristics of 
different local 
regions 

Focused only on 
localized 
dynamics, but it 
is important to 
simultaneously 
look into local 
and central 
dynamics 

Chang and Yang. 
[1] 

Taiwan Social marketing, 
social behavior, 
theory of planned 
behavior 

Actual control 
elements (external 
objective factors) and 
social behavior 
incentives could 
direct influence 
social behavior 

Only two social 
issues, namely 
bag-taking and 
blood donation, 
were used in this 
study 

Gomes and Sonia 
Dahab [38] 

Portugal How bundling and 
unbundling 
processes are being 
maintained by 
inter-firm 
cooperation 

Maintaining the 
coordination between 
different firms in the 
supply chain by 
either modularizing 
the process or  
creating standard 
procedures 

A general 
framework is 
provided, may 
differ for specific 
regions

(continued)
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Table 1 (continued)

Name, Author, Year Country Key focus Key findings Research gaps

Schoenherr et al. 
[39] 

USA Creating a 
conceptual model 
and putting it to the 
test using a 
large-scale poll of 
purchasing 
professionals who 
are familiar with 
bundling in B2B 
online auctions 

1-The complexity of 
item specification has 
no direct impact on 
package 
performance, either 
adversely or 
positively, 
demonstrating that 
highly complicated 
and 
difficult-to-specify 
products can be 
auctioned 
successfully 

Is it possible to 
test the model 
using data from 
other industries? 
The relationship 
between 
bundling and 
other supply 
management 
methods, such as 
expenditure 
analysis, 
strategic 
sourcing, or 
supplier base 
rationalization, is 
an essential topic 
to investigate and 
one that merits 
future research 

Putten et al. [40] Netherlands Interaction between 
several logistic 
providers, 
automated 
transportation 
systems 

The total gains that 
can be obtained from 
bundling partial loads 
are not very high 
With greater 
flexibility in timings, 
the potential savings 
can increase 
significantly 

Assumes that 
only same day 
orders can be 
matched 

Deck and Wilson 
[41] 

USA The market effect of 
corporations 
monitoring 
consumers and 
charging 
preferential rates 
depending on search 
history is being 
investigated 

If a merchant is able 
to trace customers 
and differentiate 
prices, consumers 
will face the same 
price as if the seller 
offered a single price 
to all buyers 

How will seller 
tracking affect 
customer search 
patterns? 
The development 
of client search 
behaviors may 
have an impact 
on the extent to 
which merchants 
use tracking 
technologies

(continued)
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Table 1 (continued)

Name, Author, Year Country Key focus Key findings Research gaps

Geng et al. [42] USA If the consumer 
assessment of raw 
materials can be 
additively separated, 
this article considers 
a simple criterion 
for the approximate 
optimality of a 
bundle 

Bundling is 
essentially ideal if 
consumer values do 
not fall too quickly, 
according to the 
report. The paper 
uses the example of 
bundling to argue 
that if the value of 
following 
commodities declines 
quickly, bundling 
will be poor 

No research gaps 
could be found 

Choudhary et al. 
[43] 

USA The competitive 
impact of 
personalized pricing 
(PP). Companies 
charge distinct 
prices to different 
consumers based on 
their eagerness to 
pay 

When the PP firm’s 
quality is high, both 
firms’ qualities rise 
in comparison to the 
uniform price 
situation 
While it is ideal for a 
company that adopts 
PP to increase 
product difference, a 
company that does 
not adopt PP tries to 
diminish 
differentiation by 
coming closer in the 
quality domain 
While PP broadens 
market penetration, it 
also intensifies 
pricing competition 
among enterprises. 
The type of cost 
function influences 
whether companies 
win or lose by 
applying such PP 
policies because it 
entails a change in 
equilibrium attributes 

Only take into 
account each 
firm’s single 
product offering, 
despite the fact 
that in practice, 
organizations 
frequently offer 
many items 
Presume that a 
company with 
the capability to 
customize prices 
is aware of each 
customer’s 
willingness to 
pay for each 
feasible level of 
quality

(continued)
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Table 1 (continued)

Name, Author, Year Country Key focus Key findings Research gaps

Hitt and Chen [44] USA The paper focuses 
on customized 
bundling, a pricing 
technique that 
allows customers to 
select up to a 
quantity M of goods 
for a fixed price 
from a pool of N 
verities of goods 

The right bundle size 
for customized 
bundling reduces 
both the diversity of 
customer preferences 
and the marginal 
costs of production 

Because 
sometimes 
physical products 
or services have 
the key qualities 
of information 
commodities, 
such as low 
marginal costs, 
customized 
bundling does 
not have to be 
confined to 
information 
goods 

Iyer et al. [45] USA All product 
changes, bond type 
changes that make 
the product more 
attractive to the 
company’s loyal 
customers, and 
conquest type 
changes that allow 
the company to 
make the product 
more attractive to 
the loyal customers 
of its competitors. 
An example of 
changing the 
conquest type 

Retention changes 
have the potential to 
make a competitor’s 
behavior less 
aggressive, lowering 
the degree of  
competition in the 
market. Conquesting 
changes typically 
increase competition, 
which is harmful to 
all downstream 
businesses 

The cost of 
implementing 
the changes is 
not taken into 
account

Table 2 Factor n 
Notations Factors 

Factor 1 (F1) Information quality 

Factor 2 (F2) Labor constraints 

Factor 3 (F3) Buyer availability 

Factor 4 (F4) Product diversification 

Factor 5 (F5) Transportation constraints 

Factor 6 (F6) Inter-firm cooperation
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3 Methodology 

To learn more about the elements that influence the retail industry’s decision to adopt 
bundling, keywords like bundling and retail were used to search electronic resources 
like Google Scholar, Scopus, and Science Direct. In addition, there was a thorough 
study of the journals where articles about supply chain bundling are anticipated to 
emerge often. 

Following a thorough review of the required journals, research was conducted 
in India to speak with retail establishments and warehouse companies about their 
bundling procedures and the issues that need confronting. The experts were requested 
to conduct a pairwise analysis of the criteria in order to determine the most critical 
element for AHP implementation. The AHP ranking method is based on a ratio scale, 
with the proportion of values indicating the intensity of desire. 

Satty Preference Scale [46] tells the different linguistic preferences as follows. 
The numerical values of linguistic preferences such as Equally preferred, Moderately 
preferred, Strongly preferred, very Strongly preferred, and Extremely preferred as 
denoted as 1,3,5,7and 9 respectively. Similarly, Equally to Moderately preferred, 
Moderately to Strongly preferred, Strongly to Very Strongly preferred and Very 
Strongly to Extremely preferred are valued as 2,4,6, and 8, respectively. 

4 Results Analysis 

F1 is the factor that is preferred over all other factors. F2 is moderately preferred 
over F3 and F5, while F2 is strongly preferred over F4. F3 is strongly preferred over 
F5. F6 is moderately preferred over F3 and F5. F5 however, is the least preferred 
among these factors (Table 3). 

After this data was collected, the sum of each column was calculated. This was 
followed by dividing each value by the column sum of the respective columns. 
The resulting matrix formed is the normalization matrix. Further, taking the row 
average of each row in the normalization matrix provides the priorities for each 
factor (Table 4).

Table 3 Pairwise comparison matrix of the main factors with respect to goals 

F1 F2 F3 F4 F5 F6 

F1 1 2 4 3 4 5 

F2 0.5 1 3 2 3 0.5 

F3 0.25 0.33 1 0.33 2 0.33 

F4 0.33 1 3 2 3 2 

F5 0.25 0.33 0.5 0.33 1 033 

F6 0.2 2 3 0.5 3 1 
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Table 4 Normalized matrix and priorities 

F1 F2 F3 F4 F5 F6 Priorities 

F1 0.4 0.32 0.28 0.42 0.25 0.55 0.37 

F2 0.2 0.16 0.21 0.28 0.19 0.05 0.18 

F3 0.1 0.05 0.07 0.05 0.13 0.04 0.07 

F4 0.13 0.08 0.21 0.14 0.19 0.22 0.16 

F5 0.1 0.05 0.03 0.05 0.06 0.04 0.06 

F6 0.08 0.32 0.21 0.07 0.19 0.11 0.16 

Based on the obtained priorities, it can be observed that factor F1 is the most 
preferred among the six factors and factor F5 is the least preferred. However, before 
the results can be concluded, there is a need to perform a consistency check to ensure 
that the values obtained from the experts are not random or biased. 

5 Calculation of Inconsistency Ratio 

There are three necessary steps for the calculation of the consistency ratio: 

1. The measure of consistency for each criterion is calculated. 
2. After finding λmax by taking the average of different consistency measures, the 

consistency index (CI) can be calculated. 
3. The consistency ratio (CR = CI / RI, where RI is the Random Index). For six 

factors. RI = 1.24 
⎛ 

⎜⎜⎜⎜⎜⎜⎜⎝ 

0.37 
0.18 
0.07 
0.16 
0.06 
0.16 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎠ 

= 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎝ 

1 2 4 3  4  5  
0.5 1 3 2  3  0.5 
0.25 0.33 1 0.33 2 0.33 
0.33 0.5 3 1 3 2  
0.25 0.33 0.5 0.33 1 0.33 
0.2 2 3  0.5 3  1  

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎠ 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎝ 

0.37 
0.18 
0.07 
0.16 
0.06 
0.16 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎠ 

The maximum value of λ is calculated by taking the average of all 6 values 
obtained from the above calculation, which was found to be 6.49. The consistency 
ratio was found to be 0.08 and the random index was taken as 1.24 for six factors 
as given by the random index table. Since, in our work, the consistency ratio can be 
observed to be less than 0.10, our work can be considered consistent.
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6 Discussion 

Information quality has always been considered a key factor in the bundling proce-
dure. Several different types of information is required during this process including 
what is the perceived value of individual products or services by the customer. If this 
perceived value is incorrectly measured, the bundle might not succeed in the market. 
For instance, if the bundle is priced higher, customers will not buy the bundle and 
if priced lower, the company might lose on the full revenue potential. Considering 
the fact that Indian customers are highly cost-conscious and younger generations 
are becoming more purpose-driven, information quality becomes furthermore crit-
ical. For good information quality, there is a need of skilled labor who are not only 
involved in bundling but also have skills to perform good user research and collect 
valuable information. 

Inter-firm cooperation is slightly preferred over product diversification. For the 
bundling processes to happen hand-in-hand, different firms in the supply chain should 
have good agreement and products should be packaged based on the information 
collected initially. 

7 Conclusion and Future Work 

Implementing bundling practices in the Indian market has always been a complex 
issue with a wide variety of factors. With new technological advancements, this 
becomes further difficult to manage considering the adoption acceptance by various 
firms involved in the supply chain. 

From our findings, it is evident the quality of information is the most critical 
among all other factors to ensure bundling practices can be successfully adopted in 
India. Not only is the availability of information important, but also the accessibility 
and clarity of the new technology. Transportation is the least important among our 
factors and is however a significant matter for the Indian market. 

In the future, this study can be further extended by taking more factors into account 
like revenue, number of products, etc. Additionally, it might be interesting to see how 
adoption is different in different geographical locations across India. 
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Chapter 25 
Decision Support System Modelling 
and Analysis for Sustainable Smart 
Supply Chain Network 

C. Sreerag, G. Rajyalakshmi, K. Jayakrishna, and Srinivas Viswanath 

Abstract The chapter is more emphatic on the possibility of developing statis-
tical techniques coping with the competition science to create a powerful decision 
making tool appropriate for sustainable supply chain network analysis. It highlights 
two independent techniques, to improve the quality of the outcomes in the decision 
making process. The former one focuses on the deployment of natural risk involved 
in the network. The concept of conditional probability is assigned to the conven-
tional deterministic adjacency matrix in order to figure the uncertain interactions in 
the network. This will be useful to identify the crucial nodes in any supply chain and 
advantageous to classify these nodes based on their natural risk factor. The model 
concentrates on the delay time deviations from the mean delay time as the main 
competition. The combination of the two methodologies will find their position in 
improving the quality of the decision making actively. 

Keywords Sustainable supply chain network · Adjacency matrix · Competition 
science · Orthopedic footwear 

1 Introduction 

Every established thought and logics behind any decision making technique carries 
a wide range of statistical and other data science tools. The drastic transformation 
of transportation techniques stimulated with scientific enhancement provoked the 
possibilities and capabilities of a good supply chain to a greater extent. Today, the art
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of decision making is getting improved day by day to evolve itself into a total solution 
for uncertainty and risk assessment for complicated supply chain networks. The 
possibility of happening failures (anything that provides a negative impact to a defined 
or pre-set goal) cannot be denied to any supply chain network node. However, these 
failures need not be absolute for every node and, at the same time, be conditional one 
instead. This brings forth a broader canvas to equip the existing supply chain network 
with these conditional probabilities. This, therefore, definitely shows the present 
urge for novel techniques, with the viability to handle both certain and uncertain 
interactions between nodes in a single frame of reference. 

The fundamental limitations of many conventional decision making tool make 
itself difficult to explore a wide range of practical applications in modern indus-
trial scenarios. The study [1] noticed the limitation of conventional decision-making 
tools like the Bayesian approach in an economic perspective. The relevant article by 
Srinivas et al. [2, 3] explored similar findings as well and introduced another prob-
abilistic methodology to address relevant social situations related to e-supply chain 
management (e-SCM), and [3] extended the technique used in a more generalized 
way. 

The customer fulfilment and economical betterment in decision-making are 
crucial along with the environmental features of a sustainable supply chain. The 
blissful positive combination of technology with the supply chain analysis really 
made impact on many recent literatures with the innovative technical contextual of 
the modern supply chain; the article by Özceylan et al. [4] conferred the advantage 
of implementing 3D printing technologies, cooperated with the current traditional 
supply chain management in health care commerce. The life cycle assessment (LCA) 
in a sustainable supply chain network is highlighted in the article by Blass et al. [5]. 
The study focused on the advantages and influence of some LCA software like GaBi 
and ultimately how the software helped to improve the quality of decision made. 
This can be very well treated as a work to recognize the significance of LCA in 
the sustainable SCM and also to realize how well these concepts can be comput-
erized. The technical support also benefited in the framing of proper decision and 
strategy making, with the help of statistical tools or algorithms that can bring about 
improvements in specific nodal position of the supply chain. 

The article [6] “Metaheuristic optimization for automatic clustering of customer-
oriented supply chain data” is yet another relevant case to explain the significance of 
statistical tools, optimization, and probabilistic techniques in supply chain manage-
ment. However, there is very little contribution specified to sort out the continuous 
variations in probability of effecting failures in each node of the supply chain. This 
failure may come in the way of a transportation delay, supplier delay or on other influ-
ential factors thatare capable to bring negative effects on the supply chain network, 
partly or as a whole. Some research studies while utilizing a probabilistic perspective 
in supply chain management, focused on risk management, the article titled “Proba-
bilistic Supply Chain Risk Model for Food Safety” by Convertino et al. [7] is a better  
example to be cited. Even though the study conclusively focused on the specific goals 
regarding risk management in health and food safety, the model failed in introducing 
the conditional probabilities that influence the supply chain system as well. Research
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studies [8–11] have similar issues as mentioned in article [7]. However, [10] is more  
significant as it is well equipped with the computerized risk management technique 
and article [11] is identified as a more managerial article, concentrated on trust issues 
inherent in a supply chain. The article, as desired, pointed out the social commitment 
to sustainable supply chain management. 

Today, industries are trying to function in more dedicated and sustainable 
ways. Remaining compromised towards environmental pleasantness and ecolog-
ical commitments is the latest method of developing and performing for the future. 
The transformation of a raw material to a usable product and the waste material after 
consumption is termed as the well-known “cradle to grave” movement of any product. 
The central and core awareness in this direction is well-shared in different articles and 
books. “Sustainable supply chains: a guide for small- to medium-sized manufactur-
ers” from Jennifer et al. [12] discussed the importance of waste management in smart 
supply chain networks and development of improved decision making methodologies 
in view of these issues. The idea of different efforts, including external and internal 
drivers involved in the sustainable supply chain, discussed by Muhammad Amad 
Saeed and Wolfgang Kersten [13] found caring documents to identify the purpose 
of developing another novel methodology in the present scenario. The article [14] is  
more curious with the social influences of a supply chain and speaks out the social 
background of supply chain associated with the textile industries. The article calls 
for the requirements for more managerial and statistical support, vital for sustain-
able supply chain management. The pros and cons of benchmarking explained by 
Wai Peng Wong and Kuan Yew Wong [15] in their article “A review on bench-
marking of supply chain performance measures” is obviously a fruitful discussion 
on the same topic. The article [15] is relevant as it covers benchmarking an essential 
phase among competitive suppliers in the sustainable supply chain. However, the 
improved methods and methodologies for analyzing the benchmarked competitors 
are relevant here. Article [16] identified similar ideas regarding benchmarking in the 
paint industry. 

The impact of IoT on the sustainability of the supply chain is also found in some 
literatures. Instead of stating the direct environmental effects, many of these articles 
display the possible environmental hazards in the near future due to IoT tools. The 
research article by Naskar et al. [17], IoT carries a wide range of capabilities to 
help supply chain management through delivering cost-sparing, accuracy in inven-
tory, and goods tracking. However, the degree of impact of these IoT tools on the 
individual supply chain network procedures isn’t well addressed here. Articles [18, 
19], well-established the movements of IoT on total wireless frames. This indicates 
the possibility of growing electronic gadgets in a few more centuries to come. The 
development of adequate decision making tools to address this ever-growing IoT 
tool is not yet materialized. The power of statistical tools can definitely resolve the 
problem to a greater extent. 

The same IoT is accomplished to solve many social and environmental prob-
lems relating to the sustainable supply chain network. The best example for the 
above statement is the intelligent tools that have the potential to identify the amount 
of hazardous chemicals exhausted from the transporting vehicles tangled in the
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supply chain network and thereby providing backup to improve the sustainability 
of the supply chain with environmental considerations. Hence, IoT can be briefed 
as a positive factor to improve sustainability as well. The research article “An Inte-
grated System for Regional Environmental Monitoring and Management Based on 
Internet of Things” [20] focused on climate changes, the study made use of IoT cloud 
computing to forecast the climate bounds mentioned in the article. The IoT-based 
decision making is a double-edged sword as it causes environmental issues due to the 
large dumping of e-waste. Correspondingly, IoT tools can build a strong organiza-
tion, persons and suppliers selection, and so on, while article [21] envisages a similar 
event and discusses how we can use IoT to create strong governments. This is an 
interesting section and needs further discussions as a philosophy of science inherent. 
It is very clear that the possibility of introducing a new statistical methodology along 
with the existing IoT tools will definitely lead to powerful decision making package 
and may not be a fallacy for the future. The article demonstrates the decision making 
capacity of the tool even in the very managerial perspective. 

The very affluent uncertainty in every sort of today’s decision making can be 
addressed only through a probabilistic model which can be easily hold up and 
computerized. The possibility of equipping the supply chain network with condi-
tional probability terms is still not in the arena. Such statistical decision making 
techniques will definitely be able to full fill the needs of many supply chain network 
of today with some probabilistic backup. Another important aspect is the integration 
of competition science into the scenario. Irrespective of the product or supplies, there 
will be certain competition in between the different suppliers involved in the supply 
chain network in order to reduce the deviation from their mean delay time. Taking 
this factor as competition criteria, one model can be developed to perform decision 
making in a competition perspective. The significance of competition science in a 
sustainable supply chain network is evident, the output of the model will individu-
ally analyze each supplier and their competitive advantage, over other suppliers and 
above all how the suppliers contribute to the mean delay of the product to the market. 
The probabilistic results will be very helpful to end up in more proper and practical 
decisions with reference to delay time in the supply chain; however, currently, very 
few studies confessed the possibility of probabilistic science in the field of sustainable 
supply chain network. This is the huge literature gap noticed in the area. On imparting 
the probabilistic-adjacency metric for network analysis along with the probabilistic 
competition science model taken together determines the behaviour and trustworthy 
of individual supplier involved in the chain [22–24]. This will certainly serve better 
strategy for proper decision making. The feasibility of statistical tools coped up with 
the existing IoT tools and computerization, in order to attain maximum performance, 
still remains as a relevant concern of modern industries. This signifies the importance 
of introducing less complicated statistical approach in the area, with more appli-
cable decisional outcome, based on probabilistic values and current dynamism. The 
perception of circular economy discloses the importance of intra-supplier network 
to improve the overall efficiency of the supply chain network as well. This shows 
the necessity of a model which is suitable to peep into the intra-supplier interactions 
concurrently [25].
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The major focus of the article is on the possibility of developing statistical tech-
niques by considering the dynamic competence to create a powerful decision making 
tool appropriate for sustainable supply chain network analysis. The objective of the 
work is to improve the quality of the sustainable supply chain outcomes with a 
suitable decision support system for decision making process. 

2 Mathematical Modelling 

The mathematical modelling proposed includes two different sections. The former 
includes the mathematical model to calculate the natural risk involved at each node of 
the supply chain network. This probabilistic model helps to identify the deployment 
of natural risk in terms of probability values using the concept of probabilistic adja-
cency matrix and conditional probability. The latter part is about including competi-
tion science into the system, in order to analyze each supplier individually and their 
impact on the overall delay of the product to the market. This is done with a view to 
highlight the mean delay time, corresponding probabilistic values of realization at 
different nodes and thereby assisting better decision making. 

2.1 Supply Chain Network Analysis Using Probabilistic 
Adjacency Matrix 

Adjacency matrix is the matrix representation of all possible interaction between 
different nodes in any supply chain network. These interactions may be refereed 
to be of any kind like transportation of data, material manpower correlation and 
so on. In deterministic perspective the elements of adjacency matric are zeros and 
ones, because there are only two possibilities that exist, whether there is guaranteed 
interaction or not. If the interaction is certain then the element in the adjacency matrix 
will be one (aij = 1) and if not the corresponding element will be zero (aij = 0). The  
adjacency matrix A can be represented mathematically as follows 

A = 

⎛ 

⎜⎝ 
a11 . . .  a1n 
... ai j  

... 
am1 · · ·  amn 

⎞ 

⎟⎠ ∀i, j ≤ m, n & ai j  = 1, interactions 
0, non - interactions 

(1) 

where the numerical values of m, n will be the same and are equal and represent the 
total number of nodes present in the supply chain network. Also, aij /= aji provided 
there is no double-sided interaction possible, and, aij = aji = 1. If there is such 
interactions exist. Consider a four-node network and the corresponding adjacency
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Fig. 1 a Pictorial representation of a network and b Adjacency matrix for the network shown in 
(a) 

matrix as shown in Fig. 1a, b meant for a better understanding of the concept of 
adjacency matrix. 

There are certain situations where some interactions may not be completely deter-
ministic in nature and at the same time have some probabilistic constraints. Coming to 
practical situations most of our interactions are likely to be of probabilistic by nature. 
Hence, more focus should be given to address the problem in a probabilistic point 
of view. Let us consider the case Fig. 1a, b for better understanding of the situation 
described. If all the interactions in Fig. 1a, b are not deterministic ones, then we have 
to talk about the possibility of nodes getting interacted one another corresponding to 
each link given. Hence the resulting probabilistic adjacency matrix will be generally 
different from that of a deterministic case given above and is demonstrated below in 
Fig. 2a, b. 

The idea of conditional probability is more significant as the supply chain network 
is itself engaged with some product, process and data flow between different nodes. 
Consider a thought experiment; we are expecting one failure in one of the assembling 
unit (AU) in our manufacturing process. Suppose this single failure is quite certain 
to occur, then as per production flow, the probability of happening of this failure (P 
(f)) at the very first unit is least compared to other nodes (assuming the process flow

Fig. 2 a Pictorial representation of a network with probabilistic interactions at different node 
b Adjacency matrix for the same network (a) 
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to be in series). Moving towards the final unit, the probability of occurrence of this 
single failure at the node gets increased as well. A similar situation corresponding 
to a parallel connected AU network is shown in Fig. 3a, b. Here the situation is 
relatively easy to handle as it is connected in series. However, if the network is more 
complicated with different branches of interactions, it would be difficult to obtain the 
distribution of the natural pass through probability associated to the different nodes 
of the network. 

In the case of a supply chain network, the network may not be as simple as judged 
in the series and parallel connected cases described above. The natural pass through 
chances and risk probability associated with each node will be a function of the 
various links tangled with the corresponding node. Let the pass through possibility 
of a particular ith node be expressed as a function, say Fi. Hence the natural risk 
involved in that particular node will be, (1–Fi), Likewise, the risk probability be 
represented by Ri. The incoming links towards a particular node is expressed as 
I ij, where i represents the corresponding node to which it is associated with and j 
represents towards which node respectively. Similarly, the outcoming links towards 
a particular node can be expressed as Oij, where i represents the corresponding node

Fig. 3 a Pictorial representation of the assembling units in a network, connected in series, of a 
manufacturing process with corresponding conditional probability of a single failure at one of the 
nodes and, b represents the pictorial representation of the parallel connected network of assembling 
units of a manufacturing process with corresponding conditional probability of single failure at one 
of its nodes 
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to which it is associated with and j represents leaving from which node respectively. 
The total links can be represented into a single set {Qij}. 

Where,
{
Qi j

} = {
Ii j  , Qi j

}∀i, j, ∈ N i, j ≤ m, n (2) 

Theorem 1 In order to allocate conditional probability (Pij) for choosing a particular 
link (i, j) (pass through probability), a logical methodology is proposed. That is if the 
node diverts into different links the probability of the previous link is shared among 
the newly proceeding links along with a predefined weightage w (Oiy) allocated 
already (based on different factors under consideration). If there is no such weightage 
allocated to the links, then these probabilities will be uniformly distributed. 

If there is no further connectivity available in a node (the node itself is an end of 
the network), we should assume a hypothetical link with some probabilistic value. 
If the possibility of further extension of the node is null, we consider this probability 
as 0 and if quite certain it is taken as 1. However, in most of the cases, it is only 
probable, not certain and hence, often has to allocate an appropriate probability term 
subjectively or otherwise better consider 0.5 as this probability, which shows a 50– 
50 chance. The hypothetical link can be represented as diagonal elements in the 
conditional probability matrix (P). 

Pi j  = 
w(Oiy) 

m,nΣ
r=1 

Pr j  

m,nΣ
y=1 

w(Oiy) 
∀i, j, r, y ∈ N , i, j, r, y ≤ m, n (3) 

The elements of probabilistic adjacency matrix (aij) can be incorporated along 
with Eq. (3) to estimate the total pass through chances. Hence the natural risk involved 
in each node of the supply chain network can be expressed as 

Ri = 1 − φ
({
ai j  .Pi j

}) ∀i, j ∈ N , i, j ≤ m, n (4) 

The selection of function φ totally depends on the situation where it is used 
and can be a simple mean or more complicated function. The model is more rele-
vant where the multi-supplier interaction is active. The circular economy is the best 
example to be incorporated here. Though the model is developed in a more general 
way, it can be equally implanted well on a circular economic model or environment 
where complicated network is quite visible in between supplier—supplier, supplier— 
manufacturer and manufacturer—manufacturer unit. Let’s focus on the impact on 
the corresponding risk probabilities through allocating different known functions of 
φ. This may include functions like those of simple mean, geometric and harmonic 
mean.
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2.1.1 Simple Arithmetic Mean Function 

In the simple arithmetic mean function (5), the probabilistic weightage is more 
towards the higher probabilities and this will give more dominance towards the 
links getting active earlier than those coming later. Hence this mean function helps 
to estimate the associated risk probabilities, attaching more weightage towards the 
initially active links. 

φi
({
ai j  .Pi j

}) = 

m,nΣ
j=1 

ai j  .Pi j  

n
({
Ii j

} ∪ {
Oi j

}) ∀i, j ∈ N i, j, ≤ m, n (5) 

where n ({I ij}∪{Oij}) represents the total number of links attached with ith node. 
Therefore, Eq. (4), in terms of simple arithmetic mean function, will be, 

Ri = 1 − 

m,nΣ
j=1 

ai j  .Pi j  

n
({
Ii j

} ∪ {
Oi j

}) ∀i, j ∈ N i, j, ≤ m, n (6) 

This arithmetic mean is needed to identify the associated natural risk at different 
nodes in terms of delay time perspective, as the links with higher delay time are given 
higher weightage. The same function is also applicable to measure the corresponding 
data transferring rate on account of risk deployment as well. 

2.1.2 Geometric Mean Function 

As we are aware, Geometric Mean generally performs better in economic and finan-
cial data analysis and is especially used for developing stock indexes as well. Majority 
of the value line indexes maintained by financial experts make use of GM as their 
averaging tool. In this type of index, all stocks have equal weights, regardless of 
their market capitalizations or prices. The index is calculated by taking the geometric 
average of the percentage change in prices of each stock. 

φi
({
ai j  .Pi j

}) = 

⎡ 

⎣ 
m,nΠ
j=1 

ai j  .Pi j  

⎤ 

⎦ 
1
/
n({Ii j}∪{Oi j}) 

∀i, j ∈ N (7) 

Therefore Eq. (4), in terms of geometric mean function, will be, 

Ri = 1 − 

⎡ 

⎣ 
m,nΠ
j=1 

ai j  .Pi j  

⎤ 

⎦ 
1
/
n({Ii j}∪{Oi j}) 

∀i, j ∈ N i, j, ≤ m, n (8)
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2.1.3 Harmonic Mean Function 

The harmonic mean is largely used in the risk assessment related to finance. 
The weighted harmonic mean is used in finance to average the multiples like the 
price-earnings ratios because it gives equal weight to each data point. Using a 
weighted arithmetic mean to average these ratios would give greater weight to high 
data points than low data points because price-earnings ratios aren’t price-normalized 
while the earnings are equalized. This method is more appropriate for rate-related 
factors like price rate, data transfer rate, rate of delay time, and so forth. 

φi
({
ai j  .Pi j

}) = 
n
({
Ii j

} ∪ {
Oi j

})
m,nΣ
j=1

(
ai j  .Pi j

)−1 
∀i, j ∈ N i, j, ≤ m, n (9) 

Therefore Eq. (4) in terms of harmonic mean function, will be, 

Ri = 1 − 
n
({
Ii j

} ∪ {
Oi j

})
m,nΣ
j=1

(
ai j  .Pi j

)−1 
∀i, j ∈ N i, j, ≤ m, n (10) 

The three Eqs. (6), (8), (10) are in fact deduced from the main Eqs. (2), (4) and 
provide the three different ways to assess the natural risk involved in the supply chain 
network, in any sector. However, the feasibility of each equation is entirely dependent 
on the situation involved and the criteria related to the risk factors associated with 
delay time, data transfer rate, economic and financial constraints, and so on. 

2.2 Intra-node Competition Model in the Supply Chain 
Network 

Intra-node competition may be referred to as competition between different nodes 
of the sustainable supply chain network. Despite of the deployment of natural risk 
along the nodes, the competition between nodes also affect the overall efficiency of 
the supply chain network. Here, the total number of nodes present in the system is 
more important than the possible links present in between them. If all the competitors 
(nodes) are competing to achieve certain goal within a competition criteria, and have 
defined levels or rank among these nodes, then the outcome probability of each 
rank or level (here the different clusters of nodes of supply chain network) will 
be variant in accordance with the number of failure gates assigned. The concept of 
number of failure gates and the equations of outcome probabilities are well explained 
by Srinivas in the article [2]. The numerical totality of all adverse effects in the 
competition, ultimately results in the betterments, in terms of performance, of low
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standard competitors (nodes of supply chain network), which is termed as the number 
of failure gates λ. 

Theorem 2 If there are different nodes involved in the competition, with some 
defined competition criterion that permits the competing nodes in the network to be 
classified themselves into clusters of different ranks (n) or levels, then there exists an 
equilibrium rank (ne) or level with some probabilistic value (P (ne)) of its occurrence 
in the corresponding rank-probability distribution and remains independent of the 
number of failure gates λ assigned. 

From the competition model developed in article [2], the mathematical expression 
for the outcome probability is, 

P(n) = 
λn1 RM−2 +

(
M 
2 − λ

)
n2 RM−2 

RM 
(11) 

where, RM is the number of all possible competition arrangements for M ranked 
competition, RM-2 denotes the total number of competition arrangements among M 
competitors through fixing one of the competitors and, n1 and n2 represent the total 
number of nodes in front of the nth level and below the nth level respectively. MC2 

is the total number of combinations of M levels and hence, M = n1 + n2 + 1, RM= 

MC2 RM-2. 
The general Eq. (11) together with the Theorem 2 indicates the existence of the 

equilibrium rank and corresponding equilibrium probability as given below, where 
ne1 and ne2 represent the total number of nodes in front of the neth level and below 
the neth level, respectively. Thus, 

P(ne) = 
λne1 +

(
M 
2 − λ

)
ne2 

MC2 
∀ λ ∈ R 0 ≤ λ ≤ M

/
2 (12)  

Since we are considering clusters of nodes having the same rank or level, it’s 
reasonable to sum up these individual nodes (A (ni)) all together (frequency of nith 
rank). 

Therefore, 
ne−1Σ
i=1 

A(ni ) = ne1 and 
MΣ

i=ne+1 

A(ni ) = ne2 (13) 

On substituting Eqs. (13) on (12) we have  

P(ne) = 
λ 

ne−1Σ
i=1 

A(ni ) +
(
A 
2 − λ

) MΣ
i=ne+1 

A(ni ) 

AC2 
∀ λ ∈ R, 0 ≤ λ ≤ A

/
2 (14)  

where, λ
Σne−1 

i=1 A(ni ), the total number of nodes available.
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Fig. 4 a Frequency distribution of number of suppliers in a cluster having a certain rank or level, 
and b Deviation in delay time from their mean delay time and its corresponding probability of 
realization or occurrence 

The model pictorially represented in Fig. 4a, b is shown below for better under-
standing of the system mentioned above. The competition criteria considered here is 
the delay time deviation from the mean delay time. All those suppliers having less 
deviation from their mean delay time are ranked top and clustered under different 
level or rank. The frequency distribution of each cluster (represented as strip) is given 
in Fig. 4a. The corresponding expected plot for mean delay time and its probability 
of occurrence with reference to the Eq. (14) is given in Fig. 4b. The term equilibrium 
deviation discussed here is nothing but the expected deviation in delay time from 
their mean delay time, represented by ne. The associated probability of the realiza-
tion of this expected deviation from the mean delay time is obviously related to the 
distribution of the frequency of each cluster, magnitude of the frequency of suppliers 
in a particular cluster, and number of clusters formed. Hence, when all the suppliers 
are in competition to reduce their deviation from the mean delay time, the proba-
bility of its happening will be generally different, represented by P(ne). Moreover, 
the existence of this equilibrium condition will be independent of the number of 
failure gates assigned and can be derived through equating Eq. (14), for two different 
number of failure gates λi and λ k, or simply taking ne as the nth portion where the 
better and worse halves get separated, that is, where

Σn−1 
i=1 A(ni ) = ΣM 

i=n+1 A(ni ). 

3 Implementation of the Model Developed 

The mathematical model developed here helps to manage the risk involved in each 
node of the supply chain network by measuring the natural risk probability on 
that particular node using the corresponding probabilistic adjacency matrix and the 
conditional probability attached. The mathematical philosophy behind this model 
is already explained in Theorem 1. Whilst the implementation of this competition 
model paves the path to identify the possibility of imposing a suitable competition
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criteria like: deviation from mean delay time of the supplier, at different nodes with 
their corresponding probabilities of occurrence, makes the model itself practically 
relevant and equally applicable. In addition to this model, one should aware of, other 
operations like the environment-related LCA analysis that can be incorporated with 
the existing model for better decision outcomes of the supply chain. This related 
LCA analysis will very well include the associated environmental impact of the 
supply chain caused by transportation, industrial smoke, and other factors concerned. 
However, this article tries to be more specific on the mathematical model, within a 
probabilistic purview, accounting for the existing dynamism persistent in the modern 
supply chain network. The flow chart for the methodology for making more accurate 
decision making is presented in Fig. 5. The problem is how to make the supply chain 
more sustainable through developing more feasible and powerful decision making 
tools or revamping the existing decision support system (DSS) itself. While doing 
so, the two individual objectives of the study have to be well defined. The first 
one is to improve the quality of the entire decision making process itself and the 
second one is maintaining the environmental friendliness. The quality of decision 
making can be improved through empowering the existing DSS by considering the 
quite inherent supply chain risk management and suitable competitive probabilistic 
model in account. The environmental factors still remain significant to make a supply 
chain more sustainable and eco-friendly. However, the environmental friendliness of 
supply chain and related LCA analysis is out of coverage of this present study. The 
DSS components are briefly classified into three. The first one is the extraction of the 
required data; this is nothing but data mining, the extracted data then goes through 
logical and computerized platform for further analysis and hence leads to productive 
results. This forms the second component. The final component of the DSS is the 
user interface system. The results of the analysis after being exported to the user 
interface system without any muddles, the same user interface system delivers them 
to the manager or user in a readable and accessible format. This may include graphs, 
bar charts, and so on. The mathematical chapters in DSS can be therefore generally 
classified as software and statistical tools.

There are a few different ways to classify the DSS, in the application perspec-
tive. DSS may not be fully deployed into a specific category but conveniently a 
blend of at least two structures is possible. Some authors [22] categorized DSS 
into the accompanying six structures: database-oriented DSS, text-oriented DSS, 
spread sheet-oriented DSS, rule-oriented DSS, solver-oriented DSS, and compound 
DSS. A compound DSS is the most common among these; it is a hybrid frame-
work that incorporates at least two of the five essential structures. The decision 
support provided by DSS can be divided into three interrelated categories [23], that 
is, Personal Support, Organizational Support, and Group Support. Finally, the DSS 
segments can be classified further into four, input, user knowledge and expertise, 
output, and decisions. 

The overall representation of DSS parts in the sustainable supply chain network 
is represented in the Fig. 6. How the mined data gets transferred in the system and 
the different steps taken are shown in Fig. 6. The same model is used to analyze the 
supplier–manufacturer case study in the following section.
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Fig. 5 Flow chart of the objectives and related DSS components to improve the quality of the 
decision making process

Fig. 6 Schematic model for the DSS equipped with the competitive science deployed in the supply 
chain network highlighting the flow of data through the DSS 

The data from the supplier–manufacturer environment related to the deviation 
from their mean delay time is extracted using a data mining tool. The extracted 
data regarding the deviation from the mean delay time for each supplier is further 
transferred to the decision support system, which is equipped with the inherent risk 
analysis, using an adjacency matrix and conditional probability and the risk involved 
in the total delay time for the product to get manufactured in the light of competition
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science. The objective of the study is mainly focused on these two tools referred 
to inside the red-colored box shown in Fig. 6 above. The results obtained in the 
study are then carried to the user interface and from there to the manager. This well-
deployed data and results can be transferred to a cloud or to the manufacturer itself, 
and ultimately be helpful to improve the quality of decision making process. 

4 Case Study—In an Orthopedic Footwear Manufacturer 
Perspective 

A contextual study is incorporated along with the mathematical model introduced 
in the former sections. The key objective of the case study is to understand practical 
feasibility of the model developed. The case study is carried out in a manufacturer 
perfective along with the three major influencing suppliers involved. The concept 
of circular economy is also stitched up on, as the intra-supplier interactions are 
considered. 

4.1 Description of the Problem 

The orthopedic footwear manufacturer having their manufacturing unit located in 
Kunnamangalam, Kerala, India, required three major different supplies for its produc-
tion. These include fiber sole, rubber, and leather. Three different suppliers are located 
in different geographical locations, as shown below, to fill the demand of the manu-
facturer. Fundamentally two networks are assigned here, one is meant to describe the 
possible data exchange in between different nodes of the supply chain and the second 
refers to the material transfer network associated with the problem. The two networks 
along with the geographical deployment of the different suppliers and the manufac-
turer concerned are given in Fig. 7a, b shown below. The direction of iteration in the 
same representation is made using the arrow symbol. 

Fig. 7 a Network of data transfer in between the suppliers and the manufacturer in the supply chain 
b Material transfer network in between the same suppliers and manufacturer in the supply chain
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The possibility of a circular economy is also attached here; focusing on the link 
(2–3) which represents the material transfer network between suppliers, and where 
the excess waste chemical and dust powders like dimethyl amine find useful in leather 
industry to remove the hair parts in the leather. Hence the circular economy exists in 
between suppliers in order to reduce wastage and other economic benefits, resulting in 
more sustainability. Likewise, the probabilistic adjacency matrix is provided for both 
data transfer and material transfer networks discussed above. Since almost all links 
in the network are almost most likely to occur, they are given a very high probability 
like 0.9, as done here. However, the probability of occurrence of links like (2–3) 
in the material transfer network is generally less compared to those that are almost 
certain to occur, the probability assigned them is 0.5. The probabilistic adjacency 
matrix for adjacency matrix for data transfer network is represented by (AData) and 
the corresponding material transfer network by (AMaterial). Hence the associated AData 

and AMaterial are put in the form given below (considering the manufacturer as the 
fourth node in the network). 

AData = 

⎛ 

⎜⎜⎝ 

1 0 0  0.9 
0 1 0  0.9 
0.9 0.9 1 0.9 
0 0  0.9 1  

⎞ 

⎟⎟⎠ (15) 

AMaterial  = 

⎛ 

⎜⎜⎝ 

1 0  0  0.9 
0.5 1 0 0.9 
0 0  1  0.9 
0 0  0 1  

⎞ 

⎟⎟⎠ (16) 

In addition to this, the deviation of the delay time of different suppliers in the 
system in the last six months was observed and plotted and treated as the stan-
dard deviation of the distribution of the associated delay time data. To achieve 
complete production, it is required to consider other direct suppliers involved other 
than the three major suppliers already discussed. Here, in this particular case study, 
11 more small suppliers participate in the supply chain. Now the total number of 
suppliers becomes 14 altogether. The geographical deployment of these suppliers is 
represented in Fig. 8.

The mean delay time taken by each supplier in the last six month is tabulated and 
given in Table 1, along with their standard deviation.
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Fig. 8 The geographical deployment of all 14 direct suppliers involved in the supply chain. The 
three major suppliers are represented inside the red-colored circle

Table 1 Mean delay time and standard deviation of each supplier involved in the supply chain 

Supplier Supply Mean delay time (days) Standard deviation 

Supplier #1 Leather 1.5 0.2 

Supplier #2 Rubber 2 0.6 

Supplier #3 Fiber sole 4 0.1 

Supplier #4 Supply #4 0.5 0.1 

Supplier #5 Supply #5 2 0.2 

Supplier #6 Supply #6 3 0.4 

Supplier #7 Supply #7 5 0.8 

Supplier #8 Supply #8 5 1 

Supplier #9 Supply #9 1 0.8 

Supplier #10 Supply #10 2.5 0.1 

Supplier #11 Supply #11 6 0.2 

Supplier #12 Supply #12 5 0.5 

Supplier #13 Supply #13 2 0.6 

Supplier #14 Supply #14 1 0.3 

4.2 Inherent Risk in the Supply Chain Network 

Inherent risk associated with the supply chain network can be analyzed using the 
model developed. In this connection, two different networks can be observed. The 
first one is about data transfer and the second deals with the associated material
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transfer. Hence the network analysis for inherent risk is studied under two respective 
Sects. 4.1 and 4.2. 

4.2.1 Inherent Risk Involved in Data Transferring Network 

As described in Sect. 4.1, the data transferring network (Fig. 7a) is separately iden-
tified from Fig. 9 along with the probability allocated to the hypothetical links. The 
concept and importance of these hypothetical links are well explained in Sect. 2.1. 
Since the data transferring network is assumed to have null data transfer outside 
the network, a probability equal to 0.0 can be deployed along the hypothetical links 
of the suppliers concerned. However, the data output from the manufacturer still 
remaining as a case of uncertainty, due to possible fluctuations in demand and other 
factors. Hence, an average probability is given to the hypothetical link corresponding 
to the manufacturer. Figure 9, therefore, represents the data transferring network and 
the hypothetical links associated. The conditional probability (using Eq. 3), origi-
nating from manufacturer perspective, is allocated, above to each link of the data 
transferring network, as shown below. 

Assuming every link has equal weightage throughout the network. Therefore, 

w(Oiy) = 1∀ i, y ∈ N , i, y ≤ m, n (17) 

We have the total links available in the network as,

{
Qi j

} = {
Ii j  , Oi j

} = {{
Ii j

} ∪ {
Oi j

}}

= {Q11, Q14, Q22, Q24, Q31, Q32, Q33, Q44} ∀ i, j ∈ N , i, j ≤ 4 (18) 

The conditional probability matrix P obtained from 2.3,

Fig. 9 Data transferring network with the conditional probability allocated above to each link. The 
plot also comprises the hypothetical link and corresponding probability at each node 
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P = 

⎛ 

⎜⎜⎝ 

0 0  0  0.5 
0 0  0  0.5 
0.5 0.5 0  1  
0 0  1  0.5 

⎞ 

⎟⎟⎠ (19) 

Also, the probabilistic adjacency matrix for the data transferring network is given 
in the problem description (refer to Eq. 15). On account of the Eqs. 15 and 19, the  
collection of product elements {aij Pij} becomes

{
ai j  .Pi j

} = 

⎛ 

⎜⎜⎝ 

0 0 0  0.45 
0 0 0  0.45 

0.45 0.45 0 0.9 
0 0  0.9 0.5 

⎞ 

⎟⎟⎠ (20) 

On assuming the data operation as a simple mean function (the later analysis 
being regarding the delay time, simple mean function is more relevant here), the 
probability of happening (φ) of the product element may be calculated using the 
Eq. 5 mentioned above in Sect. 2.1.1, as given below. 

φi
({
ai j  .Pi j

}) = 

4Σ
j=1 

ai j  .Pi j  

n
({
Ii j

} ∪ {
Oi j

}) ∀ i, j ∈ N , i, j ≤ 4 (21) 

And correspondingly the risk probability attached can be calculated using Eq. 6. 
Hence, Eq. 6 becomes, 

Ri = 1 − 

4Σ
j=1 

ai j  .Pi j  

n
({
Ii j

} ∪ {
Oi j

}) ∀ i, j ∈ N , i, j ≤ 4 (22)  

The risk probability associated with each node is calculated using the Eq. (22). 
These results are represented in Table 2. 

The maximum risk probability in the data transfer network is with regard to the 
leather and rubber suppliers and the minimum risk probability is on the side of the

Table 2 Inherent risk probability associated with each node in data transferring network 

Node Supplier Supply Probability of happening (φi ) Risk probability 
(Ri ) 

1 Supplier #1 Leather 0.30 0.70 

2 Supplier #2 Rubber 0.30 0.70 

3 Supplier #3 Fiber sole 0.54 0.46 

4 Manufacturer #1 – 0.64 0.36 
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manufacturer itself. It is clearly visible that data volatility toward the manufacturer 
is very smooth compared to other nodes since every node itself communicating to 
the manufacturer will reduce the risk probability of the manufacturer in the data 
transferring network. 

4.2.2 Inherent Risk Involved in Material Transferring Network 

The material transferring network (Fig. 7b) can be independently identified from 
Fig. 10 together with the probability allocated to the hypothetical links created. Since 
this data-transferring network has an uncertainty over their preceding nodes, it is 
better to allocate a probability of 0.5 along the supplier’s hypothetical links. Similarly, 
the material output from the manufacturer is still a case of uncertainty, the probability 
along the manufacturer’s hypothetical link can be assumed to be 0.5 (providing 50– 
50 chances). Figure 10, represents the material transferring network along with the 
hypothetical links associated. The conditional probability (using Eq. 3), originating 
from manufacturer perspective, allocated above to each link of the data transferring 
network is given below. 

Assuming every link has equal weightage throughout the network, W (Oiy) = 1 ∀ 
i,y ε N, i,y ≤ m,n 

As in the previous section, we have the total links available in the network as,

{
Qi j

} = {
Ii j  , Oi j

} = {{
Ii j

} ∪ {
Oi j

}}

= {Q11, Q14, Q21, Q22, Q24, Q33, Q34} ∀ i, j N  , i, j ≤ 4 (23) 

The conditional probability matrix P is obtained as

Fig. 10 Material transferring network together with the conditional probability allocated to each 
link. The plot further comprises the hypothetical link and corresponding probability at each node 
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P = 

⎛ 

⎜⎜⎝ 

0.5 0 0  0.125 
0.25 0.5 0  0.25 
0 0  0.5 0.5 
0 0 0 0.5 

⎞ 

⎟⎟⎠ (24) 

Also, the probabilistic adjacency matrix for the material transferring network is 
given in the problem description (refer Eq. 15). On account of the Eqs. 15 and 24, 
the collection of product elements {aij Pij} becomes

{
ai j  .Pi j

} = 

⎛ 

⎜⎜⎝ 

0.5 0 0  0.1125 
0.125 0.5 0  0.225 
0 0  0.5 0.45 
0 0 0 0.5 

⎞ 

⎟⎟⎠ (25) 

On assuming the data operation as a simple mean function (because the later 
analysis is regarding the delay time, simple mean function is found more applicable 
here), the probability of happening (F) may be calculated using the Eq. 5 mentioned 
in Sect. 2.1.1. 

φi
({
ai j  .Pi j

}) = 

4Σ
j=1 

ai j  .Pi j  

n
({
Ii j

} ∪ {
Oi j

}) ∀ i, y ∈ N , i, y, ≤ 4 (26) 

And the corresponding risk probability attached can be calculated using Eq. 6. 
Hence, Eq. 6 becomes, 

Ri = 1 − 

4Σ
j=1 

ai j  .Pi j  

n
({
Ii j

} ∪ {
Oi j

}) ∀ i, y ∈ N , i, y ≤ 4 (27) 

The risk probability associated with each node is calculated using the Eq. (27). 
The results are thus represented in Table 3. 

From the table above, the maximum risk probability in the data transfer network 
is along the leather supplier and the minimum risk probability is with the fiber sole

Table 3 Inherent risk probability associated with each node for material transferring network 

Node Supplier Supply Probability of happening (φi ) Risk probability 
(Ri ) 

1 Supplier #1 Leather 0.29 0.71 

2 Supplier #2 Rubber 0.30 0.70 

3 Supplier #3 Fiber sole 0.50 0.50 

4 Manufacturer #1 – 0.34 0.66 
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supplier. Since the fiber sole supplier has very direct network with the manufacturer, 
it is reasonable to have minimum risk associated to the same supplier as compared 
to other suppliers in the material transfer network. 

Intra-Supplier competition in terms of deviation from their mean delay time 

The mean delay time and corresponding standard deviation are given in the problem 
description mentioned in Sect. 4.1 (Table 1). The actual plot for the delay time is 
given in Fig. 11, assuming the delay time normally distributed. 

The 14 suppliers can be classified and clustered into different groups based on 
their corresponding standard deviation of delay time for supplying. Each cluster size 
is assumed to be 0.2, and the group with less standard deviation is ranked at the 
top. Table 4, is the classification of the different suppliers based on their standard 
deviation. 

The different ranked clusters can be separately represented using a bar chart where 
the total number of suppliers involved in the supply chain is nothing but the frequency 
of the corresponding cluster. According to the competition science, the frequency of 
the cluster has a significant role in the outcome probability of each rank and thereby 
the outcome probability of the supplier attached to each cluster. Figure 12 indicates 
the bar chart representation of the clustered suppliers based on standard deviation as 
mentioned above.

Fig. 11 The graphical representation of delay time for different suppliers with their corresponding 
standard deviation, assuming the delay time normally distributed 

Table 4 Cluster classification of the 14 suppliers based on standard deviation 

Cluster size (in terms of standard 
deviation) 

Suppliers Total number of suppliers 

0.0–0.2 (rank #1) Supplier #1, #3, #4, #5, #10, #11 6 

0.2–0.4 (rank #2) Supplier #6, #14 2 

0.4–0.6 (rank #3) Supplier #2, #12, #13 3 

0.6–0.8 (rank #4) Supplier #7, #9 2 

0.8–1.0 (rank #5) Supplier #8 1 
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Fig. 12 Bar chart 
representation of all 
clustered ranks based on the 
standard deviation of each 
supplier 

Since there are 14 suppliers available, the maximum number of failure gate is 7, 
refer [2]. The outcome probability of each rank can be measured using the general 
equation for (14). That is 

P(n) = 
λ 

n−1Σ
i=1 

A(ni ) +
(
14 
2 − λ

) 5Σ
i=n+1 

A(ni ) 

14C2 
∀ λ ∈ R0 ≤ λ ≤ 14

/
2 (28) 

where, A = Σ5 
i=1 A(ni ) = 14, the total number of suppliers available. 

The outcome probability for rank n can be calculated using Eq. 28 and according 
to Theorem 2, the equilibrium rank and probability can be measured. Let’s consider 
the number of failure gate λ as 0 to 7. Table 5 represents the probability distribution 
of each rank for different number of failure gates. 

The graphical representation for the outcome probabilities is plotted in the graph 
given below. The number of failure gate is taken from 0 to 7 with an interval of 1, the

Table 5 Probability matrix for different ranked clusters based on number of failure gates 

Number of failure gates (λ) Ranks provided for the clusters 

1 2 3 4 5 

0 0.6153 0.4251 0.2307 0.0769 0.0000 

1 0.5274 0.4351 0.2857 0.1868 0.1428 

2 0.4395 0.4450 0.3406 0.2967 0.2857 

3 0.3516 0.4552 0.3956 0.4065 0.4285 

4 0.2637 0.4615 0.4505 0.5164 0.5714 

5 0.1758 0.4651 0.5054 0.6263 0.7143 

6 0.0879 0.4753 0.5604 0.7362 0.8571 

7 0.0000 0.4851 0.6153 0.8461 1.0000 



496 C. Sreerag et al.

Fig. 13 Graphical 
representation of outcome 
probabilities of differently 
ranked supplier clusters for 
various number of failure 
gates, ne represents the 
equilibrium cluster rank and 
P(ne) represents the 
corresponding outcome 
probability 

equilibrium rank or position ne and its corresponding probability P(ne) is observed 
and represented in the plot given as Fig. 13. 

It is clear from the graph plotted above Fig. 13, the equilibrium rank ne is in 
between 1 and 2 and very closer to 2nd position or rank. Therefore, the expected 
standard deviation of delay time the product gets finished will be near to 2nd rank or 
clearly near to the standard deviation of delay time ranging 0.2 to 0.4. The outcome 
probability of realization of this particular deviation from the delay time is observed 
to be in between 0.4 and 0.5, to be specific P(ne) = 0.4615. The maximum probability 
it can reach is up to 0.5. Therefore 0.4615 is a descent probabilistic value one can 
rely on. 

5 Results and Discussions 

In the context of the outcome from the inherent risk analysis on the supply chain 
network mentioned in Sect. 4.2, the two independent networks are analyzed. The 
inherent risk associated with the data transferring network (in terms of percentage) 
is plotted on a bar chat shown in Fig. 14a. Similarly, network analysis is conducted for 
the material transferring network and the risk associated with each supplier and the 
manufacturer itself as represented in Fig. 14b. Since bar graph is a highly effective 
visual tool for use in presentations especially when comparing two different data 
sets, it is reasonable to represent the inherent risk probability with the help of a bar 
chart. These bar charts are highly useful, as they always allow recognizing patterns or 
trends far easier than grasping through some tabular data sets. Let us concentrate on 
Fig. 14a, b for further comparison in between the inherent risks in between suppliers 
and in between the networks itself.

In data transferring network, obviously the inherent risk is very less on the side of 
the manufacturer position. This shows, in communication perspective, that the current 
data transferring network is doing its best to reduce the inherent risk probability
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Fig. 14 a Bar chart of the comparison of probability of happening for each major supplier on 
the data transferring network and material transferring network, b Bar chart of the comparison of 
risk probability for each major supplier on the data transferring network and material transferring 
network

associated with the manufacturer node to a minimum. The leather supplier and rubber 
supplier share a risk probability of 0.7 each. This clearly indicates further focusing 
and intervention on these two suppliers, in particular. The solutions like independent 
and common data cloud with high reliability together with the data transferring 
network can equip the system to reduce this risk to a greater extent, associated with 
the leather and rubber suppliers. Since the fiber sole and design providing supplier 
has lesser risk compared to the other two suppliers, it may be excluded from the 
data cloud, these decisions totally depend up on the management and other social 
indicators. 

Coming to the material transferring network, almost all nodes doomed with high 
risk probability. The maximum risk is yet again shared between leather supplier and 
rubber supplier respectively with risk probability of 0.71 and 0.70 each. The manu-
facturer bares a risk probability of 0.66, this is almost to near to the risk associated 
with the two major suppliers leather and rubber and again quite more than that of the 
risk involved in the fiber sole supplier. 

The impact of hypothetical links and their corresponding probabilities will be 
very much visible in the risk probability of each node and hence, the relative risk 
probability of each supplier in the manufacturer frame of reference helps to measure 
the actual impacts from manufacturer perspective. The risk probability involved in 
the manufacturer node is standardized into 1 and accordingly the variation in the risk 
probability associated with the other nodes is measured. This implies,

(
R1 
i

)
Manu  f  acturer  ⇒ 

(Ri )manu f  acturer 

(Ri )manu f  acturer 
= 1 (29)

(
R1 
i

)
supplier ⇒

(Ri )supplier 

(Ri )manu f  acturer 
(30)
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Fig. 15 a Graphical deployment of standardized risk number for the data transferring network from 
a manufacturer perspective. b Graphical deployment of standardized risk number for the material 
transferring network from a manufacturer perspective 

where, R1 
i represents the standardized risk number. The graphical representation of 

the standardized risk number R1 
i is given in Fig. 15a, b shown below. The figure is 

drawn from a manufacturer perspective with a standardized risk, (R1 
i)manufacturer = 

1. Figure 15 is associated with the data transferring network whilst Fig. 15b about 
the corresponding material transferring network. 

It is clear from Fig. 15a, b, the standardized risk number is very much closely 
distributed in the material transferring network compared to the data transferring 
network. This indicates the risk is more stable and uniformly distributed among 
the nodes, and can be assumed to be more stable from a manufacturer perspective. 
Though the inherent risk probability associated with the manufacturer is less in the 
data transferring network, the network is found to be less stable compared to the 
material transferring network. Hence, there should be some intervention and action 
required to minimize the risk involved in the case of leather and rubber suppliers 
concerned using techniques like reliable data cloud and so on. 

The expected deviation in the delay time is observed to be between 0.2 and 0.4 
with an outcome probability of 0.4615, the result obtained here is fairly decent. 
Though some of the suppliers involved can make more deviation from the delay 
time, the current system tries to manage itself to a lesser deviation in delay time with 
an excellent probability of occurrence. The maximum equilibrium probability P(ne) 
one system can reach is 0.5, here the outcome probability is very much near to 0.5. 
Hence the current distribution of standard deviation of delay time for major and other 
suppliers is affordable if the expected standard deviation in product completion is 
between 0.2 and 0.4. 

In the current situation, already the inherent risk involved in leather and rubber 
suppliers of the material transferring network is fairly high and hence, it is better to 
reduce the standard deviation of the two suppliers. This may definitely contribute to 
reducing the overall stress relief in the supply chain network as a whole.
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6 Conclusion 

The article tried to focus on novel methodologies based on statistical tools that can 
be very well used for better decision making and strategy formulations. One of the 
major targets of the study is the introduction of statistical tools for network analysis 
and the imparting of competition science into the modern supply chain scenario. This 
includes the mathematical and statistical addressing of networks, how the models 
and theorems are defined, and implementation of the statistical tools in the current 
supply chain networks. To emphasize the arguments practically, the article likewise 
incorporated a case study related to orthopedic footware. The purpose of the case 
study was to apply the model developed in a real-time practical situation and was 
clearly found fulfilled in the fourth section of the study. The outcomes from the case 
study conducted were then analyzed in detail. 

• The model developed here consists of two independent sections; one is entirely 
dedicated to the network analysis, and is used to measure the inherent risk proba-
bility involved in each node on a supply chain network. Since the flow direction of 
any entity in any network will have an influence of conditionality, the model very 
well incorporated the possible application of conditional probability in a general 
perspective and thereby used to calculate the inherent risk associated with each 
node of the supply chain network. As the selection of a particular node matters, 
the model made use of probabilistic adjacency matrix instead of a deterministic 
one. This made the model more generalized in character. Though the study intro-
duced a particular method to allot conditional probability over different nodes in 
a supply chain network; there can be more feasible and powerful option to assign 
this conditional probability in the same network as, in general, the assignment 
of conditional probability is more subjective, experience-based, and application-
oriented. The second section of the mathematical modelling focused on the club-
bing of the competition science in the supply chain. The model discussed the 
concept of outcome probabilities, number of failure gates that can be used in 
the supply chain management and the DSS to improve the quality of decision 
making. The model can be easily coped with the software elements and IoT tool, 
and hence, leaves a huge scope for attaching the concept of competition science 
with IoT tools. 

• The case study discussed in the article is very much specific from a manufacturer 
perspective. The mathematical model developed in the former section is applied 
in the case study to analyze the inherent risk probability involved in the case of 
each supplier and manufacturer of the supply chain network. Moreover, using 
the principle of competition science and the corresponding mathematical model 
developed, the deviation from the mean delay time of the product is calculated 
with the probability of occurrence of such deviation. 

• The impact of the two decision support statistical models already discussed in the 
result section, highlighted the relevance of clubbing these models together during 
a decision making process, especially related to the risk involved with regard to 
the leather and rubber suppliers.
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• The above methodology based on less sophisticated statistical tools will defi-
nitely find more application in different spheres of strategic formulations and 
also expected to nurture the already existing decision making tools with addi-
tional information and guidance to face the most complicated social dilemmas 
and associated supply chains of today. 
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Chapter 26 
Reverse Logistics: An Approach 
for Sustainable Development 

Rashmi Ranjan Swain, Swagatika Mishra, and S. S. Mahapatra 

Abstract Any firm’s sustainability performance can be enhanced through effective 
implementation of supply-chain and reverse logistics strategies. Although the reverse 
logistics concepts have been recognized to be very important in developing countries, 
however, the companies’ progress has been hampered owing to certain prevailing 
variables responsible for their sustainable developments. Thus, this study focused 
on identifying the associated variable(s) with reverse logistics practices in the bottle 
manufacturing companies in Odisha (India), and to rank those variables by using the 
technique for order of preference by similarity to ideal solution (TOPSIS) method. 
These research findings will provide a path to the professionals and other decision-
makers in planning for suitable strategies in the reverse logistics-based performances 
in the manufacturing sectors. 

Keywords Reverse logistics · Supply-chain management · Sustainable ·
Development · Bottle manufacturing · Companies · TOPSIS · Ranking · India 

1 Introduction 

In order to improve any firm’s sustainability performance, the role of “Reverse Logis-
tics” has been regarded to be significant in different aspects, such as for cost-savings 
[7], higher sales’ revenue from products that are recovered and/or remanufactured 
[17], enhanced satisfactions of customers [14] with their loyalty [2], and by consid-
erable reduction in carbon footprints, providing positive impacts on climate-change
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as well as global-warming [3], respectively. Moreover, higher competitive advan-
tages are achievable through well-organized and sustainable reverse logistics prac-
tices [9]. Thus, for sustainable development, reverse logistics always have positive 
implications [5, 6, 21]. 

Although the reverse logistics concepts have been recognized to be very impor-
tant in developing countries, however, the companies’ progress has been hampered 
owing to certain prevailing variables responsible for their sustainable developments. 
Thus, this study focused on identifying the associated variables with reverse logistics 
practices in the bottle manufacturing companies in Odisha (India), and to rank those 
variables by using suitable “multi-criteria decision-making (MCDM)” method. 

1.1 Literature 

A wide variety of tools and techniques have been utilized in order to evaluate sustain-
ability in different cases. For instance, on account of weighted sum of product’s 
sustainability aspects, Jaffar et al. [8] represented a model by considering econom-
ical, environmental as well as social aspects for product’s sustainability assessments. 
Both environment as well as ecological factors were considered for a “desalina-
tion plant” to evaluate sustainability [1]. An “environmental impact assessment” 
was performed by Vinodh et al. [20] for an automotive sector by means of “eco-
indicator.” Ticehurst et al. [19] have utilized “Bayesian-network approach” for the 
evaluation of coastal-lakes’ sustainability in New South Wales, Australia. Similarly, 
different researchers have made use of fuzzy-logic-based techniques for evaluating 
sustainability in a range of areas, such as in “petroleum corporation” [22], nation’s 
sustainability judgments [11], in chemical-industry [4], in mining as well as mineral 
segments [10], and in the pandemic situations with the use of Grey-TOPSIS [15], 
respectively. 

2 Methodology 

In this work, five bottle manufacturing companies from Odisha (India) were consid-
ered to analyze their reverse logistics practices for long-term sustainable develop-
ment. Different associated variables with reverse logistics practices were identi-
fied using the literature and subsequent consultation with industry-based experts 
for further analysis. Furthermore, when a number of variables/criteria are involved 
in any problem, then the application of ‘multi-criteria decision-making (MCDM)’ 
methods becomes more useful. For instance, the ‘Grey-theory’ superiority has been 
reported in situations dealing with uncertain information that help in the study of 
judgments by human with uncertainties as well as ambiguities [12, 13]. In different 
areas the “technique for order of preference by similarity to ideal solution (TOPSIS)”
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method has been successfully utilized [16]. Thus, the ranking of the associated vari-
ables with reverse logistics practices in the bottle manufacturing companies/units 
was made based on the TOPSIS method. 

2.1 TOPSIS Method 

The linguistic variables, i.e., criteria weights as well as the criteria ratings (⊗ GN) 
in terms of grey numbers by using “1–7 scale” were illustrated in Table 1. 

The sequence of steps in the “Grey-TOPSIS” method included the following: 
Step 1: With the formation of a decision-makers’ committee, the criteria weights 

were identified for alternatives (variables). By assuming “P” number of persons in 
the decision group, the criteria weight can be determined as: 

⊗w j = 
1 

P

(⊗w1 
j + ⊗w2 

j +  · · ·  +  ⊗wP 
j

)
(1) 

where, ⊗wP 
j (j = 1, 2, . . . ,  n) denoted the criteria weight of Pth decision-makers’. 

Step 2: By using the linguistic-variables, the rating values were obtained as: 

⊗GNi j  = 
1 

K

(⊗GN  1 i j  + ⊗GN  2 i j  +  · · ·  +  ⊗GN  P i j

)
(2) 

where, ⊗GN  P i j  (i = 1, 2, …, m; j = 1, 2, …, n) denoted ‘criteria rating-value of Pth 

decision-makers’. 
Step 3: The grey decision-matrix with ⊗GNi j  as linguistic-variables on the basis 

of grey numbers was established as: 

GDM  = 

⎡ 

⎢⎢ 
⎢ 
⎣ 

⊗GN11 ⊗GN12 . . .  ⊗GN1n 

⊗GN21 ⊗GN22 · · ·  ⊗GN2n 
... 

... 
. . . 

... 

⊗GNm1 ⊗GNm2 · · ·  ⊗GNmn 

⎤ 

⎥⎥ 
⎥ 
⎦ 

(3)

Table 1 Scale of criteria 
weights (⊗w) and criteria 
ratings (⊗GN) 

Scale ⊗w ⊗GN 

Very-low (VL) [0.0, 0.1] [0, 1] 

Low (VL) [0.1, 0.3] [1, 3] 

Medium–low (ML) [0.3, 0.4] [3, 4] 

Medium (M) [0.4, 0.5] [4, 5] 

Medium–high (MH) [0.5, 0.6] [5, 6] 

High (H) [0.6, 0.9] [6, 9] 

Very-high (VH) [0.9, 1.0] [9, 10] 
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Step 4: Normalizing the grey decision-matrix as: 

GDM∗ = 

⎡ 

⎢⎢ 
⎢ 
⎣ 

⊗GN  ∗11 ⊗GN  ∗12 . . .  ⊗GN  ∗1n 
⊗GN  ∗21 ⊗GN  ∗21 · · ·  ⊗GN  ∗2n 

... 
... 

. . . 
... 

⊗GN  ∗m1 ⊗GN  ∗m2 · · ·  ⊗GN  ∗mn 

⎤ 

⎥⎥ 
⎥ 
⎦ 

(4) 

where, for a benefit-criterion, ⊗GN  ∗ 
i j  was expressed as: 

GN  ∗ 
i j  = 

GN− i j  

GN  max 
j 

, 

− 
GN  i j  

GN  max 
j 

; GN  max 
j = max1≤i≤m

(
GNi j

)
(5) 

where, for a cost-criterion, ⊗GN  ∗ 
i j  was expressed as: 

GN  ∗ 
i j  = 

GN  min 
j 

− 
GN  i j  

, 
GN  min 

j 
GN− i j  

; GN  min 
j = min1≤i≤m

(
GN  
− i j

)
(6) 

Step 5: By considering each criterion with different importance, the “weighted 
normalized grey decision-matrix” was formulated as: 

GDM∗ = 

⎡ 

⎢ 
⎢⎢ 
⎣ 

⊗V N11 ⊗V N12 . . .  ⊗V N1n 

⊗V N21 ⊗V N22 · · ·  ⊗V N2n 
... 

... 
. . . 

... 

⊗V Nm1 ⊗V Nm2 · · ·  ⊗V Nmn 

⎤ 

⎥ 
⎥⎥ 
⎦ 

(7) 

Where, ⊗V Ni j  =
[
⊗GN  ∗ 

i j  × ⊗w j

]

Step 6: For “m” possible alternative-sets, i.e. S = {S1, S2, .  .  .  ,  Sm}, the ideal 
referential-alternative was obtained as 

Smax =
[⊗GN  max 

1 , ⊗GN  max 
2 , .  .  .  .,  ⊗GN  max 

n

]
(8) 

Step 7: The ‘grey possibility-degree’ was obtained between the compared 
alternative sets S = [S1, S2,  . . . ,  Sm], and ideal referential-alternative Smax as: 

P
[
Si ≤ Smax

] = 
1 

n 

n∑

j=1 

P
[⊗V Ni j  ≤ ⊗GN  max 

j

]
(9) 

Step 8: The final ranking of the alternative sets was done by considering the 
following conditions: (a) For smaller P [Si ≤ Smax], the better was the ranking order 
of Si . (b) If not, the worse will be the ranking order.
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2.2 Selection of Variables for Performance-Based 
Sustainable Manufacturing 

Table 2 illustrates the performance-based sustainable manufacturing for the bottle 
manufacturing units with effective reverse logistics practices, where the sustain-
ability assessment indices were as suggested by Singh et al. [18], literature, and the 
suggestions of experts involved in this work. 

Table 2 Performance-based sustainable manufacturing 

Sustainability-aspects Associated variable(s) 
with reverse logistics 

Detail(s) 

Economic 
performances (ECP) 

Quality (AVRL-1) Enhancement in reliability of delivery, 
reductions in scrap-levels as well as 
rework-levels 

Sensitivity (AVRL-2) Reductions in “order lead-time,” 
“manufacturing lead-time” and 
“product-development time” 

Environmental 
performances (EVP) 

Stuff handling 
(AVRL-3) 

Reductions in stuff intensity and usages; 
Enhancement in re-used/re-cycled/ 
re-manufactured materials’ usages 

Water and energy 
utilizations (AVRL-4) 

• Reductions in water consumptions; 
Enhancement in re-cycled water usages 

• Reductions in total energy consumption 
Enhancements in usages of renewable energy 
with energy-saving 

Wastages’ and 
emissions’ reductions 
(AVRL-5) 

• Reductions in total wastes’ generation, 
landfills, and unsafe materials utilization 

• Reductions in CO2 and BFCs emissions 

Social performances 
(SOP) 

Member of staffs, 
consumers and 
communities welfare 
(AVRL-6) 

• Number of training hours provided, 
decrease in ratio of turnovers, augmented 
job satisfaction, improved working 
conditions, and active participation of 
members of staffs in decision-making 
activities 

• Enhanced consumers’ satisfaction, 
transparency in products and services 
information, assessment-level of products’ 
health and safety, and availability of 
warranty/take-back options 

• Community-based projects’ numbers, 
reduction in number of non-compliances, 
availability of policy for child-labour, 
work-force composition, average provided 
salary and active participations of the 
community in decision-making activities
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3 Results and Discussion 

The associated variable(s) with reverse logistics were assigned with different weight 
values (W) and the corresponding integrated matrix was obtained (Table 3). This was 
further followed by formation of the “normalized-matrix” and “weighted normalized-
matrix,” respectively (Tables 4 and 5). 

Table 3 Formation of “integrated-matrix” 

Associated variable(s) with reverse logistics WEVP WSOP WECP 

0.67 0.95 0.75 0.95 0.65 0.75 

AVRL-1 4.60 6.60 4.40 6.00 4.40 6.00 

AVRL-2 4.00 5.20 4.40 6.00 4.60 6.60 

AVRL-3 3.80 5.00 2.60 3.60 4.20 5.80 

AVRL-4 3.60 4.40 1.60 2.80 4.40 6.00 

AVRL-5 3.60 4.40 2.00 3.00 3.60 4.40 

AVRL-6 4.20 5.40 1.60 2.80 3.40 4.20 

MAX 6.60 6.00 6.60 

MIN 3.60 1.60 3.40 

Table 4 Formation of “normalized-matrix” 

Associated variable(s) with reverse logistics WEVP WSOP WECP 

0.67 0.95 0.75 0.95 0.65 0.75 

AVRL-1 0.54 0.78 0.26 0.36 0.56 0.77 

AVRL-2 0.69 0.90 0.26 0.36 0.51 0.73 

AVRL-3 0.72 0.94 0.44 0.61 0.58 0.81 

AVRL-4 0.81 1 0.57 1 0.56 0.77 

AVRL-5 0.81 1 0.53 0.80 0.77 0.94 

AVRL-6 0.66 0.85 0.57 1 0.81 1 

Table 5 Formation of “weighted normalized-matrix” 

Associated variable(s) with reverse logistics EVP SOP ECP 

AVRL-1 0.36 0.74 0.20 0.34 0.36 0.58 

AVRL-2 0.46 0.85 0.20 0.34 0.33 0.55 

AVRL-3 0.48 0.90 0.33 0.58 0.38 0.60 

AVRL-4 0.54 0.95 0.42 0.95 0.36 0.58 

AVRL-5 0.54 0.95 0.40 0.76 0.50 0.70 

AVRL-6 0.44 0.81 0.42 0.95 0.52 0.75 

S+ 0.54 0.95 0.42 0.95 0.52 0.75
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On the basis of the values of “grey possibility-degree” between the associated 
variable(s) with reverse logistics, their ranking was done that were based on the 
minimum values of the “Grey possibility-degree” at first place and so on (Table 6). 

It was found from Table 6 that, the associated variable(s) with reverse logistics that 
required of major attentions included “Member of staffs’ Consumers’ and Commu-
nities welfare” that ranked in the first-level followed by “Wastages’ and Emissions’ 
reductions; Water and Energy utilizations; Stuff handling; Sensitivity; and Quality,” 
respectively (Fig. 1). 

Table 6 Determination of P
[
Si ≤ Smax

]
and the final ranking of associated variable(s) with reverse 

logistics 

Associated variable(s) with 
reverse logistics 

EVP SOP ECP SUM Value of ‘grey 
possibility-degree’ 

Ranking 

AVRL-1 0.75 1 0.87 2.62 0.65 6th 

AVRL-2 0.61 1 0.93 2.55 0.63 5th 

AVRL-3 0.57 0.79 0.82 2.18 0.54 4th 

AVRL-4 0.50 0.50 0.87 1.87 0.46 3rd 

AVRL-5 0.50 0.62 0.57 1.70 0.42 2nd 

AVRL-6 0.65 0.50 0.50 1.65 0.41 1st 

Fig. 1 Rank-order of the 
associated variable(s) with 
reverse logistics requiring 
major attention
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4 Conclusion 

As the supply-chain management of any company gets more influenced by the reverse 
logistics practices, which has attracted many professionals and manufacturers to 
connect all the firm-related activities together. In this study, the associated variable(s) 
with reverse logistics that required of major attention for sustainable developments of 
the bottle manufacturing units included “Member of staffs’ Consumers’ and Commu-
nities welfare” which ranked in the first-level followed by “Wastages’ and Emissions’ 
reductions; Water and Energy utilizations; Stuff handling; Sensitivity; and Quality,” 
respectively. 
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Chapter 27 
Applications of Artificial Intelligence 
in Public Procurement—Case Study 
of Nigeria 

David Edijala, Sandip Rakshit , and Narasimha Rao Vajjhala 

Abstract Governments worldwide are exploring the applications of artificial intel-
ligence (AI) technologies to improve public services. Organizations may utilize AI, 
machine learning, deep learning, and big data together to acquire relevant business 
insights, increase efficiencies, make better decisions, and advance their objectives. 
Governments worldwide are rapidly developing and deploying artificial intelligence 
derived from machine learning to improve operations, public services, compliance, 
and security activities. Government procurement in Nigeria has had several issues, 
including corruption. Corruption from both government officials and contractors has 
been an issue of significant concern. This chapter looks at how several government 
agencies in developed countries around the world are using artificial intelligence (AI) 
in their contracting procedures and some of the capabilities that are being consid-
ered for future use. This study looks at ways in which the Nigerian government 
could implement AI in its contracting to maximize efficiency and reduce the rate 
of corruption. AI has the potential to profoundly change how government agen-
cies handle contracting, from vendor selection through contract closeout and every-
thing in between. However, AI is not error-proof, and issues regarding technology 
implementation are also reviewed in this chapter. 
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1 Introduction 

The application of AI for public administration services comes under the scope of 
e-governance under which information and communication technologies are used to 
improve government services [1]. Digital technologies have been enhancing govern-
ment processes for decades, and AI is another layer that can completely revolu-
tionize specific government sectors like contracting. Artificial intelligence is being 
used to provide more sophisticated ways to make decisions in difficult situations, 
and automated administrative decision-making processes are being broadened. The 
data generated and processed is also key for governments for future referencing and 
planning. The science and engineering of creating intelligent devices, particularly 
intelligent computer programs, is called Artificial Intelligence (AI). It is analogous 
to the task of utilizing computers to study human intellect, but AI does not have to be 
limited to physiologically observable ways [2, 3]. Artificial intelligence is a compu-
tational method that allows machines to analyze and interpret large amounts of data 
to answer questions, solve problems, and handle concerns. This is accomplished by 
an AI-enabled computer doing cognitive processes like humans, but considerably 
faster and fewer errors [4]. 

Every year, federal governments all over the world award thousands of contracts 
individually [5]. Many people depend on government contracts for their livelihoods. 
The best way to get in on some contracts is to know someone, which sometimes 
is problematic. The largest consumers on the planet are the governments; thus, they 
need an efficient procurement system. The federal government usually has the highest 
purchasing power in many countries, and corporations cannot singlehandedly match 
them [1]. Contracting can be a terrific way for many to get their feet in the door 
for their businesses, but it can also be highly time-consuming, especially in Nigeria. 
Unlike dealing with a conventional firm, interacting with the government necessitates 
saintly patience; one must patiently go through the government procurement process, 
which is a long and complicated process [5]. Dealing with the federal government, 
on the other hand, can be a tremendous and steady source of money for both new and 
established enterprises, provided they are ready to master the system and be patient 
and assertive [5]. The use of AI in the Nigerian government contracting process 
can be key in eradicating corruption in the sector and ensuring quality projects are 
being done. There is a great demand to understand the drivers, barriers, opportunities, 
and risks to the adoption of AI in public procurement services [1]. This study will 
look at ways in which this can be achieved and the limitations that may arise in the 
implementation of AI in Nigerian government procurement. Finally, we will look at 
ways to solve the stated issues.
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2 Review of Literature 

2.1 Artificial Intelligence 

Generally, computing was initially designed to foster automation in various aspects 
of life to help increase efficiency. However, although conventional computing can 
make storage, retrieval, and sorting of large data simple, it still has to be coded with 
strict instructions and processes to follow. Artificial Intelligence was introduced to 
interact more flexibly with the human world without the need for hard coding by 
humans or other software. Although AI is becoming increasingly popular, many still 
are not familiar with it. A recent study in 2017 shows that out of 1,500 top business 
leaders in the US, only 17% acknowledged familiarity [6]. 

Although many are still unfamiliar with AI, it is affecting our day-to-day lives 
significantly right now. AI is almost everywhere, from the recommendations system 
on an e-commerce store to mobile personal assistants [4, 7]. It is essential humans 
deploy even more efficient systems that can reduce workloads and improve the stan-
dard of living. Even entire cities and states have begun the implementation of “smart 
city,” which leverages the power of AI to enhance the delivery of urban services 
[8–10]. 

Although AI has many advantages, it also comes with new challenges and issues 
for societies and individuals to overcome. A significant point is that AI needs data 
to be efficient and grow with time and trends, but access to the needed data calls 
for policy changes and causes privacy concerns. AI also tends to (in some situa-
tions) enable biased or discriminatory practices based on its interpretation of the 
data it has been fed [11]. The emergence of artificial intelligence needs to be handled 
properly to reduce the chances of a dystopia forming worldwide. Improved data 
access, increased government investment in AI, promoting AI workforce develop-
ment, creating a federal advisory committee, engaging with state and local officials 
to ensure they enact effective policies are ways governments can promote AI. Other 
ways of encouraging AI tech are; regulating broad objectives rather than specific 
algorithms, taking bias seriously as an AI issue, maintaining mechanisms for human 
control and oversight, penalizing malicious behavior, and promoting cybersecurity 
[12, 13]. 

2.2 AI in Public Governance 

In a classical sense, governance could be regarded as the activity or string of making 
and enforcing rules and delivering services [14]. In the context of upholding a 
country’s constitutional ideals in the face of changing issues and surroundings, public 
governance refers to the formal and informal procedures that influence how public 
choices are made and how public actions are carried out [15]. Individuals, people, 
organizations, and systems of organizations from the public, private, and nonprofit
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sectors are the key participants in public governance. To attain the goal of public 
governance, these actors engage in collective decision-making that is constrained, 
mandated, and enabled by law, rules, and practice [16]. The e-procurement systems 
can be divided into two categories, namely, e-sourcing and e-supply chain manage-
ment systems [17]. The e-sourcing system includes the e-tendering, e-catalog, and 
e-marketplace systems. The e-supply chain management system includes the trans-
port management system, warehouse management system, and the e-supply chain 
execution system [17]. 

With rapid digital technological change, governments worldwide are forced to 
reinvent their traditional methods to improve citizen engagement, accountability, and 
interoperability. This can be accomplished by coping with a complex changing envi-
ronment and becoming resilient through intelligent technologies that facilitate inno-
vation, sustainability, and competitiveness. AI is a powerful tool that can undoubtedly 
improve public service. AI can assist in freeing up government labor by automating 
repetitive operations, resulting in faster transactions in the delivery of government 
services and, more correctly, analyzing the outcomes of policy alternatives [1]. AI 
has enormous potential in a variety of government sectors, including telecommunica-
tions, education, healthcare, physical infrastructure, management, and data security, 
finance, transportation, research and development, policymaking, and the legal and 
justice system, among others; and authorities must recognize and implement it to 
improve citizen quality of life and governance efficiency [18]. 

2.3 AI in Government Contracting 

AI poses to be a handy tool in government contracting as governments need an 
efficient and seamless way of managing civil servants and contractors to ensure fair-
ness, equality, and quality. Governments can focus on reducing wasteful government 
spending while giving the project to the most qualified bidder. AI could assist the 
government in quickly identifying ineligible contractors and debarring or suspending 
them from engaging further with the bidding process until they are fully compliant 
[19, 20]. 

Countries like Nigeria have been trying hard to curb corruption, improve trans-
parency, and make more efficient procurement processes. For example, Nigeria’s 
Public Procurement Act of 2007 (The 2007 Act) is based on the 1994 UNCITRAL 
Model Law on Procurement and is fashioned after the Bank and other International 
Bank systems. The Nigerian government has taken further initiatives to combat 
corruption in addition to the Procurement Act [21, 22]. The Nigerian government, 
like that of the United States, has adopted debarment legislation. Any agent who is 
convicted or found guilty of any of the offenses stated in the provision is subject to 
a fine. The Bureau of Public Procurement (BPP) can assess when sanctionable acts 
occur and resolve procurement disputes under the 2007 Act. The BPP can also order 
contractors or agents to disclose "books, records, accounts, or documents" related to 
the procurement contract.
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Even with all the legislation, there is still a significant issue with procurement, 
and this is because of the inadequate use of technology. Without e-procurement, the 
government cannot properly list debarred contractors and make them publicly known 
to other institutions. Additionally, government officials’ activities cannot be properly 
tracked, thus giving way to the misappropriation of funds and resources. With the 
emergence of artificial intelligence, banks can detect criminal activity or changes 
in the behavior of their customers and flag it immediately. Similarly, the Nigerian 
government can leverage the power of AI to profile its civil servants and contractors 
to detect patterns and change patterns to understand when there might be fraudulent 
activity or when the commissioned contract was not successfully completed. AI can 
also be used in audits that are useful for oversight and risk identification. They can 
be a cost-effective way for remediating control deficiencies if conducted early in a 
contract or project. 

3 Applications of AI in Government Contracting 

One primary use of AI in the government procurement process is to increase effi-
ciency through automation. Throughout the lifecycle of a government contract, 
automation can help speed up manual operations. In developed countries, certain 
government agencies use AI in their procurements process and only have praises to 
sing about the new order. For example, the US Department of Health and Human 
Services (HHS) employs artificial intelligence to streamline contract vehicles [21]. 
Some routine contract administration processes, such as market research, contract 
changes, invoicing, and others, could be phased out entirely by automation. AI has 
the potential to assist agencies in completing procurements more swiftly. In essence, 
thousands of pages of legislation relating to a particular contract could be fed to the 
system, and it will analyze it in a few seconds and return recommendations [5]. 

AI is also used to identify, assess, and allocate risk in the procurement process. Risk 
allocation in the economic connection between government agencies and contrac-
tors is usually managed by choosing a specific contract type, mandating bonds and 
insurance, and, in some cases, by government-funded contracts. With the introduc-
tion of AI, government agencies can estimate demand accurately and easily uncover 
possible cost reductions, and identify which suppliers are the riskiest. AI can also 
determine whether a particular supplier can deliver within the stipulated time due to 
past performance [23]. 

AI can also boost competition between suppliers because it relegates the need to 
know someone before getting a contract, thus, limiting human interference and, in 
extension, limiting corruption. Small and growing firms and first-time contractors 
may find it much easier to break into the federal contracting market thanks to artificial 
intelligence. The AI system links the most suitable organization with the current 
contract on the ground based on the organization’s ability to meet the procurement 
requirements [5, 23]. This means that most suppliers need to be on their top game 
as they can no longer bribe or ask a family member to get the contracts. Another
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major use of AI in the government procurement field is monitoring the performance 
of contractors. Since the system is unbiased, the vendor must submit evidence of 
meeting objectives and milestones. If the submissions do not meet the requirements, 
the system will not mark the contract as completed. The contractors will also try their 
best to do a good job because the system will profile their work and not recommend 
them for future procurement if they have a poor record. 

4 Benefits of Leveraging AI in Public Procurement 

E-procurement is the electronic tendering and procurement of goods and services. 
The first and foremost reason the Nigerian government needs to implement AI in its 
contracting process is to eradicate corruption. It is widely known that government 
agencies use their positions to increase nepotism and negatively influence outcomes, 
which constitutes an abuse of power. At the moment, to get a contract, a vendor 
would need to know someone within the government agency of a high rank and then 
pay bribes to that person and other individuals [17]. This is problematic because it 
means the vendor might not even be qualified to meet the contract requirements, 
which means re-work, which means the government spends more and the people 
have to endure further. AI will substitute the officers by analyzing the profiles of all 
vendors and matching the most suited ones to the contracts thus, eradicating the need 
to know anyone or make illegal payments. 

Another reason would be to minimize the human bias and error from the 
contracting processes. The truth of the matter is that Nigerian government officials 
tend to be biased in certain situations based on culture, religion, gender, etc. To 
minimize the possibility of human bias, AI can be implemented in the procurement 
process in terms of vendor selection and contract signoff. This would help reduce 
inequality as well as ensure only quality contracts are carried out within the country. 

An enforced and maintained standard for the procurement process and perfor-
mance quality needs to exist, and AI is a useful tool to help achieve this. The Nigerian 
government can leverage the power of AI commission projects that have met a certain 
standard. This will ensure all contracts awarded will be at a certain uniform stan-
dard and will only be marked as complete when all the requirements are completed. 
Essentially, Nigerian citizens will no longer need to endure bad roads due to poor 
construction because most standard projects would exist [21, 22]. Implementing AI 
in the country’s government procurement processes would mean a lot of data would 
be generated frequently and adequately stored for easy retrieval and analysis in the 
future. Things like contractor information and officials relating to certain contracts 
could easily be retrieved by name, date, type, location, etc. Also, the government 
could analyze the data, which could help in decision-making and planning for the 
future. 

Cost should always be minimized, and unnecessary costs should be mitigated. 
With AI, fewer people, resources, and equipment are needed in the procurement 
process. Many physical meeting points would no longer be necessary as most of the
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Fig. 1 Benefits of leveraging AI in Nigerian government contracting 

activities would be carried out by the system [17]. Additionally, the cost of re-work 
and re-awarding of contracts will be drastically reduced as contracts done would 
be more standard and more adequate planning would have been done. Also, the 
estimation of procurement costs is done more accurately by AI thus, ensuring the 
government saves more and plans accordingly. The benefits of AI are illustrated in 
Fig. 1. 

5 Limitations and Recommendations for Implementing AI 
in Nigerian Public Procurement 

One of the significant limitations to implementing AI in the Nigerian government’s 
procurement process is the lack of properly organized and kept data from past deal-
ings. Without valuable data, the system cannot be trained to fit the needs of the 
government. Also, there might be an ineffective use of the data generated by the 
system because it could come in massive amounts so frequently that the current 
professionals on the ground might not be able to handle it completely. 

Also, in the world, there is a minimal number of data scientists. This means that 
the Nigerian government may find it difficult or costly to employ people who would 
manage the system in the short run because local and foreign organizations present 
very enticing packages that the government might find difficult to compete with to 
the available AI talent. It may lead to the government converting existing program-
mers, systems analysts, statisticians, etc., to temporary data scientists, leading to 
an inadequate system being deployed and used. Adoption of new technologies is a 
challenge for all businesses. However, due to their established norms and processes, 
the public sector is less adaptable than its private sector counterparts. Employees 
are encouraged to innovate in sections of the private sector where a strong culture 
of experimentation exists and good performance is recognized. Employees in the 
government may be less encouraged to take risks. This means that it might be chal-
lenging to imbibe a new system where some staff might be reassigned, and many
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processes changed, especially in the current corrupt state of Nigeria’s civil service 
[24–26]. 

The Nigerian Federal and State Governments need to construct effective data 
centers all around the country to ensure data is well acquired and managed. To do 
this, the government needs to shift mainly from the paper methods of generating data 
to better online ways which could be stored in databases in the preferred formats of 
the data scientists [21]. The data mined could be further analyzed by data scientists 
to create a useful model for the AI machine to be better suited to the needs of the 
Nigerian government. The government could also invest massively in the education 
of its citizens—especially the younger generations to reduce the level of illiteracy and 
increase the chances of having meaningful labor in the AI field [22]. The government 
could even introduce AI and data science courses in the elementary stages of young 
adults’ lives. Without even getting a degree in tech, the citizens are still properly 
poised to go into the tech and AI-driven public sector. 

6 Conclusion 

All levels of the Nigerian government should begin an enlightenment program for 
civil servants and government contractors. This would help mitigate the legacy culture 
of the public sector and its unwillingness to adopt new processes and technologies. 
It would also help new contractors understand the new process to spur competition. 
The use of artificial intelligence in government contracting can revolutionize the 
Nigerian government’s procurement system completely. AI solves many issues and 
reduces human interference in the procurement process, thereby eradicating corrup-
tion. AI is currently being used in developed countries for their various government 
procurement processes, and it has worked out fine, Nigeria should follow suit in 
implementing it. There may be some limitations to implementing the AI system in 
the Nigerian government’s AI process. Still, with determination, those limitations 
can be addressed, and the system could help spur efficiency in the public sector 
overall. 
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