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Preface

This book highlights the recent research works on general mechanical engineering pre-
sented during the 8th International Conference onMechanical, Manufacturing and Plant
Engineering (ICMMPE 2022) held on November 24, 2022, in Kuala Lumpur, Malaysia.
ICMMPE 2022 is a comprehensive conference covering various mechanical and man-
ufacturing engineering topics. We believe that bringing these fields together creates a
unique opportunity for collaboration between industry and academic researchers. This
conference is also a chance to discuss existing challenges or problems that emerge in
the industry, potentially and globally. This book is written by leading researchers and
industry professionals. The conference participants submitted papers reflecting recent
advances and address current issues in the fields of mechanical, manufacturing and plant
engineering. The conference was intended to bring together the researchers and technol-
ogists working in 3 sections including; numerical studies, materials characterization and
manufacturing processes. All articles have been blind peer-reviewed by highly reputable
researchers from different universities around the world.

The organizing committee would like to express sincere appreciation to everybody
who has contributed to the conference. Warmest thanks to the authors, reviewers, par-
ticipants and to all the team of the organizers for their support and enthusiasm which
granted success to the conference.
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Analysis on the Efficiency of Logistics
Companies in Malaysia Using Data

Envelopment Analysis Model

Pei Fun Lee, Weng Siew Lam(B), and Weng Hoe Lam

Department of Physical and Mathematical Science, Faculty of Science, Universiti Tunku Abdul
Rahman, Kampar Campus, Jalan Universiti, Bandar Barat, 31900 Kampar, Perak, Malaysia

lamws@utar.edu.my

Abstract. The logistics industry plays an imminent role in the economic devel-
opment in Malaysia. However, with operational and growth complexities, the
logistics industry has been lagging due to unbearable costs. Data envelopment
analysis (DEA), which is a linear programming model, has grown in popular-
ity to study the efficiency of companies. Therefore, DEA is used to evaluate the
performances of the 27 listed logistics companies in Malaysia from 2010–2021.
This study found that only 33.33% of the companies are well-performing with
the lowest efficiency level being 16.39%. From the optimal solution of DEA, this
paper then offers insights to underperforming companies to improve based on the
highest performing companies. This paper is also the pioneer in evaluating the
performances of the listed logistics companies in Malaysia for the long run.

Keywords: Efficiency · Data Envelopment Analysis · Logistics Companies ·
Linear Programming Model

1 Introduction

Malaysia’s diplomatic relations with a significant number of countries has opened up
more markets for economic growth [1]. With this economic integration, the logistics
industry serves as a major linkage between resources and markets through the extensive
supply chain networks. However, according to a study [2] on the logistics performances
in Asia Pacific, Malaysia fell behind with negative dynamics in infrastructure, trans-
port organization and on time delivery. Given that Malaysia is an important logistics
hub in ASEAN, it is imminent to boost the logistics industry to position the country
strategically for the country’s prosperity [3]. Besides contemporary logistics issues such
as fuel prices, customer service and driver problems, logistics companies face fierce
competition as they enhance digital connectivity integrating producer sites, warehouses,
distribution centers, terminals and transport providers [4]. The procurement, adoption
and management of equipment, information technology and human resources needed
to augment the performances of the logistics industry require high financial efficacy.
Moreover, there is heightened cost in transporting, storing, managing inventories and
processing orders [5].

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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Therefore, this paper intends on investigating the performances of the listed logistics
companies inMalaysia. Since the performances of the listed logistics companies involve
a number of variables, with some variables acting as inputs while other variables serve
to measure the outcomes of the companies, data envelopment analysis (DEA) model can
then be used [6]. DEA involves linear programmingmodel to assess the decision making
units (DMUs) [7]. TheDMUs in this study are the listed logistics companies inMalaysia.
The performances are evaluated based on how efficient the listed logistics companies
are in transforming the inputs to outputs. In short, the performances of the DMUs are
measured based on efficiency scores. The efficiency scores are denoted by the weighted
sum of outputs over the weighted sum of inputs [7–9]. For elevated performance, the
efficiency has to be high, which then means that the outputs should be maximized while
the inputs should be the least possible [10]. The highest efficiency in the DEA model
developed by Banker et al. [11] is 100%. DMUs with the efficiency of 100% have
attained the highest performance while DMUs with scores from 0% to below 100%
are underperformed. Underperformed DMUs translate to the inability to fully utilize its
inputs for the greatest outputs [12, 13]. DEA received wide recognition in assessing the
efficiencies in banking [14, 15], healthcare [9, 16], hospitality [17, 18] andmanufacturing
[19, 20] industries.

Themeasurement of performances of the listed logistics companies inMalaysia with
DEA model can then incorporate financial ratios. Financial ratios have been comple-
mented by DEA in several studies to capture more information on the performances of
the DMUs. The most common financial ratios used are current ratio (CR), debt ratio
(DR), debt to equity ratio (DER), earnings per share (EPS), return on asset (ROA) and
return on equity (ROE) [14, 21–25]. Therefore, the performances of the listed logistics
companies in Malaysia will be examined based on multiple inputs and outputs in the
DEA model [26–29]. CR, DR and DER are the inputs; EPS, ROA and ROE are the
outputs.

A combination of logistics companies offering different services can be evaluated
with DEA. Zheng et al. [30] covered the transportation, warehousing and postal compa-
nies when evaluating the efficiency of logistics companies in China with DEA model.
Park and Lee [31] studied the logistics service providers in Korea with DEA with the
inclusion of companies in shipping, air cargo and container terminals. The research con-
tribution is to adopt factual data from the financial statements in the DEA model for
the examination of the performances of listed logistics companies in Malaysia, which
is often ignored. The results of this research could provide comprehensive and reliable
understanding on the growth and development of the logistics industry inMalaysia. This
would offer insights to policy makers, managements and market speculators to position
their strategies to help enhance the logistics industry in Malaysia. Moreover, from the
optimal solution of the DEA model, the highest performing logistics companies may
act as benchmarks to the underperforming logistics companies, which allows the under-
performing logistics companies to identify their potential areas of improvements. The
introductory section will be followed by an overview of the DEA model, findings and a
concluding section.
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2 Data and Methodology

The formulation of the proposed framework is shown in Table 1.

Table 1. Proposed Framework to Evaluate the Performances of Logistics Companies.

Items

Objective To evaluate the performance of listed logistics companies in Malaysia

Inputs CR Outputs EPS

DR ROA

DER ROE

DMUs AIRPORT HUBLINE PRKCORP

BHIC ILB SEALINK

BIPORT LITRAK SEEHUP

CJCEN MAYBULK SURIA

COMPLET MISC SYSCORP

FREIGHT MMCCORP TAS

GCAP NATWIDE TASCO

GDEX POS TNLOGIS

HARBOUR PDZ TOCEAN

From Table 1, the inputs are CR, DR and DER and outputs are EPS, ROA and ROE.
Table 1 also shows the 27 listed logistics companies in this paper. The performance
is measured in terms of efficiency whereby it is the weighted sum of outputs over the
weighted sum of inputs. The output-oriented BCC model is shown below [32, 33]:

Maximize hq =
∑m

n=1 tnynq − μq
∑s

p=1 wpxpq
(1)

Subject to
∑m

n=1 tnynq − μq
∑s

p=1 wpxpq
≤ 1, q = 1, 2, 3, . . . , r (2)

tn ≥ ε, n = 1, 2, 3, . . . ,m (3)

wp ≥ ε, p = 1, 2, 3, . . . , s (4)

where

hq = relative efficiency of DMUq

m = number of outputs
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tn = weight of output n
ynq = degree of n output for DMUq
s = number of inputs
wp = weight of input p
xpq = degree of p input for DMUq
ε = positive values
r = number of DMU s
μq = free variables

Equation (1) aims at maximizing the efficiency of the particular DMU. Equation (2)
limits the efficiency to range from 0% to 100%. tn and wp are the weights of the outputs
and inputs in maximizing the efficiency of the DMU. After switching into the linear
form, the LINGO optimization software is used to obtain the optimal solutions [33–35].

3 Result and Discussion

The performances, in terms of efficiency, of the listed logistics companies in Malaysia
after being optimized with DEA model is tabulated in Table 2.

Based on the illustration in Table 2, listed logistics companies which attain 100.00%
efficiency are efficient and ranked first in their performances. There are nine listed logis-
tics companies with efficient performances, which are COMPLET, GDEX, HUBLINE,
NATWIDE, POS, PDZ, PRKCORP, SYSCORP andTOCEANbecause of the attainment
of 100.00% efficiency. It also shows that these nine companies have managed to obtain
the greatest outputs, given the fixed inputs. Since these nine companies are efficient,
they are also the benchmarks for the other underperforming companies.

Conversely, 18 companies have been underperforming from 2010–2021 because
their efficiencies are lower than 100.00%. In descending order (from higher perform-
ing to lower performing logistics companies), these 18 companies are SEALINK
(99.13%),MISC (98.67%), ILB (97.62%), SURIA (96.06%), SEEHUP (85.51%),MAY-
BULK (83.60%), BHIC (83.54%), TNLOGIS (82.76%), TASCO (80.09%),HARBOUR
(79.41%), FREIGHT (78.91%), CJCEN (78.01%), MMCCORP (71.79%), AIRPORT
(65.58%), TAS (62.27%), BIPORT (56.84%), LITRAK (47.04%), GCAP (16.39%).
There is a wide difference among the performances of the listed logistics companies in
Malaysia given that the efficiency level ranges from16.39% to 100.00%.Therefore, there
is a need for these underperforming companies to improve according to the benchmarks
given in the optimal solution of the DEA model.

Table 3 offers a summary of the performances of the logistics companies inMalaysia
based on the efficiencies. 33.33% of the logistics companies have the highest perfor-
mances with efficiency level of 100.00%. This is in line with existing literatures with
efficiency levels from 28.00% to 50.00% [14, 23, 36].

Table 4 presents the benchmarks for the underperforming companies.
From Table 4, the highest performing companies, which are COMPLET, GDEX,

HUBLINE, NATWIDE, POS, PDZ, PRKCORP, SYSCORP and TOCEAN,make up the
benchmarks. The 18 companies with efficiency levels below 100% can then benchmark
these 9 highest performing companies. For example, AIRPORT can use PRKCORP,
SYSCORP and TOCEAN as benchmarks to improve the performances. GCAP can
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Table 2. Performances of the Listed Logistics Companies in Malaysia with DEA.

Companies Efficiencies (%) Rankings Performances

AIRPORT 65.58 23 Inefficient

BHIC 83.54 16 Inefficient

BIPORT 56.84 25 Inefficient

CJCEN 78.01 21 Inefficient

COMPLET 100.00 1 Efficient

FREIGHT 78.91 20 Inefficient

GCAP 16.39 27 Inefficient

GDEX 100.00 1 Efficient

HARBOUR 79.41 19 Inefficient

HUBLINE 100.00 1 Efficient

ILB 97.62 12 Inefficient

LITRAK 47.04 26 Inefficient

MAYBULK 83.60 15 Inefficient

MISC 98.67 11 Inefficient

MMCCORP 71.79 22 Inefficient

NATWIDE 100.00 1 Efficient

POS 100.00 1 Efficient

PDZ 100.00 1 Efficient

PRKCORP 100.00 1 Efficient

SEALINK 99.13 10 Inefficient

SEEHUP 85.51 14 Inefficient

SURIA 96.06 13 Inefficient

SYSCORP 100.00 1 Efficient

TAS 62.27 24 Inefficient

TASCO 80.09 18 Inefficient

TNLOGIS 82.76 17 Inefficient

TOCEAN 100.00 1 Efficient

benchmark POS, PRKCORP and TOCEAN. PRKCORP acts as the benchmark for 14
underperforming companies while TOCEAN and SYSCORP are the benchmarks for 12
and 10 underperforming companies respectively.
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Table 3. Summary of Performances of Listed Logistics Companies.

Items Levels

Average efficiency (%) 83.82

Minimum efficiency (%) 16.39

Maximum efficiency (%) 100.00

Percentage of efficient organizations (%) 33.33

Percentage of inefficient organizations (%) 66.67%

Table 4. Benchmarks for Underperforming Companies.

Underperforming
Companies

Benchmarks

COMPLET GDEX HUBLINE NATWIDE POS PDZ PRKCORP SYSCORP TOCEAN

AIRPORT – – – – – – 1 1 1

BHIC – – 1 – – – – 1 –

BIPORT 1 – – – – – 1 – 1

CJCEN 1 – – – 1 – 1 – 1

FREIGHT 1 – – – 1 – 1 – –

GCAP – – – – 1 – 1 – 1

HARBOUR 1 – – – 1 – 1 – 1

ILB – 1 – 1 – 1 1 – –

LITRAK – – – – 1 – 1 1 1

MAYBULK – – – – – 1 – – 1

MISC – – – – – – 1 1 1

MMCCORP – – 1 – – – 1 1 –

SEALINK – – 1 – – – – 1 –

SEEHUP – – – – 1 – 1 1 1

SURIA 1 – – – – – 1 – 1

TAS – – – – 1 – – 1 1

TASCO – – – – 1 – 1 1 1

TNLOGIS – – 1 – 1 – 1 1 –

Total 5 1 4 1 9 2 14 10 12

4 Conclusion

This paper has successfully evaluated the performances of the 27 listed logistics compa-
nies in Malaysia using DEA model from 2010–2021. Nine companies (33.33%), made
up of COMPLET, GDEX, HUBLINE, NATWIDE, POS, PDZ, PRKCORP, SYSCORP
and TOCEAN are the highest performing with efficiency level of 100.00%. GCAP has
the lowest efficiency of below 20.00% and should benchmark the highest performing
companies based on the optimal solution of DEA in improving their performances. This
study is the pioneer in studying the long-term performances of listed logistics companies
in Malaysia and has provided managerial and market insights on the performances of
the companies over the past 12 years. This paper has also proven the strengths of DEA



Analysis on the Efficiency of Logistics Companies 7

in measuring the long-term efficiency of DMUs while the proposed framework can be
applied in other markets.
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Abstract. E-Commerce iswell established nowadays as thewholeworld is acces-
sible to the internet. Nowadays, people are busy with their working life and thus,
they have a limited of time for dining. This trend creates an opportunity for online
food delivery (OFD) market. The objective of this study is to propose a concep-
tual framework to analyze and determine the preference of OFD providers among
Foodpanda, Uber Eats, DeliverEat and RunningMan Delivery in Malaysia with
Analytic Hierarchy Process (AHP)Model. Besides, this study also aims to identify
the priority of decision criteria in the selection of OFD providers with AHPmodel.
The results of this study show that Foodpanda is the most preferred OFD provider,
followed by RunningMan Delivery, Uber Eats and finally DeliverEat. Moreover,
price, delivery time and variety of food have been identified as the top three influ-
ential decision criteria in the selection of OFD providers. This study is significant
because it helps to identify themost influential decision criterion and also the most
favorable OFD provider in Malaysia. This study can serve as a reference for those
less favorable OFD providers to identify their potential improvements so that they
can offer better services to their users in future.

Keywords: Analytic Hierarchy Process · E-Commerce · Online Food Delivery ·
Supply Chain Management · Preference

1 Introduction

Nowadays, many people are demanding for the online food delivery (OFD) service [1]
because of the internet and technology [1]. Some restaurants use social media as well
as online platform to promote and improve their businesses. Hence, a lot of restaurants
are collaborating with OFD providers nowadays. Food variety, time of delivery, price,
quality of website information as well as customer service have been identified as the
important factors in the selection of OFD provider.

Online store plays an important role to increase the variety of products and ser-
vices [2]. Dholakia and Zhao [3] mentioned that the good record of time delivery can
improve the customer satisfaction. Hausman and Siekpe [4] found that the content of
the online platform is important to the customers. Besides that, the quality of website

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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gives significant impact towards customer satisfaction [5]. The customers expect good
service from the staff in food delivery process [6]. Service quality affects the customer
satisfaction based on their expectation towards the services provided. Kedah and Ismail
[1] mentioned that customer service is one of the key factors of the online food ordering
services.

Selection of OFD providers is a multi-criteria decision making (MCDM) problem.
The best decision alternative is determined by solving the MCDM problems including
uncertainty in information sources that involve multiple decision criteria in the past
studies [7–32]. Based on the past studies, there is no comprehensive study done on the
preference of OFD providers with respect to multiple decision criteria in Malaysia with
AHP model. Hence, this study aims to propose a conceptual framework to analyze and
determine the preference of OFD providers and the top influential decision criteria in
Malaysia with AHP model. AHP model has been studied in various areas such as the
risk assessment of occupational health and safety in a manufacturing company [33],
preference of coffee shop [34], rural housing ecological performance [35], insurance
sector [36] and selection of supermarket [37]. AHP has also been incorporated to other
decision making models for solving MCDM problems [38–41].

For the structure of the paper, Sect. 2 presents the data and methodology of this
research. The empirical results and conclusion are presented in Sect. 4 and Sect. 5
respectively.

2 Data and Methodology

The proposed framework is presented in Table 1 to evaluate the preference of ODF.

Table 1. Proposed Framework to Evaluate the Preference of OFD

Items

Objective Evaluate the preference of OFD providers in Malaysia

Decision Criteria C1: Price

C2: Customer Service

C3: Variety of Food

C4: Delivery Time

C5: Website Information Quality

Decision
Alternatives

A1: Foodpanda

A2: Uber Eats

A3: DeliverEat

A4: RunningMan Delivery

The proposed conceptual framework is illustratedwith a case study inKuala Lumpur,
Malaysia. This research aims to identify the preference of OFD providers among the
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customers in Kuala Lumpur, Malaysia based on the proposed conceptual framework
using AHP model. The respondents provide the inputs as data-driven analysis in the
preference of OFD providers in this study.

In this research, AHP model is employed to identify the weights of the decision
criteria and decision alternatives as follows [42, 43].

1. Construct the hierarchical structure.
2. Collect data based on the relative scale of importance.
3. Build the pairwise comparison matrices as follows.

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 c12 · · · · · · c1n
1/c12 1 c2n
...

. . .
...

...
. . .

...

1/c1n · · · · · · · · · 1

⎤
⎥⎥⎥⎥⎥⎥⎦

(1)

cij denotes the level of preference of element i to element j.

4. Normalize the pairwise comparison matrices.
5. Find the weights of decision criteria and decision alternatives.
6. Check the consistency of the pairwise comparison matrix based on consistency ratio

(CR) as follows:

CR = CI

RI
(2)

where CI denotes consistency index whereas RI denotes random index. The level of
consistency in the pairwise comparison matrix is acceptable if the CR ≤ 0.10.

3 Result and Discussion

The weights of decision criteria in the selection of OFD provider is shown in Fig. 1.
Based on Fig. 1, the weights of customer service, website information quality, price,

delivery time and variety of food are 0.1564, 0.0963, 0.3273, 0.2538 and 0.1662 respec-
tively. The results of this study shows that price is found to be the top influential decision
criterion in the selection of OFD provider. The preference of OFD is followed by the
time of delivery, food variety, customer service and quality of website information.

The weights of OFD providers with respect to each decision criterion is presented
in Table 2.

Based on Table 2, Foodpanda is ranked at the top for all decision criteria based on
the weights. The implies that Foodpanda is the most preferred OFD provider among the
customers. After Food Panda, RunningManDelivery excels other OFD providers in term
of all decision criteria except website information quality and customer service. Uber
Eats excels other OFD providers in term of website information quality and customer
service. DeliverEat is ranked at the lowest in term of all decision criteria except price.

Figure 2 presents the final weights of OFD providers.
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0.1662

0.2538

0.3273

0.0963

0.1564

Variety of Food

Delivery Time

Price

Website Information Quality

Customer Service

Fig. 1. Weights of decision criteria in the selection of OFD provider.

Table 2. Weights of OFD providers with respect to each decision criterion

OFD Provider Variety of
food

Delivery
Time

Price Website
information
quality

Customer
service

RunningMan
Delivery

0.2371 0.2329 0.2837 0.2021 0.2187

DeliverEat 0.1501 0.1534 0.2100 0.1631 0.1626

Uber Eats 0.2044 0.2053 0.2058 0.2119 0.2353

Foodpanda 0.4085 0.4084 0.3005 0.4228 0.3834

0.3706

0.2106

0.1738

0.2450

Foodpanda

Uber Eats

DeliverEat

RuninngMan Delivery

Fig. 2. Final weights of OFD providers
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According to Fig. 2, the final weights of RunningManDelivery, DeliverEat, Ubereats
and FoodPanda are 0.2450, 0.1738, 0.2106 and 0.3706 respectively. FoodPanda obtains
the highest weights among the OFD providers followed by RunningMan Delivery,
Ubereats and finally DeliverEat. This implies that FoodPanda is the most preferred OFD
provider by considering customer service, website information quality, price, delivery
time and variety of food. It is because FoodPanda is ranked at the top for all decision
criteria as presented in Table 2. The consistency ratio is 0.0058 and below 0.1000 which
implies that result of this study is acceptable. Based on the findings of this study, price is
found to be the top influential decision criterion in the selection ofOFDproviders. There-
fore, the OFD providers should focus on a reasonable price for continuous improvement.
Delivery time is the next priority of customer. The OFD providers are recommended to
improve the reliability of delivery time by providing training to the staff. The OFD
providers are recommended to work with various restaurants to serve more aged group
efficiently [16]. In addition, the OFD providers can improve their tracking system to
fulfill the customer demand effectively. For future research, the proposed conceptual
framework can be applied in other countries by using AHP model.

4 Conclusion

This study aims to propose a conceptual framework to analyze and determine the pref-
erence of OFD providers among FoodPanda, Ubereats, DeliverEat and RunningMan
Delivery using AHP model. Price is found to be the top influential decision criterion in
the selection of OFD provider, followed by the time of delivery, food variety, customer
service and quality ofwebsite information. Besides that, FoodPanda is themost preferred
OFD provider followed by RunningMan Delivery, Ubereats and finally DeliverEat. This
study helps to identify the top OFD provider and the preference of the decision criteria in
the selection of OFD provider based on the proposed conceptual framework with AHP
model. Furthermore, this study provides insights to other less favorable OFD providers
such as Ubereasts and DeliverEat to improve their services based on the top influential
decision criteria.
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Abstract. Nowadays, the exponential growth of e-commerce has influenced the
market of courier service providers. The sellers are increasing the parcels that need
to be delivered every year, and this trend is expected to continue in the foreseeable
future. In this competition environment, customer will choose the courier service
provider that can provides themost satisfactory service. This study aims to propose
a research framework to analyse and evaluate the performance of courier service
providers in transportation using Technique for Order of Preference by Similarity
to Ideal Solution (TOPSIS) model. This study indicates that the assurance and
responsiveness are the influential decision criteria for the performance evaluation
of courier service providers. Besides, GDEX outperforms Ninja Van and J&T
Express as courier service providers in transportation based on the TOPSISmodel.
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1 Introduction

E-commerce is important in our daily lives nowadays. B2B and B2C businesses as
well as online shopping are the important elements in e-commerce business. The rapid
development of e-commerce provides opportunities and challenges to courier services
companies. Courier service includes delivery of goods directly from the pick-up point
to the clients [1].

Nowadays, customer expect for a fast and convenient delivery. Customer satisfaction
is important in the courier services industry [2]. From the customers’ perspective, if the
courier service provider is not able to provide an efficient delivery, this will affect the
customer satisfaction on the delivery service [3]. Service quality gives impact on the
performance of a business as well as customer satisfaction. Assurance is one of the
important criteria in delivery service [4]. Yee and Daud [5] mentioned that assurance
affects the customer satisfaction in courier service industry. The company should provide
an effective approach to serve the customers. Tracking technologies help the logistic
companies in providing efficient courier services [6]. Responsiveness is important for
sustaining competitive benefit based on customer demand [7]. Responsiveness measures
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howwell is the delivery service in term of flexibility, time as well as quality to the clients
[8, 9].

Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) model
aims to compare the decision alternatives to the negative ideal solution (NIS) and pos-
itive ideal solution (PIS). TOPSIS model is an effective decision tool for solving the
multi-criteria decision-making (MCDM) problems such as evaluation of the fast food
restaurants [10], mobile network operators [11], materials [12] and companies’ perfor-
mance [13, 14]. In solving MCDM problems, the best decision alternative is determined
by considering multiple decision criteria [15–38]. TOPSIS model aims to identify the
alternative that has the longest separation distance from the NIS and the shortest distance
to the PIS. The ranking of the alternatives will be constructed according to their relative
closeness to the ideal solution. Other approaches such as entropy has been incorporated
into TOPSIS model for solvingMCDM problems [39, 40]. Entropy has been considered
into information theory due to the uncertainty in information sources [41, 42].

This study aims to propose a research framework to analyse and evaluate the perfor-
mance of courier service providers in transportation using TOPSIS model. This study
focuses on the important criteria such as assurance, convenience, and responsiveness.
The organization of the paper is as follows. Section 2 presents the data and methodol-
ogy of this study. The empirical results of this study are presented in Sect. 3. Section 4
concludes the paper.

2 Data and Methodology

The proposed framework is presented in Table 1 to evaluate the performance of courier
service providers in transportation using TOPSIS model.

Table 1. Proposed Framework to Evaluate the Performance of Courier Service Providers using
TOPSIS Model

Items

Objective To evaluate the performance of courier service providers in transportation

Decision Criteria Assurance

Convenience

Responsiveness

Decision
Alternatives

Ninja Van

J&T Express

Gdex

The proposed framework is illustrated with a case study in Perak, Malaysia. This
study aims to evaluate the performance of courier service providers in transportation
based on the proposed framework with TOPSIS model. The respondents provide the
inputs as data-driven analysis of the weight of decision criteria for the performance
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evaluation of courier service providers in this study. The TOPSIS model is presented as
follows [43, 44]:

Step 1: Calculation of the weighted normalized decision matrix as follows:

vij = wj × rij, j = 1, 2, 3, . . . . . . , n; i = 1, 2, 3, . . . . . . ,m (1)

where wj = weights of the criterion j and rij is the normalized decision matrix
Step 2: Computation of the alternatives’ separation distance from the positive ideal
solution, PIS (S+) and negative ideal solution, NIS (S−).

S+
i =

√
√
√
√

n
∑

j=1

(v+
j − vij)2, i = 1, 2, 3, . . . . . . ,m (2)

S−
i =

√
√
√
√

n
∑

j=1

(v−
j − vij)2, i = 1, 2, 3, . . . . . . ,m, (3)

where v+
j = {(max vij|i ∈ I), (min vij|i ∈ I ′)} and v−

j = {(min vij|i ∈ I), (max vij|i ∈
I ′)}
Step 3: Determination of the alternatives’ relative closeness coefficient respect to the
ideal solutions (siw).

siw = s−i
(s+i + s−i )

, 0 ≤ ci ≤ 1, (4)

Step 4: The decision alternatives are ranked according to their siw. The alternative with
the largest value of siw will be the best decision alternative.

3 Result and Discussion

The weight of decision criteria for the performance evaluation of courier service
providers is presented in Fig. 1.

As shown in Fig. 1, the weights of responsiveness, convenience and assurance are
0.4108, 0.1766 and 0.4126 respectively. The results of this study show that respon-
siveness and assurance are identified as the most influential decision criteria for the
performance evaluation of courier service providers in this study. Table 2 presents the
PIS and NIS for the decision criteria.

Based on the Table 2, the PIS for assurance, convenience and responsiveness is
0.2556, 0.1086 and 0.2511 respectively. On the other hand, the NIS for assurance, con-
venience and responsiveness is 0.2270, 0.0971 and 0.2296 respectively. Based on the
TOPSIS model, the courier service providers can identify the potential improvement
based on the ideal solution of PIS and NIS as presented in the Table 2.

Table 3 presents the separation distance of the courier service providers from the PIS
(s+i ) and NIS (s−i ).

Based on Table 3, the separation distance from the PIS for Ninja Van, J&T Express
and Gdex is 0.0372, 0.0337 and 0.0000 respectively. From here, it can be concluded that
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Fig. 1. Weight of decision criteria for the performance evaluation of courier service providers.

Table 2. PIS and NIS for the decision criterion

Decision Criteria PIS NIS

Assurance 0.2556 0.2270

Convenience 0.1086 0.0971

Responsiveness 0.2511 0.2296

Table 3. Separation distance of the courier service providers from the PIS (s+i ) and NIS (s−i )

Courier service
providers

s+i s−i

Ninja Van 0.0372 0.0007

J&T Express 0.0337 0.0049

Gdex 0.0000 0.0375

Gdex is the closest and reaching the PIS. On the other hand, the separation distance from
the NIS for Ninja Van, J&T Express and Gdex is 0.0007, 0.0049 and 0.0375 respectively.
Therefore, Gdex is identified as a well-performed courier service provider because of
the shortest distance to the PIS and farthest distance from the NIS.

Table 4 presents the overall performance of the courier service providers.
The overall performance of the courier service providers is determined based on the

relative closeness to the ideal solution (siw). As shown in Table 4, siw of Ninja Van, J&T
Express and Gdex is 0.0177, 0.1265 and 1.0000 respectively. Gdex obtains the highest
value (1.0000) of siw among the courier service providers followed by J&T Express
(0.1265) and finally Ninja Van (0.0177). This implies that Gdex obtains the first ranking
and outperforms J&T Express and Ninja Van with respect to all decision criteria which
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Table 4. Overall performance of the courier service providers

Courier service
providers

Relative closeness to the ideal solution (siw) Ranking

Ninja Van 0.0177 3

J&T Express 0.1265 2

Gdex 1.0000 1

are assurance, convenience and responsiveness. It is because Gdex gives the shortest
distance to the PIS and farthest distance from theNIS. Based on the findings of this study,
responsiveness and assurance are identified as the most influential decision criteria for
the performance evaluation of courier service providers. Therefore, the courier service
providers should focus on the responsiveness and assurance factors for the continuous
improvement.

4 Conclusion

This study aims to propose a research framework to evaluate the performance of courier
service providers among Ninja Van, J&T Express and Gdex with TOPSIS model. The
results of this study show that responsiveness and assurance are identified as the most
influential decision criteria for the performance evaluation of courier service providers.
Besides that, Gdex is the most performed courier service provider followed by J&T
Express and finally Ninja Van. This study is significant because it helps to evaluate the
performance of the courier service providers as well as the most influential decision
criteria based on the proposed research framework with TOPSIS model. Furthermore,
this study can serve as reference to other courier service providers such as J&T Express
and Ninja Van to identify their potential improvements based on the ideal solution in
this study.
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Abstract. The performance of a control chart can be affected by an inefficient
start-up setting and ineffective corrective action following an out of-control condi-
tion. In this work, we proposed the double exponentially weightedmoving average
chart with fast initial response feature (FDEWMA) to monitor the process mean.
The Monte Carlo simulation is used to evaluate the run length performance of
the FDEWMA chart, in terms of the average run length (ARL), standard devi-
ation of the run length (SDRL) and expected average run length (EARL). The
proposed chart is then compared to the existing DEWMA chart without the fast
initial response feature. Based on the simulation results, the shift detection ability
of the proposed FDEWMA chart is enhanced and is shown to perform better than
the DEWMA chart.

Keywords: Fast Initial Response · DEWMA chart · ARL · SDRL · EARL

1 Introduction

One of the main criteria that contributes to customer satisfaction and customer purchase
loyalty is the quality of the product and services that is offered by the organizations.
Thus, quality control is an important strategy for organizations to ensure good quality
processes, and as a result to gain the competitive edge and business opportunities in the
market.

Control chart is the most effective tool in Statistical Process Control to monitor and
control the quality of any process [1]. The first control chart used in process monitoring
is the Shewhart chart (also known as the X chart), which was proposed by Walter A.
Shewhart [2]. However, thisX chart is less sensitive in detecting small tomoderate shifts.
To address the drawback of the X chart, the exponentially weighted moving average
(EWMA) chart that is sensitive in small to moderate shifts detection is developed by
Roberts [3]. To further detect the small shifts more efficiently, Zhang and Chen [4]
proposed the double EWMA (DEWMA) chart. Results showed that the DEWMA chart
surpasses the EWMA chart proposed by Roberts [3] for small shifts detection.
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A process is statistically in control if it has a constant mean and variance throughout
the process monitoring. This implies that if there is any start-up setting problems for
the initiated control scheme or any ineffective corrective actions taken following the
occurrence of assignable cause that result in off-target process mean, the process is
declared as out-of-control. Hence, to increase the sensitivity of the chart in signaling
an out-of-control situation when the process mean is off-target, the fast initial response
(or known as head-start) feature was integrated into the CUSUM chart by Lucas and
Crosier [5]. Worth noting that the effect of FIR feature on the performance of control
chart is less pronounce if the process is in-control [5]. Subsequently, the FIR feature
was integrated into one-sided EWMA chart by Lucas and Saccucci [6] and the results
showed that the one-sided FIREWMAchart gives better performance than the traditional
EWMA chart in shift detection. To enhance the shift detection ability of the one-sided
FIR EWMA chart proposed by Lucas and Saccucci [6], Steiner [7] proposed the time
varying EWMA chart with FIR feature in process monitoring. Recently, Haq et al. [8]
and Ng et al. [9] showed that their proposed charts with FIR feature outperform their
corresponding traditional charts without FIR feature. With the salient feature of the FIR
concept, the FIR feature is integrated into the DEWMA chart (named as the FDEWMA
chart) in this paper.

In Sect. 2, the properties of the FDEWMA chart are discussed and the step-by-
step to implement the FDEWMA chart is given. Section 3 explains the average run
length (ARL), standard deviation of the run length (SDRL) and expected average run
length (EARL) computations for the FDEWMA chart. The evaluation on the run length
performance and the performance comparison between the proposed FDEWMA and
existing DEWMA charts are made in this section as well. Lastly, the concluding remarks
based on the observations found for the proposed FDEWMAchart and the possible future
research are given.

2 The Properties of the FDEWMA Chart

Suppose we have a quality characteristic X understudy that follows an independently
and identically distributed normal distribution with in-control mean μ0 and variance σ0,
i.e., Xi ∼ N(μ0 + δσ0, σ0). Here, Xi are normal random variables for time i ≥ 1, while
δ is the standardized mean shift. If δ = 0, , then the process is in-control, otherwise the
process has drifted (i.e., δ �= 0).

As claimed by Zhang and Chen [4], the performance of the DEWMA chart with
equal smoothing constants, i.e., λ1 = λ2 is superior to the DEWMA chart with different
smoothing constants, i.e., λ1 �= λ2. Thus, in this paper, the FDEWMA chart with equal
smoothing constants is proposed. The plotting statistic of the FDEWMA chart at time i,
DEi, is similar to that of the DEWMA chart by Zhang and Chen [4], is given as follows:

Ei = λ1X i + (1 − λ1)Ei−1, 0 < λ1 ≤ 1,

DEi = λ2Ei + (1 − λ2)DEi−1, 0 < λ2 ≤ 1, for i = 1, 2, . . . , (1)

where E0 = DE0 = μ0, X i is the average of the sample at time i = 1, 2,… , and λ1
and λ2 are the smoothing constants. The respective mean and variance of DEi for the
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DEWMA chart with λ1 = λ2 are derived as [4]

E(DEi) = μ0 (2)

and

Var(DEi) = σ20λ
4
1

n(1 − (1 − λ1)2)3

[
1 + (1 − λ1)

2 − (1 − λ1)
2i
(
i2 + 2i + 1

)

+ (1 − λ1)
2(i+1)

(
2i2 + 2i − 1

)
− i2(1 − λ1)

2(i+2)
]
, (3)

respectively. Here, n is denoted as the sample size.
The time varying control limits of the FDEWMA chart at time i, i.e., the upper

control limit (UCLi), the center limit (CLi) and the lower control limit (LCLi) for the
plotting statistic DEi in Eq. (1) are given as

UCLi = μ0 + kQ
√
Var(DEi), (4a)

CLi = μ0 (4b)

and

LCLi = μ0 + kQ
√
Var(DEi), (4c)

respectively, where Q is defined as the fast initial response (FIR) feature by Steiner [7],
and it is defined as follows:

Q =
[
1 − (1 − p)1+s(i−1)

]
. (5)

Here, p is an adjustable constant that is used to determine the proportion of distance
from the first time period, while s is an adjustment parameter that can be calculated by

using 1
19

(
− 2

log(1−p) − 1
)
. The combination p = 0.5 and s = 0.3 is recommended by

Steiner [7] because it results in 50% head-start.
The implementation steps for the FDEWMA chart are described as below:

1. Specify the desired values of n, λ and the in-control ARL (ARL0). Note that, since
λ1 = λ2, then we let λ = λ1 = λ2.

2. Search for the value of k that gives the preliminarily specified ARL0.
3. Find the plotting statistic DEi by using Eq. (1).
4. Calculate the values for the upper and lower control limits with Eqs. (4a) and (4c),

respectively.
5. If DEi ∈ [LCLi,UCLi], the process is statistically in-control. In other words, if

DEi > UCLi or DEi < LCLi, the process is off-target at time i and corrective action
is taken to remove the possible anomalies.
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3 Computation and Comparisons of Run Lengths

The studies by Haq et al. [8], Ng et al. [9], Abbas et al. [10], Haq [11] and Hu et al.
[12], all have employed the Monte Carlo simulation approach to compute the run length
properties of their proposed methods. In like manner, the run length properties for both
FDEWMA and DEWMA charts are computed using Monte Carlo simulation as well.
Then, the run length comparisons between these two charts are made in terms of the
ARL, SDRL and EARL. The ARL performance measure is employed to identify the
average number of samples needed by a control chart to signal an off target process for
a specific shift size, the SDRL is used to give the information on the stability of the
ARL, while the EARL is used to determine the average number of samples needed to
signal an out-of-control situation for an interval (δmin, δmax) shift sizes, where δmin and
δmax are denoted as the upper and lower bounds of the shift sizes, respectively. Here,
the ARL, SDRL and EARL values are computed using simulation (each run comprises
of fifty thousand trials) with the assumption of the underlying process follows a normal
distribution.

Similar to the DEWMA chart proposed by Zhang and Chen [4], we consider ARL0
= 200, n = 5, λ ∈{0.03, 0.05, 0.08, 0.10, 0.15 0.20, 0.30, 0.50} and δ ∈{0, 0.1, 0.2, 0.3,
0.4, 0.5, 1.0, 1.5, 2.0} in this paper. Note that an extensive Monte Carlo search algorithm
is used to search for the parameter k value that gives the desired ARL0 of the FDEWMA
chart. For example, when λ = 0.03, the parameter k value that gives an ARL0 that is
close to 200 is 1.7092 (see Table 1).

From Table 1, it is not surprising to observe that the out-of-control ARL (ARL1)

values of the FDEWMA chart decrease when δ increases. This is because a larger shift
size can be detected quickly and thus the number of samples needed to detect the shift
is lesser. On the other hand, the out-of-control SDRL (SDRL1) values of the FDEWMA
chart are also decreasing when δ increases. For instance, when δ = 0.1, 0.2, 0.3, 0.4,
0.5, 1.0, 1.5 and 2.0, the (ARL1,SDRL1) values for the FDEWMA chart are obtained as
(32.820, 50.694), (11.714, 16.589), (5.846, 8.092), (3.513, 4.551), (2.408, 2.793), (1.107,
0.405), (1.006, 0.080) and (1.000, 0.012), respectively (see Table 1). Furthermore, the
(ARL1,SDRL1) values of the FDEWMA chart increase when λ increases for δ ≤ 1.5.
For instance, the (ARL1,SDRL1) values of the FDEWMA chart for λ = 0.03, 0.05,
0.08, 0.10, 0.15 0.20, 0.30, 0.50 are obtained as (1.107, 0.405), (1.129, 0.451), (1.155,
0.499), (1.168, 0.519), (1.192, 0.553), (1.210, 0.573), (1.235, 0.591) and (1.260, 0.598),
respectively when δ = 1.0 is considered in Table 1. This indicates that a larger λ tends to
increase the number of samples to detect the mean shift and the spread in the run length
distribution.

To have a fair comparison, the ARL0 for the DEWMA chart is set to be 200 as well.
From Table 1, we observe that the FDEWMA chart outperforms the DEWMA chart for
all cases by having smaller (ARL1,SDRL1) values, except for a few cases where the
SDRL1 values for the FDEWMAchart are slightly larger than that of theDEWMAchart.
For example, when λ = 0.05, δ = 0.4, the (ARL1,SDRL1) values for the FDEWMA
and DEWMA are (3.961, 4.941) and (5.722, 4.991), respectively.

The parameters used to compute the out-of-control EARL (EARL1) values in Table 2
are similar to that of Table 1, except when the deterministic shift size δ is replaced by the
interval shift size (δmin, δmax), such as (δmin, δmax) = {(0.1, 0.5), (0.5, 1.0), (1.0, 1.5),
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Table 1. (ARL, SDRL) values for the DEWMA and FDEWMA charts with the correspond-
ing parameter k when n = 5, λ ={0.03, 0.05, 0.08, 0.10, 0.15, 0.20, 0.30, 0.50}, δ =
{0.1, 0.2, 0.3, 0.4, 0.5, 1.0, 1.5, 2.0} and ARL0 = 200.

DEWMA FDEWMA DEWMA FDEWMA
λ = 0.03 λ = 0.05

δ k =  1.5191 k = 1.7092 k =  1.705 k = 1.882
0 (200.028, 274.053) (200.123, 360.683) (200.082, 244.755) (200.086, 321.386)

0.1 (41.825, 47.880) (32.820, 50.694) (47.859, 50.240) (38.386, 54.959)
0.2 (15.362, 15.994) (11.714, 16.589) (17.383, 16.341) (13.251, 17.309)
0.3 (8.014, 7.971) (5.846, 8.092) (9.205, 8.298) (6.603, 8.542)
0.4 (4.989, 4.695) (3.513, 4.551) (5.722, 4.991) (3.961, 4.941)
0.5 (3.461, 3.067) (2.408, 2.793) (3.941, 3.304) (2.668, 3.058)
1.0 (1.321, 0.669) (1.107, 0.405) (1.422, 0.761) (1.129, 0.451)
1.5 (1.034, 0.190) (1.006, 0.080) (1.051, 0.231) (1.008, 0.091)
2.0 (1.001, 0.036) (1.000, 0.012) (1.003, 0.050) (1.000, 0.013)

λ = 0.08 λ = 0.10
δ k = 1.8962 k = 2.06 k = 1.9893 k = 2.1478
0 (200.074, 225.027) (200.062, 298.7) (200.034, 218.458) (200.086, 291.154)

0.1 (54.091, 54.502) (44.922, 61.722) (57.407, 57.219) (48.772, 66.072)
0.2 (19.374, 16.876) (14.971, 18.380) (20.319, 17.384) (15.890, 19.214)
0.3 (10.268, 8.466) (7.408, 8.932) (10.773, 8.561) (7.754, 9.097)
0.4 (6.424, 5.144) (4.383, 5.182) (6.722, 5.188) (4.556, 5.266)
0.5 (4.434, 3.457) (2.930, 3.264) (4.662, 3.505) (3.040, 3.323)
1.0 (1.541, 0.852) (1.155, 0.499) (1.602, 0.892) (1.168, 0.519)
1.5 (1.075, 0.277) (1.010, 0.103) (1.090, 0.302) (1.011, 0.109)
2.0 (1.005, 0.067) (1.000, 0.016) (1.006, 0.077) (1.000, 0.018)

λ = 0.15 λ = 0.20
δ k = 2.1668 k = 2.3071 k = 2.2905 k = 2.4215
0 (200.04, 211.057) (200.062, 278.62) (200.013, 207.009) (200.01, 265.126)

0.1 (65.464, 64.314) (57.039, 75.594) (71.860, 70.432) (63.597, 83.726)
0.2 (22.558, 19.251) (17.621, 21.321) (24.648, 21.449) (19.309, 23.889)
0.3 (11.644, 8.918) (8.333, 9.524) (12.387, 9.548) (8.751, 10.093)
0.4 (7.300, 5.296) (4.841, 5.375) (7.671, 5.454) (5.011, 5.496)
0.5 (5.057, 3.552) (3.201, 3.384) (5.319, 3.595) (3.284, 3.399)
1.0 (1.729, 0.959) (1.192, 0.553) (1.820, 0.995) (1.210, 0.573)
1.5 (1.124, 0.351) (1.014, 0.123) (1.152, 0.386) (1.016, 0.132)
2.0 (1.010, 0.100) (1.000, 0.020) (1.014, 0.118) (1.000, 0.021)

λ = 0.30 λ = 0.50
δ k = 2.4689 k = 2.5869 k = 2.6749 k = 2.7834
0 (200.082, 202.98) (200.01, 265.126) (200.006, 201.922) (200.152, 264.824)

0.1 (84.589, 82.855) (75.734, 99.205) (106.688, 105.863) (96.692, 129.563)
0.2 (29.332, 26.683) (22.857, 29.661) (40.982, 39.157) (31.148, 43.873)
0.3 (14.126, 11.428) (9.676, 11.733) (18.915, 16.933) (12.01, 17.022)
0.4 (8.426, 6.121) (5.261, 5.927) (10.59, 8.655) (5.876, 7.555)
0.5 (5.736, 3.839) (3.378, 3.452) (6.772, 5.029) (3.555, 3.946)
1.0 (1.948, 1.025) (1.235, 0.591) (2.106, 1.068) (1.260, 0.598)
1.5 (1.199, 0.433) (1.020, 0.145) (1.265, 0.482) (1.025, 0.160)
2.0 (1.022, 0.147) (1.001, 0.025) (1.036, 0.187) (1.001, 0.029)
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Table 2. EARL1 values for theDEWMAandFDEWMAchartswith the corresponding parameter
k when n = 5, λ ={0.03, 0.05, 0.08, 0.10, 0.15, 0.20, 0.30, 0.50}, (δmin, δmax) = {(0.1, 0.5),
(0.5, 1.0), (1.0, 1.5), (1.5, 2.0)} and EARL0 (in-control EARL) = 200.

DEWMA FDEWMA DEWMA FDEWMA
λ = 0.03 λ = 0.05

k =  1.5191 k = 1.7092 k =  1.705 k = 1.882
0.1 0.5 11.946 9.015 13.634 10.337
0.5 1.0 2.039 1.504 2.278 1.599
1.0 1.5 1.137 1.039 1.186 1.047
1.5 2.0 1.012 1.002 1.018 1.002

λ = 0.08 λ = 0.10
k = 1.8962 k = 2.06 k = 1.9893 k = 2.1478

0.1 0.5 15.289 11.743 16.102 12.474
0.5 1.0 2.537 1.699 2.663 1.746
1.0 1.5 1.249 1.058 1.284 1.063
1.5 2.0 1.028 1.003 1.035 1.003

λ = 0.15 λ = 0.20
k = 2.1668 k = 2.3071 k = 2.2905 k = 2.4215

0.1 0.5 17.929 13.97 19.523 15.292
0.5 1.0 2.898 1.819 3.051 1.862
1.0 1.5 1.357 1.074 1.413 1.082
1.5 2.0 1.05 1.004 1.064 1.005

λ = 0.30 λ = 0.50
k = 2.4689 k = 2.5869 k = 2.6749 k = 2.7834

0.1 0.5 22.814 17.821 30.256 23.074
0.5 1.0 3.268 1.91 3.654 1.957
1.0 1.5 1.498 1.094 1.604 1.108
1.5 2.0 1.088 1.006 1.124 1.008

(1.5, 2.0)}. It is worth noting that the parameter k values in Table 2 for the case with
interval shift size are set to be similar to that of Table 1 for the case with specific shift
size, to ensure both cases have similar in-control performances. From Table 2, it is found
that larger values of (δmin, δmax) result in a smaller EARL1 value. For instance, when λ

= 0.05 and (δmin, δmax) = (0.1, 0.5), (0.5, 1.0), (1.0, 1.5) and (1.5, 2.0) are considered for
the FDEWMAchart, the EARL1 values are 10.337, 1.599, 1.047 and 1.002, respectively.
In addition, a larger value of λ tends to increase the EARL1 values. For example, by
considering the case (δmin, δmax) = (1.0, 1.5) for the FDEWMA chart, the EARL1
values for λ = 0.03, 0.05, 0.08, 0.10, 0.15 0.20, 0.30, 0.50 are computed as 1.039,
1.047, 1.058, 1.063, 1.074, 1.082, 1.094, 1.108, respectively. In terms of comparison,
FDEWMA chart also surpasses the existing DEWMA chart by having smaller EARL1
values for all shift intervals and λ values. For example, when (δmin, δmax) =(0.1, 0.5)
and λ = 0.03 are considered in Table 2, the EARL1 values for the FDEWMA chart is
9.015 as compared to 11.946 for the DEWMA chart.
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4 Conclusion

A comprehensive understanding of the behavior of a control chart is important for the
quality practitioners to ensure meaningful results are obtained. In control chart’s imple-
mentation, the process may go out-of control in the beginning of the process monitoring
(start-up quality problems) or due to ineffective corrective action to bring back the pro-
cess mean to the target value after the occurrence of out-of-control situation. To address
for all these problems, in this paper we integrate the FIR feature into the DEWMA chart
for process monitoring. To evaluate the run length properties for the FDEWMA chart,
theMonte Carlo simulation is used. By incorporating the effectiveness of the FIR feature
in considering the occurrence of the off-target process, the sensitivity of the FDEWMA
chart in shift detection increases by resulting in smaller ARL1 and EARL1 values for
specific and interval shift sizes, respectively. The proposed FDEWMA chart is shown to
result in remarkable improvement in shift detection as compared to the DEWMA chart
without FIR feature.

This work can be extended to consider the auxiliary information concept in the
plotting statistic of the FDEWMA chart. In addition, the FDEWMA chart in monitoring
the process variance, or both process mean and process variance can be considered.
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Abstract. Fiber reinforced composites can be categorized into diverse groups
according to their matrices and these play a major role in the reinforcement.
This paper presents the microstructural and the compositional analyses of resin
matrix composites. The specimens produced were reinforcement fibre with mild
steel metal chips, wood chips, granite particles and charcoal particles respectively.
Each composite sample contains one strand of fibre and a fibre-resin composite
was produce per set to serve as comparison to the particles reinforced composite
samples. Good microstructures were observed in all the entire samples although
there were some inhomogeneous mixtures in some of the structures. The wood
chips reinforced particles composite sample formed long-pointed cluster, which
was fairly distributed in the structure. The long-pointed worm-like clusters formed
in the wood reinforced composite could promote the equally distribution of an
applied load on the structure which can strengthens its mechanical properties with
a prolonged lifespan.Most of compositions present in the entire samples have high
tendencies for promoting the mechanical properties of the matrix composites.

Keywords: Composites · Glass fibre · Resin ·Microstructure · XRF analysis

1 Introduction

The composites made from the commonly used fibre reinforcements such as aramid,
carbon and glass-fibre applications are limited due to their low mechanical properties
[1], however, there is need to enhance their mechanical properties by incorporating rein-
forcement particles such as synthetic reinforcements. In addition, the carbon and aramid
fibres are used where more stiffness is required. The aramid fibre has strong heat resis-
tance andmainly used for fire resisting clothing and bullet-proof [2]. Polymer resin is one
of the synthetic resins that could be utilised as adhesive due to their lower shrinkage, and
chemical characteristics [3]. A hyper composite plate structure composed of chopped
glass fibre and carbon powder with polyester resin at different volume fractions was
characterised under thermal and mechanical loading. It was found out that the addition
of powder to the composite structure decreased the maximum deflection as a result of an
increase in its young modulus, and by replacing the glass fibre used with carbon powder
has enhanced the mechanical properties of the composite. The random distribution of
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the powder in the matrix has stimulated the dispersion and the entire interface between
the matrix and reinforcement material [4]. The mechanical properties of polymer matrix
composites reinforced by nano silica particles and glass fibre were analysed. It was
observed that the specimens reinforced with woven glass fibre gave higher ultimate ten-
sile strength values than the specimens reinforced with chopped glass fibre and reported
that the alignment and the length of the woven fibres have contributed to the equal dis-
tribution of the load along the length of the fibres [5]. Fibres are primarily catagolised as
natural or synthetic were natural fibres are made using natural source materials such as
plants and animals while as synthetic fibres are man-made from chemical compounds.

Figures 1 show the different form of natural fibres strand [6]. Natural fibres have
excellent strength and stiffness due to the presence of cellulose, lignin, pectin, hemicel-
luoses, and waxes [7]. They are characterised with low density, biodegradability, easy
availability, low cost and a non-abrasive nature [8].

Fig. 1. Commonly used natural fibres [6].

Glass fibre is the most used as it offers excellent resistance to impact, wear and
friction and has good strength and durability [9]. Due to its lower cost, carbon and
aramid are rarely used and only in applications were more stiffness is required. The
carbon fibre exhibit high stiffness, chemical resistance, tensile strength and temperature
tolerance while as aramid fibre has vigorous heat resistance and mainly used for fire
resisting clothing and bullet-proof [10]. Numerous research works have been conducted
on glass fibre composites to enhance their applications during service but not many
reviews on the microstructures have been established.

The main objective of this present research study is to characterise the natural fibre
and particle reinforcements in a composites through its microstructure and to establish
if there is change in the compositional analysis using the XRF analyser.
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2 Experimental Procedure

The general-purpose resin was used as the matrix throughout the experiment and it is an
unsaturated transparent polyester resin. The resin was mixed with droplets of hardener.
The specimen produced were reinforcement fibre with mild steel metal chips, wood
chips, granite particles and charcoal particles. For each sample made, 25 ml of resin
with a hardener and particles were added in a beaker, and thoroughly stirred for 5 min
to achieve a homogeneous distribution of the reinforcement particles and solution. The
homogeneous solution was first poured into the mold halfway and the fibre strand was
positioned in the middle before adding the remaining solution. The samples were left
to cure under standard atmospheric conditions and removed after they have hardened.
This hardener is an amino polyamide which served as a catalyst and facilitated the
molecular components bonding which was used to cure the composites by the process
of polymerisation.

Three sets of samples were produced with metal chips, wood chips, granite particles,
charcoal, fibre-resin only and hybrid particles respectively. The first set of samples had 5
drops of the hardener (5 DH), 10 drops of the hardener (10 DH) added to the second set,
and 15 drops of the hardener (15 DH) added to the third set. In total, 18 samples were
produces for characterization. The droplets of hardener was used in this research work
since the hardener that came with the resin did not specify the mixing ratio, and this was
done in order to evaluate if acting as a catalyst will have an effect on the composites. As
a result of different hardener drops used in the preparing the samples, the first set with 5
droplets took 5 days to cure, the second set with 10 droplets took 3 days while 2 days to
completely cure the 15 droplets of hardener. The metallographic samples were mounted
in polyfast formicrostructural examination and theXRF analyses were conducted for the
composition. The surface morphologies of the composite specimen were analysed using
the optical microscope and examined at 20X, 30X and 40X magnification respectively.

3 Results and Discussion

In order to characterise the studied composite materials, microstructural evaluation,
and XRF analysis were conducted to better understand the structures as well as the
compositional phases present.

The microstructures of the entire composite samples are explained in details in this
section from the fibre-resin only to the particles reinforced composites. Figures 2 (a) to
(c) depict the microstructures of the fibre-resin only composite samples with 5 drops
of hardener (5 DH), 10 drops of hardener (10 DH) and 15 drops of hardener (15 DH)
respectivelywhile Figs. 2 (d) to (f) show themicrostructures of themetal chips reinforced
samples with 5 DH, 10 DH and 15 DH respectively.

The fibre-resin only reinforced composite samples bred an evenly distributed struc-
ture, and the thin fibre strand enhanced strong mechanical bond with the resin. Other
regions of the samples had defects as a result of entrapped air, which caused the for-
mation of voids and porosity. The metal chips reinforced composites have an evenly
distributed microstructures as illustrated in Figs. 2 (d to f), closer to that of the fibre-
resin only sample with defects and resin clusters in some regions of the structure. The
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Fig. 2. (a to c) Microstructures of fibre-resin composite samples with 5 drops, 10 drops and 15
drops of hardener; (d to f) Microstructure of metal chips composite samples with 5 drops, 10 drops
and 15 drops of hardener.

resin clusters are as a result of inhomogeneous mixture produced since the stirring was
done using a stick. The formation could also be because of the particles choosing to
settle in disperse areas of the samples due to difference in sizes and densities of the
metal particles as some particles are in circular forms or entangled forms.

Figures 3 (a) to (c) present the microstructures of the wood chips reinforced compos-
ite sampleswith 5DH, 10DHand 15DH,while Figs. 3 (d) to (f) show themicrostructures
of the granite chips reinforced samples with 5 DH, 10 DH and 15 DH respectively.

As shown in Fig. 3 (a), the wood chips reinforced particles composite sample formed
long-pointed cluster fairly distributed in the structure. The particles are equiaxed in
structure and swimming in the same direction. The long-pointed worm-like clusters
of the particles promote the equally distribution of an applied load on the structure
which strengthens its mechanical properties with a prolonged lifespan. The lightness
and flexibility of the wood chips promoted the formation of a uniform mixture, forming
a moderate structure. The granite-reinforced samples as shown in Figs. 3 (d) to (f) have
light grey crystals in various location of the composites. Furthermore, themicrostructures
show the development of grains, which signify a completed polymerisation process.
However, cluster of crystals were observed in some regions of the matrix.
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Fig. 3. (a to c) Microstructures of wood chips composite samples with 5 drops, 10 drops and 15
drops of hardener; (d to f) Microstructure of granite chips composite samples with 5 drops, 10
drops and 15 drops of hardener.

Figures 4 (a) to (c) present the microstructures of the charcoal chips reinforced
composite samples with 5 DH, 10 DH and 15 DH, while Figs. 4 (d) to (f) show the
microstructures of the hybrid chips reinforced samples with 5 DH, 10 DH and 15 DH
respectively.

As depicted in Fig. 4 (c), the charcoal particles were more obvious in the reinforced
composite sample forming clusters of resin and charcoal. The black phases represent
the charcoal particles. Some elliptical grains were developed in the sample of Fig. 4 (b)
where 10 drops of hardener was used. A homogeneous solution with fairly distributed
charcoal particles were revealed in sample mixed 5 drops of hardener. The curing time
has allowed the distribution of the particles in the matrix. Figure 4 (e) displays large area
of resin only close to the interface regions with some dispersed anonymous particles.
The hybrid reinforced composite exhibited uneven dispersion of the particles due to the
differences in the densities of the mixed particles.

Table 1 shows the major elemental compositions present in the fibre-resin and
particles reinforced composite samples.
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Fig. 4. (a to c) Microstructures of charcoal chips composite samples with 5 drops, 10 drops and
15 drops of hardener; (d to f) Microstructure of hybrid chips composite samples with 5 drops, 10
drops and 15 drops of hardener.

Table 1. Composite samples elemental composition

Sample Composition (%)

SiO2 CaO MgO Fe2O3 Cl

Fibre + Resin 5.404 3.025 0.591 0.286 0.309

Fibre +Metal chips + Resin 8.456 0.843 0.295 53.055 1.416

Fibre +Wood chips + Resin 4.881 0 0.342 0.337 0.447

Fibre + Granite particles + Resin 8.758 0.382 0.643 0.794 0.344

Fibre + Charcoal particles + Resin 5.124 1.357 0.600 0.167 0.307

Fibre + Hybrid chips + Resin 8.800 0.860 0.872 15.283 0.273

As seen from the Table, SiO2 is the main composition in the entire samples ranging
from 4.8 to 9 approximately. The composite samples contains high percentage of silica
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which promotes hardness, stiffness and strength [11]. They also contain a fair com-
position percentage of magnesia which offers high thermal conductivity and excellent
corrosion resistance [12], therefore neutralising corrosion venerability of the compos-
ite samples as a result of very high content of ferric oxide present in metal chips and
hybrid reinforced composite samples. Magnesia will uphold the use of the composites
in aggressive acidic environments, with calcium oxide to enhance composites melting
and boiling points [13].

4 Conclusion

The microstructural and the compositional analyses of the fibre-resin and particle rein-
forced composite samples were successfully investigated. The surface morphology of
the composite samples revealed the presence of voids, porosity and clusters of resin
and particles, which could result in the decrease of the strength of the composite. The
increase in the drops of hardener has reduced the number of days the samples took to
cure. Only the fibre-resin reinforced composite samples produced an evenly distributed
structure, and the thin fibre strands have enhanced strongmechanical bondwith the resin.
The charcoal particles were more obvious in the reinforced composite sample forming
elliptical clusters of resin and charcoal.
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Abstract. The data in this article present the effective parameters of experimental
microscopic processes to investigation of the emulsifiers stability characteristics
with changing the water dosage in diesel/or biodiesel fuel. As a result of the
increasing demand to improve the fossil fuels properties and the application of
the emulsification procedure by adding water dosages into fuel as the promis-
ing idea, it opened the way to research in identify many affecting factors these
emulsions; one of the important emulsion features was stabilization period and
the increasing water dosage rate in emulsion how effected on this feature was not
been effectively studied. The current work interested to study the distribution of
water droplets (droplet size) in the W/D (water/diesel) or W/BD (water/biodiesel)
emulsions. The datasets were gained during experiments conducted with using
digital microscopic image technique for five samples of W/D and W/BD emul-
sions 5, 10, 15, 20, and 30% (v/v) water content, Here, the experimental set-up
and the major instruments used for obtaining the computed data were explained
in details. The results were appeared that, the larger the amount of water content
in the emulsion, the brighter milky emulsion produced. The experiments indi-
cated that increasing the water dosage in W/D and W/BD emulsions influenced
negatively on the emulsion stabilization period.

Keywords: Fuel emulsions · Emulsion stability · Digital image processing ·
Surfactant

1 Introduction

The main objective of using fuel emulsions (pure diesel or biodiesel with water) as
fuel for a compression ignition (CI) engine is to exploit the added oxygen charge to
improve the combustion process and reduce emissions [1, 2]. New researches concluded
that water-in-fuel emulsions are to reduce the NOx, CO2, and HC emissions [2]. Many
methodologies have been used to study fuel emulsions on diesel engine both inside and
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outside the engine combustion chamber [3], where the problem of instability of emul-
sions for a long time was considered the most important problem that was researched
in this field. So, the stabilization of fuel emulsions are influenced significantly by the
preparing method, viscosity of fuel, water dosage in emulsion, stirring speed, and con-
centration of surfactants [3]. Surfactants (sometimes called emulsifiers) are considered
one of the materials that are characterized by an equal ratio of polarity, compatible
with water and on the other hand, non-polar or non-hydrophilic, in general, their role
is a major role in weakening the surfactant of the medium in which they are dissolved.
When mixed into the fuel-water mixture, the polar groups convert to water and the non-
polar groups convert to the fuel thus reducing the surfactant between the two fuel/water
phases [4]. Four types of surfactants materials are cationic, anionic, non-ionic and these
types depend in working on the intensity of surfactant. Normally, it was high option
for decreasing surfactant was to enhance a hydrophilic lipophilic balance, with other
words (oil-water-lipolytic). Fuel emulsions formed when a surfactant is mixed with the
two unbendable fluids water and diesel. Moreover, the combustion of surfactants with-
out increasing emissions such as soot and free of sulfur and nitrogen must be done
directly [5]. A few number of literature deals with the study of the effect of surfactant
as well as the properties of W/D emulsions in relation to combustion and emissions [6].
Nadeem et al. [7] have tested the water-in-diesel emulsion prepared by adding surfac-
tants on a four-stroke, four-cylinder engine, and concluded that there was a significant
reduction in the emission of particulate matter and NOx with the use of other types
of fuel emulsion prepared by adding different surfactants. Fuel emulsions are prepared
as a result of their effect on mechanical activation resulting from various mechanical
devices. Therefore, the methods of mechanical mixing different by several equipment,
the most important of which are: a supersonic vibrating machine, a vibrating table, a
magnetic stirrer, a centrifugal typemixer…etc. Lin andChen [8] reported that the engine
has better performance with lower CO2 emissions by using ultrasonic vibration as fuel
emulsion preparation method and the results were compared to fuel emulsion prepared
by mechanical mixing, but this fuel emulsion has a negative influence with HC and NOx
emissions. Experiments conducted within one of the research studies that dealt with the
effect of the speed of the mechanical homogenizer, where the number of cycles of the
homogenizer was changed as a method to study the microscopic structure, showed that
the speed has a direct effect on the diameter of the water droplets in the fuel [9]. The
choice of emulsification technique is of equal importance, for example, the use of a
mechanical agitator or ultrasound. Nowadays ultrasonic emulsifier is considered to be
the best agitator due to its speed, efficacy and convenient design for effective operation.
Determining the optimal procedure for preparing the emulsifier is through the optimal
selection of the appropriate agitator, the speed of agitation and the rotation period, as they
are the important factors for the stability of the fuel emulsion for a longer period [10–15].
Wahhab et al. [16] studied the distribution of water droplets inW/D emulsion by used the
digital microscopic images processing, and the effects of water dosages and heating on
the stabilization of W/D emulsion was tested [17, 18]. In this work, digital microscopy
image processing technique was used to study the properties of water droplets in the
W/D and W/BD emulsion, the most important of which is the water droplet diameter.
Also, MATLAB code samples were developed to analyze microscopic images.
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2 Materials and Methods

The experiments employed stirring emulsion homogenizer, image microscopic system,
and digital image processing technique. These systems were used to collect microscopic
images at various dosages and days for the W/D (water/diesel) emulsions and W/BD
(water/biodiesel) emulsions, providing information on water droplets size in fuel. Image
processing technique was used to collect the information’s for shape, area, and diameter
of the water droplets in emulsion. The Mat LAB software was used to analyze micro-
scopic images for emulsions. Finally, the separation limits of the water/fuel emulsions
were presented.

2.1 Principle of Emulsions Preparation

Components required for preparing emulsion are: Mechanical agitator (Homogenizer),
diesel (and biodiesel) fuel, distilled water, burette, and pipette, as shown in Fig. 1. First
step, the pipette, burette and container were thoroughly washed and cleaned dry. Second
step, Diesel (or Biodiesel) was measured in the burette in required volume and poured
into the homogenizer container. Third step, it calculated volume of each surfactant (span-
80) were measured in the pipette and poured into the homogenizer container, same done
for water. Finally, the container is placed under the mechanical agitator and the mixture
is thoroughly mixed for about 10–15 min. The emulsion thus obtained is checked for
stability. Homogenizer is used to thoroughly form the emulsion. It consists of a motor
(1250 W, speed range 11000–30000 rpm) which is used to rotate the blades which is
dipped in the mixture. There is speed control knob to optimize the speed of the motor.
Water/fuel emulsions were prepared by emulsifying a distilled water into each of the
two fuel (diesel and biodiesel) with adding snap-80 (2% of the final emulsion volume),
at different water to fuel (W/D or W/BD) (v/v) percentages of 5%, 10%, 15%, 20%, and
30%. The amounts of each component required are illustrated in Table 1. Various trials
were carried out before obtaining a stable emulsion, all samples prepared were 200 cc
and kept at ambient temperature to study the emulsion stabled time, as shown in Fig. 2.

Fig. 1. Components required for preparing emulsion.
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Fig. 2. Water/Fuel emulsion samples.

Table 1. Water dosages in W/D and W/BD emulsions.

W/D emulsion W/BD (Diesel 80% + Bio diesel 20%) emulsion

93% diesel, 5% water, 2% span 80 93% BD, 5% water, 2% span 80

88% diesel, 10% water, 2% span 80 88% BD, 10% water, 2% span 80

83% diesel, 15% water, 2% span 80 83% BD, 15% water, 2% span 80

78% diesel, 20% water, 2% span 80 78% BD, 20% water, 2% span 80

68% diesel, 30% water, 2% span 80 68% BD, 30% water, 2% span 80

93% diesel, 5% water, 2% span 80 93% BD, 5% water, 2% span 80

2.2 Optical Microscope System

Figure 3 illustrates a setup for the optical microscope typeMeiji TechnoML2100 during
experiments. The W/D and W/BD emulsions images were showed and recorded with
400X magnification. The image acquisition system includes optical microscope filter
tray ML2100, photomicrography with 35 mm digital SLR camera, camera attachment
w/finder eyepieces, and integrated illuminator. The microscopic images were recorded
with maximum resolution 1280 * 800 pixels.

Fig. 3. Optical Microscopic System.
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2.3 Digital Image Processing

The image processing techniques have been widely used in the study of microscopic
processes [16]. The main purpose of the image processing technique is detection of the
droplet boundaries. Particularly from the edges of the droplets which are not visibly
observable, thereby making it difficult to identify the edges of the droplets by means of
a simple detection technique due to a low contrast ratio along those borders. Therefore it
is very necessary to apply digital image processing techniques to the raw images before
they can be analyzed.

In other for the image to be process effectively, a software program was developed
and was used to extract information from the microscopic images data recorded. The
software program is divided into two basic stages: droplet identification and droplet
verification of parameters. The working process of the algorithm for each part of the
program is elaborated in this session.TheMATLABprogramcodedevelopedwasdepend
on microscopic images frames for data analysis and for measuring droplet parameters
i.e., diameter, area, and spatial location. Each part will be described in detail in the
following paragraphs.

The algorithm considered each microscopic image as a graphics object where each
element of a matrix contains three color intensities, the red, green, and blue (RGB)
values. The RGB image is processed to a grey scale image with 8 bit depth using rgb
2-Gy function in MATLAB. Each pixel is represented with a numerical value from 0
(black) to 255 (white) as explained by Pratt [16], where the light spots are black and
droplet contours are white in rgb 2-Gy image. As a preliminary procedure, the unwanted
area from the image border was subtracted. It reduces the size of the image and the
computational time. The original size of the image obtained from themicroscopic camera
is 1280 × 720 pixels and the size of the reduced area is 1013 × 635 pixels. After then,
the program recognizes a row of all microscopic frames, when these appear the water
droplets first on the microscopic lens.

Several measures were undertaken in order to determine the basic parameters of the
droplet, these steps include the following:

1. Background extraction and noise reduction: Directly extracting information for the
droplet from the image is a complex process due to the background noise. The noise
was caused by either from particles that were stuck to the surfaces of the image or
those formed from the light intensity variation. Thus, a procedure to reduce the noise
level to minimal was is highly desirable. The Math Works Inc., (2016), was used to
improve the droplet image quality by refining the background ordinance, using image
subtraction to reduce the background noise.

2. Binary image and thresholding operation: The thresholding operation produces a
binary image comparing an intensity value or threshold to the matrix pixel intensities;
it replaces all pixels in the input image with luminance greater than a threshold with
the value 1 (white) and replaces all other pixels with the value 0 (black). To determine
occasion threshold value, many techniques have been proposed in time past by [5–7].
Generally, these techniqueswere based on themean intensity value or picture intensity
histogram. Figure 4 describes different image frequency intensity. For example, for a
darker image (a) and a lighter image (b), which were collected duringmeasurement of
droplets size and the threshold experimentally. The thresholdswere around 0.65–0.88,
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which made possible to reduce light structures connected to the image. During the
last step in this operation images were converted to a binary image using a threshold
value of 0.76.

Fig. 4. Shows image intensity and frequency histogram.

3. Morphological operations on binary image: morphological operations were used to
develop the quality of the binary image and thereby improving the droplet shapes.
Several researchers [8–10], conducted a set of morphology image operations that
depend on image based on shapes. The basic operations in morphology processing
are dilation and erosion, as described by [16]. Erosion means remove some pixels
on objects boundaries, while dilation adds new pixels to the boundaries of objects in
binary image. In this work, erosion and dilation method was utilized. The number
of pixels added or removed from the objects in an image depends on the size and
shape of the structuring element used to process the binary image. Therefore, it
can modify the size and the shape of the droplet; however the of combinations of
these operations maintains the same size of the droplets. Speckles in the images
were reduced by using an opening operation, and holes in the droplets were filled
with a closing operation, which will be described below. The morphological close
operation is a dilation followed by erosion, using the same structuring element for
both operations. The close operation fills the holes in the droplet and smoothen the
boundary of changing its size and shape. When the close operation is applied to the
droplet, first it is expanded by dilation and then reduced by erosion, so the boundary is
smooth and holes are filled and the shape remains the same size. The morphological
open operation is erosion followed by dilation. Thus speckles on the image can be
removed by using the open operation. The borders of the droplet removed by erosion
can be restored by dilation, so it doesn’t influence on the main droplet structure.
However, the small speckles that are removed by erosion are not restored by dilation.
Figure 5 shows the image processing procedures. Finally, images with the water
droplets were prepared for the next step quantitative analysis such as measuring the
equivalent diameter and area of the droplet.

4. Definition of the droplet parameters: one of the most important steps in droplets
definition stage was the identification of calibration scale factor which records the
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Fig. 5. Image processing procedures.

Fig. 6. A droplet structure data and geometric parameters.

calibration image. This calibration image was applied for all experiments with scale
factor of 21.4 pixel/µm.Thedroplet geometric parameters are as follows: droplet filled
area and equivalent diameter. These parameters were measured and organized in a
data structure for each droplet in an image, for a sequence of images. Figure 6 shows
a droplet structure data and geometric parameters for this work, and implemented in
MATLAB. A frame is a set of pixels arranged in a matrix of (w × h) elements, a
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point (0, 0) representing the top left while a point (1013, 635) represented the right
bottom corner bounding box in matrix. Every frame has different number of droplets,
as shown in Fig. 7.

Fig. 7. The image matrix.

3 Results and Discussion

To verify if the increase in the water dosage in the emulsion affects the distribution and
size of water droplets in the continuous phase (diesel or biodiesel), samples of both
emulsions were analyzed with different dosages of water in the diesel emulsion (and
biodiesel) with volume ratios of 5%, 10%, 15%, 20% and 30%. As shown in Fig. 8
the number and diameter of water droplets were greatly affected by the increase in the
water dosage, so the volume of water droplets was increasing with the increase in the
volumetric percentage of water. This result is in agreement with microscopic result of
emulsion [17]. Themaximum diameter of water droplets before inter separation limit for
dosages: 5%, 10%, 15%, 20% and 30% were 107.3, 112.4, 117.4, 120.2 and 123.1 µm
forW/D and 112.5, 123.6, 124.3, 135.4, and 137.6µm forW/BD, respectively, as shown
in Table 2. The result also appeared separation of the W/D emulsion need shorter period
fromW/BD emulsion. Generally, microscopic experimental tests showed an increase in
the diameter of water droplets in the emulsifier as well as the accelerated degradation
with the increase water dosage for emulsion when the emulsion with water was 30%.
Therefore, it is clear from the above results that the properties of emulsion were changed
by increasing the water dosage; density and viscosity affected the surface tension and
thus reduced the stabilization period of emulsifier.
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Fig. 8. Contrast of water droplet diameter with mixing period forW/D andW/BD emulsions with
different water dosages.



48 H. A. A. Wahhab et al.

Table 2. Microscopic images of water dosages in W/D and W/BD emulsions.

4 Conclusions

The main objective of using the water-in-Diesel or Diesel-in-Water emulsions as fuel
for diesel engines is to increase the oxygen charge in combustion mixture and reduce the
emissions. Many affecting factors on emulsions has not been effectively identified; the
distribution of water droplets in the emulsion (droplet size) with increasing water dosage
of the emulsions and what can this parameter effect on stabilization period for the fuel
emulsions. In the present work, the effect of emulsifier dosage (water in diesel ratio) on
the stability period with using optical technique was studied. It was noted that, the larger
the amount of water content in the emulsion, the brighter milky emulsion produced. The
experiments indicated that increasing the water dosage in W/D and W/BD emulsions
influenced negatively on the emulsion stabilization period.
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Abstract. This paper describes an experimental study of influence of magnetic
field on diffusion flame in the counter burner. Diffusion flames for different LPG
gas flow rates propagating in counter burner of a different magnetic field inten-
sities 1000 to 5000 gauss have been experimentally investigated. An influence of
the changing fuel gas flow rate, magnetic force on the flame structure, combustion
velocity and flame temperature has been determined. In the present work, the dif-
fusion flame recording imageswas used to analyze the effect of changingmagnetic
field intensity on the flame disc diameter. Significant results were obtained in the
area of counter flame. Flame disc diameter in the counter burner depend basically
on the velocity of fuel and air. Flame diameters are almost the same for top and
bottom flame disc and decreased with increasing the magnetic field intensity. At
the fuel flow rate values (Re = 22, 31), the values of combustion velocity were
increased with increasing magnetic intensity, and this behavior due to probably
caused by effect magnetic force on oxygen zone.

Keywords: Magnetic Field · Electromagnetic induction technique · laminar
diffusion flame · Combustion operations

1 Introduction

Many studies have been conducted experimentally and numerically to examine the effec-
tive controlling factors of combustion phenomenon to be utilized on combustion sys-
tems such as industrial combustion equipment; ramjets and burners [1, 2]. While diverse
research has been carried out on the burners design factors to improve combustion system
performance and harmful emissions from burner nozzle [3, 4], several studies interested
about apply the magnetic field to enhance of combustion process [5–9]. The influence
of magnetic field on propane and acetylene diffusion flames have been experimentally
investigated using an electromagnetic system [10–14]. The experiments included mag-
netic field having various frequencies and duty ratios was established in square wave
form. The maximum intensity and gradient of magnetic field were 1.3 T and 0.27 T/mm,
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respectively. The results appeared that height of a flame front was reduced up to 4.5%
and the brightness was enhanced up to 25% when the magnetic field was effected. Wu
et al. (2016) [10] studied the influence of magnetic fields on various characteristics of
laminar diffusion flames ofmethane on a co-annular burner. Results sure that the increas-
ing of magnetic field, the flame height decreases while the flame temperatures increase.
Further, thermal NOx production in the flame was reduced as a result of the effect of
the gradient magnetic field. In our previous tests with propane diffusion flames with
slightly higher fuel flow rates, measured flame heights were about 10 mm agreeing with
Roper’s equations [15–17]. The review of literature showed that numerous researchers
have investigated the flame structure influences from the local extinctions perspective for
different fuels under influence of magnetic field. But, the effects of changing magnetic
field intensity on patterns diffusion flame in complex flame burner such as counter burner
haven’t been widely studied. Therefore in the present work, the influence varying the
magnetic field intensity on diffusion flame pattern in a counter burner was investigated.
For that, counter flames for the diffusion of LPG and air has been experimented, also
the present paper introduces the results of the simulation of electromagnetic induction
charger.

2 Experimental Implementation

2.1 Principle of Electromagnetic Induction System

The permeability of in a magnetic burning gases differs from that of the unborn gases
because of the oxygen content in the combustion region as Ferro-fluid dynamics [16, 18–
20]. When the magnetic field is excited, the coils generate eddy currents which serves
as an insulating obstacle in the flame front created and effects on in flame length. In
the diffusion flame can detect the slight changes in the flame length outside with the
fuel gas flow by measuring the amount of relative increase of the electromotive force
between induction coils. It is assumed that there is no magnet sable material except
for the magnetic region in the oxygen space affected by the magnetic field and no
tangential components to the plane defined by either one of the induction coils in the
flame region between the induction coils [21]. Thus, from the Gauss’ low, the magnetic
flux density becomes unique in the flame region between induction coils as well as
in the combustion region. In addition, in the induction coil, the induction current is
small, (in the order of 10–9 amp) and the magnetic fluid is nonconductive, thus the
mutual effect of magnetic field intensity by the excitation coils and induction coils
is so small. The strength of the magnetic dipole moments is defined by the magnetic
susceptibility of amaterial. Paramagneticmaterials have positivemagnetic susceptibility
while diamagnetic materials have a negative susceptibility. Carbon dioxide, nitrogen and
most products of combustion are diamagnetic while oxygen is paramagnetic in nature
[3–5]. This means that by applying an external inhomogeneous magnetic field, oxygen
can be attracted towards one area while the combustion products are repelled from this
area. However, at relatively lowmagnetic field strengths, the enhancement in combustion
is accredited to the oxygen’s paramagnetic characteristics since diamagnetic materials
only form a weak magnetic dipole moment [10].
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Fig. 1. Magnetic fields gradient with effected on oxygen [15].

The thermal flow of oxygen to enhance combustion features under affect repulsive
magnetic fields is shows in Fig. 1 [15], one of main effects is the direction of flow of the
fuel. The fuel gas flows in a vertically upward direction, when the vertically decreasing,
the oxygen flow will be forced downward opposing the direction of fuel gas flow. On
the other words, the vertically increasing field will cause oxygen to flow upward along
with the gas flow thus, repelling it from the reaction zone. This implies that during
combustion, the oxygen concentration around the reaction zone will be increased with
the use of vertically decreasing gradients thus allowing more fuel molecules to react
with oxygen molecules, leading to more complete combustion.

Gases are either diamagnetic or paramagnetic in nature. Due to the magnetic suscep-
tibility of gases, a magnetic body force can be applied to these with the use of gradient
magnetic fields. Themagnitude anddirection of themagnetic body force followsKelvin’s
equation [22, 23]:

Fmag = 1

2

Xi

µo
∇−→
B2 (1)

Being that the order of magnitude of paramagnetic materials is significantly larger
than that of diamagnetic ones, the magnetic force acting on a diffusion flame is mainly
attributed to the effects on paramagnetic oxygen. For a typical diffusion flame used in
this study and with magnetic field of flux density of 0 – 5000 Gauss, the magnetic forces
acting on the system may vary in the range of 0–5.6 N/m3.

As it was mentioned in Sect. 1, a widely used expression to predict laminar jet flame
lengths for circular burner ports was derived [20]. The expression applies to flames
regardless of whether or not buoyancy is important in the reaction and is applicable for
fuel jets emerging into a quiescent oxidizer or a co-flowing stream. Given that magnetic
forces are similar to buoyant forces (both act on a volumetric basis) it may be assumed
that the expression developed by Roper applies for laminar flames under the application
of amagnetic field. Roper’s expression for the flame length in a circular port is as follows:

Lf = 1330
∅f

(
T∞/Tf

)

In(1 + 1/S)
(2)

where Ff is the volumetric flow rate of fuel from the nozzle (m3/sec), T∞ is the ambient
oxidizer temperature (K), Tf is the mean flame temperature at the burner exit (K), and



Prediction of a Diffusion Flame Characteristics 53

S is the molar stoichiometric oxidizer-fuel ratio. For a generic hydrocarbon, CxHy, the
stoichiometric ratio can be expressed as

S = x + y/4

Xo2
(3)

where Xo2 is the mole fraction of oxygen in air.

2.2 Methodology and Experimental setup

The specifications of the main electromagnetic induction system components which
include: an excitation coils, DC power supply, signal analyser, and Tesla-meter, as shown
in Fig. 2. Excitation Coils (electromagnetic charger) was supplied by the DC power (0–
32) voltage and (0–100) amp current as shown in Fig. 2. This charger comprised of a
U-type yoke and two coils wound with 350 turns of enamel-coated copper wire with
1.5 mm diameter. The coils were linked parallel within the electrical circuit for the
processing of magnetic field intensity with varying voltage. The current is of a DC
power supply. To reduce the loss by eddy current in the core, the yoke was constructed
with steel, the cross section area for the both of yoke poles was 32 mm (perpendicular to
the flow direction: x-axis) and 80 mm (parallel to the flow direction: z-axis) to embraces
the test section. A pair of the tesla meter sensors was fixed between yoke poles and test
section to measure the magnetic flux signing. The excitation coils designed in this work
measures variable magnetic field intensity when changing input condition of the current
and voltage from 0 to 5000 gauss.

Fig. 2. Experimental electro-magnet charger.

As it is be shown from Eq. (1) the magnetic force for a gas species is depend on
both the magnetic flux density and the magnetic flux gradient. A code was developed
within the MATLAB environment to define the magnetic force profile on paramagnetic
oxygen as a function of the perpendicular position of each of the magnetic poles. The
magnetic field density profile around the cross-section of the different magnetic poles
was determined with a calibration criteria of 10–8. Figure 3 appear the results obtained
from the numerical analysis, and to validate these results, experimental measurements
for magnetic field intensity were taken in the air-gap region of the electromagnet.
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Fig. 3. Numerical results of magnetic field around circular permanent magnets and validation of
numerical results by comparison to experimental measurements.

The rectangular magnets have a larger maximum force in the positive than in the
negative direction. The electromagnets are third on the maximum force followed by the
fixed intensity magnets, which has rather negligible forces on oxygen. For comparison
purposes, the magnitude and direction of the maximum force exerted by each of the
magnetic configurations is shown in Fig. 3.

3 Results and Discussion

For all cases from experiments the, themagnetic force effected on oxygen changes direc-
tion from positive to negative. To enhance counter flame characteristics, the direction
of the magnetic force has to oppose the direction of the fuel flow. For example, if the
burner flows in the positive vertical direction, the force on paramagnetic oxygen should
be in the negative vertical direction so that oxygen is forced into the flame. It can be
seen from photos in Fig. 4(a) that the increasing fuel flow rate (increase Reynolds num-
ber Re = 22 to 31) is decreasing flame disc oscillation. These experiments were used
charger electromagnetic charger with change intensity from 1000 gauss to 5000 gauss
and recorded the induction voltages to correct the measured magnetic field values, the
images of diffusion flames at different magnetic field intensity shown in Fig. 4(b).

Figure 5 shows the effect of magnetic field on the diameter of flame disc and the
brightness of the flame changed as a result of the increase in the rush of oxygen towards
the combustion area due to the effect of the magnetic force. When supply combus-
tion zone with the negative gradient magnetic field, so back decreasing magnetic field,
increases the supply of oxygen to the combustion region by inducing an oxygen flow
to the vicinity of the flame front. This flow provides more oxygen for the combustion
leading to the promotion of chemical reaction, i.e., fuel and air react faster resulting in
flame disc decrease. On the other hand, the results showed that increasing the flow rate of
the gaseous fuel reduces the effect of the magnetic field on the dimensions of the flame
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Fig. 4. Photos of (a) diffusion flames at different Reynolds numbers, and (b) diffusion flames of
different magnetic field intensities.

front, and this is because the momentum force opposes the magnetic force affecting the
oxygen surrounding the flame.

Figure 6 shows the effect of magnetic field on the combustion velocity and flame
temperature in the combustion domain by applying magnetic field on the mid-distance
between counter burner edges. For the mid-section (flame disc), the overall combustion
velocity in the domain increased due to the decreasing area of the flame disc. Regarding
the temperature values as a result of magnetic field applied to the flame disc of the
burner, while the velocity was increased in the center of the nozzle, the temperature
was remained slow affected by increasing magnetic field. The reason is that the fuel
flow developed in the burner pipe before it reached the edge exit. Conversely, when
magnetic field was applied to the mid-section of the burner increasingly, the maximum
flame temperature was declined slightly by approximately 40°.
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Fig. 5. Effect of magnetic field on diameter of disc flame in the counter burner.
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Fig. 6. Effect of magnetic field on combustion velocity and flame temperature in the counter
burner.

4 Conclusions

In this work, electromagnetic induction technique applied to enhance combustion of
diffusion flames in counter burner. It was shown by these experiments that the force of
this type of magnets better than fixed intensity magnets, the force of previously used
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experimental magnets. Experiments concluded that increasing magnetic field intensity
was caused decrease flame front dimensions (flame disc diameter) and change flame
brightness. The results appeared increasing in combustion velocitywith appliedmagnetic
field different intensity, while the change in the temperature of the flame is slight with
the change in the intensity of the magnetic field. Future work of magnetic field effects
on combustion should focus on developing magnetic configurations that can provide for
even higher forces on paramagnetic oxygen.
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Abstract. Crop residues arematerials left in an agricultural field after crop harvest
and are a major source of livestock feed. Due to their hard and slippery nature,
livestock only feed on half, leaving the rest dispersed and wasted. This project is
focused on the design and fabrication of a livestock fodder crusher to crush crop
residues into livestock fodder. The crushing has improved the crop residue quality
and the design consists of major components such as cutting and crushing blades,
bearings, shaft and crushing chamber. The project was carried out by fabricating
a manually powered fodder crusher in the welding workshop at Jose Eduardo dos
Santos campus (University of Namibia) to test and evaluate the design feasibility.
The fabricated manually powered fodder crusher has shown dependability and is
beneficial to all rural dwellers as it does not require solar or electric powering
methods.

Keywords: Crop residues · livestock · fodder · fodder crusher · manually
powered

1 Introduction

Fodder or animal feed is an agricultural foodstuff used specifically to feed domestic
livestock such as goats, cattle, sheep, horse and donkeys. They are food harvested and
stored specifically for domestic animal consumption and it is a step up from forage that
livestock graze while in the ground. The first fodder cutter called the straw chopper was
invented by Hochfield in the mid 1700’s and used a lever [1]. With progression in years
and advance in technology, farmers demanded an easier andmore efficientway to do their
work and the hacksel machine was developed which consisted of a flywheel and sharp
blades attached to thewheel’s spoke,were fodder is pushed into a trough and chopped into
pieces. With increasing cropping areas, reduction on grazing land and growing demand
for livestock feeds, it is important to ensure the effective use of resource including crop
residues [2]. The problem encountered is that Mahangu, maize and sorghum stovers are
roughages that is always available after the harvest as livestock feeds. Due to the hard and
slippery nature of the roughages, animals find it difficult to feed on. Crushers are one of
the major size reduction equipment that are used in mechanical, metallurgical and other
similar industries, with various size and capacity ranging from 0.1 ton/hr. to 50 ton/hr.
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[3]. These crushers are classified based on the way they apply force, mechanism used
to crush and the degree to which they can distort the crushed materials. Impact crushers
involves the use of impact to crush materials and their commonly major components
are shaft, rotor, hammers, discharge mechanism and casing [3]. There is also a cone
crushers which is a compressive type of crushing machines that distort materials by
squeezing or compressing the feed materials between a moving and a stationary piece
of steel [4]. Similarly, there exist a jaw crusher which consists of a fixed and moving
jaw and it uses reciprocating movement of the movable jaw that compresses and crush
materials between itself and the fixed jaw as thematerial enters the zone between the jaws
[5]. Egbe and Olugboji [6] designed, fabricated and tested a double roller crusher and
reported that the machine had a capacity of 1.43 tonnes/hr with theoretical efficiency of
crushing limestone of 60%. The authors reported that crushing takes place when applied
external forces are greater than the cohesion among the molecules of the particles [6].
Jibrin et al. [7] developed a 10 kW diesel engine powered crop residue crushing machine
and discovered that attaching a flywheel to the hammer mill shaft lowers the speed of
the diesel engine [7]. Gupta [3] designed and analysed a horizontal shaft impact crusher
and pointed out that the crushing effect depends on the kinetic energy of the hammer,
interchange of energy between hammer and particles and loss of energy due to impact
[3]. Manaye et al. [8] redesigned and fabricated a hammer milling machine for pasta
making due to the inability of existing hammer mills to meet the demand to eliminate
waste during operation. The fabricated machine incorporated a proper air circulation
system that does not destroy the flour produced by overheating [8].Mushiri andMbohwa
[9] improved the efficiency of a gold ore crushing system and reported that slacks in
conveyor belts caused the failure and the transport feeding materials at reduced speed
and also the worn rollers damage the belts and result in material spillage.

The main objective of this project is to design and manufacture a livestock’s fodder
crusher and select the best material and design concept as well as testing the performance
of the fabricated crusher.

2 Design Methodology

In the design process as shown in Fig. 1, the recognition of need and problem were
identified on which conceptualisations that best suit the problem of interest were based.
The selected conceptwas thenmodelled, sized and simulated usingSolidWorks software.
The design calculations were performed on which decision making were based and a
prototype was fabrication to test and evaluate the design.

Three different concepts were adopted in the design and this reflects the idea behind
the design. The first concept is a manually powered fodder crusher. It has a handle fixed
on one end of the shaft in which the operator can hold onto to rotate the shaft with cutting
and crushing blades. The rotational motion induces a centrifugal force to cut and crush
the crop residues. It is easy to operate and low in production cost. The second concept
is a solar powered fodder crusher that constitute of a solar panel, battery, inverter and
an induction motor. The solar panel charges the battery while as the inverter converts
direct current to alternating current in order to power the induction motor. The induction
motor shaft is coupled to the machine shaft with cutting and crushing blades to transmit
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Fig. 1. Design process.

the rotational motion for crushing. The third concept is an electric powered fodder
crusher that consists of an induction motor and shaft with blades. The induction motor
will receive alternating current from the power source which activates electromagnetic
induction from the rotating magnetic field of the stator winding thereby creating flux in
the rotor and causing the shaft to rotate. The first concept was considered because on
average a man can exert 60 rpm and a force of 64 N, which is enough to cause an impact
to shear and crush the crop residues.

2.1 Conceptual Design

The cutting and crushing blades are rigidly attached to the shaft with a handle connected
on one of its end and they all move together. As the operator turns the handle rotating
the shaft with its blades, by the force of repeated impactful hit and strike, the impact
with the walls of the crushing chamber, the sieve and each other, the stovers are crushed
and turned into fodder. To enable effective crushing of the crop residues, a cutting and
crushing mechanism are adopted as shown in Fig. 2. The cutting and crushing blades are
rigidly attached to the shaft with a handle connected on one of its end and they all move
together. As the operator turns the handle rotating the shaft with its blades, by the force
of repeated impactful hit and strike, the impact crushed and turned the crop residues into
fodder.

2.2 Design Calculations and Simulation

The design calculations are based on an average diameter of 15 mm of a crop residue
stover obtained as an average of a combination of 10 stovers of Mahangu, maize and
sorghum. In the design of the rotary cutter, the following assumptions were made: the
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Fig. 2. Cutting and crushing mechanism.

maximum shear force of a crop residue stover is 21.7 N/mm2, allowance for the design
shear cutter is 25%, maximum revolution a man can exert is 60 rpm and the force exerted
by a man is 64 N [10]. Equation (1) expresses the cutting or crushing force needed [7].

Fhammer/cutter = Scutter × Astover (1)

where:
Fhammer/cutter = Cutting or crushing force,
Scutter = Maximum shear force of stover,
Astover = Cross-sectional area of a stover [7].
The shaft was designed in accordance with the American Society of Mechanical

Engineers codes for design of shafts and the following assumptions were made: Max-
imum allowable shear stress of mild steel is 42 MPa, shear modulus of the mild steel
material is 79.3 × 109 N/m2, the density of mild steel is 7.85 g/cm3, the fatigue factor
due to bending is 2, and the fatigue factor due to torsion 1.5.

The shaft will be subjected to twisting moment and Eq. (2) illustrates the diameter
of the shaft [8].

D3 = 16

πσs

√
(KbM )2 + (TKt)2 (2)

where:
M = maximum bending moment,
Kb = fatigue factor due to bending,
T = torsional moment,
Kt = fatigue factor due to torsion,
D = shaft diameter,
σs = maximum allowable shear stress.
Table 1 depicts the results of the calculations for the design.
Finite Elemental Analysis of the shaft was simulated in SolidWorks software to

analysis how it will respond to loading, and it yielded a safety factor of 5.8, which is
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Table 1. Design calculations results.

Parameters Symbol/Unit Value

Average diameter of crop residue stover D (mm) 15

Cross sectional area of a crop residue stover A (mm2) 176.71

Blades cutting/crushing force Fhammer/cutter (N) 4 793.26

Angular velocity of cutting shaft ω (rad/s) 6.283

Mass of a cutting/hammer blade M (kg) 0.19625

Force required to cut a stover Fcutting/crashing (N) 0.8716

Power required for cutting a stover Pcutting (W) 0.616

Centrifugal force of the blades Fblades (N) 9.587

Power required to be delivered to the blades Pblades (W) 6.777

Torsional moment T (N.m) 22.4 N.m

Maximum bending moment on shaft Mb (N.m) 0.024 N.m

Shaft diameter Ds (mm) 22.3 ≈ 25

greater than 1 showing that the design is safe. The force exerted was 2000 N, and Von
mises stress of 63.52 MPa and yield stress of 370MPa were obtained as shown in Fig. 3.

Fig. 3. Finite Element Analysis of the shaft.

A prototype was manufactured the campus welding workshop reflecting the real
working fodder crusher rather than the CAD drawing. The prototyping helped to match
its intended final performance, enabled engineering judgement and its testing reduces
the risk that the design may not perform as intended before the production design. The
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fabrication of the fodder crusher startedwith themaking of the frame. All other structural
components of the machine sits on the frame and it carries the machine total load and
stresses. In order to complete the prototype, the hopper was sized and fabricated as in
the detailed design and it is made from 1.6 mm thickness mild steel flat sheets due to its
high impact and tensile strength to withstand impact. The assembling of all components
by welding or bolt and nuts yielded a prototype as shown in Fig. 4, and the test and the
performance evaluation of the fabricated fodder crusher were successfully done.

Fig. 4. Crushed Mahangu crop residues.

3 Conclusion

The design has shown to be very dependable and can deliver, as it is design for with
crushing in an enclosed chamber to eliminated dust pollution, manually powered with
no operational cost involved, affordable and beneficial to all rural dwellers. The design
has met its requirements to crush crop residues, beneficial to rural inhabitants and its
light weight weighing about 35 kg allowing it to be portable.
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Abstract. Small-scale farmers along the canal usually use the diesel engine for
the water pumping system which is associated with environmental concerns as a
result of the gasses emission into the atmosphere and oil spillages. However, the
diesel water pumping system is not economical because of the required extensive
maintenance and constant fuel supply, and this has led to an increase in the system’s
overall operational costs. In this current study, a design of a solar water pumping
system for the small-scale farm along the Calueque-Oshakati canal was conducted
out based on the daily water requirements of 15 m3 per hectare per day. The total
dynamic head (TDH) was used to calculate an appropriate water pumping power
that can meet the water requirement in the shortest possible time. A Crystalline
Silicon [AC-270P/156-60S], 270 WP solar panel was been selected based on
cost and efficiency for this design. Using a 5-year economic analysis period, it
was determined that a solar water pumping system will be more cost-effective
as compared to a diesel water pumping system. Thus, replacing the diesel water
pumping systemwith a solar water pumping system for the small-scale farm along
the CaluequeOshakati canal is the solution with economic and functional benefits.

Keywords: cost · energy · solar panel · pumping system · irrigation

1 Introduction

Based on literature, approximately 70% of the Namibian population depends on agri-
cultural activities for reliable food supply. Most of the agriculture is rain-fed cultivation,
which produces low-quality crops because of unreliable rainfalls and drought occur-
rences [1]. Themajor key problem in agricultural food production is the water scarcity as
Namibia’s geographical position contributes greatly to the dry conditions in the country.
Currently, small-scale irrigation farming is been practiced along the Calueque-Oshakati
Canal using a diesel fueled water pumps. These diesel pumps have high operational costs
and are environmentally unfriendly [2].

In the literature search by some authors, it has been found that the use of photo-
voltaics for irrigation is an important agricultural operation. Using photovoltaics save
a lot of energy that is consumed by the electric pumps used for water pumping. Solar
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powered water pumping for irrigation can also be incorporated in an Automated manner
hereby to ensure that water is used efficiently. Solar water pumping systems are highly
recommended because they are environmentally friendly and have lowmaintenance and
operating costs [3–8]. Solar photovoltaic (PV) water pumping has been recognized as
suitable for grid-isolated rural locations in poor countries with high levels of solar radia-
tion. Solar PV water pumping systems can provide water for irrigation without the need
for any kind of fuel or the extensive maintenance as required by diesel pumps. They are
easy to install and operate, highly reliable, durable and modular, which enables future
expansion [9, 10].

In a design study done in New Mexico, it was found that, as compared to other
energy sources for water pumping, solar based pump systems are often the best choice
as they can function effectively and economically. Solar water pumps are portable and
are thus more appealing to the producers. Solar water pumps are the attractive, long-term
and cost-effective solution for water pumping as compared to other possible methods,
for instance, the use of diesel pumps for water pumping [8]. Therefore, the design
of a solar water pumping system for irrigation purposes for the small-scale farm along
Calueque-Oshakati Canalwas conducted. For the design of solar poweredwater pumping
systems for irrigation purposes, the factors that need to be considered are the daily water
requirements, the water source depth as well as the irrigation times.

2 Design Methodology

The design was done based on the water requirement of 15 m3/day data. Using the daily
water requirements and the canal data, a suitable pump power was calculated, and the
solar panel sizing was done for the lowest sun radiation day, in order to ensure that the
solar system will be able to effectively power the water pump and operate effectively
throughout the year. The storage tank sizing and structure analysis for the tank support
was also design and analysed.

Using the solar resource data (PVGIS), the appropriate panel tilt angle had also been
determined to ensure optimum operation of the solar PV system.

2.1 Weather Data of the Area Using PVGIS

Table 1 shows the estimation of solar energy output of the area around the Calueque-
Oshakati canal.

Where, Em is the average monthly electricity production from the given system
[kWh]. Hm is the average monthly sum of global irradiation per square meter received
by the modules of the given system [kWh/m2], and SDm is the standard deviation of
the monthly electricity production due to year-to-year variation [kWh]. It was found out
that all the small-scale farmers along Calueque-Oshakati canal are using diesel water
pumping systems for irrigations purposes. Figures 1 show the current water pumping
system used by the farmers at the canal.

In order to ensure that the design components are easily accessible, a locally available
270 WP crystalline (AC-270P/156-60S) solar panel was selected. A crystalline panel
was chosen because it is more cost effective and efficient as compared to the other panels.



68 S. Shaanika et al.

Table 1. Monthly PV energy and solar irradiation.

Month Em Hm SDm

January 151 202 12.9

February 121 161 11.4

March 105 141 4.99

April 71.3 99 8 1.66

May 42.7 66.7 0.476

June 28.9 49 0.368

July 35.6 57.6 0.342

August 61.6 89.9 0.595

September 99.1 136 1.35

October 139 188 4.31

November 151 202 8.21

December 163 217 9.02

Fig. 1. Diesel water pump used by the small-scale farmers.

To also ensure that there is water available, even if there is no sunshine or in the case for
expansion purposes, a storage tank was proposed and the capacity should be able to hold
water for minimum of 1 day. The tank is 15 m3 large in volume with a structural support
of 3 m high. The support structure analysis was done using solid work software in order
to ensure that the material used are strong enough to support the load of the tank and the
water inside the tank. An economic analysis was also performed to determine whether
it would be economical to replace the diesel water pumps with solar water pumps. This
aspect of the project is very important as it will be used to convince the farmer to go
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for the proposed solution, which is the implementation of solar water pumping systems
[11].

3 Results and Discussions

For the purpose of determining the actual power requirement of the water pump, the
inefficiencies due to loss of power in the cables and the controls during transmission
and converting electricity to mechanical movements of the pump need to be considered
[12]. Figure 2 shows the diagrammatic representation of the solar power water pumping
system that was considered for this study.

Fig. 2. Solar Powered water pumping system for irrigation [12]

At the desired operating conditions, the pump will be operating at an efficiency of
45.9%. The Pump current Demand PCD required for the pump power is given by Eq. (1):

PCD = RP

E
(1)

The required pump energy is given as (2):

PE = PP × T (2)

where: Rp is the Rated power, E is the Efficiency, PE is the pump energy, and Pp is the
Pump power.

Tables 2 and 3 show the solar panel selection and the solar PV system sizing.

3.1 Determining the Module Full Load Rated Energy (kWh)

Designing the solar system for themonth (precisely June) where theworst solar radiation
in Namibia occurs during the winter season, the total rated energy output from the panel
can be obtained by using the following Eq. (3).

MFLRE = MRP × H (3)
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Table 2. Electrical Performance of the Solar module.

Power output (W ) Pmax 270

Voltage at Pmax (V ) Vmpp 31.12

Current at Pmax (A) Impp 8.71

Open Circuit Voltage (V ) Voc 38.21

Short Circuit Current (A) Isc 9.25

Module Efficiency (%) η 16.6

Table 3. Temperature coefficients.

Voltage Uoc %/K −0.30

Current I sc %/K 0.04

Output Pmpp %/K −0.42

Solar modules have a de-rate factor of 0.8, therefore to account for the lost power,
the panel required output energy is given by Eq. (4):

MOE = MREO × 1.2 (4)

Where: MFLRE is the Module full load rated energy, MRP is the Module rated power,
H is the time (Hours), MOE is the Module Output Energy, and MREO is Modules Rated
Energy Output.

3.2 Designed Solar PV System Output Quantities

In order to sufficiently power the pump, two (2) modules were connected in series in
one string such that the system output quantities is be given by:

System Voltage out= 62.24 V DC, System Current out = 8.71 A and System Power
out = 542.11 W.

Total system energy (TSE) is calculated using Eq. (5):

TSE = PO × H (5)

Where: Po is the power output. For 3 h, the power output of 542.11 W generated the
total system energy of 1.6263 kWh.

3.3 Solar Panel Optimum Tilt Angle

For the selected solar PV modules to produce maximum power on the 21st June (winter
season) and throughout the year in the Southern Hemisphere (Tropic of Capricorn), the
desired tilt angle is determined as using Eqs. (6) and (7) [10]:

Tilt = 90◦ − βN (6)
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βN = 90◦ + L + δ (7)

Where: βN − altitude angle, L − site latitude angle, and δ − solar declination angle.
In the case for expansion purposes and days where there is no sunshine, a storage

tank is to be included, the capacity should be able to hold water for minimum 1 day. The
storage tank capacity can be determined using Eq. (8).

STC = DWR × days of storage (8)

where: STC is Storage Tank Capacity and DWR is the Daily Water Requirement
The economic analysis for both diesel and solar water pumping system was also

done in term of costing for the purpose of determining whether it would be economical
to implement for a period of five years. Figure 3 shows the results obtained from the
economic analysis for the water pumping systems.

C
os
t(
N
A
D
)

Years

Fig. 3. Cost comparison between diesel and solar water pumping.

From the economic analysis, it can be deduced that using solar water pumping is far
more economical as compared to the diesel water pumping systems. Diesel water pump-
ing systems are more expensive due to the additional fuel that is used in these systems,
yet associated with the disadvantages of scarcity and environmental unfriendliness. And
comparing the operational cost of both systems for a period of 5-years, it has proven that
diesel water pumping systems have higher operational cost due to the fuel and expensive
maintenance cost. After a 5-year period to operate a diesel water pumping system is
would cost approximately N$ 145754 as compared the solar water pumping systemwith
a total operating cost of approximately N$ 67638.
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4 Conclusion

The solar water pumping system requires less maintenance as compared to the diesel
system and thus has less operational costs. Upon the performance of the economic
analysis of the solar-powered water pumping system and economic comparison to the
current existing diesel water pumping systems, it had been found that the solar water
pumping system is more cost effective. The diesel water pumping systemwill be costing
more than the solar water pumping system within 5 years of operation. The saved cost
by the farmers can be used for maintenance of the canal and other operational upgrading
by Namwater in Namibia.
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Abstract. Using diesel and biodiesel blends as fuel has been a recent field of
study, especially with nanoparticle additives. Adding cobalt oxide nanoparticles
(Co3O4) to biodiesel was verified to reduce emissions. At the same time, engine
performance was not given great attention to evaluating the effect of blending
nanoparticles with the diesel and biodiesel mixture on the performance character-
istics of the diesel engine. Then performance and emission tests were carried out
using different fuel samples in a single-cylinder diesel engine. The brake thermal
efficiency for the cobalt oxide nanoparticles (50 ppm, 100 ppm) and biodiesel
blends was higher than that of biofuel (D80B20) blends. It was increased by
2.5% and 4.05%, respectively, compared to the blend (D80B20). The rate of car-
bon monoxide emissions for the two biodiesel and cobalt oxide blends was lower
than that of the biodiesel blend (D80B20), and the best reduction was for the blend
(D80B20N50). It was 4.3% as comparedwith the biodiesel blend (D80B20). Also,
the nitrogen oxide emissions for all the blends with nanoparticles were lower than
that of the blend D80B20 due to shortened ignition delay and less fuel added
during the combustion, which led to a reduction in nitrogen oxide emissions.

Keywords: Biofuel · Engine Performance · Emissions · Fuel Technology · Nano
additive

1 Introduction

Compression ignition (CI) engines producing emissions and unburnt hydrocarbons have
long been regarded as the main source of air pollution, particularly in densely populated
cities. Therefore, it brought the researchers’ attention as it is a dangerous source of
pollution. There have been numerous types of research in reducing these emissions
since diesel engines came to main use [1, 2]. Recent years have witnessed a growing
awareness of solving problems related to the environment and providing clean energy
sources. Many researchers have investigated the possibility of using alternative fuels
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as a substitute to fossil fuels. Among the most important area of research was biofuel,
which is a hydrocarbon prepared from living organisms such as plants and animals that
we humans can use as an alternative fuel [2–4]. This definition of biofuels includes a
general description. At the same time, in practice, it is considered a hydrocarbon fuel
prepared from organic matter within a short period, compared to fossil fuels that require
many years to form, as well as other types of fuels that do not depend on hydrocarbons
[5]. Bio sources in their solid form have been used since the old time when humans
used fire. Coke produced from plants was the first source of biofuel invested in people
for heating and cooking. Researchers have discovered several ways of utilizing biofuel
with new fuel technologies for improved production fields such as electricity. In the past
decades, with the discovery of fossil fuels, the production and use of biofuels suffered a
severe impact, as fossil fuels gained many advantages and were most popular, especially
in developed countries [6]. Recently, liquid biofuels have been used as fuel for internal
combustion engines, especially after the increasing demand for the use of clean energy
as a source to reduce emissions. At the same time, the global demand for biofuels is
increasing for many reasons.

Firstly, the conditions to combat climate change constrain the search for low-carbon
alternative fuel sources [6–8]. Especially with the increasing global warming due to
traffic, which represents one of the largest sources of carbon emissions, the search for
ways to reduce the use of fossil fuels with renewable alternatives, such as biofuels, is an
effective way to reduce these emissions [1, 8–10].

Secondly, with the expected global population growth from 8 to 10.5 billion by 2050,
along with the growth of investments in the economic sector, especially in emerging
economies which is reflected in a significant increase in energy consumption [11]. For
governments to respond to this growing demand, we need to use natural resources more
efficiently and increase the use of renewable energy, such as biofuels [12].

Thirdly, the increasing demand for energy challenges the security of resourcesworld-
wide, so biofuels are a source for enhancing energy security and protection by reducing
theworld’s dependence on traditional fuel sources.Where biofuels are a resource equally
invested globally [13–18], it also plays a key role in developing performance charac-
teristics such as fuel development technologies. The increasing demand to improve the
diesel engine’s performance leads to opening the way for better investment in biofuel
sources through the use of additives such as nanomaterial’s.

In recent studies, the effect of Nano additives at different concentrations was tested
with diesel and biodiesel (0 to 50%) to determine diesel engine performance in terms
of specific brake fuel consumption, brake power, and thermal efficiency under differ-
ent conditions [15–22]. Engine emissions are mainly classified into two different cat-
egories. The first is produced due to high combustion chamber temperature, such as
nitrogen oxides, and the second is caused by incomplete combustion of fuels and low
combustion temperature, such as hydrocarbon and carbon dioxide [19, 20]. On the other
hand, incomplete combustion of diesel or fuel results in hydrocarbon production. Soot
is caused by the incomplete combustion of hydrocarbon fuels and is observed in dark
exhaust tailings. Generally, by comparing the performance results of a diesel engine
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with a gasoline engine, it could be noted that the diesel engine releases a very low con-
centration of hydrocarbon, nitrogen oxides, and carbon oxides. But with the help of fuel
modifications by Nano additives, these emissions were further reduced.

Mayburov et al. [23, 24] noted that the limited possibilities for improving the quality
of engine fuels by refining methods necessitate Nano additives, the combination of
which in small amounts ensures an environmental and operational characteristic could
be achieved to the desired level. Meanwhile, Magaril et al. [21] demonstrated that using
theNano additive, with its quick impact and relatively low cost, could be the best solution
to mitigate air pollution by light hydrocarbons. They recommended further studies on
the characterization of IC engine fuels enhanced by Nano additives [25–27].

This work aims to assess the influence of blending cobalt oxide nanoparticles with
diesel–biodiesel, which is extracted from water hyacinth, blends on the performance
characteristics of a diesel engine and the exhaust emissions. The analyses have been
performed by evaluating the brake thermal efficiency, HC and NOx emissions, and
brake-specific fuel consumption at various engine loads.

2 Experimental Setup

2.1 Preparation of Test Samples Blends

In the current experiments, biofuel ethanol was produced in several steps: In the first
step, leaves, petioles, and roots were separated from the water hyacinth plant, and the
leaves and petioles were washed manually with tap water. In the second step, a plant
specimen was dried in an oven, and the dried material was ground to powder; they were
pre-treatedwith 1.0%NaOH for two hours. In the third step, 10 kg ofwater hyacinthwith
6.0 wt% of sulphuric acid catalysts and a methanol-to-oil ratio of 5:1 were processed
in a hydrodynamic cavitation reactor at 65 °C using circulating glycerin for 45 min. A
50 L capacity was used to produce water hyacinth oil biodiesel. Two samples have been
prepared for the current investigations. D80B20 was extracted from 20%water hyacinth
biofuel with 80% neat diesel based on volume and D70B30. The specifications of the
three blends are shown in Table 1.

The physical and chemical properties of all studied fuel samples (D80B20N50,
D80B20N100) were measured according to ASTM standards, and the results are pre-
sented in Table 1. The nanoparticle blends were prepared separately through biodiesel
blend D80B20 with Co3O4 nanoparticles at 50 and 100 ppm of mass fraction dosage.
The nanoparticles were weighed to a quantity of 50 ppm and distributed in all biodiesel
blends by an ultrasonicator. The ultrasonic processor used is a model JP-4820 with a
power of 60W and a frequency of 40 kHz for 30min to generate the nanoparticles-mixed
biodiesel fuel (D80B20+50 ppm). Experiments were repeated with a similar procedure
to add Nano mass at 100 ppm. These samples were then used to collect the data required
for the experimental diesel engine to study its performance and emission characteristics.
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Table 1. All properties of test samples used in experiments.

Fuel Type D D80B20 D70B30 D80B20N50 B80B20N100

Density, kg/m3

Viscosity, cSt
Cetane No
Calorific value, kcal/kg
Cloud point, °C
Flashpoint, °C

823
2.1
52.6
10288.6
<−21
62

832.5
3.12
52.2
10260
−21.6
–

833.9
4.69
52
10256.5
−22
–

831.2
3.18
49.4
10267.5
−21
–

831.9
3.19
49.8
10269.7
−21
–

2.2 Engine Specifications and Apparatus

The experiments have been carried out using a four-stroke CI engine (single cylinder)
with a set of measurement devices and a gas analyzer, as shown in Fig. 1. The CI engine
works on the principle of direct and natural fuel injection. It has design features with
a cylinder bore of 70 mm, a stroke of 55 mm, and a compression ratio of 17:1. The
engine specification has been elucidated in Table 2. Several experimental features were
collected; output power (engine load), air mass flow rate, fuel volume flow rate, and
engine speed. An orifice system was used to measure the amount of air flowing into
the engine by installing it in the air box. The pressure difference was recorded using
a manometer. While the engine speed was recorded using a digital tachometer. The
fuel consumed was measured using a fixed size with a stopwatch. BEA 460 Bosch gas
analyzerwas used to record exhaust gasses (emissions). New software supplied byBosch
is used as the data acquisition system and operation control. All tests were performed
for constant engine speed at different engine loads. For each functional test, 3–5 min
have waited until the engine has stabilized under steady conditions.

Table 2. The specifications of the test engine.

Model of engine Loben-RB170F

Type of engine Single cylinder, 4-stroke

Bore 70 mm

Stroke 55 mm

Displacement 0.221 L

Compression ratio 17:1

Engine speed 3000–3600 rpm

Cooling system Air-cooled system

Injection of fuel Direct injection
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Fig. 1. S Diesel engine setup.

2.3 Uncertainty Analysis

Uncertainty analysis in the tests is crucial to provide a high confidence level in all
results. It obtains by determining the repeatability and increasing interest in the results.
All tests were repeated thrice. The variants of the predicted values of performance factors
and exhaust emissions were used to calculate the uncertainty using the percent relative
standard error, �, as shown in Eq. 1 [1]:

∅ % =
(
S

Y

)
× 100, (1)

S is the standard error and Y is the mean of the collected data. The standard error is
calculated using Eq. 2:

S = α√
k

(2)

where α is the standard deviation, and k is the repeatable readings of performance,
combustion characteristics, and emission parameters. Overall experimental uncertainty,
αn, was calculated using Eq. 3:

αn =
√

α2
1 + α2

2 + . . . .+α2
i (3)

where αn is the total uncertainty, and α1, α2, and αi are the uncertainties of the individual
parameters. The accuracies and uncertainties of the measured parameters are given in
Table 3.
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Table 3. Uncertainties of the measured parameters.

Parameter Max. value Accuracy Uncertainty

Power (kW) 2.1 ±0.08 kW ±0.76

Speed (rpm) 3000 ±1 rpm ±1.85

BSFC (g/kW.h) 512 ±1.91 g/kW.h ±0.97

CO (Vol %) 23.7% ±0.03 Vol % ±1.76

HC (ppm) 57 ±2 ppm ±1.89

NOx (ppm) 1110 ±2 ppm ±3.45

3 Results and Discussion

Figure 2 reveals the variation of the brake thermal efficiency (ηb)with the engine load for
all tested blends (D, D80B20, D70B30, D80B20N50 and D80B20N100). It is observed
that brake thermal efficiency of all fuel blends increases with the increase in load up to
load near to the full load. In contrast, neat diesel (D) increases with the increase in load
up to 90% of the full loading condition. It then starts decreasing, due to the presence
of oxygen in biodiesel that improves the combustion process and increases the heat
release rate. So, for this reason, with the D80B20 blend, the brake thermal efficiency
was increased by 3.29% at full load. These results agree with the inferences of research
work [6]. Also, Fig. 2 manifests the variation of the brake thermal efficiency (ηb) with
the load for the Co3O4 nanoparticle blends (D80B20N50, D80B20N100). It is observed
that the ηb for the nanoparticles and biodiesel blends were higher than that of (D80B20)
blends at all load conditions. It was increased by about 2.5% and 4.05%, respectively,
compared to the D80B20 blend.

Figure 3 shows the variation of the brake-specific fuel consumption (bsfc) with the
engine load for neat diesel and the biodiesel blends D, D80B20, and D70B30, which
determines the mass of fuel consumed per unit power output. It was revealed that for all
fuel tests, bsfc decreased as engine load increased, improving the combustion process.
For all conditions, biodiesel blends showed more fuel consumption than diesel because
of the lower heating value and higher density of the blends. This result agrees with the
conclusions of the research work [6], then the bsfc changed to decrease at a load near the
full load. For the biodiesel blend,D80B20, the brake-specific fuel consumption increased
at 11.45% at low loads and decreased at a load near the full load compared to pure diesel.
It decreased by about 12.88% at full load because of the efficient burning of biodiesel
blend at higher loading conditions. Figure 3 shows the variation of the brake-specific
fuel consumptions (bsfc) with the engine load for the Co3O4 blends, D80B20N50, and
D80B20N100, the bsfc for the biodiesel blends (D80B20N50,D80B20N100)was higher
than that of D80B20 in all load conditions and the increase was about 3.15%, 7.04%,
respectively.

If the consequences of adding biodiesel to elegant diesel will change the chemical
composition of the mixture, then adding Co3O4 nanoparticles to the biodiesel/diesel
blend will have a more impact on the fuel structure and produce a new type of fuel with
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Load, (%)

Fig. 2. Variation of brake thermal efficiency with engine load at different fuel blends.

Fig. 3. Variation of brake-specific fuel consumption (BSFC) with engine load at different fuel
blends.

improved combustion processes. So, exhaust gases are changing in terms of emission.
The resulting CO, HC, and NOx have been measured to specify and evaluate the emis-
sions percentage. All parameters have been evaluated at different loading conditions of
the test engine, varying from a 10% load to a 90% near full load. Figure 4 displays
the CO emission of diesel fuel (D), a mixture of diesel and biodiesel B20D80, D70B30,
D80B20N50, and D80B20N100 at various engine loads. Results show that the CO emis-
sions increase with the engine load because CO emissions are extremely dependent on
the air/fuel ratio. In addition, the results revealed that CO emission is reduced in D80B20
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and D70B30 fuel, while the CO emission decreased for D80B20N50 and D80B20N100
in all loading conditions. This effect is evident during near full loading conditions but
is not so vital at low loads because of their low values. The rate of CO emissions for the
two biodiesel and Co3O4 blends were lower than that of the biodiesel blend (D80B20)
at all load conditions, and the best reduction was for the blend D80B20N50 and was
about 4.3% as compared with the biodiesel blend D80B20. This is due to higher thermal
conductivity for Co3O4 nanoparticles and higher surface area for catalytic activity [15].
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Fig. 4. The variant of CO emission for tested fuel blend samples at various engine loads.

The presence of unburned hydrocarbons in exhaust gases is one of themost important
parameters for studying emission characteristics. The changing of unburnt hydrocarbons
with the engine load for all tested fuels samples, D, D80B20, D70B30, D80B20N50,
and D80B20N100 was given in Fig. 5. The HC emissions level for the pure diesel fuel
and the biodiesel blend (D80B20) are 58 ppm and 54.22 ppm at a load near to the full
load respectively, the lowering of about 7.9% is due to the higher oxygen concentration
in the air-fuel mixture which can help enhance the unburnt oxidation hydrocarbon.
HC emissions decrease with increasing biodiesel percentage in the blend [15]. Also,
Fig. 5 indicates the change of unburned hydrocarbons (HC) with the engine load for the
nanoparticle blends (D80B20N50, D80B20N100). The HC emissions increased at all
load conditions for the biodiesel and Co3O4 blends (D80B20N50, D80B20N100). This
increase was for the blend D80B20N50 and was at a rate of 3.8%. This change is due
to the increased flame propagation velocity and the higher post-flame oxidation level
due to the higher Cetane number in the biodiesel mixture, which ensures more quality
combustion [15].

The NOx emission is related to the oxidation of nitrogen at high temperatures. The
variation of the NO emissions with the engine load for all tested fuels, D, D80B20,
D70B30, D80B20N50, and D80B20N100 was given in Fig. 6. For the biodiesel blend,
D80B20, as compared with neat diesel fuel, the NO emission increased by about 8.9%
at full load conditions. High combustion temperatures breaks the strong triple bond of
nitrogen molecules, disassociates into their atomic states and participate in a series of
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Fig. 5. The variant of HC emission for tested fuel blend samples at various engine loads.

reactionswith oxygen and generates thermal NOx [16, 20]. Also, for cases of blendswith
Co3O4 nanoparticles, theNOx emissionswere lower than that of the blendD80B20. This
NOx reduction is due to shortened ignition delay and less fuel during combustion [16].
At the full load, the NOx lower values for the blends D80B20N50 and D80B20N100
were 7.34% and 9.87% as compared with D80B20, respectively.
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4 Conclusions

The present work aims to investigate the using diesel and biodiesel (fromwater hyacinth)
blends as a fuel has been a recent field of study, especially with nanoparticle additives.
Biodiesel and Co3O4 nanoparticles blend formulations are reported to reduce the emis-
sions of NOx, CO, and particulate matter (HC) emissions without compensating the
engine’s performance interests to assess the influence of blending Co3O4 nanoparticles
with diesel–biodiesel blends on performance characteristics of a diesel engine and the
exhaust emissions. The physicochemical properties of all the considered fuel samples
are measured according to the ASTM standards. The following conclusions are drawn
based on the obtained results:

• The brake thermal efficiency for the Co3O4 nanoparticles (50 ppm, 100 ppm) and
biodiesel blends was higher than that of biofuel (D80B20) blends at all load condi-
tions. It was increased by about 2.5% and 4.05%, respectively, compared to the blend
(D80B20).

• The rate of CO emissions for the two biodiesel and Co3O4 blends were lower than
that of the biodiesel blend (D80B20) at all load conditions, and the best reduction
was for the blend D80B20N50 and was about 4.3% as compared with the biodiesel
blend D80B20.

• The NOx emissions for all the blends with nanoparticles were lower than that of the
blend D80B20 due to shortened ignition delay and less fuel was added during the
combustion.

• At the full load, the NOx lower values for the blends D80B20N50 and D80B20N100
were 7.34% and 9.87% as compared with D80B20, respectively.

Further investigations are recommended using different biofuel types and amounts
of surfactant added to the diesel fuel and blends.
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Abstract. This paper presents the design and fabrication of a solar-powered lawn
mower for operational convenience. It was made with a solar panel of 40 W
capacity, which charges the battery of the mower. The solar panel is connected in
series to an improvised charge controller that serves to prevent complete discharge
or overcharge of the battery. The lawn mower has its cutting blade attached to
an 80 W, 12 V DC induction motor, driven by 12 V, 45 AH lead accumulator
connected in series. The DC battery (lead accumulators) is recharged using solar
energy harnessed by the solar panel. Detailed design of the solar components was
made and the test performance gave an effective field capacity of 1.68 m2/min
which demonstrated the ease of use as well as neat mowing of the grasses. The
blade height was fixed at a height of 20 mm which is used as the desired height
of the cut. It was deduced that the battery which was charged for approximately
2 h is capable of mowing the grasses for 3 h or more and 99.9% efficiency was
achieved with the operation.

Keywords: Lawn Mower Prototype · Solar Power · Induction Motor · Battery ·
Power

1 Introduction

Scythe is the first tool ever used to cut grass to a more desirable length. It is a simplistic
design that contains a long wooden handle with a curved blade attached perpendicularly
to its end [1]. In 1830, Edwin Beard Bidding invented the first actual motor, and the idea
of a cylindrical mower machine with several blades was discovered, and this innovation
opened the door for numerous advancements in a lawn cutting [1]. The design of mowers
comes in different sizes depending on cost and preference [2]. The mower could be
detrimental to human if not properly handled. It can cause injuries to the operator or any
person close to the mower because the blades of a powered push lawn mower spin at
very high speeds and can propel rocks or other objects on the ground at a high rate of
speed [3]. This is very effective as it utilizes one or more revolving blades to cut a grass
surface to an even height [4]. Depending on the lawn mower settings, the height could
be levelled equally [5]. However, different mowers have been made that use a version of
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blades made of a lightweight aluminum for cutting grasses [6]. And in order to ensure
the safety of the operator, the blade should sits within a casing called a deck, which keeps
the grass and other objects from flying in all directions when smash [7]. A lawn mower
with an internal spur gear system, which transfers torque to themower spiral mechanism,
was fabricated and tested. The cutting mechanism was made of a flat blade rigidly fixed
to the mower frame. The advantage of the mower is that it did not emit carbon monoxide
into the environment and the noise level is drastically reduced [8]. A solar powered
lawn mower based on the general principle of mowing was developed. It comprises of
direct current (D.C) motor, a rechargeable battery, solar panel, a stainless steel blade and
control switch. The battery was recharged through the solar charging controller and its
performance was evaluated on different types of grasses. The mower was found to have
an efficiency of 93% and a field capacity of 1.11 × 10–4 ha/hr respectively [9]. Ismail
et al., introduced a new development of grass cutter, named as Smart Solar Grass Cutter,
by using solar irradiance as a primary energy source with the presence of a solar panel.
This grass cutter prototype was developed to reduce air pollutant and improve the current
design specifically the blade position based on the previous studies [10]. Sivagurunathan
et al., designed and fabricated a hand-held operated machine for grass cutting by using
locally available materials. The lawnmower was powered by a 12V/1.35A rechargeable
battery which drives the DC motor up to a rotational speed of 19,300 RPM. As a result,
the generated torque was transferred to the cutting head mechanism for efficient grass
cutting [11]. A solar grass cutter with panels mounted to receive solar radiation with
high intensity was fabricated. Themower is consists of photovoltaic, dc converter, motor,
controller, linear blades, and battery. The mower was a low cost and light weight system
[12]. Ahmad et al., designed and fabricated a two wheeler operated sickle bar mover
which is used for cutting grass and shrubs. Data was collected related to the project, so
that it can be helpful for taking correct decision while performing design calculation and
cad modeling. When two-wheeler move forward then mower wheel rotates the shaft,
gear, cam arrangement and cam convert rotary motion into reciprocating motion and
finally cutting force obtained on blade edges [13].

The main objective of this project is to design and fabricate a low cost solar-powered
lawn mower.

2 Design Concepts

Three different concepts were proposed in this design. In the first concept, a 12 V battery
powered the lawn mower, the controller and an induction motor of 10 V. The battery
is charged using electricity, once full, it can be used. The controller is used to control
the voltage supply to the induction motor, therefore controlling its speed. In addition,
the mower’s battery needs to be charged regularly, thus it may not be suitable for use in
rural areas where there is no electricity.

In the second concept, the lawn mower consists of a solar panel, an inverter and an
induction motor. In this design concept the linear controller (inverter) is in-between the
solar panel and the motor. The solar panel is 30 W powering a 12 V induction motor.
This design is simple and has medium weight as compared to the other concepts. Due
to cloud cover, there may be variations in the power generated by the solar panel, it may
give so low that the motor will have speed variations or might eventually not work at all.
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In the third concept, the solar powered lawn mower involves the application of solar
power to charge the battery for using it to power the DC motor which in turn rotates the
blades of the mower. The solar panel is 40 W powering a 12 V DC motor as shown in
Fig. 1.

Fig. 1. Circuit diagram of design

The solar panel harnesses the solar energy. The energy generated is stored in the
battery in order to make it readily available for usage. An inverter regulates the power
going into the battery bank from the solar array. It ensures the battery is not overcharged
during the day and that the power does not run back to the solar panel overnight and drain
the batteries. The blade is attached directly to the shaft of the motor with bolts and nuts
that can be adjusted manually. A stainless steel is used in the construction of the cutting
blade because of its strength and weight, which can transmit same speed as that of DC
motor or a little less cause of friction. The link mechanism allows the driving handle
to be adjustable within the angles of 60 to 20° to fit the users in case there is a need to
push the mower onwards or to match the operator’s height level. The third concept was
selected based on estimated operational time and performance efficiency.

2.1 Principle of Operation and 3D Model

The prototype consists of a motor, where blades are attached. Once the motor starts to
rotate and the blades cut whatever is in their surroundings. The user can either decide
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to adjust the handle to a preferable height. The mower can now be pushed manually to
cut the grass. A Switch is located near the battery to allow the battery to be charged and
in case there is, need to switch off, when there is no sunlight or battery is fully charged.
The solar panel is attached to a pivot that can allow maneuvering to face the sun for
maximum power generation.

Table 1 shows the motor specification at load and no load.

Table 1. Motor specifications

At No load
(Motor ratings)

At load
(Measured values)

12 VDC
80 W
6.67 A
3600 rpm

11.5 V
6.37 A

By using the measured values at the load, the power input can be determined using
Eq. (1);

Pin = VI (1)

Since the speed (N) is known to be 3600 rpm, the torque (τ ) produced and the angular
velocity (ω) can be deduced using Eqs. (2) and (3) for the generation of the output power
(Pout) as shown in Eq. (4).

τ = 60Pin

2πN
(2)

ω = 2πN

60
(3)

Pout = ωτ (4)

To calculate the efficiency of the lawn mower, Eq. 5 is used and 99.9% efficiency
was achieved;

E = Pout

Pin
× 100 (5)

The Chassis as shown in Fig. 2 is the main structure or frame where the total body
is situated.

All the components such as the induction motor, charger controller, solar panel, link
mechanism, wheels, battery, blades and all other apparatus are set up on the chassis. It
is made of square tubes of mild steel and it carries the total load and stress. The square
tubes are first measured according to size as given in the engineering drawing, once
measured the universal grinder is used to cut them at a 45° angle. Welding was done
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Fig. 2. Chassis

to join the square tubes together. To attach the wheels on the chassis, machining with
the lathe machine was done on a 32 mm diameter mild steel circular bar to a diameter
of 25 mm to obtain a lose fit for the wheels. The shaft is then milled using the milling
machine and a drill machine to drill a thought whole in which a pin can be attached to
make sure the wheels are locked in place.

The blade is the component that completes the whole design because of its main
function, which is to cut the grass as shown in Fig. 3.

Fig. 3. The blades

The blades are made of stainless steel since it has strong and highly non-corrosive
as other metals. During manufacturing it was very difficult to drill the metal steel. The
blades are attached to the shaft by means of a bolt and nut. This makes them to be
removable once there is need for sharpening or replacement.
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The solar is attached on the chassis and is allowed to rotated to face the sun. The
motor is fixed between two square which are attached to the chassis. There was a need to
elongate the shaft of the motor thus machining was done to a 32 mm mild steel circular
bar which was machine to a size of 8 mm. Figure 4 shows the conceptual drawing of the
lawn mower using the Solidworks software.

Fig. 4. CAD drawing

3 Prototype Testing

The prototype was tested on campus premises. To be safe from flying rocks, there are
shield that prevent them from flying out directly to the user. Before the cutting operation,
the height of the grass to be cut is measured and an area is chosen together with time.
To calculate the effective field capacity of the mower, the area covered was divided with
the time taken. Results are recorded and tabulated as shown in Table 2.

To cut a plot of land with lawn mower, it will take approximately 6.75 h, depending
on the type of grass and the height of the grass.

Figure 5 shows the operation of the lawnmower clearing a particular region on
campus field.

During the prototype testing on the lawn mower, the motor blades were filled up
with grasses and the motor overheated. This is caused by the shields that are design
underneath the prototype that collect grass around the blade making it to create slip due
to an increase in load. Slip is the difference between the asynchronous and synchronous
speed of a motor. This has now caused the rotor induced voltage to increases due to
increase in slip, and causing the current to increase because of ohm’s law and it exceeds
the motor current ratings thus heating up and causing motor failure.
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Table 2. Testing of prototype and recording

Sample Plot Height of grass
cut (mm)

Area covered
(m2)

Time Taken
(mins)

Effective Field Capacity
(m2/min)

Wild grass –
Plot 1

105 16 9.50 1.68

Naivasha star
grass-Plot 2

200 8 6.25 1.28

Naivasha star
grass- Plot 3

250 2.7 3 0.9

Fig. 5. Lawnmower in operation

Thedesignhasmet the design requirements, through testing the design can effectively
cut the grass while operating on solar and battery power and it is light weight (mower
weighs 40 kg) with an average weight of 41–46 kg for standard lawn mowers.

4 Conclusion

The following conclusion can be deduced in this design:

• The design has shown to be very reliable and can deliver as it was designed for and
cutting was successfully made on grasses.

• No pollutants are emitted to the atmosphere making it environmentally safe to use.
• There is no operational cost and fuel consumption.
• The introduction of sensors on the lawn mower to detect walls and stones that may

damage the blades is recommended.
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Abstract. Demand for Energy globally has been on the rise by approximately 8%
between 2004 and 2019. Also, conventional energy sources are unable to meet this
demand for the period under review. Therefore, the oil and gas energy industry is
continuously making efforts to produce from unconventional energy sources such
as oil and gas reservoirs, gas hydrates, and deep-water and geothermal energy
through drilling operations. The surge/swab pressure is experienced while drilling
processes in different circumstances such as, (i) during placing the casing in the
well for borehole’s wall stabilization (ii) during maintenance operations the run-
in or pulling out the drill-string, bit removal or dismantling; (iii) the staggering
motion caused by the sea waves during deep-water drilling in via floating rigs.
However, predicting the surge/swab pressure with different pipe tripping speeds,
fluid rheology, and well geometry is significant to dodge unexpected drilling out-
comes. This review highlights the parameters on which the surge/swab pressure
depends. Further, the importance of modelling in surge/swab pressure prediction
along with the existing models has been explained. This study summarizes the
improved understanding of the effect of rheological and geometrical parameters
on surge/swab pressures. Finally, limitations and outlook have been suggested
at the end to enhance the hydrocarbon recovery process and minimize the NPT
during tripping.

Keywords: Drilling · Surge/Swab pressure · Tripping · Rheology · Hydrocarbon
Recovery

1 Introduction

The energy demand of theworld is rising due to the rise in global populations and the cor-
responding standard of living [1]. This rising demand is posing huge setbacks to energy
industries which are mainly non-renewable energy sectors, i.e., oil and gas industries
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[2]. Coal, oil, and natural gas are the major Non-renewable energy sources that make up
for overall energy demand [3]. It is on record that the total global energy supply sources
such as coal, oil, natural gas, nuclear, and renewable energy sources contribute about
27%, 33.1%, 24.3%, 4.3%, and 11.3%, respectively [4]. The world’s energy industry
constantly discovers and drills several sources of energy such as deepwater oil & gas
reservoirs, geothermal, gas hydrates, etc. to meet global energy demands [5]. Moreover,
petroleum drilling operations in hard-to-reach and unconventional sources of oil and gas
are likely to encounter dangerous incidents of well control problems in boreholes like
fluid loss, differential sticking, fluid influx, etc., which alter the efficiency of operations
and economic viability among others [6]. Several good control problems are encoun-
tered due to uneven surge/swab pressure difference caused by longitudinal movement of
casing and drill-string in the wellbore, which is mainly a result of pseudoplastic behav-
ior and yield stress of drilling mud and geometrical constraints in the wellbore [7]. The
drilling industry is a technology-dependent and expensive venture. Therefore, any oper-
ational cost optimization can result in saving millions of dollars. Tripping operations
in drilling engineering account for a substantial amount of non-productive time (NPT)
about 15–29% of total drilling time. Hence, automating the surge/swab pressure predic-
tion under varying rheological and geometrical characteristics enables the reduction of
NPT and undesirable well stability and control issues [8]. Limited studies are conducted
on the prediction of pressure imbalances generated during tripping operations. However,
existing models had not used the mud clinging effect for the development of the pre-
dictive model. Additionally, available models do not predict precisely in the borehole
with a low diameter ratio and an automatic predictive model for forecasting surge/swab
pressure is not available in the existing literature.

2 Literature Review

2.1 Parameters Affecting Surge/Swab Pressure

Pressure differential in annulus which is also referred to as surge/swab tends to creäte
pressure in pipe tripping operations for drill-string maintenance, and casing setting etc.,
Frequencies of these pressure differential may perhaps depend on parameters of drilling
design and fundamental variables of drilling fluid rheology [9]. A comprehensive survey
of literature in this section to determine the effects of the variables on surge/swab pressure
during petroleum drilling operations was conducted.

Rheological Parameters: It is noted that theoretical investigations revealed an increase
in surge pressure gradient for high-density fluid in the laminar flow regime as compared
with low-density fluid in laminar flow [10]. But then, low-density fluids performed better
than fluids with high density. During drilling operations, high fluid viscosity is directly
proportional to fluid consistency, but the behaviour index flows improperly and as such,
to allow the drilling fluid to flow conveniently low tripping speed is important [11].

Fluid Consistency and Behavior Index: Since fluid behaviour index, n, and consis-
tency index, K, have significant impacts on the flow of fluids with pipe tripping speed
alteration, then n indicates the shear thinning characteristic of Non-Newtonian fluid,
whereas as the cohesive force acting on individual particles of fluid which impedes fluid
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flow can be defined as k [12]. Meuric et al. [13] conducted a significant study of axial
velocity profiles in the concentric annulus that impacts the parameters during drilling
operations and this study observed little distortion on the profile of fluid flow. How-
ever, the study was pretty much in contrast with normal rheological characteristics of
drilling fluid. Studies by Gokedmir et al. [14], Houwen and Geehan [15] investigated
pressure effects on K and n, and this study shows flow behaviour index not dependent
on changes in pressure, which additionally recognized effects of fluid-shear as depen-
dent property on flow behavior index. It was noticed that the fluid consistency index
tripled atmospheric pressure because of the effects it possesses on cohesive forces in
the fluid. This in turn shows that few investigations and findings [16] were conducted to
determine the effects of surge/swab pressure parameters. Therefore, these studies show
that surge/swab pressure is directly proportional to the value of K and n, but largely
dependent on simulation-based data which is in contrast with real-life situations.

Yield Stress: Reports by Zamora and Growcock [17], also show that yield stress has
both functional implications and real-world implications which is also a material prop-
erty. Nguyen and Boger [18], and Hartnett and Hu [68], also share a similar idea. But in
contrast, Barnes and Walters [19], considered yield stress to be an abstract phenomenon
that is unrealistic. Mud yield stress stands as a rheological parameter mainly used to
calculate hole cleaning, ECD, barite sag, surge/swab pressure, etc. During estimation
difficulties are encountered while calculating mud yield tension using normal laboratory
and field viscometers, several preferred alternatives in traditional scales and regression-
analysis approaches are used [20]. Additionally, AZO Materials showed a lack of stan-
dardized techniques for determining yield tension, therefore many industries use a range
of approaches. Viktorovitsj [21] also recognized these approaches, which are; ascending
stress sweep tests, oscillatory flow tests, sustainable flow tests, superposition of steady
stress and flow curve review.

Gel Strength: Drilling fluid’s ability to swing drill cuttings in course of circulation
is identified by its gel pressure. As soon as fluid movement is halted, 24 h of drilling
with a substitute mud with a characteristic low gel strength can result in problems such
as solids formation in the downhole and/or cuttings settling [22]. Muds with low gel
strength properties significantly contribute to downhole cuttings accumulation and barite
sagging. It is not said thatmudof nogel strength is preferred even thoughhighgel strength
results in, structure fracturing, pressure losses and a solids management challenge. The
intensity of gel required in horizontal wells surpasses that of vertical wells owing to
effects of eccentricity in wellbore annular [23]. Even though gel strength is an essential
mud property, the selection is most times challenging between high gel mud strength
and mud having low gel strength. Therefore, a huge gap in an experimental study which
clearly understands the effects of gel strength on surge/swab pressure is noticed.

2.2 Drilling Design Parameters

Wellbore Diameter Ratio: The high fluid loss transpires into problems such as the
formation of a thick filter-like cake which eventually decrease the hole diameter. Alter-
natively, these drilling mud particles can also be resized to accommodate and produce
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filter cake inside the formation in the wall of the borehole and decrease the thickness
of the cake exposed with upgraded mud-dense equipment. Likewise, it is possible to
decrease annulus by drill collars, bailing of bit, tool joints or even stabilizers while
conducting drilling operations. Annular clearance is decreased in this technique which
eventually results in the buildup of pressure that must be monitored. Possibilities to
curtail this can be through several techniques such as hydration, abrasion, dehydration,
and lubrication of equipment affected [24]. A huge hole gives mud even bigger pathway
during tripping operations for Piston-cylinder drive working perpendicular to structure
being decreased in addition travels further to reduce formation fracture [25].

WellboreEccentricity: The investigations and analytical studies on eccentricity effects
for surge pressure gradient were conducted by several researchers [26]. Lukawski et al.
[27] cameupwith the theoreticalmodel for the predictionof surge/swabpressure gradient
in the eccentric annulus for PL fluid. Updates are put forward in Hussain & Rasool
et al. [28], study on Chukwu & Yang model by carrying out numerical analysis using
simulation for YPL fluid in the eccentric annulus to properly show downhole pressure
differential. A theoretical model was established in this simulation study [27], based on
surge pressure ratio, and the model is certified with experimental data collected and by
CFD (Computational Fluid Dynamics) models.

Pipe Tripping Speed: Safe speed (usually 30 s) should be considered during tripping
in/out of the selection to increase or reduce the stand length [29]. Pump pressure should
not be increased unless circulation is established, most importantly if a bit appears with
the low rotary speed at the bottom. It is therefore important retaining the low gel strength
characteristic ofmud.Drilling fluidwith high gel strength needs increased pumppressure
for the return of rotary operation which may alter borehole pressure significantly more
than the pressure of formation fracture. Low pipe operating speed may eventually result
in the generation of increased non-productive time (NPT), and consequently, economic
viability for drilling operations is hindered.

2.3 Existing Theoretical and Experimental Study on Surge/Swab Pressure

Steady-StateModel: Pressure differential in thewellbore due to the axial tubularmove-
mentwas studied in drillingoperations.Cannon [30],moved to conduct a pioneer revision
on the effects of swab pressure.

Cardwell [31] made a remarkable investigation on problems during pipe tripping
operations while major issues were put in mind at initial periods of testing for causes
of blowouts in regular pressure wells. During these operations, an abnormal downhole
pressure differential is not much known. Figure 1 describes the plot style created as soon
as the pressure gauge is released to the bottom of the cased hole and clear of the drill
string. Plots from the graph show recorded pressure the moment the pipe is lowered
into the hole as well as upon entry at the bottom spikes at almost the same magnitude
as pressure losses. Based on experimental observation Cardwell also reported results.
Also, Hughes Tool Company brought a manual with more detail titled Rotary Drilling
Hydraulics [32]. Previous methods have similar effects for each stand on pipe rates of
both 10 s and 30 s for a 4.4-inch OD drilling pipe in an 8.5-inch hole, simply as the only
values available for experimental proof.
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Musaed [33] Expressed a different equation showing drilling fluid velocities in annu-
lus duringRIH andPOOHdrill-string.Going by these findings,were on several scenarios
of drill-string conditions as partially open or partially closed-ended and fully open. These
equations established for velocity and pressure drop, turbulent flow, annular fluid in lam-
inar flow and improved Reynolds number are presented in (Eqs. 1–4), respectively using
flow properties and hydraulic diameter of drilling fluids determined by high precision
viscometers, creation of lower critical velocity was noticed.

Va = 1.08 PV + 1.08
√
PV2 + 12.3D2YP

∂D
(1)

P = L.YP

225 D
+ PV.L.V

1, 500 D2
(2)

P = f.L.V2

25.6 D
(3)

Rp = 2965 D.V

PV
(4)

Burkhardt [34] made an addition to available studies conducted by Cardwell [31].
The physics-based theoretical investigation was conducted in this study and proof shows
surge pressure as dependent upon flow regime (laminar or turbulent), rheological prop-
erty, pipe tripping speed andwellbore geometry,Also, in this research, a parametric study
is presented to understand the effects of surge pressure gradient on several parameters
for open and closed-ended pipes.

Mathematically, the pipe tripping speed relationship with annular fluid velocity
during tripping operations is represented as Eq. (5).

Vf = −kcVp (5)

where, Vf and Vp are the annular fluid velocity and pipe tripping speed, respectively.
kc is the clinging constant which is related to the diameter ratio and can be determined
using Fig. 1(b).

To predict surge pressure gradient for YPL fluid in the eccentric annulus for steady-
state conditions, Hussain and Shariff [35] developed an alternative numerical model.
The major finding was in increasing eccentricity, that pressure gradient as a result of
inner pipe axial displacement reduced. Moreover, the surge pressure was shown to be
inversely proportional to the blockage height because results proved that annuli having
partial blockage of cuttings can produce lower surge pressure even without blockage
than the other.

A study carried out to estimate surge and swab pressures for steady-state flow in
annuli being exposed to the atmosphere and upper ends of drill pipes was recommended
by Wolski et al. [36]. They believe that incompressible fluid drive is being formed com-
pletely, laminar, and one-dimensional. Furthermore, all validations were claimed by
implying that pressure losses are comparatively insignificant because of nozzle flow,
geometric fluctuations, and intermittent motion for Bingham Plastic fluid (BPL). Inves-
tigators expressed shear stress and shear rate equations providing dimensionless gradient
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Fig. 1. (a) Effects of various pipe/casing RIH and POOH [31], (b) Graphical plot for determining
clinging constantly [34]

equations of strain. In assessment, the model was proved to be in contrast with methods
suggested by Fontenot and Clark [37]. Current and previous model analysis and findings
showed the difference in results of pressure drop to be in the error range between 0–10%.

According to existing literature surveys of models, previous models such as Cannon
[30], Cardwell [31], and Musaed [33] majorly deliberated on annular clearance and
generated stresses by pipe movement on drilling fluid and pipe tripping speed. In model
development, Burkhardt [34] and Schuh [38] came up with additional findings on the
initially found models, bearing in mind rheological properties. Further improvements
and simplifications on these models by Fontenot [37] were done to a large extent through
the development of an automated computer program and resulted in the incorporation of
field measurements. Although, Burkhardt, Schuh and Fontenot’s models were estimated
solutions for calculating surge/swab pressure for PL and BP fluid models in concentric
annulus failed to properly prove the behaviors of fluid flow of many used drilling fluids
in these fields. Crespo et al. [39], and Ettehadi et al. [9] gave an exact numerical-based
or dimensionless solution considering slot flow geometry for YPL fluid in the concentric
annulus.

Unsteady-State Model: Lubinski et al. [40] conducted pioneer research in developing
an unsteady-state model to predict surge/swab pressure differential. Lin and Hsu [41]
obtained an alternative model (i.e. numerical) to define the distribution of transient fluid
velocity in the concentric annulus for PL fluid under the Couette fluid flow phenomenon.
Various inconsistencies were noticed in this study by MacSporran [42] concerning the
expression of the annular fluid velocity profile. In another study, Lin and Hsu [43]
corrected their investigations.

A representation by Lal [44] in the transient surge/swab model is a computer-inbuilt
software package for PL fluid for both eccentric and concentric annuli. Furthermore, the
significance of variables and parameters are presented in the investigation. Unsteady-
state model development and validation with the previously Burkhardt [34] model was
conducted to further test the efficiency of the model.
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Mitchell [45] also offered amodel for predicting surge pressure based on the transient
condition of PL fluid in the laminar flow phenomenon. The transient model that was
developed further validates the field data given in Burkhardt [34] (Fig. 2) and Fontenot
and Clark [37]. The outcome obtained shows transient model developed at optimum
during surge which is in good agreement with field data measurements in comparison
to the steady-state model. Although, identification of downhole pressure differential for
static condition (steady state) conditions was not achieved in Mitchell’s work.

Fig. 2. Dynamic model predicted data, field data and Burkhardt steady-state model comparison
[34].

A dynamic model was developed by Wang and Chukwu [46] for the prediction of
surge and swab pressure for PL fluid in the concentric and eccentric annulus. A couple
of curve sets were generated by using developed equations to represent dimensionless
pressure gradients (see Table 1). The model surely can assist in determining ranges of
pipe tripping speed to further optimize stability in formations.

Table 1. The calculated outcomes of surge pressure gradient [46].

Pipe tripping speed, fts2/ Surge pressure gradient, psift/ Wang and Chukwu [46]
Steady-state method, psift/

0 2.383 (0.0165) 2.401 (0.0168)

1 3.972 (0.0276)

2 5.958 (0.0414)

3 8.341 (0.0579)

4 11.122 (0.0772)

5 14.101 (0.0979)

ODE-based model is an alternative model to CFD (computational fluid dynamics)
distribution-based models. It is often more rapid with the benefit of associating with
several discipline techniques with little or no difficulty. Gjerstad [47] already devel-
oped basic sets of analytical flow equations to predict and optimize downhole pressure
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surges based on the dynamic condition for the Bingham plastic model (BP). Gjerstad
[47] developed a flow equation that is precise in determining the gradient of frictional
pressure. Validation of the model was done with the explanation of Liu and Zhu [48] for
particular wellbore geometry. The General version of this equation is presented through
Eq. (6), with effective velocity Ve given in Eq. (7).

P = Pn(Ve) + fpo(Ve).fco(Ve) + PA0
Rh

Ro
(1 − sgn(Ve).fco(Ve)) (6)

where, Pn is the pressure gradient for Newtonian fluids, dimensionless; Ro is the outer
radius of the annulus, and Rh is the radial distance of the slot wall.

Ve = V̄ + Ve0 (7)

where Ve0 is the dimensionless effective fluid velocity of the outer flow region; and V¯
is the dimensionless average fluid velocity near the slot.

2.4 Laboratory Scale Experimental Studies

Based on current literature, very few experimental investigations were achieved by Tang
et al., [44] for conditions of laminar flow in eccentric annuli. Also, another achievement
for concentric annuli is by Crespo and Ahmed, [39]. Model-based regression of the
numerical analysis of the narrow-slot approximation method was developed and proven
experimentally. Also, Erge et al., [49] investigated the theoretical impacts of movement
of inner pipe through the mathematical model to determine pressure imbalance con-
currently with tripping in a coaxial annulus for YPL fluid. For authentication, adopted
experimental data already existed [39] and was in tremendous agreement. Several inves-
tigations [41] on models developed considering viscous drag when fluid is in motion for
detection of pressure drop in the stationary pipe. He et al., [50] also developed semi-
analytical and numerical models to predict surge pressure gradients in the concentric
annulus, and went further to compare with an existing theoretical model and experi-
mental data. In our recent study, Krishna et al. [51] conducted a replica experimental
investigation of tripping operations during oil and gas well drilling. Results acquired
shows surge/swab pressure differential decreases with increasing eccentricity (ε) and
increase in pipe tripping speed (Vp) with increasing diameter ratio (δ). Meanwhile,
the study also drafted that gel strength increases surge/swab pressure gradient by 18%
approximately.

3 Conclusion

This brief reviewpresents a state-of-the-art reviewof the surge/swab pressure gradient by
non-Newtonian fluid. There are several studies carried out by different researchers on the
factors (i.e., fluid rheology, eccentricity, diameter ratio, and the tripping speed of pipe)
influencing the surge/swab pressure. The surge/swab pressure is affected by rheological
parameters which are mainly fluid consistency, behavior index, yield stress, and gel
strength. The surge/swab pressure gradient generally intensifies with the rising values of
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rheological parameters. However, it gets reduced with a higher value of fluid behaviour
index because of PL fluid annular flow profile. Gel strength has also a considerable
influence on the surge pressure (i.e., approx.~18%). The diameter ratio and annular
eccentricity of thewellbore drilled also extant a significant influence on the surge pressure
gradient, i.e., due to the abridged annular area and velocity of the dislodged fluid in the
annulus. It has also been concluded that the surge pressure gradient decreases gradually
with the ascending pipe speeds. The study also summarized that various steady-state
and unsteady-state models, along with a few laboratory scale studies are being done
by several researchers for the surge/swab pressure gradient predictions. It is established
from the literature that there is a need for further experimental data for the development
of more accurate, optimized, and robust models for surge/swab pressure predictions.
Furthermore, less cumbersomemodels with little numerical analysis are required. Hence
the New Simplified models by mathematically and analytically combining momentum
equations, fluid’s rheological equations, mud clinging properties and frictional pressure
losses equations can be developed for better data analysis and predictions.
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Abstract. In the present work, the transient state which includes the pull-down
and loading period is tested for the chest freezer. The experimental work has
been conducted by using a freezer of 150 L volume capacity working with R-134a
and R-600a by two different compressors. The freezer is equipped with measuring
devices to reading the pressure, temperature, refrigerant mass flow rate, and power
consumption. The tests were done at the standard ambient temperature of 32°C.
The results show the time for pull down and loading period for R-600a is short
than that for R-134a and the power is also lower for R-600a. The improvement
can be done by using the refrigerant R-600a (which is environmentally friendly)
improving the performance of the system by reducing the power consumption and
the operation time required to reach a steady state.

Keywords: Chest freezer · pull down · transient · cooling capacity · Power
consumption

1 Introduction

Refrigeration operates a wide application in the domestic and commercial sectors for
food reservation. One of these applications is the chest freezer. The using of the chest
freezer throughout the year will be costly due to the power consumption. The ther-
mal analysis is important in order to improving the system and reducing the power
consumption around the year by suitable select the proper refrigerant.

Berger et al. [1] done a simulation for domestic cooling cycle by one dimensionmodel
for heat exchangers using numerical method. The refrigerator working with R600a. The
experimental test compared with the model and good agreement yield. Borges et al.
[2] measure the energy consumption for refrigerator top mount free frost by simple
quasi- steady method. Cai et al. [3] carried out one-dimension dynamic model for food
stuff cabinet store. Chen et al. [4] described the way to reduce the energy consumption
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for small refrigerator system by simulation model and experimental tests with take
attention to the effect of the dynamic characteristics. Gardenghi et al. [5] two thermal
model were used to simulating domestic refrigerator working with R-134a. The first
model depends on first law of thermodynamic and the second was capacitive model.
Grald et al. [6] used the moving boundary approach to study the heat exchangers of
the heat pump. Hermes et al. [7, 8] transient study for refrigerator 440 l capacity top-
mount by Simulation model. Janssen et al. [9] experimentally test upright freezer for
pull down and strat up with analysis to investigate the accuracy of the dynamic model
applied. Li et al. [10] usedmoving boundary lumpedmethod to represent the fivemodels
of condenser and two models for evaporator, the heat exchangers were part of vapor
compression refrigeration system. The shut down and start up state was the target of the
study.Martinez et al. [11]modelling dynamic performance of refrigerator by quasi steady
approach. The model compared with test data in order to exam validation. Melo et al.
[12] dynamic state of domestic refrigerator was study experimentally and theoretically.
Pettit et al. [13, 21] one dimensional mathematical model for two phase heat transfer
in condenser and evaporator depend on moving boundary approach. Rajendran et al.
[14] study the behaviour of vapor compression system experimentally and analyzed the
data with computer program. Rasmussen et al. [15, 16] used the lumped quality, moving
boundary, and finite control volume approach to study the transient state of the vapor
compression system of refrigerator. Sanama et al. [17] using finite volume method to
modelling the transient for vapor compression refrigeration system and experimental
test to valid the model. The results shown agreement between the model and the test
data. Tagliafico et al. [18] study the transient of chest freezer by dynamic model depend
on three different equations of first order. The model was simple, reliable, and agree
with the experimental tests. Tulapurkar et al. [19] applied the lump model to study the
transient of refrigerator in order to represent the pull down and on/off cycle of the test.
Turgut et al. [20] modelling the dynamic behaviour of vapor compression refrigeration
cycle working with R-134a and R-1234yf by using the finite difference method. Yuan
et al. [22, 23] analyzed freezer 400 L capacity for dynamic state using conservation
equations to made computer program. The validation was good for the model with the
test.

The point of view for this search is to find experimentally the best refrigerant can be
used for operating the chest freezer during the transient period (pull down and loading
material) R-134a or R-600a where the regulations of the UN decided to phase out the
refrigerant R-134a while R-600a is natural refrigerant and friend to environment.

2 Experimental Implementation

2.1 Test Apparatus

The experimental test has been done use chest freezer of 150 L internal volume (see
Fig. 1). The capillary tube welded outside the suction line of the compressor. The con-
denser is a wire on tube condenser with equivalent length of 10.5 m and diameter of
6.35 mm, the fins with diameter of 1.2 mm. The first compressor working with R-134a is
a Konor brand GQR60AAmodel and the second for R-600a is DONGER brand GD59N
model. The evaporator was copper tube with diameter 7.937 mm is warp around the
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evaporator box of the internal compartment and the circuit has equivalent length of 15 m
(see Fig. 2). The type of the refrigerants is choosing which closed to AHRI-700 standard.

Fig. 1. The chest freezer and measuring devices.

Fig. 2. The evaporator tube loop and the insulation cover.

2.2 Measurement System

Type T thermocouples were used to measure the temperatures, with accuracy of± 1 °C.
13 thermocouples attached to the tubes wall of wire on tube condenser at the middle of
the legs, and 7 thermocouples for the evaporator at each loop of tubes. Pressures were
measured at the low sides (evaporator inlet/outlet) and high sides (condenser inlet/outlet)
of the system, by four transducer types. The accuracy of the transducer was ± 0.5%,
as declared by the manufacturer. Electrical power was measured by a power analyzer
with an estimated accuracy for the system of the power ± 3%, the current ± 2%, and
the voltage ± 1.2%. The tests were done inside a climatic room built according to
specifications of ASHRAE committee 8.99.

3 The Results and Discussion

The test proceeded done by operate the chest freezer till reach the set temperature this
period calls the pull-down state, after that loading the chest freezer with three water
bottles of two liters size and the loading state be start, keep watching the operation of the
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freezer until the evaporator box temperature return back to the temperature set at the end
of the pull-down state. The temperature and the power during the test were measured
and recorded and the results as following:

Figure 3 and 4 show the condenser and evaporator surface temperature at: first for
pull down running without load, and second with loading three bottles of water put in it
and the test run till reach the box space temperature set of the chest freezer.

The average condenser surface temperature for R-134a was around 60 °C and 52°C
for R-600a at the loading states, and the box evaporator temperature was −20°C for
R-134a and -25°C for R-600a.The time for pull down state is 180 min for R-134a and
120 min for R-600a, while the time cover the loading state (adding three water bottles
of two liters size) for R-134a is 1260 min and 1150 for R-600a, that is mean the power
consumption for this period of R-600a is lower than R-134a and the cost of the power
consumption is lower for R-600a.
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Fig. 3. The condenser and evaporator temperature for (R-134a) with time for pull down and
loading states.

Figure 5 and Fig. 6 show the power consumption and the refrigerant mass flow
rate for pull down and loading periods test. The R-134a average power consumption
is 140W and 84 W for R-600a respectively. The behaviour of the power with the time
show increase at the beginning and drop when the test working at pull down state for
both refrigerant, and then increase with loading state began and drop slightly with time,
the same can say for the refrigerant mass flow rate, but the average value of the power
for loading period is 150 W higher with R-134a than that for R-600a which is average
value 90 W.
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Fig. 4. The condenser and evaporator temperature for (R-600a) with time for pull down and
loading states.
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Fig. 6. The power consumption and mass flow rate for R-600a with time for for pull down and
loading states.

Figure 7 and 8 comparing the freezer box temperature and water temperature when
the chest freezerworkingwithR-134a andR-600a and the time for pull down and loading
periods. From the figure, the value of freezer box temperature for both refrigerants, the
freezer box temperature with R-134a refrigerant is −20°C higher than the freezer box
temperature−25°C for R-600a refrigerant. The time required to complete the pull-down
state for R-600a refrigerant lower than the time required for R-134a. The figure shows
also the change in the water phase from water to ice.
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4 Conclusions

In this work, the experimental tests were done for the chest freezer working with R-134a
and R-600a to discover the case of the lower power consumption done for pulldown and
loading periods. That is the target of the search. The main points extract from the work
are:

• The power consumption by the system working with R-600a is lower than that for
R-134a for the pull down and loading periods.

• The time required to cover the pull down for R-600a is 100 min which is shorter than
that for R-134a which is 180 min.

• The power consumption for loading state by R-600a is half than that for R-134a, and
the time also.

• The refrigerant R-600a is more efficient than R-134a.
• The using of R-600a for chest freezer can improving the work of the chest freezer

for the required temperature inside and the power consumption that touch the target
of the research.
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Abstract. This study presents the effect of arc welding current on the mechanical
properties andmicrostructure of thewelded aluminiumplates. Thewelded samples
were prepared for tensile test, microstructural analysis, microhardness and XRF
analysis. The tensile test results recorded amaximumUTS value of 88.333MPa in
sample E welded at a current of 90 A while sample A welded at a current of 50 A
exhibited the lowest UTS of 33.70 MPa. Sample E produced a fine structure with
fine dendrites. The tertiary dendrite grains showed a good sign of high strength
when compared to the primary and coarse dendrite grains that were formed in
sample A, welded at 50 A. The hardness values were presented and decreased as
the welding current was increased from sample B to sample D and later increased
in sample E, which could be as a result of the cooling rate at high heat input.

Keywords: Aluminium ·Microhardness · Tensile strength ·Microstructural
analysis · XRF

1 Introduction

Aluminium is one of themost abundant metals in nature, and its alloys are widely used in
the industry due to their mechanical properties and corrosion resistance. It is a difficult
metal to weld due to the oxide layer that should be removed from its surface before
welding [1]. There is high demand of aluminium in the industry, which has necessitated
the high efficiency, and quality of aluminium alloy for aerospace parts [2]. The increase
in the applications of aluminium alloys in all the sectors of the industry is a driving
force for the development and efficiency of joining the metal without much adverse
effect on their mechanical properties [3]. Most engineers focused on the performance
and life span of materials and ensure that they do not fail in service [4]. One of the
problems encountered by Aluminium alloy is porosity. This is well known defect that
can cause cosmetic problems and reduce the ductility and degrading the mechanical
properties [5]. The limitation of fatigue life is determined by the size of pores generated
most especially in its cast form [6]. Previous studies have shown that inclusions, like
oxide films, assist in the nucleation of the pores and thus have a significant influence
on the prior porosity formed [7]. TIG welding was done on Aluminium 6082 substrate
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by Kumar et al. [8], and AA5356 filler wire with a diameter of 2.4 mm was used as the
filler wire. Taguchi orthogonal array L9 (Minitab 19) was used to evaluate the amount
of runoff and to analyse the specimens. It was reported that, the tensile strength of the
welded joint increased by 43.87%, with an increase in welding current due to the heat
generated at the weld interface. In addition, the tensile strength of the welded joint was
increased by approximately 3%, and decreased by 0.94% in hardness value when the
travel speed was increased [8].

The main aim of this study is to investigate the effects arc welding current on the
welded Aluminium plates through the microstructural analysis, mechanical properties
and XRF analysis. The tensile testing will justify the quality of the weld through the
ultimate tensile strength (UTS), as well as the maximum tension load.

2 Experimental Procedure

An aluminium sheet of 1250 mm × 2250 mm, 3 mm thick, was cut into four plates of
the same dimensions, 625 mm× 150mm each. These plates were welded together using
electric arc welding machine. The weldment length is 120 mm, which was maintained,
and the interval between each weld was approximately 130 mm. Before welding oper-
ation, the surfaces of the plates were neatly cleaned, and rough edges were scraped, to
achieve a good alignment.

The chemical composition of the Aluminium that makes up the sheet is shown in
Table 1.

Table 1. Chemical Composition of Aluminium sheet

Elements Al Si Fe Mg

% wt. Composition 98.456 0.526 0.847 0.128

The main focus of this work is based on the quality of the weld created when the
two plates are welded together using five different currents 50 A, 60 A, 70 A, 80 A and
90 A. This was achieved using the THERMADYNE DC inverter 160 welding machine.
The alumoid 12SI electrode with a diameter of 2.5 mm was used as the electrode. The
four work pieces of dimension 150 mm × 625 mm × 3 mm in two pairs were each
clamped and tagged at the two ends along the length 625 mm, with a common interval
of approximately 130 mm between each weld. The welding speed was maintained at
52.3 m/s on average. Figures 1 show the joined Aluminium plates at varying currents.

Welding was done in one pass using the arc-welding machine using a self-shielding
2.5 mm thick electrode. The welding current was varied during the welding operation
while maintaining the voltage at 10 V.

Table 2 shows the welding parameters used, displaying the weld beads based on their
varying currents.

After welding, the samples were cut for tensile test and other characterizations such
as microstructure, microhardness and XRF analysis. Tensile test was conducted on the
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Fig. 1. Welded Aluminium plates at varying current

Table 2. Welding parameters

Parameters Values

Welding Current (A) 50 60 70 80 90

Welding Voltage (V) 10 10 10 10 10

Gas flow rate (l/min) 45 45 45 45 45

Welding speed (mm/min) 2.28 2.29 2.30 2.30 2.32

dog-bone shaped specimens using the Zwick/Roell Z150 tensile testing machine at the
Engineering Laboratory, University of Namibia. The tensile test is the most extended
method for the mechanical characterization of materials. The basic parameters deter-
mined in this test are the elastic modulus, yield stress, tensile strength and elongation
according to the ASTM E8/E8M-15a standards. Ten (10) samples were tested, two (2)
under every welding current for repeatability. Some samples were cut for metallographic
preparation and mounted in polyfast. The mounting method uses pressure and heat to
encapsulate the samples. Themounted sampleswere ground and polished formicrostruc-
tural analysis. Keller’s reagent was prepared for the etchant with 190 ml of H2O, 5 ml
of HNO3, 10 ml of HCl, and 2 ml of HF. The microstructural examination was con-
ducted using an optical microscope at low and high magnification. The microhardness
test was conducted on Zwick/Roell ZHU250top machine. A total number of 15 indents
were done on each sample using a load of 1 kgf since this is the minimum load that can
be applied. X-ray Fluorescence (XRF) spectroscopy analysis was done on the welded
samples for the compositional analysis using the Titan XRF analyser.

3 Results and Discussion

In this section, the results of the tests conducted are discussed andpresented. Thedifferent
weldmentwere characterized and analysed throughXRF, tensile testing,microstructural,
and microhardness evaluations. Aluminium is a challenging metal to weld, especially
with an arc welding process. Aluminium requires using specific equipment and special
techniques to achieve a high-quality weld. Unlike carbon steel, aluminium does not
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change colour before it reaches the melting point. The flux from an aluminium electrode
creates a mess after it cools. The welding currents were varied from 50 A to 90 A
respectively. There was no undercut on sample A welded at a current of 50 A but start to
be obvious from sample B welded at 60 A due to more heat input initiated as the current
is increased. At sample E welded at current of 90 A, the alumoid electrode created a
hole through the plates and excessive penetration, which justifies high heat input. The
microstructural analyses were done on the welded samples from sample A welded at a
current of 50 A to sample E welded at current of 90 A. Figures 2 (a) to (e) depict the
microstructure of the entire welded samples welded at current of 50 A to 90 A.

The grain sizes have been observed to increase as the welding current and the heat
input increases. Dendrites were detected in the entire samples, transient from coarse
grains to fine dendrite grains as the current was increased, and the dendritic arms were
found disappearing thereby causing more grains to migrate and form new structure
(recrystallize). The grain sizes of sample D increased drastically. This could occur as
a result of the increase in the heat input as the welding current was increased. A big
porosity was observed in sample E welded at a current of 90 A and colonies of new
grains are formed inside the bigger grains in the entire sample E. The formation of weld
structures starts from the dendrite phase nucleation and growth processes in a melted
weld pool metal, where in primary dendrites were formed at the lowest welding current.
These primary dendrites are concentrated, with little and tight spaces in between them
as seen in Fig. 2 (a). They are small in sizes and as the welding current increases, another
pattern of dendrites was formed, which is the secondary dendrites. These are mid-sized
dendrites, with fine grains of average sizes. The larger dendrite grains occurred at the
highest welding current of 90 A, with fine shapes of the grains.

The Vicker’s hardness value of the deposit appeared to be in a good range when
compared to the parent material. Figure 3 shows the plot of the hardness values against
the sample’s welding currents.

The average hardness value of sample A welded at 50 A is HV 101.9 and increases
to HV 106 in sample B welded at 60 A and later decreased in sample C and further
decreased in sample D. Among the entire welded samples, sample B exhibits the highest
average microhardness value of HV 101.9 while sample D displays the lowest average
microhardness value of HV 92. From this indication, it shows that within the secondary
dendrites colony, the hardness values decrease as thewelding current increases.Although
there is a sharp rise in the hardness value of sample E and this could be as a result of the
high heat input and the cooling rate exhibited at a welding current of 90 A.

This behavior has also created room for defect formation in the sample.
The tensile strength of the welded samples was tested on the tensile testing machine.

A total number of 10 samples, 2 per welding current were prepared for the tensile test.
Figure 4 shows the entire tensile test specimens after fracturing.
It was observed that in samples D and E welded at current of 80 A and 90 A respec-

tively, the fracturing did not occur at the weld and which shows that the two samples
had good weld quality. Figure 5 shows the graph of standard force versus extension for
om sample E welded at 90 A.

Among the entire tensile specimens, sample E fractured at the maximum tensile load
of approximately 2385 N on average. The trend is such that the first sample welded at 50
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Fig. 2. Microstructures of welded Aluminium at varying currents (A) 50A, (B) 60A, (C) 70A,
(D) 80A and (E) 90A

A fractured at the lowest tensile load of 910 N. A huge difference was observed between
the welded sample B and sample C with an interval of 664 N.

From these results, it can be concluded that the weld joint obtained at sample A
welded at 50 A is more ductile than the welded sample C and sample D. However, the
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Fig. 3. Average hardness values against the welding current

Fig. 4. Tensile test specimens after fracturing

sample E welded at 90 A is stronger and least ductile among the five samples. There was
a significant rise in standard force observed from sample C welded at 70 A to sample
E welded at the maximum current of 90 A. Both samples D and E, welded at 80 A
and 90 A, respectively, revealed a maximum standard force at maximum yield point of
approximately 2315 N. For these samples, the elongation is slightly higher compared to
the samples A and B. It could also be concluded that the effect of heat input favours the
strength of the joint and slightly reduce ductility.
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Fig. 5. Graph of Standard force vs. Extension for sample E.

Figure 6 depicts the graph of UTS against the welding current used.
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Fig. 6. Average UTS value against the welding currents

From the graph in Fig. 6, it could be observed that there was a regular increase in
the UTS value from sample A welded at the current of 50 A to sample E welded at
the current of 90 A. Sample E gives the highest average UTS value of 88.3 MPa while
sample A gives the lowest average UTS value of 33.7 MPa. There is a decrease in the
elastic modulus from the welding current of 90 A in sample E to sample A. In general,
the modulus of elasticity is inversely proportional to the average UTS values of the
samples. In the XRF analysis that was carried out on the entire samples, the dominant
elements are Aluminium (Al), Silicon (Si), Iron (Fe), Magnesium (Mg), Copper (Cu),
Titanium (Ti) and Cobalt (Co). The percentage weight (wt.%) of Al was observed to
have increased from sample A welded at 50 A to sample C welded at 70 A. The wt.% of
Mg ranges between 0.114% and 0.410%. Cu content decreases from sample A welded
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at 50 A to sample D welded at 80 A. A sudden increase in Cu content was observed in
sample E welded at 90 A.The highest value of wt.% of Si occurred in sample A with
11.089% whereas the lowest amount occurred in sample E that was welded at 90 A with
0.526%. This Si content has an impact on the tensile strength of the samples.

4 Conclusion

The weldment characterization of Aluminium was investigated in this study and the
following conclusions were drawn:

• The grain refinement showed better strength and ductility, hence gives a boost to the
mechanical state of the Aluminium weldment and its performance.

• It was observed that the UTS values of the entire welded samples increased with
increase in the welding current. Sample E presented the highest average UTS value
of 88.3 MPa while sample A gave the lowest average UTS value of 33.7 MPa.

• The microstructures showed that a small increase in welding current could cause
effective grain refinement in obtaining a good weld. The smallest grain sizes were
achieved in sample A welded at 50 A.

• The hardness and tensile strength were increased in the samples welded with increas-
ing current and heat input. The hardness value has doubled,while the strength increase
is by approximately 50%.

• The presence of porosity in sample E welded at a current of 90 A is as a result of the
melt pool created by the heat input and as well as the thickness of the plate.
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Abstract. The coal dust at the power plant poses a risk to the health of workers
at the plant, and nearby occupants, necessitating a solution to suppress its gen-
eration. This was successfully achieved with this design. The problem, as well
as possible solutions were extensively researched, and the obtained information
were used to develop potential concepts. Different concepts were considered and
analysed based upon the design requirement. Of all concepts developed, a fog/mist
suppression system best fit the design requirements, providing efficient and cost-
effective dust suppression, without compromising the environment or integrity of
the coal in the staith. To determine the required pipe diameters to supply water to
each nozzle at sufficient pressure and flow rate, fluid flow analysis was performed
using PIPENET. Based on the behaviour of the spray, the nozzle was determined to
produce satisfactory conditions for the purpose of the design. Although evidence
from literature reviewed and analyses performed on the system give valid reason
to justify the viability of the design, it would still benefit frommore extensive test-
ing to better optimize it. Further testing could be achieved through more vigorous
simulation using more computing than was presently available at the time, or the
fabrication of a prototype.

Keywords: Coal · Dust suppression · Staith

1 Introduction

Evidence from studies has shown that exposure to coal dust can potentially lead to
negative health effects such as emphysema, pneumoconiosis, and increased cancer risk
[1–3]. The risk of exposure to these dust particles is significantly higher for people
who may live or work near places where coal is handled. The rising coal dust also
lowers visibility, as it obscures the vision of any working within its vicinity. Another
issue associated with coal dust is its tendency to ignite and explode [4, 5]. All these are
problems experienced at the local considered Power Station coal staith. The considered
power station is a coal-fired thermal, and is situated in northern area of Windhoek.
To minimize the risk of exposure to the dust particles, and create a safer environment
for the workers and others nearby, measures must be taken to suppress the amount
of dust generated. Therefore, the primary objective of the study was to design a dust
suppression system for coal staith at a local power plant. The requirements for the
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design were to ensure effectively capture airborne coal dust particles, the system must
be semi-automated, cost-effective as possible, and environmentally friendly.

2 Materials and Methods

Basedon the literature reviewed, fewconceptswere considered viable for the suppression
of dust in the coal staith at considered Power Station. Each of the concepts was evaluated
based upon the design requirement to determine the most optimal among them. The
following were the four concepts considered [7]:

• Plain Water Suppression
• Water Spray with Chemical additives
• Water with surfactant foam
• Fog/mist suppression

Upon evaluation of the four concepts selected, a concept evaluation matrix was
developed to determine which was the most optimal design based on the design require-
ments. The concept evaluation matrix found the fog/mist dust suppression system to be
the most optimal design concept as it best fit the requirements initially set out for the
design. As the nature of droplets in the fog/mist suppression system is important to not
only its effectiveness but also the integrity of the coal, the selection of equipment for the
spray generation was important, with the following being evaluated to determine their
suitability [7]:

• Sprinklers
• Rain guns
• Water spray nozzles
• Fog cannons

Based on the evaluation matrix for the selection of spray equipment, water spray
nozzles were found to bemost suitable for the purpose of the design. The chosen concept
was further refined to give specifications for all the necessary components. The detailed
design process entailed the following:

• Development of pipe plans and schematic diagrams
• Selection of spray nozzles
• Sizing and selection of pipes
• Sizing and selection of pumps

3 Design Parameters

The design parameters for the coal staith are shown in Table 1.



Design of a Passive Dust Suppression System for the Coal Staithes 123

Table 1. Design Parameters

Parameter Value

Staith length 333.6 m

Staith width 13.52 m

Staith height 14.63 m

Number of coal transfer points 5

Distance between transfer points 55.6

Radius of dust diffusion from transfer points [6] 1.5 m

Mean dust particle diameter [6] 50 m

3.1 Pipe Plan and Schematic Diagram

The dimensions of the coal staith and the positions of the coal transfer points along the
length of the staith, were determine using structural engineering drawing of the coal
staith. Furthermore, with this information, the path and positioning of the pipe network
supplying the spray nozzles were determined. Figures 1, 2 and 3 show the simplified
schematic diagram, a plan view, and an elevation view of the pipe network, respectively.

Fig. 1. Pipe schematic diagram
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Fig. 2. Pipe Network Plan View

Fig. 3. Pipe Network Elevation

3.2 Spray Nozzle Selection

When selecting an appropriate spray nozzle, the followingwere taken into consideration:

• Droplet size
• Spray coverage
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The spray coverage of the nozzle was to be large enough to cover the entire dust
diffusion distance from the transfer point, and the droplets produced were to have a
volumetric mean diameter near 50 µm. No evidence was found of standards for spray
nozzles, therefore the selection of nozzles was guided by literature concerning the topic
and information provided by the manufacturers of the selected nozzles. To determine
spray coverage, the following equation acquired from Spray Systems Co was used [8]:

TSC = 2 L tan

(
TSA

2

)
(1)

As this value of spray coverage was only theoretical, testing was to be done by
simulation to determine its validity. The operating parameters of the selected nozzles
are presented in Table 2.

Table 2. Selected nozzles’ operating parameters

Name Spraying Systems Co Type N Hydraulic Atomizing nozzle

Orifice diameter 1.9 mm [19]

Flow rate 245 l/hr [19]

Pressure 80 bar [19]

Theoretical Spray angle (TSA) 90º

Distance from transfer point 1.5 m

Theoretical Spray coverage 3 m

3.3 Pipe Sizing and Selection

The sizing of the pipes for the water supply of the spray nozzles was done with accor-
dance to the SANS 4427 standard for Polyethylene pipes & fittings for water supply.
To determine the required pipe diameters to supply water to each nozzle at sufficient
pressure and flow rate, fluid flow analysis was performed using PIPENET, taking into
consideration all friction losses, and local losses in the pipe network. After perform-
ing the fluid flow analysis, it was found that DN20 PN12.5 High Density Polyethylene
(HDPE) piping throughout the entire network is sufficient to supply all nozzles with the
required pressure and flow rate to produce the desired spray conditions.

3.4 Pump Sizing and Selection

Figure 4 shows the pump curve of the selected pumps at the specified operating point.
Through the use of the PIPENET application, it was found that a pump supplying

2450 l/hr at 84.51 bar/830 m of total dynamic head would be needed to sufficiently
supply the spray nozzles. However, it proved difficult to find a pump to satisfy the given
operating conditions. To combat this, a serial pump installation was considered. Three
EDUR 409A142L pumps were selected for this purpose, each operating at a flow rate
of 2.45 m3/hr and 276.48 m of dynamic head.



126 E. Angula et al.

Fig. 4. EDUR 409A142L pump curve

3.5 Semi-Automation

To achieve semi-automation in the system, the pumps are only run when the conveyor
belt is in motion. A rotation sensor will be installed on the belt to detect when the belt
is in motion. The EDUR pumps controlled by sensors and will be operated by signals
from rotation sensor.

4 Results and Discussion

Based on data provided by the manufacturer, a theoretical spray angle of 90° could be
achieved with the selected nozzle. The validity of this was tested by simulation using
ANSYS FLUENT. A nozzle of 1.9 mm orifice diameter sprayed water at the 80 bar into
a cubic element of air, and the spray pattern was observed, as shown in Figs. 5 and 6.

Based on the behaviour of the spray, the nozzle was determined to produce satis-
factory conditions for the purpose of the design. Figures 5 and 6 indicate that the spray
covers a significantly large area, justifying the selection of the nozzle and the distance
from the transfer point.
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Fig. 5. Volume fraction of spray water in air at x = 0 m from the nozzle

Fig. 6. Volume fraction of spray water in air at x = 0.25 m from the nozzle
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5 Conclusion

The coal dust at the plant poses a risk to the health of workers at the plant, and nearby
occupants, necessitating a solution to suppress its generation. This was successfully
achieved with this design. The problem, as well as possible solutions were extensively
researched, and the obtained information were used to develop potential concepts. Of
all concepts developed, a fog/mist suppression system best fit the design requirements,
providing efficient and cost-effective dust suppression, without compromising the envi-
ronment or integrity of the coal in the staith. Although evidence from literature reviewed
and analyses performed on the system give valid reason to justify the viability of the
design, it would still benefit from more extensive testing to better optimize it. Further
testing could be achieved through more vigorous simulation using more computing than
was presently available at the time, or the fabrication of a prototype.
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Abstract. The aim of cleaning is to keep our surroundings sanitised and avoid
spreading dirt and contaminants to others and ourselves. In developing countries
like Namibia, land pollution primarily results from different industrial activities
such as construction, manufacturing, repairing etc. These materials are generally
removed or swept by humans employed to do the job or by municipality trucks.
The traditional method of sweeping has been evaluated and observed to be detri-
mental to human health. In order to address this issue of promoting cleanliness in
the country and substitute the traditional method of cleaning with a modern mech-
anised method, this project presents the design and fabrication of a hand-operated
sweeping machine that is eco-friendly and more cost-effective. The machine used
a chain and sprocket mechanism and operated on a simple principle of centrifugal
motion of cylindrical brush throwing dust particles from the ground surface onto
a collector. The design model was modelled using Solidworks software and anal-
ysed. Relevant assumptions were made and mathematical formulas were applied
to perform calculations on the bendingmoment, stresses and chain length. A phys-
ical prototype was fabricated and tested. The product was observed to cause no
form of pollution or danger to the environment.

Keywords: Design · 3D model · Design concepts · Chain length · Prototype
fabrication

1 Introduction

Please A sweeper or cleaner may refer to either a person’s occupation, or machine
that cleans streets and facilities. In the history of sweeping, street sweepers have been
employed in cities since sanitation and waste removal become a priority [1]. A street-
sweeping person would use a broom and shovel to clean off litter, animal waste and filth
that is accumulated on ground. Later water hoseswere used towash the streets.Machines
were created in the 19th century to do the job more efficiently [2]. Today, modern street
sweepers are mounted on truck bodies and can vacuum debris that accumulates in streets
and alongside the roads. Street sweeping either manual or mechanical has been a normal
operation for most municipalities for hundreds of years. The earliest sweepers were
manual efforts using a broom, shovel with either push or horse-drawn carts. Street
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sweeping materials consisted of trash, dirt and vegetation. The first motorized sweeper
was developed in the early 20th century [3]. The mechanical broom sweeper remains
today by far the most common piece of equipment in the majority of countries to keep
facilities and public places clean of gross pollutants. In present days, street sweeping
materials have changed, with gross pollutants includingmore plastics and paper products
than would have been present even 50 years ago along with discarded items associated
with cars and trucks using the roadway [4]. The accumulated dirt on the ground can be
collected using various techniques. Bisen et al., designed and developed a dust cleaning
machine for cleaning of dust beside the road divider [5]. The principle of working of this
machine is such that the motor is mounted on arm which is fixed at right side of frame
and motor is operated by battery through which scrubber brush rotates and provides
sweeping action. Dust is then sucked by cyclone vacuum dust collector and collected
into the tank and the cyclone dust collection efficiency was calculated to be 66.69%
[5]. A pedal operated sweeper for cleaning the roads and facilities was developed by
Manikandan et al. [6]. In this work, the target users of the machine and form of energy
required to drive the machine were presented. The machine is applicable in airport,
industrial road, highways, parking, and railways platform. The energy required to drive
the machine is the same as of the normal bicycle, which means that there is no need
to power the device with electricity or any other forms of energy. Chain and sprockets
were used to transmit the rotary motion resulting from the rear wheel onto the brush
[6]. Siddanna et al., introduced a street sweeping machine which is a combination of
electrical and mechanical devices. The primary objective of this work was to develop
a street sweeper, which is simple and cost effective. Power source is to provide rotary
motions for brushes. This system consists of DC motor, shaft and battery. The motor
rotates from the power of battery. The motor is connected to shaft to which the brushes
are attached. The use of the developed street sweeper resulted in a reduction of cleaning
cost and drudgery involved in cleaning was completely eliminated [7]. Ashim et al.,
introduced a mechanically operated road sweeper that can be used in the side area of
roads where dust has been piled up in maximal amount. In their design, a prototype
was designed using Solidworks software and detailed mathematical calculations and
the analysis for design specification of each and every part of the machine components
was performed [8]. The design and fabrication of multipurpose eco-friendly cleaning
machine by Praveen et al., was reviewed. The primary objective of this project was to
use easily available materials with low cost and that has good mechanical properties, can
be easily fabricated and easy to use and control [9]. A smart street cleaning machine for
cleaning the roads, colleges, hospitals, auditoriums,malls andworkshopswas developed.
The principle of working of the machine is such that when a pedal of cycle is started to
rotate, cycle will be moving in forward direction due to the rear axle that will also be
moving along with cycle. Due to this axle rotation, wheels will also rotate [10]. All the
literatures under this section were critically reviewed and there was a substantial lack of
evidence that the particular design with its unique features has been done. Most of the
projects did not consider the constraint of weight and therefore there was difficulties in
pushing those machines due to heavy weight. In addition, some mechanical sweepers
introduced by various designers did not instigate the idea of reducing human effort with
respect to the machines they have introduced. Namibia is a developing country and the
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most common method of cleaning is still traditional method. However, this cleaning
method is associated with multiples of shortcomings such as low cleaning efficiency,
high labour cost, very slow and cause health hazards to individuals who does the job.
Hence, this project focused on designing and fabricating a hand operated sweeping
machine that is fast, cheap and more efficient.

2 Design Process and Selection

The design was selected and fabricate in the department of mechanical and metallurgi-
cal engineering at the University of Namibia, JEDS Campus based on the availability
of materials. Since cleaning has become a fundamental aspect of sanitation and disease
prevention such as respiratory diseases, it is of utmost important to explore and inno-
vate new techniques of cleaning which are more reliable and efficient. The problem was
investigated through emphasizing and by defining user’s requirements. The most com-
mon problem associated with traditional method of cleaning, especially in developing
countries like Namibia, is labour ergonomics and cost. The analysis of the mechanisms
that are used in the prototype of the push on sweeper were studied. Sweeping technolo-
gies used in the world and Namibia were designed and certain information was deduced
from them. Using software, the model’s critical parts that are subjected to forces of high
magnitude has been analysed and simulated in order to evaluate the factor of safety.
The prototype of hand operated sweeping machine was fabricated using preferred local
available materials, modern process and appropriate tools. The fabricated prototype was
then tested to observe if its performance has met the functional requirements as desired
or not. The observed data during testing were noted and rectifications were carried out
to optimize the overall performance of the hand operated sweeper.

2.1 Design Concepts

Two design concepts were ideated in this design work and the best and affordable one
is selected for the fabrication.

Design Concept 1
The first design concept exhibits the solar powered hand operated sweeping machine,
which uses solar energy as source of energy required to charge the battery that powers
the inductionmotor. The conventional photovoltaic cell absorbs the light energy from the
sun and charge the 12 V battery. The battery stores the electrical energy and power the
25 Watts induction motor through a 240 V DC-AC inverter when cleaning is required.
A spindle shaft of the motor is mounted on the pulley drive that rotates together with
the motor. A smaller pulley is mounted on the shaft onto which the cylindrical tube
brush is mounted. A flat belt is used to transmit power from the spindle shaft to the
shaft were the sweeping brush is mounted. The pulley drive ratio is 3. As the brush
rotates at a controlled speed, it experiences a clockwise torque and centrifugal force,
in the same direction as torque, that drag the debris in the collector in front the brush.
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The advantages of this concept are high sweeping efficiency, can be made from locally
available materials and reduces human effort.

Design Concept 2
The second design concept displays the hand operated sweeping machine that requires
no use of electrical or any other form of conventional energy source, but uses man power
instead. Themechanism andworking principle of themachinework on a simple principle
mechanism of chain and sprockets. Two radial wheels each of 200 mm diameter and
mass of 1.7 kg are mounted on the rear shaft of 25 mm diameter that is aligned by
two pillow block bearings. The two pillow block bearings are permanently welded and
resting on the frame of the machine. The cylindrical tube brush is mounted on the front
shaft of 20 mm diameter. Two sprockets, (larger sprocket and smaller sprocket), having
a ratio of 2, are incorporated in the system to transmit the power through the chain drive.
As the operator pushes the machine forward, the rear shaft rotates together with the
wheels. The fixed bigger sprocket on the rear shaft also rotates with these components
and this rotary motion is transmitted to the front shaft by means of the chain drive. The
advantages of this concept are easy to fabricate, low maintenance cost, light weight,
reduces human effort, and no mechanical vibrations. Hence, the design concept 2 was
selected due to these advantages.

3 Design Modelling

Figure 1 shows the CAD assembly of a hand operated sweeping machine, modelled
using Solidworks software. The complete assembly consists of the base frame, handle,
a collector, sprockets, chain drive, shaft, wheels and brush.

The base frame is one of the major components on which the various components
such as shafts, bearings, brushes, collector and other components are mounted. It carries
the load exerted on it due to various components and load of the garbage collected during
sweeping operation. The configuration for the frame was selected such that it provides
the load handling and easiness. Mild steel square tubes were used for the construction
of the frame. The handle acts as the component for transmitting the manual power from
hand of the operator to the frame to push themachine. The handle ismade up of longmild
steel square tubes, round tube and two plates, for support. Themotion in horizontal plane
is constrained by its rectangular configuration structure and attachment of the structure
with the inclined support constraints the vertical motion the handle. The collector is
used to collect the dirt dragged by the brush. The holding plate at its back is provided to
stabilize it in horizontal plane, by placing it into the pin. The two handles are provided to
provide the easy handling of collector and dumping of the collected debris. The collector
also has an inclined sheet plate in front of it, with a clearance of 1 mm which allows
the debris and sand to be easily accumulated in the collector. The two sprockets having
different diameters and a ratio of 2, have been used to transmit the power acting as a
spur gear varying speeds and torque. The sprocket selected in this design are made of
Mild Steel and are similar to the ones of the bicycle. The chain drive is used to transmit
the power from the rear shaft to the front shaft. Figure 2 illustrates the 3D model of a
chain drive used in this design.
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Fig. 1. CAD assembly of a hand operated sweeping machine.

Fig. 2. Chain drive

The chain drive transfers the rotary motion in the same direction as that of the driven
shaft. The mild steel bush chain was selected in this design, due to its light weight, low
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cost and low slip factor. It consists of various chain components such as internal and
external components. It is meshed with the sprockets into the groove between successive
teeth. The two shafts carry the radial load resulting from external and internal loading,
and transmit the rotational motion. Due to its strength and affordability, mild steel was
also selected for the shaft material and various calculations has been done to determine
the proper application of the two shafts. The brush used in the prototype fabrication was
improvised due to unavailability of appropriate brush. The normal brooms were bought
from local markets and a brush was constructed from those two. The brush is mounted
onto the shaft using bolts and nuts that rigidly hold it in place. The core function of the
brush is to sweep and pick up the garbage from the ground surface into the collector. The
bristles are twisted together to provide a round shape that allows efficient sweeping. The
wheels creates the rotational motion at torque to the machine due to friction between
the ground and the friction of the material of the wheels when pushing the machine
in the forward direction. The wheels also transfer the load subjected on the frame into
the ground, absorbing vibrations and providing dynamic equilibrium of loads of the
machine.

The cost analysis is an important economical aspect that has to be considered during
design process. This allows the designer to evaluate and select the best alternative in
terms of prices of required materials. Table 1 shows the cost analysis of the entire design
project.

Table 1. Cost Analysis

Material Description Quantity Cost (N$)

Square tube Mild Steel 5000 mm 4 206.25

Flat Bar Mild Steel (450 × 50 × 5) mm 1 171.50

Sprockets Mild Steel t = 3 mm (D = 15 mm, d = 7 mm) 2 99.99

Bush Chain Mild Steel L = 1340 mm 1 124.99

Flat sheet Mild Steel 700 mm × 410 mm × 3 mm 1 260.00

Round bar Mild Steel D = 25 mm & d = 20 mm 2 120.00

Round tube Mild Steel D = 25 mm, L = 550 mm 1 25.00

Bearings Stainless Steel 2(UCP0025) & 2(UCP0020) 4 704.78

Brush Polypropylene
bristles

280 mm × 170 mm 2 201.05

Wheels Polypropylene D = 200 mm & d = 75mm 4 435.2

Bolts and Nuts Mild Steel MM06 6 79.99
∑

Total 2428.75
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4 Design Calculations and Analysis

For the shaft calculation, using the rear wheel specification Table, the speed of the rear
shaft is obtained from the following relations.

The circumferential length (perimeter), [CL], of the rear wheel is given by Eq. (1):

CL = π × d (1)

where, [d] is the diameter of the rear wheel
The average time taken by the operator to travel a distance of 5000 mm was 12.5 s

and time taken to complete one revolution of the wheel as 2.3 s. The speed of the front
shaft is evaluated using the speed ratio between the sprockets. The speed ratio of the
sprockets, [Sr], is given by Eq. (2):

Sr = D

d
(2)

where, [D] is the diameter of the larger sprocket and [d] is the diameter of the smaller
sprocket. To compute for the torque, the moment of inertia [I], was evaluate, for both
shafts, which is given by Eq. (3).

I = 1

2

(
Mr2

)
(3)

where, [M] is the mass of the shaft and [r] is the radius of the shaft.
Since the torque can be evaluated using the angular velocity of the shaft, the power

transmitted by the rear shaft can be computed from the relation in Eq. (4):

P = 2πNT

60
(4)

The length of the chain [L] in Eq. (5) is equal to the product of the number of chain
links [K] and the pitch of the chain [p].

Mathematically;

L = K× p (5)

The number of chain links is given by the following relation:

K = T1 + T2

2
+ 2x

p
+

(
T1 − T2

2π

)2 p

x
(6)

where, [T1] and [T2] are the number of teeth on the larger sprocket and smaller sprocket
respectively and [x] is the centre-to-centre distance between the sprockets. Hence, the
total chain length is 1185.45 mm.

To accomplish the manufacturing of the prototype, several tools and equipment have
been used. Figure 3 shows the final prototype of the sweeper.

These tools include the auxiliary tools such as, measuring tools, cutting tools, mark-
ing tools and CNCsmachines such as lathe machine and drilling machine. The prototype
was tested on the University premises. Testing was done on a 100 m2 littered plot, after
fabrication in order to observe the sweeping efficiency of the machine. The problems
encountered during sweeping are that some materials were too big to be dragged into
the collector by the brush. Also, plastic materials tend to roll over and stuck between the
chain and smaller sprocket, which caused the machine to be difficult to push.
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Fig. 3. Prototype of the sweeping machine

5 Conclusion

• This design project was a success, since the prototype was successfully designed and
fabricated.

• The time taken to sweep an area of 100 m2, was 6 min, which is 2 times less than
time taken by manual cleaning.

• The total length of the chain between the small and the large sprocket was calculated
to be 1185.45 mm.

• The final product is light weight (31.2 kg) and cause negligible fatigue during
sweeping and the evaluated cost was approximately N$ 2500.
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Abstract. New combination of metal matrix-based composite can be used in the
engineering industry due to its lightweight, high impact strength, and high fatigue
life. The use of silica content in various engineering applications gives signifi-
cant environmental and economic benefits. The hardness and physical properties
by using reinforcements of peat soil and concrete reinforced aluminium AA7075
chips were investigated. The silica content of peat soil and concrete particles has
been characterized by conducting x-ray fluorescence and field emission scanning
electron microscopy with energy dispersive x-ray spectroscopy. The results show
the constituent element in the peat soil and concrete was silicon dioxide which
are 36.31 wt.% and 46.62 wt.%, respectively. The result of peat soil shows that
the hardness was increased up to 7.5 wt.% of peat soil with 80.09 Hv 0.1 and
then decreased with increasing in mass composition. The trends hardness for con-
crete reinforced chips shows that the hardness increased when the composition
of concrete increase with the highest value at 12.5 wt.% with 71.34 Hv 0.1. The
study of metal matrix-based composite from peat soil and concrete shows bene-
ficial improving the properties of these composites, which were dependent to the
composition of reinforcement, hence potentially used in engineering field.
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1 Introduction

Any substance that contains two or more different materials is referred to as a composite
material. Organic, metal, or ceramic can all be used as the base material. A composite
material is a mixture of two or more materials with good mechanical properties com-
pared to those of individual components [1]. Better physical characteristics, low weight,
high strength, high fatigue strength, and high surface smoothness and appearance are
the significant features of composite materials [1–3]. When compared to conventional
materials, the novel material may be employed to achieve the goals of good strength,
lower weight, and corrosion resistance. Concrete reinforcement, epoxy reinforced with
graphite or carbon fibres, and other materials are examples of composite systems. Com-
posite materials are a specific type of material that may be utilised for structural ele-
ments as well as applications in the automotive and aerospace industries. Aluminum
with silicon carbide reinforcement replaced the present parts that were manufactured
using aluminium oxide reinforcement in aluminium metal matrix-based composites to
enhance the properties [4, 5].

Metal matrix composite materials made of aluminium are useful in aerospace and
engineering. Hybrid metal matrix composite is a term used to describe a mixture of at
least three metal alloys or reinforcing materials of two types that have been atomically
bonded together in various forms [6]. A study was conducted on the various aluminium
metal matrix composite gears that are often used in the power transmission systems of
automobiles and other types of machinery to transmit power. Aluminium metal matrix
material composites were preferred primarily because of their excellent mechanical
characteristics and lightweight,making them ideal for producing lightweight automotive
components. Materials used in this study project were Al 6061-T6, Al 6106-T6, Al
7050-T7451, and Al 7075-T651 [6, 7].

Metal matrix-based composites are being used more commonly in engineering. This
was mostly caused by the lightweight and good strength of composite materials. In this
study, aluminium-silicon carbide-boron carbide (Al-SiC-B4C) based metal matrix com-
posite was produced using mechanically alloyed ball milling and powder metallurgical
approaches [8]. There are twomethods for determining the dynamic behaviour of carbon
fibre reinforced polymer leaf springs [9, 10]. For this, an impact test was used. Three
distinct composite springs were examined, with a steel spring serving as the basic appli-
cation. Stir casting, powder metallurgy, and centrifugal casting are the most common
methods used to create composite materials made of aluminium [11]. A connecting rod
for automobiles is made of a metal that’s been reinforced with aluminium oxide. Wing
panels for aeroplanes is made from aluminium that has been strengthened with silicon
carbide whiskers. For rocket and helicopter manufacture, graphite fibres are employed
in the aluminium matrix [12]. For the structures of satellites and spacecraft, graphite
fibres are employed in the magnesium matrix [12]. The most of conventional auto parts,
such piston stems, brake drums, and connecting rods, have been replacedwith composite
materials based on metal matrix [13]. The investigation focused on the metal matrix-
based composite advanced materials, which were employed in applications for the auto
and aircraft industries because of their good mechanical characteristics, low weight,
and creep resistance [13]. The majority of engineering and structural applications may
employ composite materials because of their thermal and mechanical qualities, ease of
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development, and low cost [14, 15]. The analysis of data from previous and current years
indicates that metal matrix composites have a significant potential for the development
of automotive components.

The light material is designed to replace outdated, conventional steel automotive
components. The design, production, and development of automotive components may
be expedited using metal matrix composite. The uses of natural materials or waste is
one innovation for reducing production costs in aluminium composite manufacture.
Previously, the employment of industrial and agricultural waste such as fly ash, rice
husk ash, and bagasse ash had been widely developed [16–18]. In previous finding,
sea sand was used as a concrete aggregate [19, 20]. However, because sea sand contains
chemical components like aluminium oxide, silicon dioxide, and titanium dioxide, high-
techmaterials like compositesmight bemade from thismaterial. Theworld can transition
into a new lightweight and very durable material due to recent research in this area. This
knowledge assists researchers’ studies into novel metal matrix composite materials used
to produce automotive components and offers a way for the globe to move toward a
healthy and green environment. This study aims to compare the hardness and physical
properties of peat soil and concrete particles reinforced metal matrix of aluminium
AA7075 chips.

2 Experimental Material and Procedure

2.1 Materials

Metal matrix used in this study was an aluminium AA7075 recycling chips with weight
percentages in chemical composition of aluminium = 87.18 wt.%, zinc = 9.49 wt.%,
copper = 2.59 wt.%, silicon = 0.31 wt.%, chromium = 0.28 wt.% and others = 0.15
wt.% [18]. The as-received block of aluminium AA7075 was turned into chip produced
by the computer numerical control of high-speed milling machine model Mazak Nexus
410A-II CNCMill, with parameter setup of feed rate at 1100mm/min, depth cut of 1mm
and cutting of velocity at 345 m/min. The chips were then cleaned using ultrasonic bath
apparatus model FRITSCH-ultrasonic cleaner Labarette 17, for 1 h by using acetone
solution (CH3COCH3) to remove substances such as oil and grease that attached to the
chips during milling process. To remove the remaining acetone from the chip, the drying
process was carried out for 1 h at 75 °C using drying oven [21, 22].

The reinforcement materials used in this study i.e., peat soil and concrete particles.
These reinforcement materials have been used because of its main composition is silicon
dioxide (SiO2) known as silica. The characterization of chemical composition was con-
ducted by using x-ray fluorescence (XRF) analysis for peat soil and concrete particles,
Table 1 and Table 2, respectively. The reinforcement materials also have been character-
ized by using field emission scanning electron microscopy with energy dispersive x-ray
spectroscopy (FESEM-EDX) to provides topographical and the elemental composition
of materials for peat soil and concrete particles, Fig. 1 and Fig. 2, respectively. In the
preparation of reinforcement materials, a ball mill was used to obtain smaller particle
size using a high impact mill with a porcelain jar for 10 min. The particle size of 63 µm
was then separated using a vibrator type apparatus model FRITSCH-analysette 3, during
30 min at amplitude of 1.
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Table 1. Chemical composition of peat soil material in weight percentage (wt.%).

SiO2 CaO Fe2O3 Al2O3 SO3 P2O5 Cl TiO2 K2O CuO ZnO Others

36.39 22.01 16.02 8.37 8.16 2.75 2.12 1.52 1.04 0.65 0.28 0.68

Table 2. Chemical composition of concrete in weight percentage (wt.%).

SiO2 CaO Al2O3 Fe2O3 K2O SO3 MgO P2O5 TiO2 CI Others

46.62 33.43 7.98 6.60 2.03 1.48 0.55 0.44 0.34 0.18 0.34

(a) (b)

Fig. 1. Topographical and the elemental composition of peat soil; (a) FESEM, (b) EDX.

(a) (b)

Fig. 2. Topographical and the elemental composition of concrete; (a) FESEM, (b) EDX.

2.2 Preparation of Samples

The samples preparation of metal matrix based-composites by using powder metallurgy
method. The composition of metal matrix based-composite mixing is prepared, Table 3.
The mixed materials were then are poured into the mould to produce samples using the
uniaxial hydraulic press machine model Carver model 3851–0, with setting parameters
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of compaction at load of 9 tons with the holding time of 20 min. The samples were then
sintered by using tube furnace under controlled parameter. The zinc stearate burned out
after 30 min at 300 °C, and the sintering process began within 60 min at 552 °C [22].

Table 3. The composition of recycling aluminium AA7075 chips with reinforcement particles.

Reinforcement particles Composition of metal matrix based-composite

None 100 wt.% of AA7075 chips

Peat soil (PS) 97.5 wt.% of AA7075 chips + 2.5 wt.% of PS
95.0 wt.% of AA7075 chips + 5.0 wt.% of PS
92.5 wt.% of AA7075 chips + 7.5 wt.% of PS
90.0 wt.% of AA7075 chips + 10.0 wt.% of PS
87.5 wt.% of AA7075 chips + 12.5 wt.% of PS

Concrete (C) 97.5 wt.% of AA7075 chips + 2.5 wt.% of C
95.0 wt.% of AA7075 chips + 5.0 wt.% of C
92.5 wt.% of AA7075 chips + 7.5 wt.% of C
90.0 wt.% of AA7075 chips + 10.0 wt.% of C
87.5 wt.% of AA7075 chips + 12.5 wt.% of C

2.3 Analysis of Samples

The Vickers method was used for the hardness test, which was followed by the standard
ASTME-384. The Vikers hardness test machine equipped with a diamond indenter, with
eight indenters used to determine the average. The physical test consists of measuring
the density (g/cm3), porosity (%), and water absorption (%) of metal matrix based-
composites using theArchimedesPrinciplewas conducted byusing an electronic balance
from Mettler Toledo Germany. The analysis was conducted in accordance with ASTM
B328 for density and ASTM B962–17 for porosity.

3 Results and Discussion

3.1 Hardness

The comparison of hardness between peat soil and concrete particles reinforced alu-
minium AA7075 chips, Fig. 3. The hardness of fully aluminium AA7075 chips used
in this study is 53.49 Hv 0.1. The addition of peat soil particles as reinforcement has
showing the increasing of the hardness. At the composition of 2.5 wt.% of peat soil,
the hardness is 67.59 Hv 0.1 which is higher than hardness of unreinforced sample.
The hardness of peat soil is enhanced up to 7.5 wt.% of peat soil with 80.09 Hv 0.1
and subsequently decreases with increasing mass composition. The addition of concrete
as reinforcement also has showing the increasing of the hardness when the addition of
2.5 wt.% of concrete is 55.63 Hv 0.1. The hardness trends for concrete particles rein-
forced aluminium AA7075 chips revealed that the hardness increased as the concrete
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composition increased, with the highest value at 12.5 wt.% and 71.34 Hv 0.1. Previous
study reported that range of hardness of rice husk ash reinforced aluminium chips was
55.33 to 63.02 Hv [18]. Meanwhile, other researchers found that the addition of silica
sand as reinforcement of aluminiummatrix increased the hardness of metal matrix com-
posites up to 15 wt.% at 25 HB [23]. In summary, it revealed that the better hardness
significantly for silica reinforced aluminiummatrix. Hence, silica reinforcements essen-
tial to improve the behaviour of metal matrix composite compared to the unreinforced
aluminium matrix composite.

(a) (b)

Fig. 3. The comparison hardness between peat soil and concrete particles reinforced aluminium
AA7075 chips; (a) Graph of hardness, (b) Table data of hardness.

3.2 Physical Properties

The density of peat soil and concrete particles reinforced aluminium AA7075 chips,
Fig. 4(a). The range of density for fully aluminium chips and reinforced aluminium
composites was 2.34 g/cm3 to 2.46 g/cm3, which is density independently to the com-
position of reinforcements. The graph of porosity and water absorption of peat soil and
concrete particles reinforced aluminium AA7075 chips shows the same trends as higher
the density, lower the porosity and water absorption, Fig. 4(b) and Fig. 4(c), respec-
tively. Porosity and water absorption were dependence to the hardness for peat soil
and concrete particles reinforced aluminium AA7075 chips, respectively. Silica content
in reinforcement is influence to the porosity and water absorption prop. The physical
properties of aluminium reinforced silica sand were observed to decrease as the weight
fraction of silica increased for density whereas porosity was higher, respectively [24].
The improvement in physical properties can be directly correlated to the development
of better material.
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(a) (b) (c)

Fig. 4. The graph of physical properties of peat soil and concrete reinforced aluminium AA7075
chip; (a) Density, (b) Porosity, (c) Water absorption.

4 Conclusions

To conclude this study, peat soil and concrete was a potentially used as reinforcement
agent for aluminium AA7075 chips. The source of silica form peat soil and concrete
particles can be used to replace conventional silica sources. Industrial waste such as
aluminium AA7075 chips also can be recycled into metal matrix composite that can
be used in manufacturing of lightweight products in engineering fields. The addition
of peat soil and concrete as a reinforcement for the metal matrix composite produced
an increasing on the hardness of the material compare to fully aluminium AA7075
chips. The hardness of aluminium AA7075 chips was improved to 80.09 Hv 0.1 by
adding 7.5 wt.% of peat soil reinforcement. Similar results produced when the concrete
is used as reinforcement to the aluminium AA7075 chips. The hardness of metal matrix
composite was influenced to the composition while it was dependently to the density at
increasing composition. Subsequently, the hardness was dependent to the porosity and
water absorption for both peat soil and concrete particles reinforced aluminiumAA7075
chips.
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Abstract. This paper presents computational simulation results of an open-flow
flat plate water cooling collector attached to the rear side of a PV panel to extract
the excessive heat from the PV panel. The numerical analysis was carried out using
ANSYS FLUENT 17.0 by solving 3D conservative equations of mass, momen-
tum and energy and utilizing the k-ε turbulent model and near-wall treatment for
standard wall functions. The open-flow cooling collector included a matrix of
120 cube bulges with dimensions 15 × 15 × 15 mm arranged in 8 rows and 15
columns. The bulges were fixed on the bottom of the upper surface of the cool-
ing collector. Four values of water flow rates of 1.5, 2.0, 2.5, and 3.5 l/min were
tested. The numerical simulation showed that increased cooling water flow rates
lead to a decrease in the thermal energy release rate through a decrease in the
temperature difference. The results show that the water temperature difference
between the outlet and inlet decreases with increasing water flow rates by 7.8%,
11.7% and 14.9%when changing the flow rates from 1.5 to 2.0, 2.5, and 3.5 l/min,
respectively. The highest temperature difference is at the lowest flow rate.

Keywords: PV/T collector · Open-Flow Collector · Solar Collector Simulation

1 Introduction

In 1973, the scientist Bo¨er proposed the first hybrid antenna to collect solar energy
[1, 2] and the idea was originally created to assemble photovoltaic cells and thermal
systems. These systems themselves depend, to a great extent, on solar energy. For this
reason, experiments and studies were accomplished in the past, and till now, the process
has been continued [3, 4]. The hybrid solar collector has many advantages, including
its being lightweight compared to other collectors like electrical and thermal units, low
cost, and aesthetically better than other systems. It repurposes high heat, which usually
decreases the efficiency of a system. Subsequently, it is more efficient, takes less space,
does not emit harmful gases, and does not make any noise and thus can be used in urban
areas [5, 6]. Othman et al. [7] theoretical and practical investigations of the influence
of the fins on the solar hybrid air collector were conducted to quantify the thermal and
electrical efficiency. Use air as a heat transfer fluid for solar cells and boost electrical
efficiency. It was determined that a cooling medium such as fins is required. Lowering
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the operating temperature helps to get a decent level. The fins are crucial for developing
absorbent elements to accomplish the PV/T hybrid’s high-power thermal and electrical
efficiency [8–11]. Rahou et al. [12] designed and tested solar roofing systems to enhance
electricity efficiency and supply on-site hot water applications are covered. The systems
are composed of an ordered succession of amorphous solar cells with an oscillating flux
linked by glass wool from the bottom of the photovoltaic panel.

With a combined efficiency of 70.53% to 81.5%, the PV/T collector is fitted for a
portable solar tracker that can be de, for example, mass flow rate and signed to expose to
the greatest amount of radiation with changing variables such as mass flow rate and solar
radiation [13–15]. Mohd et al. [16] studied solar radiation performance in electrical and
thermal energy and several experiments using photovoltaic panels and a photovoltaic
/thermoelectric collector. The experiment was conducted on a PV/T complex with mass
flow rates ranging from 0.012 kg/s to 0.0255 kg/s.Water flows into the PV/T collector via
convection by absorbing stainless steel aids in heat transmission. With rising radiation,
production rises. The effectiveness of PVT changes with radiation intensity. An energy
plus stress study was performed. The overall power output was compared to the power
output of the PV panel without absorption. For 700 W/m2, the electrical power grew by
22.48%, whereas for 900 W/m2, it climbed by 20.87% [17, 18].

A new cooling method by a backside water tank is investigated experimentally and
numerically by Reda et al. [20], Al-Kayiem, et al. [21], and Reda et al. [22]. They
circulated the cooling water between the water tank and an underground ground-buried
heat exchanger. They claimed that their approach solved two problems in PV technology.
First, they managed to reduce the PV surface temperature during the hot daytime and
warm the PV module at night to eliminate the condensate formation. Eliminating the
condensate eradicates the formation of a mud layer on the PV surface.

Hybrid solar PV/T generates electricity and heats air andwater. All previous research
studies propose a new PV cooling have demonstrated that researchers are eager to find
a way to harness solar energy. In this paper, a new design of PV/T cooling collector has
been studied. The objective is to investigate the system performance at various water
flow rates. The computationally simulated transient thermal behavior of the PV/T cooling
collector system was accomplished using ANSYS fluent 17.0.

2 CFD Simulation of Open-flow Cooling Collector

For engineering applications, CFD simulation techniques are a powerful tool for mod-
eling thermo fluid problems and analyzing their physical phenomena at various design
and operational parameters. The radiation model pre-processing tool in the commercial
CFD software ANSYS 17.0 FLUENT was used in the current simulation. (Provides a
solar load model for calculating radiation effects from sun rays entering a computational
domain) SolidWorks ver. 2017, are used to model and simulate the open-flow flat solar
collector. A new model under different conditions was suggested. Several steps have
been followed to complete the successful simulation, as depicted in Fig. 1.

The standard k-ε model has been used to analyze the new cooling system in two
important ways: the realizable k-ε model contains an alternative formulation for the
turbulent viscosity, and a modified transport equation for the dissipation rate, ε, has been
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Fig. 1. Simulation steps in ANSYS 17.0.

derived from an exact equation for the transport of the mean-square vorticity fluctuation.
The turbulence kinetic energy, k, and its rate of dissipation, ε, are obtained from the
following transport equations:
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where E is the total energy, keff is the effective thermal conductivity, and (τ ij)eff is the
deviatoric stress tensor.

keff = k + cpμt

Prt
(3)

where k, in this case, is thermal conductivity. The default value of the turbulent Prandtl
number is 0.85. And in the case k-ε model, the effective thermal conductivity is

keff = αcpμeff (4)

The coefficient, α is calculated from αo = 1/Pr
A computational fluid dynamics (CFD) model is developed to simulate and investi-

gate the heat transfer from the PV panels to the cooling system for various shapes and
parameters, such as inlet water temperatures and water flow rates. Preparing a computa-
tional domain is the first step in CFD simulation. The computational model of the new
cooling system is a 3D open-flow PV cooling model created in Solidworks software.
The computational model is shown in Fig. 2. This cooling system is designed with 120
cubic bulges. The dimensions of the cooling chamber are 600 mm width × 1100 mm
length× 30 mm thickness. The water inlet and outlet pipe’s diameters are 13 mm. Cubic
bulges, made of Aluminum, have 15 × 15 × 15 mm, as shown in Fig. 3.

The governing equations are solved in numerical computational cells. Unstructured
meshing is used to mesh the collector domain with tetrahedral elements. Because of the
complex geometry, unstructured tetrahedral meshing was chosen. A mesh-independent
solution is recommended to remove the influence of mesh size. When the grid size
does not affect the solution, the optimal grid size is chosen. The 3D meshed geometrical
open-flow cooling collectormodel is shown in Fig. 4. The finemeshing scheme produced
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Fig. 2. Computational domain prepared of open flow cooling collector.

Fig. 3. Cooling collector geometry with internal bulge details.

the most accurate and comparable results for heat transfer inside the cooling collector,
velocity, and temperature distribution behavior under the influence of a bulge shape.
As a result, the fine mesh was chosen for the simulations and result interpretation. The
computational model had 96914 nodes and 564314 fine mesh elements.

The model is used to calculate the PV/T system’s values. Input parameters, which
are temperature and water mass rate. Table II shows the numerical parameters chosen at
the cooling collector inlet and outlet. The numerical simulation was then performed for
the same real conditions. The FPC numerical simulation was successfully completed,
and the results were compared to experimental measurements in the literature. Using
significant values of the same parameters, the effects of increasing temperature, water
flow rate, and bugles shape on cooling collector performance were investigated further.
The simulation variables are configured in Table 1. These parameters and variables
were fed into the CFD simulation as inputs, and the output parameters were related
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Fig. 4. Meshing criteria of the cooling system model.

to temperature distribution, pressure distribution, velocity gradation of tangential and
vertical components, and so on.

Table 1. Simulation parameters.

Temperatures Water flow rates Initial-reference values

As measured in the experiment,
within ranges of
Tw.in = 303–314 K
Tamb = 303–308 K
NOTE: Input from experimental data

1.5 l/min
2.0 l/min
2.5 l/min
3.5 l/min

Water Density = 1000 kg/m3

Water Viscosity = 1.0016 kg/m.s
Solar irradiance = 29 to 1112 W/m2,
as measured in the experimental
investigation
Gravitational acceleration = −
9.81 m/s2

3 Results and Discussion

Figure 5 shows the contours of temperature distribution of the proposed model of the
open flow cooling collector for different flow rates 1.5, 2.0, 2.5, and 3.5 l/min at noon
Case (a) for the water flow rate was 1.5 l/min at noon, while the cases (b) to (d) for water
flow rate were 2, 2.5, and 3.5 l/min at 12:00 pm, respectively. It can be seen that with
the increased water flow rate, the upper cover temperature decreases at the same solar
radiation conditions. In the mid position of the open flow cooling collector, the upper
cover temperatures are found for different water flow rates of 1.5, 2.0, 2.5, and 3.5 l/min
are 326.6 K, 321.4 K, 318.5 K and 313.4 K, respectively. The total reduction percentage
for the upper surface temperature of the cooling system for different water flow rates
1.5, 2.0, 2.5, and 3.5 l/min were 6.4, 9.8, and 11.08%, respectively, at 12:00 pm. This
decrease in the upper collector surface temperature is due to the cooling capacity the
high temperature of the water. This result is close to the experiments of Said A. [19],
where the cooling reduction ratio was 3% between the cooled collectors at a flow rate
of 1.5 l/min.
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Fig. 5. Contours of temperature distribution for the new cooling system, for different water flow
rates at 12:00 pm.; (a) 1.5 l/min, (b) 2.0 l/min, (c) 2.5 l/min, and (d) 3.5 l/min.

Figure 6 represents the relationship of water temperature difference between inlet
and outlet of the cooling collector (�T) with daily time at different water flow rates. The
net addition water heat has been chosen as the comparison parameter at basic value at
water flow rate 1.5 l/min. In detail, the curves show a good agreement with increasing
time, also the increase of inlet water flow rate reduces �T during a daily time. It can be
notice from the numerical results when cooling with water and releasing different flow
rates that the higher the flow rate, the lower the temperature difference, while the highest
difference is at the lowest flow rate. Theoretical results showed that the difference in inlet
and outlet temperatures decreases with increasing water flow rates, with the decreasing
percentages being 7.8%, 11.7% and 14.9% when changing the flow rates to 2.0, 2.5, and
3.5 l /min, respectively.

Figure 7 represents the relationship between the average upper surface temperatures
of the new cooling collector with the daily time. It can be noticed that the higher the flow
rate, the lower the collector temperature due to cooling, and there is an improvement
in the system parameters such as efficiency and energy gained. The results show that
the average temperature of the upper surface of the cooling collector decreases with the
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Fig. 6. Simulated transient behavior of the water temperature difference between the inlet and
outlet for the cooling system at different water flow rates.

increase in water rates where the decreasing rates were 3.2%, 4.8%, and 5.9% when
changing the flow rates to 2, 2.5, and 3.5 l/min, respectively.
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4 Conclusions

This work describes a numerical analysis to study the influence of water flow rates
through an open flow cooling collector with a new design for PV/T cooling. The tem-
perature distribution for different water flow rates with 120 cubic bulges fixed on the
bottom of the upper cover of the cooling collector have been studied. The following
conclusions are drawn:

• The numerical results showed that the difference in inlet and outlet temperatures
decreaseswith increasingwater flow rates, by 7.8%, 11.7%and 14.9%when changing
the flow rates to 2.0, 2.5, and 3.5 l/min, respectively.

• The average temperature of the upper surface of the cooling collector decreases with
the increase in water rates by 3.2%, 4.8%, and 5.9% when changing the flow rates to
2, 2.5, and 3.5 l/min, respectively.
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Abstract. Concrete is one of the most widely used materials in the world. Con-
crete is utilized in the construction of buildings, bridges and roads owing to their
advantageous properties. However, occurrence of cracks in concrete poses a great
hazard to the durability of concrete that could result in decrease of the service
life of the structures. Researches have come up with numerous solutions to over-
come this problem which include using bacteria to self-heal concrete and using
Fibre-Reinforced Concrete (FRC). In this study, bacteria of genus bacillus which
is bacillus subtilis was used to examine the effects of bacteria in concrete. Kenaf
fibre which is a type of natural fibre was added into the concretemix at 1%, 2% and
3% quantity to evaluate the strength of concrete. Concrete mix of water-cement
ratio 0.45, 0.50, 0.60 were designed and casted in cylindrical shaped moulds. The
testing of the concrete samples was carried out at 56th day with the aid of the
impact testing machine to analyze the impact resistance of the samples. Results
obtained from this investigation show that the concrete samples with the lowest
water-cement ratio have the highest impact strength while samples with the high-
est water-cement ratio have the weakest impact strength. The presence of kenaf
fibre in the concrete helped the concrete to gather more strength to achieved their
ultimate rack resistance.

Keywords: Bio-fibrous concrete · Kenaf fibre · Impact strength · Bacillus
subtilis ·Water-cement ratio

1 Introduction

Structures everywhere in the world have one common and essential material that is used
to maintain their integrity which is concrete. Concrete is broadly used owing to their
durability, strength, flexibility and reflectivity. In general, concrete is typically made up
of aggregates such as gravel, stones, sand and also includes adhesive that is combination
of cement and water [1].
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Regardless of their versatility, concrete pose some flaws in their properties [2]. Con-
crete cracking is one of the major problems faced by concrete. Cracking in concrete
is sometimes inevitable especially in the case where the cracks occur even before the
concrete is being loaded in the interfacial transition zone (ITZ) because of its natural
property [3]. There are many factors that contribute to the occurrence of cracks in con-
crete. These factors include the type and amount of cement being used, curing conditions
of the concrete and sizes of aggregates used during casting of concrete [4].

Over the years, researchers have conjured up several approaches to overcome the
issue in concrete fragmentation. One of the approaches is by using fibre-reinforced
concrete (FRC). FRC is a combination of cement, mortar or concrete and intermittent,
distinct, uniformly distributed appropriate fibres. Fibres are generally produced using
various materials including glass, polypropylene and steel that progressively expand
to several applications particularly in the fabrication of FRC. Asides its ability to
increase the strength of concrete, fibres’ primary function is to bond matrix cracks
that form while concrete is loaded and thus, providing several post-cracking ductility
[5]. When a concrete matrix is enhanced with fibres, the endurance strength of the mate-
rial towards cracking that resulted from external loads, thermal gradients or shrinkage
can be increased [6].

Introduction of admixtures in concrete with natural or synthetic chemicals or addi-
tives during concrete mixing help in increasing properties of either fresh or hardened
concrete in terms of workability, initial and final strength and stability [7]. Mineral
admixtures in concrete have been a common practice in the industry for a long time
now. There are several mineral admixtures that can be added to enhance the quality
of concrete such as metakaolin, Fly Ash, Palm Oil Fuel Ash, GGBS, Silica Fume and
Rice Husk Ash. Mineral admixtures work by manipulating the hardened properties of
concrete [8].

Besides that, researchers have conducted countless experimental studies and lab-
oratory explorations in the past decades with the aim of generating innovative strate-
gies to subsidize cementitious materials with self-healing properties [9]. Three different
approaches consisting of autogenous healing, bacterial production of CaCo3 and encap-
sulation of polymeric material have been successfully accomplished for self- healing in
concrete thus far. The durability of concrete has proven to increase as well as the occur-
rences of crack formation of concrete are reduced with the help of self- healing bacteria
based on researches that have been carried out [10]. The demand of application of bio-
logical repair procedure in employing microorganisms that are able to produce mineral
is highly sought after due to its nature of being harmless, pollution free, sustainable and
natural [9].

The aim of this study to determine the impact resistant of bio-fibrous concrete with
bacillus subtilis microorganisms and kenaf fibre. Bio-concrete samples of three (3)
different water-cement ratio (0.45, 0.50 and 0.60) and three (3) different Kenaf fibre
contents (1%, 2% and 3%) were prepared. The bio-concrete samples were casted in
cylindrical moulds of 154 mm diameter and 64 mm thickness and tested after 56 days.
Control samples consisting of zero fibre and zero microorganisms were also prepared
as a benchmark for this study.
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2 Experimental Materials and Method

2.1 Aggregates and Cement

The materials used in this study were all procured from local supplier in Kuala Lumpur,
Malaysia. All thematerials used in this experiment were securely stored in the laboratory
under room temperature. Ordinary Portland cement conforming to MS EN 197–1:2007
was used. For coarse aggregates and fine aggregates, crushed granites with a size of
20mm and sandwere used respectively. To regulate the effect of self-healing in concrete,
the maximum size of coarse aggregate was limited.

2.2 Microorganisms

Bacillus subtilis bacteria was used in this study.Bacillus Subtilis is a typical bacterium of
soil with the ability to generate calcite precipitates on appropriate medium accompanied
with source of calcium. This bacterium is categorized as a gram-positive bacterium with
rod-like shapes. The bacteria work by producing calcium carbonate or limestone to fill
the occurrence of cracks. The limestone that is produced by the bacteria will harden
and thus filling in the cracks. The bacteria were used in two ways in this study. First is
as surface pre-treatment of the Kenaf fibre to reduce the water absorption ability of the
fibre and second is as an additive in the concrete mix. A measurement of 50 ml of the
bacteria was used as additive as well as surface pre-treatment.

2.3 Kenaf Fibre

Fibre used in this investigation is Kenaf fibre which is a type of natural fibre. The usage
of Kenaf fibre in this experiment is to investigate the strength and ductility of concrete
when incorporated with this fibre. The volume of kenaf fibres in this experiment were
divided into three proportions which were 1% (124g), 2% (248g) and 3% (373g). The
fibres were saturated with bacillus subtilis bacteria before being added in the concrete
mix. The preparation of the Kenaf fibres prior to being added into the concrete mix
involved separating the fibres by hand and cutting them into small strands of 5cm to
ensure they are properly combined together in the concrete mix. The Kenaf fibres were
soaked overnight with bacteria of 50 ml before the casting of concrete. The Kenaf fibre
used in this experiment was purchased from the National Kenaf and Tobacco Board
(LKTN) in Kelantan, Malaysia.

2.4 Mix Proportion and Test Specimens

Control samples and 48 concrete mixtures were prepared and studied to investigate the
properties of bio-fibrous concrete. Cylindrical moulds of 154 mm diameter and 64 mm
thickness were used to cast the concrete samples. Mix ratio of 1:2:4 was applied in this
study. The mixing of the concrete mixtures was done using a concrete mixer. Cement,
coarse aggregates and fine aggregates were mixed together in the concrete to ensure
all the materials bond well with each other. Water infused with 50 ml bacillus subtilis
bacteria was then gradually poured into the concrete mixer with the rest of the materials.
Afterwards the Kenaf fibres that were soaked overnight with bacteria were added into
the mix. The concrete samples were cured in a water tank for 56 days before testing.
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2.5 Impact Test

The impact resistance of the samples was tested using a testing equipment in accordance
with ACI 544. The test was conducted by plunging a 4.5 kg drop hammer from 457 mm
height onto a steel ball of 63 mm that is placed on surface of the samples. For each
sample, two reading were recorded to determine the impact strength. First reading was
the number of blows required for the samples to yield the first noticeable crack to
determine the primary crack resistance. Second reading was the number of blows for
the samples to reach failure to determine the final crack resistance.

3 Results

3.1 Effect of W/C on Impact Strength

The impact strengths of the concrete samples were recorded and analysed after 56 days.
The result of control samples with zero fibre and zero bacteria is shown in Fig. 1 and
bio-concrete with bacillus subtilis bacteria is shown in Fig. 2. From Fig. 1, w/c ratio
of 0.45 showed promising result with the highest number of blows at 226 and 236 for
initial crack and failure respectively. For each sample, blow counts of 10 blows or less
were plunged onto the samples for the samples to reach their ultimate failure from their
first cracks. From Fig. 2, at 0.45 w/c ratio the sample showed good resistance to impact
with the sample showing its first visible crack at 217 blow count and failure at 251
blows. However, sample with 0.60 w/c ratio showed significantly low strength. At just
56 blow counts, the sample experienced its first visible crack and an additional 12 blow
counts from its initial crack to reach failure at 68 blow counts. The sample showed
weak resistance to impact due to amount of water present in the sample. As observed in
Figs. 1 and 2, the strength of the concrete samples decreases as the w/c ratio increases.
The addition of bacillus subtilis bacteria in the bio-concrete only improved slightly at
0.45 w/c ratio at their ultimate strength (failure) as compared to the control sample.
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Fig. 1. Control samples with different w/c ratios
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3.2 Effect of Kenaf Fibre on Impact Strength

Bio-fibrous concrete comprised of bacillus subtilis bacteria with 1%, 2% and 3% Kenaf
fibre were tested after 56 days. The impact strength results of the concrete samples are
shown in Figs. 3, 4 and 5. From Fig. 3, the impact strength of each sample decreases as
the water-cement ratio increases. For bio-concrete with 2% Kenaf fibre, 0.45 w/c ratio
showed weak impact endurance at just 28 blows at initial crack and 41 blows at failure
as observed from Fig. 4. The 0.50 w/c ratio showed a more promising result even though
it contained a higher water content in its sample. For bio-concrete with 3% Kenaf fibre,
sample with 0.50 w/c ratio once again showed the highest blow counts at the first crack
and failure at 38 and 78 respectively amongst all samples as observed in Fig. 5.
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Fig. 3. Bio-concrete with 1% Kenaf fibre

The addition ofKenaf fibre have varying effects on concrete depending on the amount
of fibre that was incorporated inside. At 1% Kenaf fibre, the impact strength of the
concrete decreases as the water-cement ratio increases. This can be seen from Fig. 3
where 0.45 w/c ratio demonstrated the highest strength at 102 and 110 blow counts for
the initial crack and failure respectively while 0.60 w/c ratio demonstrated very low
impact strength at only 18 and 27 blows counts for initial crack and failure respectively.
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Fig. 5. Bio-concrete with 3% Kenaf fibre

The concrete showed weak resistance to impact due to amount of water present in the
sample. FromFigs. 4 and 5, the impact strength initially increased at 0.50w/c ratio before
decreasing slightly at 0.60 w/c ratio. The effects of Kenaf fibre in the concrete samples
helped the concrete to withstand the impact loading the samples were subjected to during
the testing. The fibre helped the samples to sustain their strength under the impact loading
from their initial crack until they reach their ultimate strength. One observation can be
taken from Fig. 5 with w/c ratio of 0.50 and 3% fibre content. The sample encountered
its first initial crack at 38 blow counts but managed to sustain the impact loading for
more than 35 blow counts before finally reaching its failure at 78 number of blows. The
ability of the sample to sustain such impact is owing to the fibre incorporated inside the
sample that helped the sample to hold together longer because the fibre acts as a bonding
material inside the concrete.

4 Conclusions

Investigation of impact resistance of bio-fibrous concrete with bacillus subtilis and
microorganisms was carried out in this study. Kenaf fibre of different volume (1%,
2% and 3%) were incorporated into the concrete mix of 0.45, 0.50 and 0.60 w/c ratio.
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Control samples and 48 cylindrical concrete samples were prepared and casted in this
investigation. The results show that the impact strength of concrete decreased as the
amount of fibre content increased. Nonetheless, the Kenaf fibre incorporated inside the
concrete helped give the concrete extra strength to endure the impact loading subjected
to it.
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Abstract. The use of wind energy is rapidly growing worldwide as wind energy
systems are emerging as a promising technology for utilizing offshore wind
resources for large scale generation of electricity. However, developing optimum
floating wind turbine for Deepwater application is a challenging task. Thus, in
this study, the dynamic analysis of floating offshore wind turbine subjected to
combined Deepwater environmental loads is investigated experimentally. A spar
type floating wind turbine was modeled, and a parametric study was performed
to determine the critical parameters influencing the dynamic response of the plat-
form. The outcome of the study shows that the dynamic response of the structures
is affected by the wave, wind, current properties, and water depth.

Keywords: Dynamic Analysis · Floating Offshore Wind Turbine · Deepwater ·
Combined Environmental Loads

1 Introduction

Onshore wind energy is currently near the development limit in some countries due to
visual and noise impact constraints that make it increasingly difficult to find appropriate
sites for future growth [1, 2]. Offshore wind energy developments have greatly reduced
visual impacts, less turbulence, and lower noise constraints allowing higher turbine rotor
speeds and larger turbines [2]. Moreover, offshore wind energy possesses a number of
properties enabling significant cost reduction such as higher full-load hours per year,
longer lifetimes and higher electricity production. Offshore wind power plants can pro-
duce up to 50% more electricity than their onshore cousins, due to higher and steadier
wind speeds [2]. A worldwide wind atlas based on data from about 8000 locations [5]
where wind speeds were calculated at 80 m illustrates the potential of global offshore
wind resources. Constructions of offshore wind turbine plants is feasible as large off-
shore turbines can be transported by barges or ships. Land-based wind farm capacity is
limited in scale while offshore farms with more than 100 MW capacities are possible
[2]. Moving offshore is said to be driving the wind energy technology development [3].
According to International Energy Outlook (2008), the primary energy consumption in
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Malaysia from the year 1998 to 2006 has been increasing from 1.7 to 2.6 quadrillion
Btu. Realizing the increase in primary energy consumption, this non-renewable energy
is gradually depleting and contributes to pollutions such as the emission of greenhouse
gases [6]. Renewable Energy Act 2011 was finally established in 2011 in support of gov-
ernment directions towards greener and more sustainable energy. Though wind energy
was not part of the RE Act 2011 schedule, the potential for wind energy utilization is
found to be feasible from early studies. Based on Based on the monthly summary of
marine meteorological observations published by theMalaysianMeteorological Service
(MMS),Chiang et al. (2003) analysed the potential of offshorewind energy resource at 16
locations in Malaysia. It is estimated that the annual offshore wind speed for Malaysian
waters is approximately 1.2 to 4.1 m/s, with higher values being 3.3 to 4.1 m/s in eastern
Peninsular Malaysia [7].

Therefore, Malaysian Government direction towards greener and more sustainable
energywas clearly expressedwith the enactment of theRenewable EnergyAct 2011. The
policy was introduced in support with the CO2 Emission Reduction, offshore companies
currently started their own renewable energy team to study and the aim of this study
is to evaluate the dynamic motion response of the Floating Offshore Wind Turbine,
specifically for Spar type, using the 3D Model Simulation Software, Orcina OrcaFlex.
The response parameters in OrcaFlex will be as per Table 1. The environmental criteria
will be based on Sabah Deep Water of Malaysian Waters.

Table 1. Response Parameters and Orcaflex Output Variables

Response Parameters OrcaFlex Output Variables

Vertical Acceleration GZ acceleration

Roll Motion Rotation 1

Pitch Motion Rotation 2

Angular Motion Rotation 1 + Rotation 2

Parametric study is also to be conducted along the way using the same Metocean
Criteria Basis to determine on the important parameter’s relationship with the dynamic
motion response for the floating wind turbine (Spar type). Subsequent paragraphs,
however, are indented.

2 Theoretical Background

2.1 Wave Spectrum

Aligned with the research project goal to determine the dynamic motion response of the
structure based on the real offshore field, only irregularwave spectrumwill be considered
as part of the analysis instead of the regular wave. The JONSWAP wave frequency
spectrum has been selected for the analysis because of its extensive measurements by the
Hassemann et al. (1973) in the Joint North SeaWave Project off the coast of the German
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island of Sylt where it is formulated from the modification of Pierson-Moskowitzs (PM)
spectrum for a developing sea state in a fetch limited situation. JONSWAP spectrum
could be expressed as:

SJ (f ) = αg2
(
(2π)−4

)
f −5exp�−

(
5

4

)(
f

fm

)−4

�γ exp� (f −fm2)
2σ2 fm2 �

(1)

Where:
SJ (f ) = wave spectral density (m/Hz)
g = acceleration due to gravity
γ = gamma : peak enhancement factor, for γ = 1,
α = alpha : Philips parameter/equilibrium range constant
f = frequency (Hz)
fm = peak frequency (Hz)
σ = sigma, enhancement width parameter (a& b)

3 Methodology

3.1 Model Properties

The research project was carried out based on the default model which was developed
and made available by Orcina OrcaFlex – “K01 Floating Wind Turbine”. This basis of
the model was developed by the National Renewable Energy Laboratory (NREL). The
summary for the structure and its system are illustrated in Tables 2, 3 and Figs. 1, 2 [8].

Table 2. Wind Turbine Data Overview

Property Value(s)

Rating 5-MW

Blade Quantity 3

Control System(s) Variable Speed, Variable Blade Pitch

Drivetrain High Speed, Multiple-Stage Gearbox

Rotor Diameter 126 m

Hub Diameter 3 m

Cut-in, Rated, Cut-out Wind Speed 3 m/s, 11.4 m/s, 25 m/s

Main Shaft Tilt 5°

Rotor Mass 110.00 te

Nacelle Mass 240.00 te

Tower Mass 347.46 te
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Fig. 1. Wind Turbine System

Table 3. Blade Structural Properties

Property Value(s)

Blade Material Glass fibre

Blade Length (Root to Tip) 61.5 m

Overall Blade Mass 17.740 te

Radial CM (relative to Blade Root) 20.475 m

Blade Pre-cone Angle 2.5°

RAOs are computed in tandem with the generation of a hydrodynamic database,
which is a model of the effects of water pressure upon the ship’s hull under a wide variety
of flow conditions. Together, the RAOs and hydrodynamic database provide (in as much
as this is possiblewithinmodelling and engineering constraints) certain assurances about
the behaviour of a proposed ship design. They also allow the designer to dimension the
ship or structure so it will hold up to themost extreme sea states it will likely be subjected
to (based on sea state statistics). As in previous phases of the OC3 project, Phase IV
uses the turbine specifications of the National Renewable Energy Laboratory (NREL)
offshore 5-MW baseline wind turbine [11], which is a representative utility-scale, multi-
megawatt turbine that has also been adopted as the reference model for the integrated
European UpWind research program. Numerous floating platform concepts are possible
for offshore wind turbines, including sparbuoys, tension leg platforms (TLPs), barges,
andhybrid concepts thereof.At the request of theOC3participants, the spar-buoy concept
called “Hywind,” developed by Statoil of Norway [11],
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Fig. 2. Blade Properties

In Phase IV, the rotor nacelle assembly of this 5-MW turbine which includes the
aerodynamic and structural properties, remains the same, but the support structure (tower
and substructure) and control system properties have been changed. 11 was chosen for
the modelling activities of Phase IV. This concept was chosen for its simplicity in design,
suitability tomodel, and propinquity to commercialization. FinnGunnar Nielsen and Tor
David Hanson of Statoil were contacted, and they graciously supplied detailed platform
and mooring system data to assist in the development of this model. The data provided
was intended for the conceptual version of the Hywind platform developed to support a
5-MW wind turbine, as analyzed by Nielsen, Hanson, and Skaare [13] and Larsen and
Hanson [14]. The originally supplied data has been condensed and sanitized by Jason
Jonkman of NREL at the request of Statoil. This to ensure that it is suitable for public
dissemination. Jason Jonkman also slightly made changes to the original data so that the
platform design is appropriate for supporting the NREL 5-MW baseline turbine, which
has properties that are slightly different than the turbine properties used by Statoil in
their development of the system. In conclusion, the finalized version by Jason Jonkman
is now referred to as the “OC3-Hywind” system and are to make sure that model is
not the similar version of the Statoil’s original Hywind concept [11]. The properties of
the developed model are presented in Table 4. For additional materials related to the
dynamic analysis of floating offshore wind turbines, the readers can refer to [4, 9, 10,
12, 15–19].
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Table 4. Floating Platform Structural Properties

Property Value

Depth to Platform Base Below SWL (Total Draft) 120 m

Elevation to Platform Top (Tower Base) Above SWL 10 m

Depth to Top of Taper Below SWL 4 m

Depth to Bottom of Taper Below SWL 12 m

Platform Diameter Above Taper 6.5 m

Platform Diameter Below Taper 9.4 m

Platform Mass, Including Ballast 7,466,330 kg

CM Location Below SWL Along Platform Centerline 89.9155 m

Platform Roll Inertia about CM 4,229,230,000 kg · m2

Platform Pitch Inertia about CM 4,229,230,000 kg · m2

Platform Yaw Inertia about Platform Centerline 164,230,000 kg · m2

4 Results and Discussions

4.1 SET 1: Extreme Condition Return Period (RP)

The extreme conditions were taken based on the Extreme Value for the specific Return
Period (RP). Looking at the table below, it is clear showing that as the Return Period is
getting much more extreme, the parameters directional omni value is showing a higher
magnitude and are directly related.

4.2 Data Collection

Referring to Table 5, the three (3) test runs was set up with the parameters obtained from
the Metocean Criteria. These three test runs are the 3 load cases which is “100 × 100 ×
100”, “50 × 50 × 50” and “10 × 10 × 10”. These numbers actually representing the
Extreme Value of Return Period (in years, i.e., 100-Years × 100-Years × 1000-Years)
for the mentioned years respectively and a combination of the value for the parameters
with the extreme Return Period for Wave, Wind and Currents. Based on these set of
inputs, the simulations and analysis were run, and the result extracted are GZa which
represent the vertical acceleration, Roll and Pitch Max Rotation in terms of degree and
the maximum angular motion resulted from the parameters set (Table 6).

The overall process flow of the research project is presented in Fig. 3.
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Fig. 3. Process Flow Chart for Research Project

Table 5. Return Period and its Wave Parameters Value

1-year RP 10-year RP 50-year RP 100-year RP

Parameters OMNI

Hs (m) 3.7 4.9 5.7 5.9

Tz (s) 6.5 7.5 8.1 8.3

Tp (s) 9.1 10.6 11.4 11.6

Hmax(m) 7.2 9.4 10.4 10.8

Tass (s) 8.5 9.8 10.5 10.8
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4.3 Data Analysis

Based on the extracted results for GZa, the highest GZa value occurs for the case “100-
Year × 100-Year × 100-Year” with the result of 1.03 m/s2. This value was as a result at
with the highest value forWave Height, Hs andWave Period, Tp (Figs. 4, 5 and Tables 7,
8).

Fig. 4. SET 1: GZa

Table 7. SET 1: GZa Highest Load Case

GZa Dir Hs Tp Active_Current GZa, m/s2

100x100x100 0 180 5.9 11.6 Surf_100Y_N 1.03

50x50x50 0 180 5.7 11.4 Surf_50Y_N 0.99

10x10x10 0 180 4.9 10.6 Surf_10Y_N 0.84

For Roll, the highest recorded was at 29.33° and this is for the “100-Year × 100-
Year × 100-Year” with Wave Height, Hs, of 4.5 m and Wave Period, Tp, of 8.7 s. The
highest parameters value still gives the highest motion response for Roll. The lowest
Roll motion resulted from Hs and Tp of 3.7 m and 8 s respectively and the load case is
for “10-Year × 10-Year × 10-Year”.
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Fig. 5. SET 1: Maximum Roll

Table 8. SET 1: Roll Highest Load Case

Roll Dir Hs Tp Active_Current Max_Rotation1 (Roll), deg.

100x100x100 6 270 4.5 8.7 Surf_100Y_W 29.33

50x50x50 6 270 4.2 8.5 Surf_50Y_W 28.33

10x10x10 6 270 3.7 8 Surf_10Y_W 26.22

For Pitch, the maximum recorded motion is at 26.05° and the load case which give
this result is for “100-Year × 100-Year × 100-Year” as well. The parameters for Wave
Height, Hs, and Wave Period, Tp, is the highest at Load Case “100-Year × 100-Year ×
100-Year” (Figs. 6, 7 and Tables 9, 10).
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Fig. 6. SET 1: Maximum Pitch

Table 9. SET 1: Pitch Highest Load Case

Pitch Dir Hs Tp Active_Current Max_Rotation1 (Roll), deg.

100x100x100 4 0 3.8 7.4 Surf_100Y_S 26.05

50x50x50 4 0 3.6 7.3 Surf_50Y_S 25.26

10x10x10 4 0 3.1 6.8 Surf_10Y_S 23.61

Lastly for Set 1, for the Angular Motion, the highest recorded motion was resulted
from the load case of the “100-Year × 100-Year × 100-Year” with Wave Height, Hs,
of 4.5 m and Wave Period, Tp, of 8.7 s. The result for the motion recorded at 29.34°.
The lowest is still for Load Case of “10-Year × 10-Year × 10-Year” which having the
lowest parameters values for Hs and Tp.
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Fig. 7. SET 1: Max Angular Rotation

Table 10. SET 1: Angular Motion Highest Load Case

Angular Motion Dir Hs Tp Active_Current Max_Angular_Motion, deg.

100x100x100 6 270 4.5 8.7 Surf_100Y_W 29.34

50x50x50 6 270 4.2 8.5 Surf_50Y_W 28.33

10x10x10 6 270 3.7 8 Surf_10Y_W 26.22

5 Conclusions

In conclusions, based on the results and discussions made in the previous chapter, it
is clear that the parameters of the metocean do play role for the dynamic motion of
the Floating Offshore Wind Turbine- Spar Type (S-FOWT). The greater the parameters
values such as Hs, Tp, Wind Speed will eventually result in greater magnitude for the
dynamic motion response. As for the water depth, though as discussed, though the
parameters used were not proper as the metocean basis is meant for 1000 mwater depth,
the water depth do affect the motion but with the same response trendline. Since the
study focus on the Wind Turbine, wind effects were studied and results showing that as
the magnitude of the wind increases, the dynamic motion response resulted in the same
manner. This is clear as higher wind velocity would result in higher wind load impacting
the structure thus giving a greater motion response.

• For the governing components of the dynamic motion response, as the oil and gas
industry is focusing more on the wave-current governances as the focus was always
on the hull motion, this does not be the case for wind turbine as the wind factor is
required to be studied as well as the wind factors will eventually affects the motion
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response in the roll and pitch while the wave-current factors have major impact on
the Vertical Acceleration (GZ acceleration).

• These factors and results have to be analyzed in depth to make sure that overall
structure of the floating offshore wind turbine is always within the design limit and
the greater concern when it comes to the dynamic motion response is that the overall
structure does not coincide or greater than the wind-wave-current natural frequency
to avoid the resonance effects which might be disastrous to the overall system.
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Abstract. Carbon nanotubes (CNTs) have been proven to show exceptional
mechanical properties such as longitudinal elastic modulus of up to 1TPa and
elastic strain of around 5%. Possessing these excellent properties, while having
a fibre-like structure, CNTs have considerable potential to act as fillers in highly
strong and light CNT composite (CNTC) materials. However, from experiments
conducted, the biggest challenge before these nanocomposites can become a real-
ity is that they do not show the expected excellent properties. This has led to
extensive research into determining the effective properties of the CNTC using
the preferred method of fully or semi-continuum modelling through the appli-
cation of the finite element method (FEM). In this paper a review on aspects of
the continuum representation of CNTCs is conducted. It covers the development,
analysis and results of partial or full continuum modelling conducted in the last
decades. A close-to-reality model must consider at least 5 CNT characteristics:
length, interphase, waviness, orientation and agglomeration that cover 4 scales
from nanoscale through micro- and meso- to macro-scale. The earlier nanocom-
posite continuum representatives mostly consisted of a CNT fibre surrounded by
a matrix that could only catch the CNT characteristics at nano- and micro-scales
and thus provided nanocomposite properties that were close to the rule of mixture
(ROM) values but very far from experimental values. However, the recent repre-
sentations manage to reach macro-scale level while representing important CNT
characteristics such that the results were found to be close to the experimental
results.

Keywords: Carbon nanotube · Nanocomposites · Multiscale modelling

1 Introduction

Carbon Nanotubes are known to posse many tremendously good mechanical, electrical
and thermal properties [1, 2]. This is a result of their near-perfect seamless cylindrical
microstructure, shaped naturally from a graphene sheet. With these advantages, CNTs
have been proposed for use as nanofillers for polymer composites [3, 4] to form the so
called CNT nanocomposites (CNTC).
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In characterization studies of CNTC, its properties have been predicted using exper-
imental [5], analytical [6] and modelling approaches [7]. While the experimental app-
roach is expensive and time consuming, the molecular mechanics/molecular dynamics
(MM/MD) approach [8, 9], requires huge computational time. Furthermore, the hard
analytical method is limited to simpler geometry [10].

As such, the FEM based modelling approach that represents the CNT-matrix system
as continuums has been the popular method as it is simpler, cheaper while giving greater
insights to the CNT-matrix interactions.

In this paper, a review is conducted on the modelling of CNT nanocomposites using
full and semi-continuum approaches that covers the representative volume elements
(RVEs) both with and without the CNT-matrix interphase. In short, the review cov-
ers the journey of the continuum modelling in providing a close-to-reality model that
gives results that agree closely with experimental results. The continuum modelling is
explained starting by representing a lone CNT fibre encompassed by a matrix and then
moving to models that exhibit the nanocomposites at the meso- and macro-scales. The
processes of developing each representation are detailed out and the effectiveness of
each model is discussed and compared. Finally, the conclusions are given along with
recommendations for prospective future works.

2 The Continuum Modelling Approach

The challenge in conducting continuum modelling of a CNTC comes from the huge
scale difference between the nano material and the matrix as all the characteristics of the
CNT need to be considered. Failing to do so will cause the model to give solutions close
to results due to the rule of mixture (ROM) but very far from the experimental findings.

Figure 1 shows how CNTs are typically positioned in a matrix, moving from nano-
scale to micro-, meso- and macro-scales. While the length, waviness and defects of
the CNTs can be considered at the nano- and micro-scales, the random orientation and
agglomeration of the CNT can only be seen at the larger meso- and macro-scales [11].
As such, a full-scale model covering from nano- until the macro-scale is required to offer
a close-to-real representation of the nanocomposite.

Fig. 1. From macro- to nano-scale in representing a CNT composite [11]
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In the FEM continuum modelling approach, all or part of the constituents of the
CNT composites are represented as equivalent continua. As an example, a CNT has
been represented in FEM as a space-frame structure with each of its bonds is treated as
an equivalent hollow cylinder, a solid cylinder, or simply an equivalent fibre (EF) [12].
The issue here is to get the right properties of the equivalent continuum to represent the
real CNT structure.

2.1 The Representative Volume Element

The CNT composite in the FEM continuum modelling approach is represented as a unit
cell or better known as the RVE, which basically consists of a matrix and a CNT.

With reference to Fig. 2, the characteristics of a CNT compositewith repeated similar
cells that give the global periodicity can be represented as a RVEwith careful application
of boundary and interface conditions.

The simplest RVEmodel assumes a perfect bonding or perfect load transfer between
CNT andmatrix where each phase is assumed to form a continuum. In this complete con-
tinuum representation, a long or short CNT fibre surrounded by a matrix is represented
as a solid RVE at the nano-scale. The RVE is given appropriate boundary conditions and
loaded such that the deformation obtained through the FEM can be applied in derived
formulae to determine the CNTC’s effective properties. While this representation does
not consider the CNT-matrix interphase, it can still consider CNT characteristics such
as CNT length, waviness and defects.

Fig. 2. Representing a unit cell as the whole CNT composite [11]

A strong CNT-matrix interface has been shown by CNTC along with an effective
load transfer between the two constituents as indicated by experiments [13]. As such,
more realistic models that consider the CNT-matrix scale difference i.e., an interphase
is added to the RVE in order to cater for the CNT-matrix non-bonded relations. This so-
called multiscale RVEmodel is a three-phase representation being made of matrix, CNT
and their interphase.While considering the interphase improves the model, it can remain
limited to considering CNT characteristics at the nano- and micro-scales as it considers
only a single CNT fibre. Here, the macroscopic behaviours of the CNT composites are
predicted assuming the well-dispersed and uniform distributions of the CNTs that result
in the global periodicity of the nanostructures [14].

Referring to Table 1(b)–(d), depending on the phases whether they are in atomic
(A) or continuum (C) forms, here the multiscale representative can be categorized into
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3 types according to the order of arrangement of the CNT, interphase and matrix: the
A-A-C [15], A-C-C [16] and C-C-C models [17]. As an example, in the A-A-C model,
the CNTs are represented at the atomic level such that carbon atoms and the inter-atomic
covalent bonds are modelled as FEM nodes and beam elements respectively. The CNT-
matrix van der Waals (vdW) interactions between the matrix and CNT which is weak
and non-bonded may be represented as a truss element while the matrix is taken as a
solid continuum.

3 Modelling the Two-Phase CNT Composite

Referring toTable 1(a), For simplicity,modellingCNTcomposites beganby representing
a single CNT fibre that was surrounded by a matrix with the CNT-matrix bonding
assumed to be perfect. This approach is expected to give results that is comparable to
those from ROM because of their similar assumptions.

3.1 Predicting the Effective Properties

Using this approach, Liu and Chen [18] applied a quarter-scale continuum model to
represent the CNT and the matrix. Here, a square RVE consisting of a matrix and a short
SWCNT, both represented as continuum elements with assumed dimensions of the CNT
continuum and stiffness ratio of Ecnt/Em = 10, was analyzed using FEM to determine
the RVE’s load transfer capability.

The results from both FEM and boundary element (BEM) methods corresponded
well. Furthering this study, investigations were conducted to predict the four transversely
isotropic effective properties (longitudinalmodulus,Ez, transversemodulusEx = Ey, vxy
and Poisson’s ratio, vzx = vyz of long and short CNT composites using a cylindrical RVE
[19], square RVE [20] and hexagonal RVE [21] while applying three loading cases of
axial stretch, lateral uniform load and torsional load. In all cases, derivations were made
to determine formulae for the effective properties.

Comparing the results of the three RVEs, the hexagonal RVE was found to give
results close to those of the cylindrical. The use of cylindrical RVE has been preferred
by researchers [22] since CNTs with various radius can be easily modelled especially
in a form of concentric cylinder [23]. The results of the effective properties showed the
substantial contribution provided by the CNT to the nanocomposites.

3.2 The Effect of CNT Characteristics

Several researchers studied the influences of factors on the CNTC properties: CNT
waviness [24], pinhole defects [25] andCNTorientation [26].With the global periodicity
assumption, the fibre-matrix bonding was assumed to be perfect and formulae for the
effective property were derived.

The Effect of CNTWaviness. In reality, due to the vdW interactions along with elec-
trostatic forces, CNTs are typically curled, agglomerated and aggregated [27]. Through
a micromechanical modelling [24] and continuum modelling of the two-phase CNTC
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Table 1. The categories of nanocomposite continuum models.

Types Model Descriptions

(a) No interphase Both CNT and matrix are continuum el-

ements 

(b) A-A-C model CNT and interphase are represented at 

the atomic scale while matrix is taken as 

solid continuum. 

(c) A-C-C model CNT in atomic scale but the interphase 

and matrix are in solid continua. 

(d) C-C-C model All constituents are modelled as con-

tinua Matrix

Interphase

CNT

Matrix

Interphase

CNT

Matrix

Interphase

CNT

[28], the increase in the CNT waviness ratio (w = a/L) has significantly decreased the
Ez and the ultimate strength of the CNT composite. The influence of CNT waviness was
evenmore significant when completely randomly oriented CNTswith different waviness
were applied [28]. In the analytical work of Stein and Wardle [29], a simulation frame-
work that was capable of analysing 105 CNTs with realistic morphologies and waviness
ratio, w, it was shown that the waviness was responsible for the huge over-prediction
of the CNT composite elastic modulus and as such results from experiment [30] can be
reproduced.

The Effect of CNT Defects. Several defects in the CNT atomic network may be devel-
oped during the growth and purification of CNT, the irradiation process with energetic
particles [31] and the functionalization process [32]. A process of adding a small organic
group to the nanotube sidewall [33] may be conducted to upgrade the vdW interactions
into the matrix–CNT covalent bonds [34]. In this process however, the strong chemical
bonding and the formation of SP3 hybridised sites may cause defects such as the pinhole
defect. A research was conducted on the influence of pinhole defects on the effective
properties of the CNTC by applying a continuum representation for both the CNT and
the matrix [25]. A single long and short CNTwere modelled as a hollow cylindrical con-
tinuum with added pinholes and waviness. Two types of pinholes with diameter 0.4 nm
and 0.8 nm were placed on the CNT in z-direction at equal gaps. It was discovered that
even a waviness or a pinhole defect has immensely modified the overall properties of the
CNT composites. A square RVE representing a perfectly bonded CNT-matrix interphase
was used [35] to study the effect of CNT fibre breakages on the redistribution of stress at
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the broken CNT location. The RVE was given a strain and a nonlinear behaviour of the
CNT was incorporated into the analysis. It was determined that the ineffective length of
the defective CNT was 28% for the CNT/Epoxy composite and only 3% CNT/Titanium
composite.

The Effect of CNT Direction. The fully continuum two-phase model was used to
determine the influence of the orientation of a single CNT on the axial and lateral
modulus [26]. It was found that the higher the angle of inclination of the CNT angle
the lower the effective axial and lateral modulus. The orientation effect was, however,
reduced if the waviness factor was included. In a work by Moghaddam et al. [36],
the consequence of the high CNT inclination angle that decreased the properties was
insignificant as the angle reaches 60°, 30° and 15° for the axial modulus, Poisson’s ratio
and the transverse elastic modulus, respectively. The role of limiting certain effects of a
CNT at a certain CNT angle of orientation was also discovered by Huang and Rodrigue
[37] where at a 30° angle of orientation and volume fractions (VF s) greater than 0.74%,
the stresses (tensile and shear) can no longer be influenced.

4 The Continuum Approach in Multiscale Modelling
with interphase

In multiscale continuum modelling, CNT composites are represented in a form of RVE
comprising the CNT, the matrix and the CNT-matrix interphase. Here, the models are
given names based on the phases of theRVE’s constituents, as given inTable 1. Themajor
contribution of this modelling is the use of the vdW forces within the interaction between
the CNT and matrix. However, only composites with one CNT fibre contained by the
interphase and matrix are considered, thus exposing the weakness of this modelling that
may consider the nanoscale level only.

4.1 The A-A-C model

The benefit of theA-A-Cmodel is theCNT lattice structure is kept even though themodel
of the matrix is simplified to a continuum [38]. Several researchers have investigated
the A-A-C model of the CNTC that vary mainly in terms of their modelling of the
interphase between CNT and matrix. The effects of several CNT characteristics and the
non-linearity assumption of the model were also considered.

Modelling Truss Rods as the Interphase. Li and Chou [39] used the multiscale mod-
elling approach to determine the CNT-matrix load transfer within a nanocomposite
loaded with a compressive load before the buckling behaviour of this nanocomposite
was studied. Using a cylindrical RVE, both continuous and short CNT fibres were con-
sidered. Applying FEM, the CNTs were represented as nodes (carbon atoms) connected
by beam elements (covalent bonds) whereas the epoxy matrix was represented as a con-
tinuum. The CNT-matrix interphase that was characterized by vdW interactions was
represented as truss rods that connected the carbon atoms and the inner surface nodes of
the matrix continuum, as shown in Fig. 3. The properties of the rods, representing the
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vdW low level CNT-matrix interactions were determined based on the “6–12” potential
of Lennard-Jones. The longitudinal modulus was determined to match well with the
ROM’s result.

Fig. 3. The A-C-C model: (a) the lateral surface and (b) the end cap region of the nanotube [39]

Modelling Beams as the Interphase. Joshi et al. [40] used theA-A-Cmultiscalemodel
to examine the effect of CNT chirality on the stiffness of the CNTCs. In contrast to [39],
the interfacial region was characterized discretely by beam elements that connected the
atoms of the nanotubes radially with the corresponding nodes at the inner cylindrical
surface of the matrix. Various parametric studies were conducted including the effect
stiffness, tensile strength and chirality of the CNT on the mechanical behaviour of the
CNTCs. The results for the elastic and shear moduli were found to agree closely with
those of the ROM. The same A-A-C model was applied to investigate the influences
of chiral angle, vacancy defect locations and number of vacancy defects on the elastic
properties and strength of the nanocomposites subjected to axial loading [41]. As the
CNT was modelled in atomic form, the modification of the CNT atomic structure was
done by omitting 1 atomand3bonds for a single vacancy representation. Itwas found that
the nanocomposite strength increased as the chiral angle increased while the maximum
stress of the nanocomposites decreased as the location of the vacancy defect was moved
away from the fixed point of the RVE. Furthermore, it was found that even a single
vacancy can highly influence the Young’s modulus of the CNT composites.

Modelling Spring Elements as the Interphase. Applying the A-A-C multiscale mod-
ellingMethod, Shokrieh and Rafiee [42] used ANSYS software to simulate a cylindrical
RVE that predicted the effective elastic properties of a CNTC. Referring to Fig. 4, a
SWCNT was represented at the atomic level where carbon atoms were treated as nodes
and the strong bonds between them were represented by Timoshenko beam elements.
The interphase region was modelled using the Combin39 non-linear spring elements of
ANSYS software to represent vdW interactions. The non-linear characteristic behaviour
of the spring elements was according to the Lennard-Jones “6–12” [43]. Three load cases
were given to the RVE in a process to determine the longitudinal, shear and transverse
moduli. It was found that the RVE exhibited highly non-linear behaviour under tensile
load. The longitudinal elastic modulus was shown to recover if the length of the CNT
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was between 100nm and 10μm. The results show that the CNT and the interphase can
be considered as having comparable properties to a long fibre as the results followed the
trend in Odegard et al. [44].

Fig. 4. (a) The schematic view of the CNT composite, (b) the cut section of the real FEM model
[42]

Modelling Joint Elements or Links as the Interphase. A newmethod of representing
the interfacial region was to treat it as a heterogeneous region that was constructed in a
discrete manner by bringing together joint elements of varying stiffness [45]. While the
CNT was represented at the atomic level using spring-based elements to represent the
covalent bonds, the matrix was treated as an isotropic continuum. With this multiscale
model, studies were conducted on the various stress-transfer characteristics of the CNTC
in the RVE. When the interfacial region was tested with different values of stiffness, the
normalized stiffness of the CNTC provided the meaningful influence of the interfacial
stiffness on the elastic characteristics of the CNTC. The study also found that the transfer
of stress was influenced by the atomic microstructure, VF of CNT and the E of the
interphase region.

4.2 The A-C-C Model

AnRVEsuch as shown inFig. 5was used to examine the influence of interphase thickness
(tif ) and stiffness on the transfer of stress and the Eeff of CNT composites [16]. The
SWCNT was represented based on an atomic molecular structural mechanical approach
in which the covalent bond was treated as a Timoshenko beam. Being a continuum,
the interface and matrix were modelled using brick elements while it was assumed
that CNT-matric stress transfer occurred fully. The 3-phase RVE was validated using
past experimental results and the results from a CNT composite model without the
interphase. It was found that both results using the fully continuum approach were in
close agreement. However, the results for the 3-phace model with interphase were found
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to give higher values than the experimental values for the SWCNT-polymer composite
due to the presence of stress concentration regions as a consequence to theweakboundary
layer in the interphase region.

Fig. 5. (a) The RVE of the A-C-C model (b) The cross-section of the RVE [72]

4.3 The C-C-C Model

Several researchers have considered continuum modelling for all three phases of the
CNT composites. The difference between these models was on how the properties and
thickness for the interphase continuum were assumed or determined. As stressed by
Zuberi and Esat [22], both mechanical properties and thickness of the interphase have
not been reported yet, experimentally. As such, the difference in the results on the
significance of the interphase on the CNTC’s effective properties is expected.

Interphase Property as a Ratio-to-Matrix Property. Wan et al. [17] applied a full
three-phase continuummodel to conduct a numerical study on the effect of CNT dimen-
sion and the CNT-matrix interphase on effective moduli of the CNT composite. The
CNT and the matrix were treated as a continuum while the interphase was a homoge-
neous continuum of the same width as the CNT and assumed to have hard stiffness (Eint
= 10 Ematrix) or soft stiffness (Eint = 0.3 Ematrix). It was found that the effect of CNT
length was significant in ensuring the occurrence of full load transfer and that the critical
length of the CNT for this study was 271nm. The effect of the interface was found to be
only slightly so for the effective properties. Similar effect was found by Ayatollahi et al.
[46] that used an equivalent cylindrical beam element to represent CNT such that the
nonlinear properties of the SWCNT was described using the beam elements. Golesta-
nian and Shojaie [47] assumed the E of the interphase as 3.2 GPa and 100 GPa where
the Young’s modulus of the matrix was given values between 3.2 GPa and 100 GPA.
The study revealed that for the interphase models, the effect of the interphase on the
Eeff was significant only for low-modulus polymers. Zuberi and Esat [22] researched
the influences of CNT diameters and chirality on the Ez and Poisson’s ratio of CNTCs
by applying a RVE with the C-C-C model. The E of the interphase was assumed to be
20GPa while the interphase thickness was 3 times the CNT thickness. The armchair
RVEs gave the highest values of the Ez and ν followed by the chiral and zig-zag RVEs.

Gradient Functions of the Interphase Properties. In a study by Perez andAviles [48],
a cylindrical RVE consisting of CNT, matrix and an interphase was applied to determine
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the influence of the interphase on the effective properties. All three phasesweremodelled
as continuumwith transversely isotropic material properties. Specifically, the interphase
parameters considered were thickness and varying E across the interphase’s thickness.
The study showed that the CNT-to-matrix modulus ratio and thickness have significant
effects on the properties of the CNTCs.

Molecular Dynamic Approach to Determine the Interphase Properties. A study
by Guru et al. [49] combined the MD and FEM approaches to investigate the CNTC’s
constituent properties. The CNT was modelled as a space frame structure and the E
of the covalent bond was calculated based on the modified Morse potential [50]. The
MD method was used to predict the E of the matrix functionalized with a DETA curing
agent. Themodulus and thickness of the interphasewere 18GPa and 0.3 nm respectively,
estimated through the MD method. Nonetheless, in the C-C-C modelling study using
ANSYS software, themodulus and thickness of the interphasewere simply varied. It was
found that the effect of the E of the interphase on the Ez of the CNTC was substantial.

The InterphaseCohesive Law of Interphase Properties. Focusing on the effect of the
CNT-matrix interfacial shear strength (ISS) on the ultimate strength of a CNT composite,
Mohammadpour and Awang [51] conducted tensile tests using ANSYS on a multiscale
cylindrical RVE with an interphase layer. The CNT-matrix non-bonded interaction that
was based on the interphase cohesive law was characterized by the vdW force such that
if the shear stress is above the ISS, the interface has failed at that specific element. The
material nonlinearity of matrix was modelled using the multilinear isotropic hardening
material model. The results in Fig. 6 shows that strong ISS gave good upgrading in the
elastic behaviour of the CNTCs.

The Effect of Functionalization and Defects of CNTs. Rafiee and Pourazizi [38]
conducted studies at micro level on the influence of functionalized CNT on the E of
the CNT composites. Two types of interphase regions were used and compared. In the
first type, the A-A-C model of CNT with C-C covalent bonds and the CNT-matrix vdW
interactionswere applied. The resultswas the functionalization reduced theE of theRVE.
The contribution of the functionalization in improving the mechanical properties of the
CNT composites will occur at the mesoscale. The combined improving and decreasing
effects of the functionalization of CNT on the effective properties of nanocomposites
were studied byEsbati and Irani [52] The studies considered six RVEs having parameters
such as the non-linear behaviour of the CNT, nonlinear vdW interactions, nonlinear
covalent bonds, structural defects and fractures in the matrix. The RVEs may also differ
in length, chiral indices and interphase regions. In each case, a cylindrical RVE was
used, applying the nonlinear FEM in ANSYS software. As in the study by Rafiee and
Pourazizi [38], two types of interphases were considered. The study found that the
RVEs containing functionalizedCNTs provided a better representation of themechanical
properties compared to the RVEs with normal CNTs.
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Fig. 6. The tensile test of CNT composites [51]

5 The Mesoscale Modelling of CNT Composites

Themodels previously discussed considered only one CNTfibre surrounded by amatrix.
CNT characteristics such as length, chirality, orientation and defects were considered,
all at nano- to micro-scales. To provide modelling closer to the real CNT composite
at the macroscale, a representation of the nanocomposite should consider other charac-
teristics of the CNT such as random orientation and agglomerations that can be seen
at the mesoscale, as described in Fig. 2. It is known that CNT dispersion problems
within the matrix have resulted in a random distribution of CNT and, due to high CNT
length-to-diameter ratios and relatively strong intermolecular vdW interactions, there is
a tendency for CNT to form bundles that later aggregate into agglomerates. To model a
CNT composite with better accuracy, CNT-composite representations should consider
CNT characteristics at all nano-, micro-, meso- andmacro-scales. This is a bigmodelling
problem as it involves a huge scale difference between nano- and macro-scales. Some of
the meso- and macro-scale modelling described below can be referred in the diagrams
in Table 2.

5.1 The Effect of CNT Randomness

In modelling the macroscopic properties of CNTCs, Afroos et al. [53] established the
effect of shortCNTfibre randomness on the elastic characteristics of the nanocomposites.
CNT fibres were estimated as effective cylindrical fibres, represented by a 3D truss
element applied in the MSC-Marc FEM software.

The RVE is divided into several hexagonal elements and randomness was considered
to increase as the number of nodes was increased. Up to 15 RVEs representing 0%, 2.5%,
5% and 10.48% of CNT were used. The study found that the increase in randomness
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of the CNT fibres will decrease the axial modulus and the ultimate strength of the CNT
nanocomposite.

Improving this studywhile continuing to use the parallel CNTfibres that experienced
perfect bondingwithmatrix,Makvandi andÖchsner [54] consideredCNTfibre positions
that were overlapping one another and also CNT fibres that were joined at nodes to
become long fibres. The results indicated that the E of the CNTC was significantly
influenced by the CNT positions whether they are completely separated, overlapped, or
sharing the same nodes.

Tserpes and Chanteli [55] estimated the linear characteristics of the CNT composite
at micro/mesoscales utilizing their earlier work on homogenizing the elastic properties
at the nanoscale. A composite of a polystyrene matrix with randomly-aligned CNTs was
modelled with specimen dimensions reaching macroscale level. The dimensions of the
CNTs and how theywere distributedwere obtained from experimental observations [56].
Assuming uniform dispersion, all elements of the CNT composites were treated as RVE
and a pseudorandom function was used to match specific orientations and elements. The
tensile modulus predicted for the polystyrene matrix reinforced with randomly aligned
CNT was found to agree excellently with the experimental data. Furthermore, CNT
orientation has a substantial effect on the elastic stiffness where the tensile modulus
diminished for angles of orientation greater than 45°.

5.2 The Effect of CNT Agglomerations

A cylindrical RVE containing CNTs, matrix and their interphase was modelled to rep-
resent the CNT composite, giving the effective fibre (EF) characteristics of the CNT
composite at nanoscale [57]. Using Cauchy–Born rule, the Lennard–Jones was associ-
ated with the Park-Paulino-Roesler potential to represent the CNT-epoxy interphase. In
the so-called two-scale approach, the EFs were then dispersed into the matrix randomly
to numerically create another micro-scale, EF-matrix RVE using the Python script in
the ABACUS. Effective properties of this RVE at the micro-scale were determined with
and without considering the effect of agglomerations. The agglomerations were created
by clustering half of the CNT RVE into 1, 2 and 4 colonies. The numerical and exper-
imental results were discovered to match the experimental results after considering the
agglomeration effects at microscale.

In a study by Chanteli and Tserpes [58], a cubic RVE with CNT agglomerates sur-
rounded bymatrix wasmodelled using ANSYS software. Scanning electronmicroscopy
(SEM) images were applied to provide the parameters for the agglomerates. The aver-
age diameter of the CNT was found to be 29 nm while the mean length was 210 nm.
The study found the opposite effect of agglomeration and waviness where the increase
of CNT agglomeration decreased the elastic properties while the increase of waviness
increased the linear properties.

Bhuiyan et al. [59] integrated experimental and FEA to study the influence of four
CNT characteristics: random dissemination, bundle formation, waviness and orientation
with respect to the loading. In the FEA studies, 3D RVEs were applied consisting of
multiple equivalent solid CNTs [60], polypropylene and the interphase. The C-C-C
model was used. Random coordinates were given for the centre of mass of the CNT
while the CNT orientations were modelled based on an angle θ with respect to the
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direction of longitudinal loading (x) and an angle φ with respect to a defined (x−z)
plane.The thickness and stiffness of the interphase were determined from the experiment
conducted using atomic force microscopy (AFM) which gave the average values of the
interphase thickness and modulus as 20 nm and 0.7 GPa respectively. Further, the AFM
was applied to describe the tensile modulus, the size of the CNT agglomerates and the
CNTdistribution used in the FEA. The diameters of agglomerates comprising 3, 7 and 19
CNT were determined as 40, 65 and 100 nm respectively while Young’s modulus values
were 35, 30 and 12 GPa respectively. The FEA showed that the effective aspect ratio of
the CNT was L/D = 65. Two leading factors working against the great potential of the
CNT nanocomposites (see Fig. 7) were found to be CNT agglomeration and waviness.
The FEA results from applying the experimentally-obtained data were found to agree
excellently with experimental results.

Fig. 7. The effect of CNT alignment and agglomeration on the tensile modulus of CNT composite
[60]

5.3 The Stochastic Modelling of CNT Composites

In novel research by Shokrieh and Rafiee [11], a hierarchical, multi-scale, modelling
technique called N3M was established to study the effective characteristics of CNTCs.
Referring to Fig. 8, the approach used a stochastic modelling procedure with a different
RVE applied each at the nano-, micro-, meso- and macro-scales where random param-
eters of length and interphase (nano), orientation, agglomeration, curvature (meso) and
dispersion of CNT (macro) were considered.

At nanoscale, a composite consisting of a CNT fibre, the matrix and their interphase
was modelled to give an EF. EFs with different lengths were distributed randomly within
a matrix to become another RVE at microscale. At macroscale, the bulk CNT composite
was divided into several blocks using a regular tessellation technique where each block
was an RVE at mesoscale that consisted of several spherical agglomerated CNTs and
fully-dispersed CNTs. The properties of each block at mesoscale were calculated using
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an improved micromechanical model and the overall properties at macroscale were cal-
culated using an averaging method. The results of the elastic stiffness and Poisson’s ratio
were determined and agreed excellently with past experimental results. Improvements
were made to the N3M model [11] by Rafiee and Firouzbakht [61] who now used an
irregular tessellation technique that considered the local position of each aggregate of
CNT. The irregular tessellation was used to divide the RVE at mesoscale into hetero-
geneous polygons based on an irregular pattern provided by the Bayes classification
algorithm combined with the Voronoi approach. The newmethod gave results that agree
well with the findings of the N3M model and the experimental observations.

In a different approach without considering CNT-matric interphase, the hierarchical
multiscale modelling of CNT composites was used to study the influence of weight
fraction of the CNTs and ISS based on sensitivity analysis on the damping characteristics
of the CNTCs. Savvas et al. [62] used the space frame structure to model the CNTs that
was later converted to EBE, the equivalent beam element (EBE) of the CNT. Applying
the FEM, this EBE at nano-scale was used as the basic micro-scale building block for the
construction of full length CNTs covering several EBEs embedded in the polymer.While
the EBEs were assumed to behave linearly, the polymer, modelled as continuum was
equipped with viscoelastic behavior applying the Maxwell–Wiechert material model.
Without considering the interphase region, a nonlinear bond-slip friction-type model
was used to represent the interfacial load transfer mechanism between the CNT and
the matrix. While the straight CNTs can be considered easily, the average properties
of wavy CNTs were determined using stochastic Monte Carlo simulation. The study
showed the importance of a successful functionalization process that gives an increased
ISS to achieve optimum damping characteristics. Furthermore, to improve damping
properties of the CNTCs, it is crucial that CNTs are made to be straight. The results here
were quite close to those of [63].

Fig. 8. Steps in hierarchical multi-scale modelling [11]
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5.4 The Multiscale Modelling with Fuzzy CNT-Matrix

The difficulties to get the expected properties even after great deals of studies conducted
on modelling of the CNT composites due to the agglomeration of CNTs, among others
in the manufacturing process of the CNTs have led to attempt to grow CNTs directly on
the fibre surface [64], a procedure that was found to be advantageous [65].

In the study by Kundalwal and Ray [64], the implementation of the radially grown
CNT on carbon fibre surfaces or better known as fuzzy fibre [66] that can be assumed as
transversely isotropic was proven to significantly improve the transverse effective prop-
erties of the fuzzy fiber-reinforced composite (FFRC). Applying the micromechanics
model, two methods of cell approach and FEM were used to determine the effective
properties of the nano composites.

A study [67]was conducted to toughen the interfacial fiber-matrix regionwith carbon
nanostructures (CNS) while considering the effect of the orientation of the CNS. A mul-
tiscale micromechanical model consisted of the simplified unit cell (SUC) and Eshelby
methods were used in finding the effective elastic modulus properties of FFRC [68]. For
accurate property prediction with respect to experimental values, the study revealed that
CNT should be characterised as wavy, randomly distributed, behaving in transversely
isotropic manner and having interphase region with the matrix. The study found that the
improvement of longitudinal modulus can be neglected while the transverse modulus
was found to improve significantly.

In a study by Rafiee and Ghorbanhosseini [69], Young’s modulus of unidirectional
FFRP having radially aligned CNTs on the surface of the core fiber was theoretically
predicted following their previous work of bottom-up modelling CNT composites [11]
that covers the four nano-,micro-,meso- andmacro-scale.While theYoung’smodulus of
the FFRPwas determined using the deterministicmodelling, theMonte-Carlo simulation
technique for stochastic modelling was employed as the effects of CNT curvature and
VF were considered as random variables. The results showed a very closed agreement
with the experimental findings from Kulkarni et al. [70].

6 Concluding Remarks and Future Perspectives

It had been expected that CNTs would improve mechanical properties of CNTCs but
experimental researches have shown that CNT provided improvements that are much
lower than those predicted by the ROM. This paper reviews the progress of FEM-applied
continuum representation of CNTCs over the last two decades as the most suitable
method of analysis in predicting close-to-reality values of effective properties of CNT
nanocomposites. The journey of this continuum modelling has gone through several
stages:

1. It started with the 2-phase continuum representation with an assumption of perfect
bonding between the phases. Hence, the results are similar to the results of the ROM,
as expected. Here, the linkage between the nanoscale and the upper scales in the form
of an interphase was neglected.
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Table 2. CNT composite modelling: from nana to macro

Ref Modelling of Marco-scale CNT composites

[53]

[55]

[57]

[60]

(continued)
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Table 2. (continued)

[69]

[71]

2. The journey then progressed to considering the CNT-matrix interphase where CNT,
matrix and their interphase have been treated in atomic or continuum forms. The
nanocomposites have been classified in this paper as the A-A-C, A-C-C and C-C-C
models, referring to the atomic (A) or continuum (C) representation of the phases. As
in the first stage model, these models merely consisted of a CNT fibre surrounded by
matrix and with the assumption of the CNT dispersion being globally symmetrical;
the considered RVE can only capture the CNT characteristics as composite fillers at
the nano- and micro-scales. As such, even with tackling the scale difference between
CNT and matrix in considering the interphase, these representations considered CNT
characteristics of length, waviness, orientation and defects only whilst ignoring the
important characteristics of CNT randomness and agglomeration which give results
close to those of the ROM.

3. Several researchers have modelled mesoscale nanocomposites that can capture the
randomness and agglomeration of the CNT. By applying the concept of EFs, one
method is simply taking an RVEwith a greater number of randomized EFs so that the
size of the RVE now reached mesoscale. In hierarchical modelling, an RVE has been
used at each of the nano-,micro-,meso- andmacro-scaleswhere theEF representation
of the previous scale can be applied in a random fashion in the next higher scale. The
hierarchical representationwas proven to give results close to the experimental values.

With mesoscale modelling providing some success, the accurate continuum mod-
elling for CNT nanotubes is closed to giving the full elastic constitutive relations of the
CNT nanocomposite. Further, deeper understanding on the main culprit in the reduction



194 N. Omar et al.

of properties may lead to simpler modelling at nano- or micro-scale that may also pro-
vide results that are close to experimental results. For example, the analytical work of
Stein and Wardle [41] that used the better representation of waviness to give the elas-
tic properties that were close to experimental values should be emulated in continuum
modelling. With these modelling successes, the main task is to improve the CNT char-
acteristics that lead to the failure of the CNTC. The manufacturing process of the CNT
composite needs to be improved such that the scattering of CNT within the matrix will
be straighter, more uniform and less agglomerated.
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Abstract. The growth of intermetallic compounds (IMCs) of HASL/SN97C (Sn-
3.0Ag-0.5Cu) andHASL/SN100C (Sn-0.7Cu-0.05Ni-0.007Ge) during reflow sol-
dering and isothermal ageing was investigated. Scanning electron microscopy
(SEM) was used for the characterisation examination of the materials, with assis-
tance from dispersive X-ray analysis. New layer IMC of Cu3Sn formed between
Cu6Sn5 and theHASL substrate after exposure to the ageing process, whileAg3Sn
nano-sized was also formed on the intermetallic surface of HASL/SN97C. After
ageing, the intermetallic layer’s average thickness increased. The IMC produced
at the HASL/SN100C interface after reflow and ageing process had an average
thickness of 6.54 µm and 8.50 µm, respectively. While the thickness of the IMC
created after reflowing and ageing is 7.41 µm and 8.53 µm correspondingly for
HASL/SN97C. Based on the observation, after the ageing procedure, the IMC
thickness for bothHASL/SN100C andHASL/SN97C increases. The results found
that both SN97C/HASL and SN100C/HASL had contact angles of 26.64° and
35.76°, respectively. The spreading area in SN97C/HASL (976.68 µm) was sig-
nificantly larger than that in SN100C/HASL (233.26µm) due to the lower contact
angle.

Keywords: Lead-free solder · HASL ·Microwave energy · Reflow · Ageing

1 Introduction

Printed circuit boards (PCBs) are the insulations board with the desired thickness and
stiffness that are typically utilized in a variety of electronic devices. In essence, surface
finishes are applied to PCB to produce the necessary properties such as solder joint
reliability, the copper pads’ corrosion resistance and the provision of crucial connections
between the devices [1–4]. Furthermore, Yoon and Jung [5] stated that criteria including
solderability, solder joint quality, cost, ease of application, andmaterial compatibility are
taken into consideration when choosing a surface finish and the statement also agreed by
Ramli et al. [6]. The purpose of PCB surface finishes is to preserve the exposed copper
circuit while also providing a solderable surface during component soldering to the
boards [7]. There are currently few surface finishes utilised in the semiconductor sector
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[8–11]. One of the most surface finishes widely used is hot air solder levelling (HASL).
HASL serves as a barrier to prevent the underlying copper from oxidizing and offers
protection against corrosions induced by environmental and humidity-related pollutants
[6]. A pre-cleaning cycle, preheating, flux coating, solder coating, levelling with hot air
knives, cooling, and a post-cleaning phase make up the crucial HASL process [6, 12].

As a result, the HASL protective finish affects the quality of the soldered components
due to interfacial intermetallic compounds (IMCs) formed by the interaction of liquid
solder and the protective finish on the PCB.Good solderability can give advantages to the
formation of high-quality solder joints. According to Gain and Zhang [13], solderability
consists of two underlying properties which are spreadability and wettability. Spread-
ability serves the purpose of allowing solder to fill the gap (open surface). Wettability
refers to how easily molten solder spreads across a surface that has been connected.
Wettability is defined as the thermodynamics of the interface between the solder and
substrate material, which can measure the rate and level of the wetting process during
soldering [14, 15]. The wetting quality is determined using contact angle as stated by
Wang et al. [16]. The study made by Li [17] indicated that poor solderability could lead
to a weak solder joint, which would shorten the product’s service life. This is one of the
major issues facing the semiconductor industry because it may affect the solderability
of solder joints.

Additionally, the solder starts to moisten the substrate when IMC starts to develop.
According to the work by Dusek et al. [18], a good metallurgical bond was established
via a solder joint with a thin IMC layer. However, these researchers also mentioned that
an excessive IMC layer at the solder/substrate may decrease the mechanical properties
of the solder because IMC is brittle. It is important to understand solderability and IMC
formation because they work in tandem to ensure that solder joints are properly bonded.
Therefore, SN100C/HASL was used to conduct additional research and was compared
to SN97C/HASL in terms of IMC behavior and solderability of the solder joint.

2 Materials and Method

The material under investigation was a PCB surface finish (HASL) with dimensions of
20× 20× 1mm and a diameter of 1000µmpads surface (Fig. 1). The solder paste made
of SN100C (Sn-0.7Cu-0.06Ni-0.005Ge) and SN97C (Sn-3.0Ag-0.5Cu) was applied on
the HASL pads board to make the electrical connections. A thin layer of no-clean flux
was put on the board before the solder paste was placed. For reflow process, the samples
were placed in the crucible alumina boat with contained iron powder and the crucible
was heated to 200 °C in a microwave for 80 s. The sample was subsequently cooled to
room temperature. After being reflowed, the samples were aged for 1000 h at 150 °C in
an ordinary oven.

The cross-section examination was selected for metallographic characterization The
samples were mounted in epoxy resin before being subjected to metallographic tech-
niques. The scanning electron microscope (SEM) was used to examine the characteriza-
tions of IMC formations and wettability angle, and energy dispersive x-ray (EDX) was
used to identify the element of IMC composition.
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Fig. 1. Sample of solder/HASL joint.

3 Results and Discussion

Thecross-sectioned images ofSN100C/HASLandSN97C/HASLaredisplayed inFig. 2.
Meanwhile, in Fig. 3, the full image of the solder joints for both SN100C/HASL and
SN97C/HASL is presented. For a cross-sectional process, back-scattered electron (BSE-
SEM) was used to produce clear images of the IMC structure and layer at the interface.

3.1 Intermetallic Compound Formation

The reflow of a solder joint typically involves the three stages of spreading, base metal
dissolving, and intermetallic compound formation. The HASL substrate was exposed
to the molten solder during the reflow process, whereupon they reacted to form bonds.
Then, as a result of a chemical interaction between solders/HASL, IMC layers were
created at the solders interfaces. According to Fig. 2, the IMC of Cu6Sn5 was formed
after reflowed for both SN100C/HASL (Fig. 2(a)) and SN97C/HASL (Fig. 2(c)) as
revealed by EDX spectrum analysis. The average composition of the Cu6Sn5 was 33.68
wt.% Cu and 66.32 wt.% Sn. The morphology of Cu6Sn5 IMC existing as a scalloped
shape was observed at the interface. Similar reported by previous researchers [6, 19].

Besides Cu6Sn5, a thin layer of Cu3Sn was seen at the interface (Figs. 2(b) and 2(d))
due to the reduction of the Cu atoms on the Cu6Sn5/solder. Cu3Sn precipitated at the
Cu6Sn5/HASL interface after a set incubation period, then Cu6Sn5 precipitated first at
the solder/HASL interface during the ageing process. As a result, Cu3Sn formed and
grew faster over ageing time, which was composed of 71.85wt.% Cu and 28.15wt.% Sn.
Consequently, no Cu3Sn was found following the reflow process. Regarding the grain
and size morphologies, it was found that the shape of the grains led to faceted, and size
became larger with prolonged age duration.

The total IMC thicknesses for SN100C/HASL and SN97C/HASL as reflowed and
aged solder junctions are shown in Table 1. The average thickness of the IMC layers
following a certain ageing period was then calculated by averaging the five observable
zones, and thicknesses. Based on Table 1, the IMC thickness for both solder joints
grows with ageing time. Yang and Kim [20] and had acknowledged that the growth of
IMC thickness was controlled by diffusion. It implies that, in accordance with linear
kinetic theory, the reaction rate determined the growth rate. As a comparison, the IMC
thickness of SN100C/HASL was thinner than that of the SN97C/HASL solder joint.
However, the IMC thickness in SN100C/HASL was not significantly different from
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Fig. 2. SEMmicrographs of cross-sectional after reflowed and aged solder joints for HASL finish
(a, b) SN100C (c, d) SN97C

those that formed in SN97C/HASL. It was recorded that the difference between the two
layers was approximately 0.87 µm (as reflowed) and 0.03 µm (aged).

Additionally, the addition of Ni andGe to the SN100C solder alloymay help partially
explain the changes in IMC thickness between the two solder joints. The slight inclusion
of Ni substantially slows the formation of Cu6Sn5 IMC and stops it from growing larger
and coarser as solidification progresses. Meanwhile, it was thought that Ge addition
could slow the formation of the IMC layer by preventing Sn and Cu inter-diffusion in
the solid state and also increasing the stability of Cu6Sn5. Similar findings have been
reported by previous studies [6, 21]. From the findings, it was believed that the solder
joint of SN100C/HASL can withstand interfacial IMC cracks.

Table 1. Total IMC thickness of solder joints

Solder joint Reflow 1000 h

SN100C/HASL 6.54 µm 8.50 µm

SN97C/HASL 7.41 µm 8.53 µm

3.2 Solderability Analysis

Wettability of SN100C/HASL and SN97C/HASL solder joints has been observed in
this research (Fig. 3). The results found that SN97C/HASL and SN100C/HASL had
contact angles of 26.64° and 35.76°, respectively. The spreading area in SN97C/HASL
(976.68 µm) was significantly larger than that in SN100C/HASL (233.26 µm) due



202 N. H. Noor Izza et al.

to the lower contact angle. From the observation, both solder joints’ wetting qualities
were deemed to be ‘good’ due to a contact angle value of less than 40°. Despite this,
SN97C/HASL solder joint was regarded as having ‘very good’ wetting quality because
the contact angle valuewas less than 30°, asmentioned by Jung and Jung [15]. According
to Ramli et al. [6], a small addition of Ge in Sn-Cu-Ni solder alloy can control drossing
of the molten solder because it acts as an antioxidant. These researchers also thought that
Gewould be able to reduce the surface tension ofmolten solder. Besides, the enlargement
images revealed the presence of Cu6Sn5 and Ag3Sn in the bulk solder (Fig. 3(a)), but
no IMC was observed there, as can be seen in Fig. 3(b). Therefore, the findings clearly
indicate that the Ge addition to SN100C/HASL improves its solderability.

Fig. 3. SEM images of cross-section view with contact angle: (a) SN97C/HASL and (b)
SN100C/HASL.

4 Conclusion

The goal of the current work was to examine the interfacial behavior of SN100C/HASL
and SN97C/HASL on the IMC layer and solderability. The results of this investigation
increased our comprehension of IMC formation and growth as well as solderability of
the solder joint. The main conclusions obtained are as follows:

1. A layer of Cu6Sn5 initially formed at the interface between solder/HASL and
appeared as a scalloped shape after reflowed. New layer IMC of Cu3Sn formed /between
Cu6Sn5 and the HASL substrate after exposure to the ageing process. The IMC thick-
ness and grain size morphology thickened and changed to a faceted shape with ageing
duration.

2. SN100C/HASL has a thinner IMC layer, but larger contact angle and smaller
spreading area with good solderability due to the small addition of Ni and Ge. While
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SN97C/HASL has a thicker IMC layer, but smaller contact angle and larger spreading
area to generate a very good solderability.

3. The general conclusion is that as IMC thickness decreases, solderability increases
and the reliability of solder joints improved. Therefore, the type of solder alloy used had
an impact on the IMC growth at the interface and solderability solder joint.
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Abstract. Acetylene is not particularly hazardous, but when produced from cal-
cium carbide, it can have dangerous impurities including phosphine and arsine
residues, giving it a unique garlic-like odor. It, like most light hydrocarbons, is
extremely combustible. It can then be synthesized from eggshells, instead of leav-
ing Egg Shells as waste causing environmental pollution. It can be used as a
substitute fuel for a petrol engine, thereby converting waste to wealth. By using
acetylene gas as fuel in a petrol engine, there is less emission as compared to
other conventional fuels. The production of acetylene carried out from the bio
waste eggshells and snail shells will be synthesized, it is usually produced by
the mixture of calcium carbide and water. The main objectives of this project
are to produce the alternative fuel from eggshells and snail shells, determine the
physicochemical properties of the fuel produced from the bio waste, evaluate the
combustion characteristics of the acetylene produced from bio waste, and utilize
the acetylene produced from bio waste to run a petrol engine.

Keywords: Acetylene · Biowaste · Environment · Alternative fuel · Petrol

1 Introduction

Acetylene (C2H2) is a synthesis gas that is created when water and calcium carbide
react. The reaction can be conducted continuously and without the use of complicated
machinery or apparatus [1]. Street merchants andmineworkers have both used acetylene
produced in this way, and others for lighting. Such illumination sources are commonly
referred to as “carbide lamps” or “carbide light” [2]. In the nineteenth century, it was
used to light dwellings andmining tunnels with “acetylene lamps” [2]. It produces a very
high flame (over 5400°F or 3000 °C) and a pungent garlic odor when combined with
oxygen [3]. It has no color, is unstable, very combustible, and emits a flame that reaches
temperatures of more than 5400°F (3000 °C) [4]. With a molecular weight of 26 with 2
carbon atoms, and that of CO2 is 44 with 1 carbon 66 atoms. When acetylene undergoes
complete combustion it gives 2 mol of CO2. This demonstrates that when acetylene is
burned, 3.38 lb of CO2 are produced (2 × 4426), demonstrating that CO2 emissions are
quite low compared to those of Sox and NOx, which are extremely minimal [5].

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. Awang et al. (Eds.): ICMMPE 2022, PTT, pp. 205–213, 2024.
https://doi.org/10.1007/978-981-99-5318-9_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5318-9_23&domain=pdf
https://doi.org/10.1007/978-981-99-5318-9_23


206 O. L. Rominiyi et al.

However, the usage of acetylene as a motor or lighting fuel in the industry has been
almost non-existent. In modern times, the use of acetylene as a fuel has primarily been
restricted to welding-related applications or acetylene torches for welding. Acetylene is
utilized inmost of these applications in the formof a solution, such as acetylene dissolved
in acetone [6]. With the revolution of industries delivering autonomous vehicles and
enabling livestock owners from the need to use animals. However, this has created a
challenge of our natural climate change due to the quantity of CO2 discharged into the
atmosphere by the engines combustible gasoline making it seem that transportation by
car wouldn’t be a sustainable and realistic way to live [6]. Thus Shelke [7] investigated
the workings of acetylene on SI engines with little changes to its original, thereby
making it suitable for use on an economic and environmental level by lowering the
operating costs and minimizing its pollution emission. Making it more efficient and
environmentally friendly as a sustainable alternative fuel option. Rising fuel costs and
pressure to decrease the environmental consequences of non-renewable fuel burning are
the major drivers for customers to investigate alternative fuels. GHG-emitting industries
are under more pressure to decrease their environmental effect [8].

Moreover, the best way to assure that more cars are fueled by carbon-neutral sources
is not by dismantling a distribution system that includes a massive network of gas sta-
tions and refineries. The natural replacement for gasoline is the biofuel fuel made from
biomass, such as crops, and it may be utilized in current combustion engines without
modification. Recently, scientists at Oak Ridge National Laboratory created genetically
modified switchgrass to produce a plant with a higher energy density and amore straight-
forward conversion process [9].Most biofuels, including ethanol, are created by releasing
sugars from the starches in agricultural products like corn or sugarcane. The process of
enzyme digestion, which disassembles polymeric macromolecules into their component
parts, does this. The fermentation of the sugars is followed by distillation and drying,
a labor- and energy-intensive process [7]. The Oak Ridge scientists were able to lessen
the amount of lignin, a chemical substance found in plant cell walls, by encoding a piece
of RNA that would prevent three-quarters of lignin formation and inserting it into the
DNA of the switch grass. Reduced production of lignin, which is primarily responsible
for maintaining cell integrity, makes it simpler to lock carbohydrates inside plants. As a
result, the rate of biomass conversion to fuel increases significantly, up to 40% [8].

Wulff et al. [10] investigated the behavior of diesel at various power levels and
speeds by using acetylene as the primary fuel and diesel as the secondary fuel in a dual
fuel mode at various power outputs and speeds, achieving positive results such as lower
NOx, HC, andCO emissionswhen compared to base diesel fuel. Lakshamanan et al. [11]
used the timedmanifold injection technique to investigate the performance and emissions
characteristics of an acetylene-fueled engine at various flow rates. The optimal condition
in manifold injection technique was 10o ATDC with injection time of 90o crank angle,
resulting in a minor gain in brake thermal efficiency for all gas flow rates, according
to the research. NOx emissions reduced when flow rates increased, however smoke
levels increased slightly. There was also a decrease in HC, CO, and CO2 emissions.
Is it, however, conceivable to replace fossil fuels in transportation with biomass? A
potential shift in biodiversity is one of the risks linked with biomass conversion, as a
larger part of the land would be required to produce the right plants [12]. Converting
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land for biofuel production, according to theMillennium EcosystemAssessment, would
result in a tremendous release of greenhouse gases. A hectare of prairie land converted
to biofuels might release up to 300 tonnes of CO2, and if a forest is destroyed to create
a place for biofuels, the amount rises to 1,000 tonnes [11].

1.1 Sequence of Production

Lime (CaO) is a white solid with a high level of basicity. Slaked lime, which is the
chemical composition calcium hydroxide, is formedwhen lime reacts rapidlywithwater.
During this process, a significant amount of heat energy is released [13].

Limewater is an alkaline solution made from calcium hydroxide that is weakly sol-
uble in water. The production of calcium carbonate occurs when carbon dioxide gas is
transported through or over limewater [14].

CaO(s) + H20(l)−−−−−− − Ca(OH)2(s)

Ca(OH)2(s) + H20−−−−−−Ca(OH)2(aq)

Ca(OH)2(aq) + CO2(g)−−−−−−−− − CaCO3(s) + H2O(l)

CaO(s) + SO2(g)−−−−−−−−CaSO3(s)

Large amounts of gaseous product are produced by coal and gas-fired power plants,
some of which is sulfur dioxide. Slaked lime and lime are both used to lower sulfur
emissions [14].

Calcium hypochlorite, a popular form of ‘swimming pool’ chlorine, is created when
slaked lime combines with chlorine gas [15, 16].

2CaOH2(s) + 2Cl2(g) = = = = = CaClO2(s) + CaCl2(s) + 2H2O(l)

When calcium oxide is burned with coke, a kind of carbon, it becomes calcium
carbide. When calcium carbide is mixed with water, acetylene is produced. This fuel
powers the oxy-acetylene gas torch, which is used to cut and weld metals [17–19].

2CaO(s) + 5C(s)−−−−−− − 2CaC2(s) + CO2(g)

CaC2(s) + 2H2O(l)−−−−−−−−−−Ca(OH)2(s) + C2H2(g)

2 Materials and Methods

2.1 Calcium Carbonate

This is a chemical compound with the formula CaCO3 which is gotten from Egg Shells
and Snail Shells which are Organic materials used as a form of bio-waste for the pro-
duction of Acetylene. The Calcium carbonate was produced after it had gone through
stages of washing, drying and grinding. The manufacturing procedure is eco-friendly.
The procedure produces (CaCO3) egg and snail shell as a byproduct as presnted in Fig. 1.
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Fig. 1. Flow-chart for the production of CaCO3 from Biowaste

2.2 Calcium Oxide

The Calcium oxide was produced from the thermal decomposition of the Calcium
Carbonate (CaCO3). This is accomplished by heating the material to above 825 °C
(1,517 °F), a process called calcination or lime-burning for the purpose of liberating a
molecule of carbon dioxide (CO2), leaving quicklime in the element.

CaCO3(s) → CaO(s) + CO2(g)

2.3 Acetylene Production

The calciumoxide produced from the egg shells will be then taken and placed in a soxlent
Apparatus within a conical flask of about 30g, passed through an acidified solution of
CuSO4 for the purification and water dropping with Graphite which acts as the carbon
in the solution, it is then heated. Using the condenser the Acetylene gas produced will
then be taken to liquid whereby it will then be compressed into a cylinder.

CaC2(s) + 2C(s)                 CaC2(s) + 1/2O2 (g) 

CaC2(s) + 2H2O (l)                  Ca (OH) 2(aq) + C2H2 (g)  
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This process will then repeated with different ratios of calcium oxide from egg shell
and snail shell respectively. It will then be mixed in ration proportion of 70:30 for both
egg and snail shell (CaCO3).

2.4 Internal Combustion (IC) Engine

After the acetylene was produced a flame test was conducted, it was used to run a fuel
generator of 2.5kva using a dual fuel carburetor for the acetylene gas intake with the
mixture of fuel to increase the mechanical efficiency of the engine.

3 Results and Discussions

3.1 Production Reaction

Calcium carbonate and graphite interact in nature to form calcium carbide rocks. These
reactions (i) and (ii) are now taking place. Natural water and calcium carbide should
be combined to produce acetylene. Acetylene gas can therefore be produced by anyone
who has a gas collecting container and storage apparatus. This equation is all that is
needed to create acetylene in welding shops’ acetylene gas generators.

CaCO3 + Cgraphite−−−− − CaC2 (1)

CaC2 + H2O−−−−−−Ca(OH)2 + C2H2 (2)

Acetylene gas has a higher calorific value than gasoline and is sufficiently flammable.
Acetylene has a molecular weight of 26 and two carbon atoms, while CO2 has a molec-
ular weight of 44 and one carbon 66 atom (C2H2 gas density= 0.068 lb/ft3) (usually the
material and safety data sheet will include this detail of information). Perform the con-
version equations below to obtain an emission factor for acetylene, taking into account
that each mole of acetylene creates two moles of CO2 when totally burned (i.e., each
pound of acetylene produces 3.38 lb of CO2 (2 × 44/26)):

The outcome of this computation shows that the amount of CO2 emitted is quite low
and that other pollutants, such as NOx and SOx, are incredibly little in comparison to
CO2.

3.2 Characterization of the Acetylene Gas

After the Acetylene extraction, the physicochemical properties of the acetylene were
determined according to American Society for Testing and Method (ASTM) stan-
dard procedures. The properties include density, acid value, saponification value, pH,
kinematic viscosity and specific gravity (See Fig. 2 and Table 1).

i. Density
The density was determined at room temperature and at 40 °C. The empty density bottle
(pycnometer) was measured and noted as w1.
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Additionally, the bottle was thoroughly cleaned and drained before each Acetylene
was added. The weight of the bottle was then noted as W3. Equation below was used to
determine the oil’s density;

R.D = WO

Ww
= w3−w1

w2 − w1

ρoil = R.D × 1g/cm3

ii. Kinematic viscosity
Transesterification reaction, reduces the viscosity in both edible and non-edible oils.
Before and after the creation of biodiesel from Gmelina arborea seed oil, the viscosity
was measured according to ASTM D445 procedure. The programmable rheometer was
used in carrying out this analysis. The rheometer comprises of a spindle, stainless cup
and a rotor. The oil was preheated to 60 °C and was poured into the stainless cup of the
DV-III –ultra –programmable rheometer (Brookfield: model III U).

The rotor and spindle was immersed into the cup and the rheometer was set to a speed
of 100 rpm. The dynamic viscosity was immediately recorded when the temperature
dropped to 40 °C, room temperature and 15 °C. The kinematic viscosity was determined.

µ = μD
ρoilat40oC

iii. Determination of the PH value
The concentration of hydrogen ions in a solution, expressed in mol/dm3, is indicated by
the pH of the solution. It determines the acidity or alkalinity of a solution. In this study,
the pH reading was determined using the Oakion ion-700 pH meter. The probe of the
pH meter was placed inside the beaker after the condensed gas had been poured into a
50 ml container. Thereafter, the pH value was determined when the reading remained
stable.

iv. Pour point
To allow the formation of paraffin wax crystals, the specimen is refrigerated. Then
the test-tube is withdrawn and turned after every 3 °C to check for surface movement.
The test-tube is maintained horizontally for 5 s if the specimen does not flow when
tilted. If flow does not occur, the temperature is increased by 3 °C this is to get the final
measurement with flow, and the result is the pour point temperature.

v. Flash point
To ensure that the top of the meniscus would be at the filling line, the beaker was filled at
a temperature that was convenient and no higher than 56 °C. The light test flame would
be turned on and set to a range of 3.2 to 4.8 mm. The sample was heated to a temperature
change of 14–170°c/m. The heat source was reduced to a rate of 5–6 °C per minute
when the sample was around 56 °C below the predicted flash. The test flame was used
when the temperature hit each successive 2 °C mark, starting at least 28 °C below the
flash threshold. The test flame was held over the center of the cup in one direction, at
a right angle to the diameter and no higher than 3 mm over the upper edge of the cup.
When the subsequent flame was used, it was passed in the reverse direction. The test
flame crossed the cup in about one second. The flash point is the temperature at which
an instantaneous flash occurs when flame is applied.
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vi. Calorific Value
A bomb calorimeter was used to determine the calorific value (1108 OXYGENBOMB).
The following are comprehensive guidelines for setting up the sample and charging the
1108 oxygen bomb.

vii. Calorimeter Operation
The following steps should be followed to test a sample and standardize the 1341 simple
calorimeter:

viii. Cetane numbers
The Cooperative Fuel Research (CFR) Committee established a method for measuring
cetane quantities in the 1930s, which was later standardized as ASTM D613. The fuel
is run in a single cylinder CFR Cetane Engine with a constantly variable compression
ratio. The cetane number scale is defined by two basic reference fuels (hydrocarbons):

i. The cetane number of 100 is allocated to n-hexadecane (also known as cetane, n-
C16H34), which has excellent ignition quality;

ii. The cetane number of zero is assigned to 1-methylnaphthalene, which has poor
ignition quality.

ix. Moisture content
For Egg shells:

Weight of samples = 17.58g
Weight of dry sample = 17.44g

weight of sample − weight of dry sample

weight of sample
× 100

17.58 − 17.44

17.58
× 100 = 0.796

For Snail Shells:
Weight of sample = 10.15g
Weight of dry sample = 9.98g

weight of sample − weight of dry sample

weight of sample
× 100

10.15 − 9.98

10.15
× 100 = 1.675
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Table 1. Analysis comparison of Acetylene with the following factions of crude feed.

Test Acetylene Kerosene Butane Methane Propane Diesel

Calorific value
(mJ/kg)

44.752 46 49.1 50 42 45.5

Kinematic
viscosity(m2/s)

4.5 × 10−4 1.64 × 10−6 1.31 × 10−6 16.33 × 10−6 11.1 ×10−6 4.16 × 10−6

Density
(kg/m2)

688 830 573 657 493 601

Cetane no 43 40 80 75 90 51

Fig. 2. Physicochemical properties of gases under investigation

4 Conclusion

In future, fossil fuels will soon run out and already, we have a sharp shortage of fuel as
prices rise yearly. It is also known that acetylene is found to be cheap and abundantly
made of calcium carbonate. It is also seen that the production of acetylene from bio-
waste eggshell and snail shell is possible, thereby making its usage readily available for
production.

Acetylene also has an advantage due to its exhaust emission, which has already
been seen as an added advantage for future use. Fuels in general produces CO2, CO,
NOx during combustion and some hydrocarbon unburnt. As a gas, acetylene enables
a more uniform mixture with the air, which also results in better mixing of the fuel
for combustion, which is subsequently used as a power source in both urban and rural
locations. It is also a useful fuel for all SI and CI engine vehicles for future purposes.
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Abstract. Thedevelopment of fruits is among themost important of humandevel-
opments. Fruits have been in existence even before man. A great revolution began
when the early hunters discovered they could plant seeds, influence growth, and
maintain plant fertility. Throughout the millennia, mankind has indeed succeeded
to grow fruits, but have also developed their own specialty types with distinct
tastes or engineered to grow in specific places. Fruits is not only seen as a source
of food but as a source of raw materials to create other products. The preserva-
tion of these fruits is highly essential. This report entails the development of a
fresh fruit preservation system. It combines the use of an ethylene filter and the
vapour compression refrigeration system to keep fresh fruits from losing their
value. During the project, the previous contributions to the field, made by others,
were considered, and applied. The device was made to hold and preserve 13 kg
worth of fruit. The ethylene filter compromises of potassium permanganate which
oxidizes ethylene and keeps the fruit from spoiling. The evaluation of the system
was done by comparing the conditions of the fruit under different controlled con-
ditions. The COP of the system was found to be 0.98 and the fruits were in better
condition under the refrigerated ethylene absorption condition.

Keywords: Fruit preservation · Refrigerating system · COP · ethylene filter

1 Introduction

The development of fruits is among the most important of human developments. Fruits
have been in existence even before man. When early hunters found they could plant
seeds, regulate growth, and preserve plant fertility, a great revolution began. Mankind
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has not only succeeded in growing fruits throughout millennia but has also invented their
own specialty types with flavors or engineered to grow in specific locations. Fruits is not
only seen as a source of food but as a source of raw materials to create other products
[1].

Food, by its very nature, starts to spoil as soon as it is harvested. Ancient man had
to control nature to exist. In cold climates, he froze meat in ice, while in hot climates,
he sun-dried meats [2]. He was no longer required to devour the harvest right away but
could save part for later use. Each civilization conserved their local food sources utilizing
the same basic food preservation processes, such as drying, freezing, and fermenting [2,
3].

When fresh fruits are plucked, they are at their peak quality; their quality can only
be maintained or degraded when they are handled and kept. Refrigeration of perishable
food goods (in this case, fresh fruits) is an application area of thermodynamics and heat
transport [4]. Refrigeration slows down the biological and chemical processes in foods,
as well as the deterioration and loss of quality that occurs as a result. Temperature has
a considerable influence on the rate of growth of microbes in meals [5]. Cooling can
extend the life of fresh fruits by several days, and temperature management can change
the ambient conditions to more favorable levels. The basic goal of refrigeration is to
produce and maintain a temperature that is lower than the ambient temperature [5, 6].
Man discovered in prehistory that his game would survive through times when food was
scarce unless it was preserved in snow or in the coolness of a cave for use during the times
of scarcity. The first stage in the development of cooling foods was to add chemicals
to water, such as potassium nitrate or sodium nitrate, to cause the temperature to drop.
This method of cooling wine was first reported in 1550, as were the terms to refrigerate
[7, 8]. Refrigeration has evolved over time, and it is thought to have been invented in
1856 by an American businessman named Alexander C. Twinning. Shortly afterwards,
an Australian named James Harrison analyzed Twinning and Gorrie’s refrigerators and
introduced vapour compression refrigeration to the meatpacking and brewing sectors.
The most extensively utilized type of cooling is vapour compression refrigeration [9,
10].

To preserve fresh fruits, this study combines vapour compression refrigeration and
ethylene control mechanisms. Because fresh fruits are living things, they continue to
emit heat, which adds to the refrigeration burden. Fruit storage life can be considerably
increased by removing the field heat and cooling as soon as feasible after harvesting
[11]. Ethylene is a colorless gas produced by plants that acts as a growth regulator. In
this sense, ethylene works similarly to hormones in mammals [12]. It causes ripening
throughout a plant’s natural development cycle. When optimizing post-harvest storage
conditions, all ethylene-producing sources should be evaluated. The development of this
fresh fruit preservation system is important especially to the agricultural industry as it
aims to keep fruits fresh for longer periods.

1.1 Ethylene and Ethylene Control

In extremely small concentrations, ethylene gas is a natural plant hormone that has been
shown to affect plant development and enhance ripening. Ethylene is produced in a
variety of ways, including naturally by Internal combustion engines, plants, natural gas
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and cigarette smoke leaks are among them [13]. It is not commonly tested during the
transportation chain because to the low concentration at which it is effective and the
difficulties in detecting its presence, and it has frequently been linked in poor product
outturns. On fresh fruits, the presence of ethylene gas can have both negative and positive
consequences. The softening of certain fruit’s flesh and the beginning of ripening of
stored fruit are both negative impacts. Russet spotting in lettuce, bitterness in carrots,
toughening of asparagus, yellowing of squash and cucumber, blossom abscission and
closure, leaf abscission and chlorosis are all instances of the ethylene influence on fruits
[14]. When ethylene is administered to fruit before the natural ripening process begins,
it has beneficial effects such as faster and more even fruit ripening. Ethylene can also
be used to ripen citrus fruits and to get some flowers and bulbs to grow. Ripening or
damaged fruit are natural sources of ethylene, but other plant tissues also create it, which
can cause decay or wilting [15]. Fruits that have been cut from a growing plant are still
alive and breathing. Ethylene can be found in the gaseous respiration products of fruits,
the generation of ethylene by typical healthy flower and plant tissue and cut or damaged
leaves and tissue. Ethylene is produced in a variety of ways, with apples being one of
the most prolific producers [16]. Ethylene sensitivity is usually inversely proportional to
its rate of generation. In a low carbon dioxide and low ethylene atmosphere, scald that
develops after severalmonths of storage can be prevented.When optimizing post-harvest
storage conditions, all ethylene-producing sources should be considered, as ethylene
exposure can cause quality loss in some fruits [17].

1.2 Ethylene Measurement

In the laboratory, ethylene can be measured using a basic gas chromatograph equipped
with a flame ionisation detector. Except in the bigger fruit stores that have a gas chro-
matograph, this is not commonly done in the business environment. Occasional testing is
performed, with air samples collected and sent for examination. The issue then becomes
determining how much has been lost and having faith in a sample that may have trav-
eled hundreds of kilometers. Metal toothpaste tubes, according to one fruit exporter, are
great for this purpose. Any technology other than detector tubes for measuring ethylene
during maritime transportation is problematic and is not usually used [18]. The chamber
is filled with molybdatepalladium reagent, and the most sensitive will show an ethylene
concentration of 0.5 to 10 l/litre. The amount of ventilation required is calculated using
carbon dioxide concentration as a quantifiable tracer, which is thought to be related to
ethylene concentration. Portable gas chromatographs with a photoionization detector
(PID), which are generally accessible but still rather expensive, may successfully quan-
tify ethylene in the field. The device employed in this study, a Photovac 10S50, uses air
as a carrier gas and can operate for several hours on internal batteries. It can detect and
measure ethylene at concentrations as low as 0.01 ul/litre. Other less expensive technol-
ogy that uses a PID detector and a pump is also available. Despite its sensitivity, such
technology is unable to distinguish between ethylene and other hydrocarbons [19].
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1.3 Ethylene Removal - Ventilation with Air

Themost frequent method for removing ethylene in conventional and container transport
is forced ventilation with air. Land stores typically lack a fresh air ventilation system,
relying instead on frequent door openings. Ventilation has the problem of requiring
ambient air to be frozen and dehumidified, using refrigeration power and hence energy.
The evaporator coils must also be defrosted frequently because the ambient air contains
a lot of water. Temperature regulation and distribution in a cargo are poor prior to and
during a defrost cycle. The use of outside air for ventilation must be free of ethylene
contamination from other sources, such as pollution from internal combustion engines
[20].

2 Methodology

The system uses the refrigeration cycle to limit the respiration of fruits. The fresh fruits
are washed to remove any dirt on them and kept on the trays in the cooling chamber.
The thermostat regulates the temperature of the cooling chamber between 4 °C – 8 °C
slowing the respiration rate, action of microorganisms and delaying deterioration. The
ethylene absorption filter is placed directly on to the air circulating system, directly in
the flow of air. As air passes through the filter the potassium permanganate oxidizes,
scrubbing the air clean..

2.1 Design Specifications

The device was designed to cool and preserve 13 kg of fresh fruits, for evaluation. The
parameters based on Ashrea 2010 handbook specifications [21]. Therefore, the working
parameters are:

i. External length = 910 mm
ii. External breadth = 900 mm
iii. External height = 1800 mm
iv. Internal length = 710 mm
v. Internal breadth = 700 mm
vi. Internal height = 1600 mm
vii. Cooling temperature = 6 °C
viii. Ambient temperature = 25 °C

2.2 Material Selection

The following are the selection criteria for the development of the fresh fruit preservation
system.

2.2.1 Trays Holding the Fruit

For the trays holding the fruit stainless steel mesh was selected for the following reasons:

i. High thermal conductivity
ii. Non corrosive
iii. No chemical reaction with fruits
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2.2.2 Casing of the Internal Cabinet

For the internal cabinet housing, the product aluminum was chosen due to the following
reasons:

i. Good thermal conductivity
ii. Corrosion resistant
iii. Low density

2.2.3 Casing of the external Cabinet

For the external component housing the components and the internal casing, galvanised
steel was chosen for the following reasons:

i. High strength and ductility
ii. Corrosion resistant

2.2.4 Insulation

Heat loss from the refrigerator compartment is prevented by the refrigerator’s insulation.
Because of the following qualities, polyurethane was chosen as the insulating material:

iv. High insulating strength
v. Low thermal conductivity
vi. Water absorption rate of 0

A thickness of 100 mm was selected.

2.2.5 Choice of Refrigerant

The most crucial component of the refrigeration system is the refrigerant. The oper-
ating and cycle of the refrigeration system are determined by the refrigerant in the
system. Standard refrigerant properties must be met by the refrigerant. These qualities
are designed in order to keep the surroundings stable so that the refrigeration does not
harm the atmosphere or the environment while in operation. The following attributes
must be present in a refrigerant [22]:

i. ozone and environmentally friendly
ii. low boiling temperature
iii. vaporization pressure lower than atmospheric
iv. high heat of vaporization
v. non-flammable and non-explosive

R-134a had all the desired properties of the refrigerant mentioned above and thus
was chosen as the refrigerant for this study.

2.3 Cooling Load Calculations

Cooling load is the amount of heat that must be removed from the refrigerator space to
provide and maintain the desired temperature. The total cooling load is calculated from
all the heat gained from various sources listed below [23]:
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i. Transmission load.
ii. Air change load due to door opening.
iii. Product load of goods reduced to storage temperature.
iv. Heat of respiration.

3 Results and Discussions

3.1 Transmission Load

This is heat conducted into the refrigerated space through its walls, floor and ceiling.
The transmission load according to Ashrae handbook (2002) [24] is determined from
Eq. 1.

Qtransmission = Ao U T (1)

where,
Qtransmission is the transmission load. (W)
Ao is the total external surface area of the refrigerated area. (m2)
T is the temperature difference between the cooling temperature and ambient

temperature. (°C)
U is the thermal transmittance. (w/m2c)

Thermal transmittance (U) = Conductivity (k)/thickness (t) (2)

Given that,
Conductivity of aluminium = 0.14 w/mk
Thickness of aluminium (t) = 0.3 m
Using Eq. 2, we can deduce that:

Thermal transmittance (U) = 0.14/0.3 = 0.47W/m2c

Area (Ao) =[(1.8 m × 0.91 m) × 2] + [(1.8 × 0.9) × 2]

+ [(0.91 × 0.9) × 2] = 8.16 m2

T = 25◦C − 6◦C = 19◦C

Using Eq. 3.1, the transmission load is given as:
Qtransmission = 8.16 × 0.47 × 19 = 72.9 W

3.2 Air Infiltration Load

This is the heat gain due to the surrounding warm air entering the refrigerated space
through the cracks and the opening of the door. This occurs when the warm air from
outside enters the refrigerated space to replace the denser cold air inside.
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Assumptions:

i. Underworst conditions, the amount of air infiltration is estimated to be 0.2 air changes
per hour.

ii. The entire infiltration air is cooled to 6 °C before it leaves.

Noting that the infiltration of ambient air will cause the air in the cold storage room
to be changed 0.75 times every hour, the mass flow rate at which air enters the room was
calculated from Eq. 3.

mair = (Vroom/Vair)(ACH) (3)

where,
Vroom is the volume of the room
Vair is the specific volume of the dry air in the room
ACH is the air change per hour
Using Eq. 3 the mass flow rate at which air enters the room is:

mair = (1.6 × 0.6 × 0.7)/0.78)(0.75) = 0.65/hour

The sensible infiltration load of the refrigerated space can be determined from Eq. 4.

Qinfiltration, sensible = mair (hambient − hroom) (4)

where,
h is the enthalpy of air
mair is the mass flow rate of air
using Eq. 4, the sensible infiltration load was calculated as:
Qinfiltration, sensible = 0.65(25.153 − 6.036) = 12.43W
The latent infiltration load of the refrigerated space can be determined from Eq. 5.

Qinfiltration, latent = (ω ambient − ω room)mairhfg (5)

where,
ω is the humidity ratio of air
hfg is the heat of vaporization of water
Using Eq. 3.5 the latent infiltration load is deduced as:

Qinfiltration, latent = (0.019826 − 0.005832)0.65 × 40.65 = 0.37W

NB: the values of specific volume, enthalpy and the humidity ratio are determined
from the psychometric chart

The total infiltration load can be calculated using Eq. 3.6.

Total infiltration load(Qinfiltration) = Qinfiltration, sensible + Qinfiltration, latent
(6)

From Eq. 6 the infiltration load was deduced as:

Qinfiltration = 12.43 + 0.37 = 12.8W
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3.3 Product Load

This is the amount of weight that must be removed from the refrigerator’s contents in
order to lower their temperature. Equation 7 determines that the heat removed from the
products accounts for the majority of the refrigeration load.

Q = mc(T1 − T2)/t (7)

where;
Q is the product load. (W)
M is the mass of the product. (kg)
C is the specific heat. (j/kg.k)
T1 and T2 is the mass average temperatures of the products before and after cooling
t is the cooling time
The product weight and specific heat for the four products are given in Table 1.

Table 1. Table showing Mass and Specific Heat of Products

Product Mass (kg) Specific heat (j/kg.k)

Mangoes 4 3.74

Tomatoes 3 3.98

Oranges 3 3.77

Bananas 3 3.35

13 14.84

TOTAL

Using Eq. 8 the product load of each product was determined as shown below:

Qproduct = Qmangoes + Qtomatoes + Qoranges + Qbananas (8)

Qmangoes = 4 × 3.74 × (25 − 6) = 284.24W

Qtomatoes = 3 × 3.98 × (25 − 6) = 226.86W

Qoranges = 3 × 3.77 × (25 − 6) = 214.89W

Qbananas = 3 × 3.35 × (25 − 6) = 190.95W

Total product load (Qproduct) = 284.24 + 226.86 + 214.89 + 190.95 = 916.94W
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3.4 Heat of Respiration

Fresh fruits are living items that continue to breathe at varied rates for days, if not weeks,
after they have been harvested. During respiration, a sugar such as glucose reacts with
oxygen to form CO2 and H2O. This reaction mechanism releases heat from respiration,
which contributes to the refrigeration burden when cooling fruits.

Qrespiration = � mi qrespiration (9)

where,
Qrespiration is the refrigeration load due to respiration. (W)
m is the mass of the product. (kg)
qrespiration is the heat of respiration for the fruits stored in the refrigerated space.

(w/kg)
the heat of respiration for the following fruits are given in Table 2.

Table 2. Table showing the heat of respiration of the products

Product Heat of respiration (w/kg)

Mango 0.7

Tomato 0.3

Orange 0.6

Banana 0.3

Qrespiration = (4 × 0.7) + (3 × 0.3) + (3 × 0.6) + (3 × 0.3) = 6.4W

3.5 Safety Factor

To account for probable inconsistencies between design specifications and actual
operation, the predicted load is increased by 10%.

Total cooling load (Qtotal) =Qtransmission + Qinfiltration + Qrespiration

+ Qproduct + safety factor (10)

Qsubtotal = 72.9 + 12.8 + 6.4 + 916.94 = 1009.04W

Safety factor of10% = 100.904

Qtotal = 1009.04 + 100.904 = 1109.94W
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COP = Qk/W (11)

where,
Qk is the refrigerating effect = 1109.94 W
W is the compressor power = 559.27 W
Using Eq. 11 the COP was deduced as:

COP = 1109.94/559.27 = 0.98

3.6 Performance Evaluation of the Developed Fresh Fruit Preservation System

Tests were carried out in order to evaluate the functionality of the device. The results
determine the efficiency and effectiveness of the developed device.

3.6.1 Load Test of the Fresh Fruit Preservation System

The load test of the fresh fruit preservation system was subjected to the following:

i. Coefficient of performance of the system
TheCOP, which is computed as the ratio between refrigerating capacity and elec-

trical power provided to the compressor, is used to determine the overall performance
of the refrigeration system.Compressor power (W, kW), refrigerating effect (Q, kW),
and coefficient of performance are representative performance characteristics in the
refrigeration system (COP).

ii. Physiological weight loss of fruits
The weight discrepancies between fruits preserved in ambient and colder

conditions. Equation 12 was used to calculate the percentage weight reduction [25].

Percentage weight loss = original weight − newweight/original weight × 100
(12)

iii. Colour change and firmness
Changes in the color of the fruits were observed in both the colder and ambient

conditions, as well as physical weight reduction. The observed color variations were
based on the physical appearance of the fruits. It was noticed that the tactile texture
was noticeable. There was also a change in firmness after storing the fruits in cooler
and ambient conditions.

3.7 Physiological Weight Loss of Fruits

The refrigeration system was loaded with 13 kg of fresh fruit goods, both with and
without the ethylene filter, with the same amount stored at room temperature. Throughout
the experiment, the temperature of both the system and the ambient environment was
measured, and the physiological weight loss was assessed. Table 3 shows the results
of physiological weight loss of the products and percentage of weight loss during the
experiment. The graph showing percentage weight loss of products across five days is
shown in Fig. 1.
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Table 3. Physiological weight loss of the products

Day 1

Product Weight loss of product in
refrigerator (without
ethylene filter) (g)

Weight loss of product in
refrigerator (with ethylene
filter) (g)

Weight loss of product in
ambient conditions (g)

Mangoes 1.9 1.3 10.67

Tomato 1.7 1 9.3

Orange 2 1.4 14.7

Banana 3 0.5 13.45

Day 2

Mangoes 3.2 1.5 14.5

Tomato 3 1.5 13.95

Orange 3.7 1.4 16.5

Banana 3.9 1 16.3

Day 3

Mangoes 4 1.7 20.8

Tomato 4.2 2.2 18.6

Orange 3.9 1.5 13.65

Banana 4 1.2 20.4

Day 4

Mangoes 4.7 2 17.25

Tomato 5 2.7 15.5

Orange 4.3 1.9 12.4

Banana 4.5 1.9 18.6

Day 5

Mangoes 5.2 2.5 15

Tomato 5.7 3.15 12.4

Orange 5 2 13

Banana 4.9 1.5 16.7

3.8 Percentage Weight Loss

Using Eq. 12 the percentage weight loss was found for the products for everyday and is
shown in Table 4.

Thegraphof percentageweight loss of the products per dayunder different conditions
is shown in Figs. 2, 3 and 4.
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Fig. 1. Graph showing weight loss of fruits across five days

Table 4. Percentage weight loss of the products

Day 1

Product Percentage weight loss of
product in refrigerator %

Percentage weight loss of
product in refrigerator
(with ethylene filter) %

Percentage weight loss of
product in ambient
temperature %

Mangoes 0.48 0.33 2.67

Tomato 0.57 0.3 3.1

Oranges 0.67 0.47 4.9

Banana 1 0.17 4.48

Day 2

Mangoes 0.8 0.38 4.83

Tomato 1 0.5 4.65

Oranges 1.2 0.46 5.5

Banana 1.3 0.3 5.43

Day 3

Mangoes 1.2 0.43 5.2

Tomato 1.4 0.73 6.2

Oranges 1.3 0.5 4.55

Banana 1.3 0.4 6.8

(continued)
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Table 4. (continued)

Day 1

Product Percentage weight loss of
product in refrigerator %

Percentage weight loss of
product in refrigerator
(with ethylene filter) %

Percentage weight loss of
product in ambient
temperature %

Day 4

Mangoes 1.17 0.5 4.3

Tomato 1.67 0.9 5.16

Oranges 1.43 0.63 4.13

Banana 1.5 0.5 6.2

Day 5

Mangoes 1.3 0.63 3.75

Tomato 1.9 1.05 4.13

Oranges 1.67 0.67 4.3

Banana 1.63 0.5 5.57

Fig. 2. Graph of percentage weight loss of products in refrigerator
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Fig. 3. Graph of percentage weight loss of products with the ethylene absorption filter

Fig. 4. Graph of percentage weight loss of products under ambient conditions

4 Conclusion

After comparing the percentage weight loss, the refrigeration system with the ethylene
absorption filter combined with the refrigeration system performed better than all other
conditions.
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Abstract. Coolants play essential roles in automobile engines as they serve the
dual purpose of cooling and lubrication. The choice of coolants in engines is
therefore very essential as they could influence the life of the engine. The widely
acceptable coolants for automobile engines are basically ethylene glycol andwater.
However, with recent advancement in technology as well as a call for a reduction
in pollution, there has been a consideration for better coolants and as such a devel-
opment of an agro-based nano coolant for automobile engine became necessary. In
this study, a nano coolant was developed using nanoparticles from Rice Husk Ash
(RHA) which was sonicated at different concentrations of between 0.001 g/L –
0.0035 g/L volume fractions and dissolved in distilledwater. Nanoparticle sizewas
characterized using a Scanning Electron Microscope (SEM) analysis and thermo
physical properties of the nanofluid were determined. The performance of the
developed nanofluid was evaluated using the pour point, flash point and viscosity
tests of the nanofluids applied on a developed cooling rig. The “Water+ Ethylene
Glycol+Nanofluid (0.001% Concentration)” mixture performed best, having the
highest heat transfer rates at as well as the highest viscosity value of 65.0 ± 1.20
at 100 °C, pour point value of −22°C and flash point value of 92.90 °C, which
surpasses the corresponding values of the control samples.
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1 Introduction

The automobile engine is an example of an internal combustion engine. By combustion,
the fuel’s chemical energy is transformed into heat energy, and the engine converts some
of this heat energy into mechanical energy [1]. The cooling system is a mechanism put in
place in the automobile engine to help aid the heat transfer process. It comprises passages
inside the engine blockheads, a water pump, a thermostat, a radiator, a pressure cap and
interlinking hoses. The cooling system has a significant impact on vehicle performance.
Radiators are commonly known as heat exchangers, which are devices that take thermal
energy from one medium (i.e. liquid or gas) and pass it to another medium (i.e. liquid
or gas) for the purposes of cooling and heating. It is estimated that around 35 and 30%
of the input energy in a water-cooled engine is wasted in the coolant exhaust gases,
respectively. The production of brake power consumes about 20–25% of the overall
heat generated (useful work). The cooling system is intended to remove 30–35% of the
total heat generated. Friction loses the remaining heat, which is transported away by the
exhaust [2, 3].

Agro-industrial waste once was seen as neither a cost nor a profit as commonly
used for the creation of compost or feed [4, 5]. This paradigm is changing, thanks to
the development of many novel technologies for repurposing agro-industrial waste and
adding value to it. As a result, at the current state of the art, recovering added-value
materials from a trash can improve the food production chain’s overall economic and
environmental sustainability [6]. Agricultural waste management has recently emerged
as a source of concern for policymakers concernedwith sustainable agriculture and long-
term growth. Agricultural waste has traditionally been dumped into the environment,
either with or without treatment. To avoid pollution of air, water, and land resources,
as well as the transfer of dangerous compounds, wastes must be viewed as potential
resources rather than as undesirable and unwanted [7–9]. Rice husk (RH) is an agri-
cultural waste. The rice grain’s hard outside protection shell accounts for 20–25% of
its weight [10]. During rice milling, the husk is removed. Rice husk is made up of the
following ingredients: cellulose (50%), lignin (25–30%), silica (15–20%), and moisture
(10–15%). It accounts for about 20% of the total weight of rice. The bulk density of rice
husk is modest, ranging from 90 to 150 kg/m3 [11, 12]. Rice husk ash (RHA) and 13 to
16 MJ kg1 of heat energy are produced when rice husk is burned [12]. RHA is produced
by the combustion of rice hulls and is a possible source of amorphous reactive silica.
The ash is an excellent heat insulator. During the burning of rice husk, the majority of
the evaporable components are lost slowly, and the silicates are the main leftovers. The
features of the ash are determined by (1) the rice husk content, (2) the burning tempera-
ture, and (3) the burning period. Rice husk ash (RHA) is an agricultural waste byproduct
that waste managers have a significant issue in disposing of. Parboiling plant RHA is a
severe environmental danger, and it is urgently required to reduce it [13]. Researchers
have attempted the development of nanofluids for various applications. Ezzat & Hasan,
[14] examined the thermal conductivity increase of alumina water nanofluid at varied
volume concentrations of 0.13%, 0.24%, 1%, and 1.7% with suitable sonication. They
calculated a thermal conductivity improvement of 0.3–4.5% for nanofluids with parti-
cle concentrations of 0.13–1.7 vol%. (Kim et al., 2012) created a thermal conductivity
enhancement of nanofluids using spherical and fibrous Al2O3 nanoparticles (5.5 vol
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percent) and ethylene glycol as the base fluid in the temperature range of 20–80 °C.
They discovered that as the temperature was raised, Fibrous alumina nanofluids’ heat
conduction rose from 15.5% to 25.8%. They also discovered that fibrous nanofluids had
a better thermal conductivity enhancement than spherical nanofluids. Saleemi et al., [15]
created an Al2O3 nanofluid based on Antifreeze N (ANF)-water mixture (50–50% by
weight). ANF is a common antifreeze coolant made up of E.G., and other corrosion-
inhibiting materials. The study found that nanofluids containing Al2O3 particles with
sizes of 20 nm, 40 nm, 150 nm, and 250 nm increased thermal conductivity by 2.3%,
6%, 11.2%, and 6.1%, respectively. This study therefore focuses on the development of
a nano-coolant for automobile engines.

2 Materials and Methods

2.1 Materials

The materials and reagents used to prepare the Silica nanoparticles were Rice Husk
Ash, Sodium hydroxide (NaOH) pellets [AR Grade: 97% purity], Sulfuric acid H2SO4,
Deionized water, Magnetic stirrer, Litmus paper. The R.H. used for this experiment, and
was sourced from a local farm. First, it was washed in water to remove impurities, like
sand, and then dried in the sun for 8 h, then burned in the muffle oven into the ashes at
500 ºC for 8 h (Fig. 1d).

2.2 Equipment

The equipment used for the study includes Muffle Furnace (Capacity: 2000 ºC), Mag-
netic Stirrer (Stuart US 152 heat-stir), Centrifuge (JZ Centrifuge Model 0406-2), Ultra-
sonic Bath, Digital Electronic Weighing Balance, Beaker (1000 ml, J-Sil Borosilicate),
Centrifuge Tubes (10 ml), Spatula (stainless steel).

2.3 Experimental Procedure: Nanoparticle Preparation

The preparation of nanoparticles form Rice Husk Ash (RHA) required the initial ashing
(Fig. 1a) of the rice husk after which silica nanoparticles were synthesized from the
RHA by three main procedures which includes reaction process, centrifugation process
and calcination process.

2.3.1 Reaction Process

20 g RHA was measured using a computerized electronic weighing balance that was
calibrated and combinedwith amixture of 80 g ofNaOHpellets and 1000ml of deionized
water to form an aqueous solution. The mixture was then stirred in a beaker using Stuart
US 152 heat-stir magnetic stirrer/hot plate for a duration of 4 h at 100 ºC to give a
black solution of sodium silicate. (Fig. 1b). To precipitate the silica, the solution was
stirred and allowed to cool to room temperature before being titrated with 450 ml of
10% H2SO4 until it was neutralized to a pH of 7. After that, it was left to age for 48 h
to further precipitate the silica gel.



Agro-Based Nano Coolant for Car Engines: Synthesis and Evaluation 233

2.3.2 Centrifugation Process

Using a centrifuge, the nanoparticles formed in the solution were removed from the
solution. The separation was done on the principle of the centrifugal force driving the
particles to the bottom of the centrifuge tube and the fluids floating above the particles.
The solution produced at the end of the reaction procedure was placed into 10ml cen-
trifuge tubes and rotated for 15 min in a J.Z. Centrifuge Model (Fig. 1c) at 4000 rpm.
With the nanofluid above them, the nanoparticles were deposited at the bottom of the
centrifuge tubes, and the fluid above was poured out and kept in a container while the
NPs were left inside the centrifuge tubes. This procedure was continued till the mixture
was thoroughly centrifuged.

2.3.3 Calcination Process

Following the centrifuging process, the NPs were taken out from the centrifuge tubes
and calcined in crucibles. The NPs went through calcination for 6 h in a muffle furnace at
extremely high temperatures. After that, as shown in Fig. 1d, a white powdery substance
was collected. To remove any clumps, using a pestle, the powder was crushed in amortar.

Fig. 1. Nanoparticles Preparational Steps (a) Smooth RHA powder (b) Heating andmagnetic stir-
ring of the solution (c)Centrifuge tube containing solution to be centrifuged (d) Silica nanoparticles
after calcinations.

2.3.4 Silica Nanofluid Preparation

Three varying concentrations of the nanoparticles listed in Table 1 were weighed out.
A broad range of silica nanofluid concentrations were created by varying the masses of
the Silica NPs added to 7.5 L of deionized water and 1.5 L of ethylene glycol.

To ensure that the fluid was homogeneous, the samples were stirred continuously in
an Ultrasonic bath (Fig. 2a) at durations of 1 h at a time.
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Table 1. Nanofluid volume fractions showing various concentrations

Sample Volume fraction (In 9000ml) Volume fraction (g/L)

A 31.6 g 0.0035 g/L

B 22.1 g 0.0025 g/L

C 9.4 g 0.001 g/L

2.4 Characterization of RHA and SiO2 Nanoparticles

Using the JEOL-JSM 7600F Scanning Electron Microscope/EDS (Fig. 2b) the rice
husk ash and the generated nanoparticle powder were characterized to explore the
microstructure, to check the components, and to discover the phases.

Fig. 2. Equipment for Nanofluid preparation (a) Ultrasonic Bath. (b) JEOL-JSM 7600F Scanning
Electron Microscope.

2.5 Cooling Fluid Preparation

Five different cooling fluids with varying compositional mixwere prepared for the study.
This includes water, ethylene glycol, water + ethylene glycol + nanofluid (0.0035%
Concentration), water + ethylene glycol + nanofluid (0.0025% Concentration), water
+ ethylene glycol + nanofluid (0.001% Concentration).

(a) Water
12 L of water was prepared and used for the first cooling process. It was poured into the
reservoir tank and circulated through the system.

(b) Ethylene Glycol
7.5 L of ethylene glycol was prepared and used for the second cooling process. It was
poured into the reservoir tank and circulated through the system.
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(c) Water + Ethylene Glycol + Nanofluid (0.0035% Concentration)
The “water+ ethylene glycol+ nanofluid” cooling fluid mixture was mixed in a ratio of
31.6g of nanofluid(Silica) which was mixed with one and a half (1.5) litres of ethylene
glycol and seven and a half (7.5) litres of water to form the cooling fluid mixture.

(d) Water + Ethylene Glycol + Nanofluid (0.0025% Concentration)
The “water+ ethylene glycol+ nanofluid” cooling fluid mixture was mixed in a ratio of
22.1g of nanofluid(Silica) which was mixed with one and a half (1.5) litres of ethylene
glycol and seven and a half (7.5) litres of water to form the cooling fluid mixture.

(e) Water + Ethylene Glycol + Nanofluid (0.001% Concentration)
The “water + ethylene glycol + nanofluid” cooling fluid mixture was mixed in a ratio
of 9.4g of nanofluid (Silica) which was mixed with one and a half (1.5) litres of ethylene
glycol and seven and a half (7.5) litres of water to form the cooling fluid mixture.

2.6 Construction of an Experimental Rig

The construction andwelding of the framework of the experimental rigwere started using
mild steel to construct the framework. The framework dimensions were Length – 61.2
cm, Breadth – 107 cm, Height – 91 cm. The construction and welding of the reservoir
tank using the galvanized steel. Galvanized steel was used to avoid rust and corrosion
since the tank will contain various fluids at various times. The reservoir tank had the fol-
lowing dimensions Length – 46.5 cm, Breadth – 34.5 cm,Height – 25.5 cm. The tankwas
designed to have a drainage outlet at the bottommiddle of the tank. The design caused the
tank to slope downwards towards the drainage outlet at the bottommiddle part of the tank.
This was done to avoid crevice corrosion occurring inside the tank. Two bars of galva-
nized steel were welded to the surface inside that tank at specific points to serves as bases
on which the boiling rings would be clipped inside the tank. The tank has four different
outlets, two large outlets and two small outlets. The two small outlets were created by
cutting through the top edges of the tank at both the left and right parts, this was to enable
the outlet wires of the two boiling rings to be passed out easily. Two metallic pipes were
attached to the two large outlets which served as inlet passages for the fluid to flow out of
the tank into the pump. A cover with a handle was also constructed for the reservoir tank.
We also used galvanized steel for the cover and then attached the cover to the tank using

Fig. 3. Experimental (a) Process Flow (b) Rig
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two hinges. The cover had the following dimensions Length – 48.3 cm, Breadth – 35.1
cm. The experimental process flow and rig is shown in Fig. 3a & b.

3 Results and Discussions

3.1 Spectroscopic Testing

The developed silica nanoparticles were subjected to an Electro Dispersive X-ray spec-
troscopy (EDS) examination, and the resulting graph is seen in Fig. 4. This study showed
that the chemical composition of silica was found in the created flow graph in Fig. 4.
The significant elements of the NP are 44.5% of Silica and 22% of Oxygen and we
can see the presence of major phases of SiO2 in the graph. Rice husk contains various
other elements, such as Carbon, Sulphur, Potassium, Sodium, Magnesium, and Iron,
because the husk was not leached before the burning, and while the heating was suffi-
cient to completely remove other trace elements and inorganic impurities, rice husk still
contains these additional elements.

Fig. 4. EDS Micrograph of developed silica nanoparticles.

3.2 Microstructural Testing

Thepowdered silica nanoparticles that have been developedwere examinedwith a JOEL-
JSM 7600F scanning electron microscope and the picture shown in Fig. 5 is the image
that was created. Digimizer™ was used to conduct picture analysis. Digimizer™ image
analysis software was also used to evaluate the SEM micrographs. To take the SEM
image, we set these requirements: Using a voltage of 20 kV and a working distance
of 15mm, the device is magnified to 12000X for a clearer image. At the maximum
magnification of 10000X, round and circular nanoparticles can be spotted in the SEM
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images of the resultant solution. On additional examination, smaller particles measuring
from 10 to 28 nm in diameter could be found, having a mean particle size of 18.585 nm.
The produced powder is silica nanoparticles (Fig. 5).

Fig. 5. SEM micrographs of the developed Silica nanoparticles and SEM analysis of the silica
nanoparticles produced.

Figure 6 shows heat transfer rates of the different coolants, the graph shows that
water, ethylene glycol and nanofluid (0.001% nanofluid concentration) mixture coolant
has the highest heat transfer rate. The water and ethylene glycol coolants had the lowest
heat transfer rates. The water, ethylene glycol and nanofluid (0.0035% nanofluid con-
centration) mixture transferred heat second best and showed good promise for use in
radiators.

Fig. 6. Graph of heat transfer rate of the different coolants.
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3.3 Pour Point

The pour point of a liquid is the temperature at which it loses its flow qualities. It is the
coldest temperature at which a liquid can still be poured. Figure 7 represents the pour
point values for each nano coolant fluid sample (3–5) and the control samples (1 & 2).
It demonstrates that sample 1 which is one of the control samples has the highest pour
point value of −20 °C that the nano coolant fluid samples can go to lower temperatures
than the control sample 1 without losing their flow qualities.

Fig. 7. Pour point value for each sample.

3.4 Flash Point

A process for determining whether a sampling mixture of vapour and air is combustible
is known as flash point testing. It can also be used to identify the temperature at which
a sample becomes flammable. The flashpoint of a substance is the lowest temperature
at which its vapors ignite from an ignition source. Figure 8 represents the pour point
values for each nano coolant fluid sample (3–5) and the control samples (1 & 2). It
demonstrates that samples 3 & 5 have the highest flash points of 92.9 °C, which means
they can withstand the highest temperatures during heat transfer without igniting, as
compared to control sample 1 which has a flashpoint of 55.84 °C. Control sample 2 &
sample 4 also have flash point values higher than that of control sample 1.

Figure 8 represents the pour point values for each nano coolant fluid sample (3–5)
and the control samples (1 & 2). It demonstrates that samples 3 & 5 have the highest
flash points of 92.9 °C, which means they can withstand the highest temperatures during
heat transfer without igniting, as compared to control sample 1 which has a flashpoint
of 55.84 °C. Control sample 2 & sample 4 also have flash point values higher than that
of control sample 1.

3.5 Viscosity Test

The viscosity of a fluid is a property that indicates how resistant it is to deformation at
a specified rate. The viscosity of liquids reduces significantly as the temperature rises.
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Fig. 8. Flash point value for each sample.

The data presented in Table 2 represents the viscosity values for each nano coolant fluid
sample (3–5) and the control samples (1 & 2). It demonstrates that sample 5 have the
highest viscosity of 65.0 ± 1.20 at 100 °C, and the control sample 1 having the lowest
viscosity value of 40.6± 1.60 at 100 °C. All the nano coolant fluid samples have higher
viscosity than the control samples.

Table 2. Viscosity values.

S/No Sample Viscosity Value @100 °C

1 Water 40.6 ± 1.60

2 Ethylene Glycol 62.0 ± 1.70

3 Nanofluid (0.0035%) 64.0 ± 1.30

4 Nanofluid (0.005%) 64.0 ± 1.30

5 Nanofluid (0.001%) 65.0 ± 1.20

Conclusion
In this study, five (5) cooling fluids were developed from synthesized nano-materials
for the purpose of the use in automobile radiators. The effectiveness of the nanofluids
was accessed using the pour point, flash point and viscosity tests. The major conclusions
from the experiment are as summarized below:

• The chemical synthesis technique was used to effectively manufacture silica nanopar-
ticle powder from Rice Husk Ash (RHA). The sizes of the Silica particles produced
ranged from 10 to 28 nm, with an average diameter of 18.585 nm, well within the
nanometric range.

• The constituents of the synthesized nanoparticle powder are as follows 44.5% Silica,
22% Oxygen, 19% Carbon and 10% Sulphur.
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• The “Water + Ethylene Glycol + Nanofluid (0.001% Concentration)” mixture pro-
duced the maximum overall heat transfer rate which thereby goes to prove that the
“Water + Ethylene Glycol + Nanofluid (0.001% Concentration)” is the best among
the five cooling fluids used for this experiment.

• This “Water + Ethylene Glycol + Nanofluid (0.001% Concentration)” cooling fluid
with the highest rate of heat transfer will improve the car performance thereby
resulting in less consumption of fuel and therefore making it more economically
efficient.
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Abstract. Joining of dissimilar materials have been one of the most significant
challenges for many industries like aerospace, automotive, shipping and ship-
building. Since the invention of friction stir welding (FSW), it assists the joining
of different similar and dissimilar materials like aluminium, magnesium, titanium,
steel, copper etc. From one side aluminium has a very wide application in different
industries because of its high strength and high resistance of the corrosion. On the
other hand, magnesium alloys havemoderate strength and creep resistance. There-
fore, joining of aluminium and magnesium attracts enormous research interests.
However, investigating the temperature distribution and the mixing of the mate-
rial inside the welding zone becomes as a significant challenge for researchers.
Additionally, a specific friction law is required, because of the complicated fric-
tion behaviour between the tool and materials. In this research, Norton friction
law is used to develop a finite element model. Then, the model is employed to
investigate the thermal and mechanical behaviour, and the possibility of the void
formation during FSW. The results of the study showed that, the temperature has
an asymmetrical distribution in a range of 350–412 ºC. The highest temperature is
predicted to be around 412 ºC at the aluminum side. This issue happens because
the thermal diffusivity of AZ31 alloy is lower than AA 6061, therefore the peak
temperature on the magnesium side is observed to be lower. Finally, the results
have been compared with the numerical and experimental results of the literature
in order to verify and validate the model.
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1 Introduction

Energy-saving and environmental protection standards are continuously improving;
thus the urgent need for manufacturing structures and potential application of Alu-
minium/Magnesium (Al/Mg) hybrid structures in automobile, aerospace and aeroplane
industries is increasing [1–6]. Moreover, aluminium and magnesium alloys are mainly
applied in areas where weight saving is considered as an outstanding economic benefit
[7]. Therefore, the possibilities in applications are countless with a successful combi-
nation of aluminium and magnesium in structures. Recently, the immense potential of
Al and Mg alloys hybrid structures is the driving force behind the research carried out
for welding of these dissimilar materials [8, 9]. To illustrate the issue, with increasing
demand on the production of lightweight structures, dissimilar metal joining of alu-
minium and magnesium alloys has garnered immense attention. This is particularly true
in industries where materials with lightweight properties with enhancing performance
and the added values of the cost efficiency are needed.

The conventional methods utilised for the welding of Al and Mg are fusion welding
like laser beam welding, gas tungsten arc welding and electron beam welding that leads
to the frequent creation of several shortcomings like liquation induced cracking and
porosity occurred during solidification. In addition to that, weld integrity is greatly
affected by the formation of different kinds of intermetallic compounds (IMC) inside
thewelding area. Therefore, the aim to find a defect-free joint of different alloys has given
rise to investigate and enhance of many alternative welding products. Here, it needs to be
mentioned that, diffusion bonding, resistance spot welding, ultrasonic welding, linear
friction welding and friction stir welding (FSW) are amongst the solid-state welding
techniques established for such purposes. FSW is considered as one of the most feasible
methods for joining of dissimilar materials, because its temperature is always lower than
the alloys melting point. This allows the avoidance of defects that will be formed during
the material solidification through conventional welding methods.

Complete understanding of the heat production, the heat transfer, the plastic defor-
mation and the material flow during dissimilar FSW is crucial to enhance the welding
parameters and achieve high-quality joints of Al/Mg alloys. Such underlying mecha-
nisms of dissimilar FSW of aluminium and magnesium alloys are hard to be revealed
just by experimentations. On the other hand, experimental investigations are costly and
time-consuming.Over the past decades,many researchers [10–12] have focused onmod-
elling of FSW. However, still there are some difficulties and challenges in simulating of
FSW process due to its complexity, especially for dissimilar materials. Available studies
for welding of Al/Mg using FSW is limited especially for AA 6061-T6, AA2024-T3 and
AZ31, ZE41A [13].While bothAA6061-T6 andAA2024-T3 are common, high strength
Al alloys that are employed in many industries (due to their weight to strength ratio and
a good resistance to the corrosion [14]). On the other hand, AZ 31 and ZE41A are Mg-
Zn-RE alloys that have high creep resistance and moderate strength [15]. Besides, with
the addition of the rare earth elements, it also possesses other advantages like purifying
alloy melt, improved castability, refined microstructure and improved the mechanical
and the anti-oxidation properties. These advantages caused to use the aforementioned
materials as common alloys employed in military industries (for their high corrosive
resistance properties) as well as in aircraft mechanisms [16]. Furthermore, due to the
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different crystal structure and physical properties of each material, the characteristics of
the temperature and the plastic deformation are also different in Al andMg sides [14]. So
far, some researchers [12, 17–19] performed different models founded on finite element
analysis (FEA) and experimentations tests for different dissimilar magnesium alloys AZ
31B and aluminium alloys 7075. In their models, FSW partitioning method was used to
assign the material properties of each part of the plate presuming the Eulerian formu-
lation among different dissimilar sheets. In addition, the material properties including
the model shape and the frequencies have been obtained. In the model, a simple friction
model for the contact condition is used. Therefore, the results of the model were limited.
A literature [20] claimed that modelling the large plastic deformation, material mixing
in the welding zone, the temperature and the flow behaviours are some significant issues
for joining aluminium to magnesium. The arbitrary Lagrangian-Eulerian (ALE) method
is proposed to solve the mesh distortion problem [21]. Although, the ALE allows the
simulation of the temperature, the rate dependency and the material hardening, how-
ever in the ALE technique the formation of void in FSW cannot be simulated [22].
Pure Lagrangian method also cannot handle the mesh distortion problem happening
during the simulation (due to the large plastic deformation). To illustrate the issue, in
the Lagrangian approach the element should be totally completed with the material, thus
during the use of Lagrangian method in the case of FSW, the lack material deposition
behind the tool and the defect formation cannot be simulated [23]. Therefore, in FE
modelling of FSW, Lagrangian formulation is not able to overcome multi-materials or
void formation simulation. Consequently, for a Lagrangian model, the domain needs to
be completely filled with a particular material for satisfying the model continuity [24].
Some literature also were used smoothed particle hydrodynamics (SPH) technique for
solving the mesh distortion problem caused by the plastic deformation [25], however
the detailed definition of the boundary conditions in this method is difficult. This con-
dition leads to the overprediction of the loads and the temperature [26]. Conversely, the
Eulerian formulation is established on the volume-of-fluid technique. Thus, in this tech-
nique the material flows across the mesh by calculating the Eulerian Volume Fraction
(EVF) inside each element. Therefore, voids formation and multi-material problems can
be solved using Eulerian technique that this issue can be considered as a benefit over
Lagrangian and ALE [27, 28]. It should be noted that using Eulerian can be employed in
computational fluid dynamics (CFD) model, however these models are not able to sim-
ulate the material hardening, because they can only consider rigid-viscoplastic material
behaviour [29]. Moreover, CFD models ignore the materials elasticity [30]. Computa-
tional solid mechanics (CSM) is a numerically based method in order to solve problems
of engineering and mathematical models, thus numerical modelling is proposed as a
powerful tool to get deep insight into the thermomechanical behaviour of dissimilar
FSW of Al/Mg alloys. It is reported in the literature [31, 32] that, the accuracy of CFD
techniques are less than the CSMmethods. To illustrate, in CFD methods, finite volume
methods (FVMs) is using for solving the governing equations, in which “finite volume”
refers to a small volume area around each node. On the other hand, in CSM methods,
finite element methods (FEMs) use for solving the governing equations in which each
area (element) contains specific numbers of nodes. Therefore, in FEMs the filed variable
values calculate at each node leading to have more accurate results compared to FVMs.
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Another problem is the implementation of an accurate friction model in a computa-
tional solid mechanic model [33]. To explain, frictional User-defined subroutines like
VFRIC, VFRIC COEF, VUITERACTION etc. cannot be employed in Eulerian based
CSMs models. Consequently, there is a need to modify a complicated friction law for
developing an Eulerian based three-dimensional finite element model to investigate the
thermomechanical behaviour and also the possibility of the void formation during FSW
for joining aluminium to magnesium.

In this paper, the Norton friction law is developed by calculating the friction coef-
ficient, slip rate and whereby the shear stress at each time increment. The calculated
values are then applied to an Eulerian based computational solid mechanics finite ele-
mentmodel to investigate the temperature evolution, the plastic deformation, thematerial
flow, the strain/strain rate and the formation of the void etc. in FSW of dissimilar Al/Mg
alloys. After that, in order to confirm the validity of the developed model, the results are
compared with experiments and the numerical results of the literature. To sum up, the
results of this study can help to investigate the dissimilar FSW more in detain and can
increase the application of the process in different industries.

2 Methodology

The methodology of this paper is separated into two parts, the first part describes the
detail information about the modified version of the Norton friction law and the second
part explains the finite element model information [34].

2.1 Friction Model

In full sliding, Coulomb friction model can be used for calculating the shear stress [34],

τ = μP (1)

where τ is the shear stress, μ is the friction coefficient, and P is the pressure.
In the sticking condition, the Norton-Hoff viscoplastic model is used. In this model,

the values of the shear stress are dependent on the contact pressure, the geometry of
the contact area and also the difference between the relative velocity of the in contact
surfaces [35–37].

τ = −P × g(�vg) × �vg
∣
∣�vg

∣
∣

(2)

where τ is the shear stress, g(�vg) is the function of the relative velocity, and �Vg is
the critical value of the relative rotating velocity.

The description for the relative velocity when �s2�δ2 ≥ 0, can be explained as
below,

{

�s1 = �δ1

�s2 = �δ2
(3)

where δ is the relative sliding motion and s is the nonrecoverable sliding motion.



Developing a Finite Element Model 245

Moreover, the rotational velocity of the tool can be found as below,

ω = �θ

�t
(4)

where θ is the distance in polar coordinate and t is the time.
Furthermore, the acceleration can be calculated as below,

A = �ω

�t
(5)

It needs to be mention that, as the simulation runs v0 values (initial velocity or spin
rate) should be updated, because for each increment its values are different.

Mathematical Model Boundary Conditions
In this part, the boundary conditions for calculating the relationship between the relative
velocity and the friction coefficient is explained.

As can be seen in Fig. 1, four different conditions are assumed for themodel including
constant friction coefficient, high-speedbehaviour (SRATEM > RCRIT ),mediumspeed
behaviour (RCRIT > SRATEM > RTRANS) and low-speed behaviour (RTRANS >

SRATEM ).
Where CTRANS is constant-coefficient transition slip rate, CFRIC is constant-

coefficient value, RTRANS is low-medium transition slip rate, RCRIT is medium-high

Fig. 1. The flow chart of the implementation for the contact condition
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transition slip rate, HFRIC is high-speed friction coefficient, KINC is increment number,
APRESS is applied pressure and SRATEM or SratM is spin rate (velocity of the flow)
in meters.

As can be seen in Fig. 2, the shear stress in the r direction (τ1) in the direction of θ

is equal to zero,

τ1 = τθ = 0 (6)

τ2 = τr �= 0 (7)

Fig. 2. The definitions for the polar coordinate

For more explanation, it should describe that, the contact between the surfaces is
defined as LM. At the sliding situation LM is 0, sticking situation LM is 1; and in the
open contact situation LM is 2. Furthermore, CM and CL are the fitting curve constants
at different conditions.

2.2 Numerical Model Description

An Eulerian based finite element model in ABAQUS® environment is presented to
calculate the temperature, thematerial movements and the void formation. Table 1 shows
the descriptions of the dimensions for the tool and the workpiece [38].

The meshing of components is based on the geometry, which this issue needs to
be done in the initial usage of finite element modelling. Changes of the mesh density
happening because of the applied loading or boundary conditions. Hence, a high-quality
mesh is necessary to represent the distributions inside the HAZ as the gradient of the
temperature is experienced close to the welding nugget zone during the welding. The
use of a coarse mesh may lead to a decrease in the computation time. Thus, the optimum
mesh density needs to be used to maintain the accuracy of the results. In the case
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Table 1. The dimensions for the tool and the workpieces

Parameter Dimension

Shoulder diameter 12 mm

Pin length 3.8 mm

Plunge depth 3.8 mm

Dimension for each plate 100 mm × 50 mm × 4 mm

of FSW, a uniform mesh will be considered to be sufficient for the analysis on the
workpiece. In addition, a symmetric model should be chosen to decrease the number
of degrees of freedom, thereby decreasing the overall computation time [35, 39, 40].
The Eulerian technique in which the material and the mesh are independent of each
other is used for the simulation. This issue allows the material boundary condition that
should be defined accurately. Hence, no mesh distortion problem will be presented.
This method is mainly applied in fluid mechanics for the observation of particles that
passes successively through a spatial point. In addition, it determines the properties of
the particle in terms of the spatial coordinates. To clarify the point, in this method the
mesh is fixed, and the materials are allowed to flow through it. However, this does not
show the deformations and the free surfaces which required additional algorithms. With
that being said, the Eulerian representation is more accurate for the description of the
flow and the temperature for the simulation of FSW as it avoids mesh distortions near the
tool. Thus, the Eulerian representation is commonly used for the tool design, analysing
the material blend as well as the force applied to the tool. Therefore, it can be concluded
that the Eulerian formulation can be employed to find the temperature and the material
flow field. Due to the explanation regarding the appropriation of the Eulerian technique
in the welding of dissimilar materials in this work, the model is developed by using the
Eulerian technique. As shown in Fig. 3, in this technique a workpiece plate (a) and a
reference frame (b) should be defined.

Plasticity Modelling and Material Description
Two significant elements that need to be considered in the plasticity modelling are the
temperature and the strain rate. A proposal given by Johnson and Cook [41] utilises
Johnson-Cook material law to solve the problem of the large plastic deformation which
causes the distortion of the mesh in an elastic-plastic situation. This law describes the
von Mises equivalent flow stress as a function of the temperature and the strain rate.
Moreover, the hardening needs to be defined as an isotropic hardening. This law is an
empirical law allowing easy calibration via the isolation of the various effects. It is
also used to assist the fitting of the parameters and prevent the potential coupling of
effects such as the influence of the temperature on the strain rate hardening. Therefore,
Johnson-Cook material law will be used for material modelling in this research. The
Johnson-Cook material law descriptions is shown in Table 2.

σy = [

A + B(εP)n
]
[

1 + C

[
ε̇P

ε̇0

]][

1 −
[
TFSW − Troom
Tmelt − Troom

]m]

(8)
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b)

c)

a)

Fig. 3. a) Tool and b) Workpiece c) the reference of the model.
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Table 2. The properties of the Johnson-Cook material law

Parameter Explanation

εP The effective plastic strain

ε̇P The effective plastic strain rate

ε̇0 Normalizing strain rate

Troom Room temperature

Tmelt Material melting temperature

A Yield stress

B Strain factor

n Strain exponent

C Strain rate factor

m Temperature exponent

It needs to bementioned that, when the value of them is equal to 1, the thermal soften-
ing rate should be presumed as an unsatisfactory condition.Whenm> 1 (infinite) or if m
< 1, the thermal softening rate should be assumed as an unphysical condition, because the
reference temperature is unlikely exceptional [42]. The temperature-dependent material
properties for the magnesium (AZ31) and the aluminium are listed in Table 3, Table 4,
Table 5, Table 6 and Table 7.

Table 3. Material properties AZ31 (temperature dependent)

Temperature (º C) Elasticity modulus (E) Poisson’s ratio [ν] Thermal expansion
coefficient

20 40.2 0.330 7.7.10–6

150 35.35 0.334 2.64.10–6

300 1.1 0.336 2.7.10–6

400 0.82 0.337 2.7.10–6

550 0.7 0.337 2.95.10–6

Table 4. Thermal properties AZ31(temperature dependent)

Temperature [T] (º C) Thermal conductivity [k] (W/m º C)

20 96.4

100 101

200 105

250 107

(continued)
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Table 4. (continued)

Temperature [T] (º C) Thermal conductivity [k] (W/m º C)

300 109

400 113

420 114

440 115

460 116

Table 5. Thermal properties AZ31 (temperature dependent)

Temperature (º C) Specific heat [C] (J/kg º C)

20 1050

100 1130

200 1170

300 1210

350 1260

400 1300

450 1340

470 1340

500 1360

Table 6. AA 6061-T6 mechanical properties (temperature dependent)

Temperature (º C) Elasticity
modulus (E)

Poisson’s ratio [ν] Thermal
Expansion
Coefficient

Specific Heat
(J/Kg °C)

37.8 69.7 0.3 2.345x10–5 95

93.3 66.2 0.3 2.461x10–5 978

148.9 62.7 0.3 2.567x10–5 1004

204.4 59.2 0.3 2.669x10–5 1028

260 53.49 0.3 2.756x10–5 1052

315.6 47.78 0.3 2.853x10–5 1078

371.1 39.75 0.3 2.957x10–5 1104

426.7 31.72 0.3 3.071x10–5 1133
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Table 7. AA6061-T6 Mechanical properties (temperature dependent)

Temperature (°C) Thermal Conductivity (W/mK)

148.9 162

204.4 177

260 184

315.16 192

371.1 201

426.7 207

148.9 217

204.4 223

Mechanical Boundary Conditions
As a clamp, the plates have been fixed in all directions [43] and the tool position to the
surface is perpendicular. It should bemention that FSWhas four steps, plunging inwhich
the tool penetrates slowly inside the plates. In the dwelling step the friction between the
plates produces the heat. During the travelling the tool moves across the welding seam
and join the sheets together. In the last stage the tool plunges out from the welding. The

Fig. 4. The initial and the final stages of Lagrangian (top) and Eulerian (down) approaches
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welding rotational speed of 800 rpm and three sets for the transverse speed are applied
in the simulation.

Mesh
As can be seen in Fig. 4, there is a reference frame and the grids remain motionless
after moving the material across the mesh. As mentioned earlier, by using this method
the mesh will not face the problem of the distortion; thus the large plastic deformations
problems will be solved. Moreover, during the use of the Eulerian method for solving
large plastic deformation problem, the computational costs of the simulation are less than
the Lagrangian techniques. To illustrate, since the transportation of thematerial from one
cell into another one is not available in the Eulerian technique the computational costs
of this method is less than the Lagrangian method. Therefore, in this paper the Eulerian
method is employed. The tool mesh is shown in Fig. 5 and the assembledmodel is shown
in Fig. 6.

Fig. 5. The schematic view of the mesh of the tool

3 Results and Discussion

The comparison between the temperature results in the literature [44–47] (experiments
and numerical model) at the welding cross-section can be observed in Fig. 7. Based on
the values provided by past studies, we have plotted the computed thermal behaviour
and the peak temperature. As can be seen, the computed peak temperature is observed
to be higher than the measured values by the literature [47]. The results also showed
that, the magnesium side has lower peak temperature. This issue causes because the
ratio of thermal conductivity to the specific heat capacity of AZ31 is smaller than AA
6061 alloy, hence, the AZ31 alloy thermal diffusivity is lower than AA 6061. Thus, an
asymmetrical temperature distribution in which the trend of the temperature is shifted
to the aluminium side is achieved in this study.
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Fig. 6. The workpiece and the mesh detail in the assembled model

Fig. 7. The cross-section of the welding and the comparison with the literature, the left side is
the aluminium side and the right side is the magnesium side [44–47]

Table 8 also indicates the values of the temperature, which is achieved in the liter-
ature for different welding sides (Al and Mg). It can be summarized that, the temper-
ature of the welding for the dissimilar joining of AZ31 and AA 6061-T6 ranges from
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430–500 ºC. Table 8 also confirms that the temperature in the aluminium side is always
more, as compared to the magnesium side. This occurs because aluminium material has
a lower melting temperature (580 ºC) compared to magnesium which will be melted at
605–630 ºC.

Table 8. The reported temperature at the literature [47]

Material Transverse speed
(mm/min)

Temperature in the
advancing side (ºC)

Temperature in the
retreating side (ºC)

Average
temperature
(ºC)

AA 6061 40 500.3 481.0 490.7

80 490.3 474.8 482.6

120 479.3 450.0 464.7

AZ31 40 455.3 439.0 447.2

80 442.5 427.1 435.8

120 438.3 418.5 428.4

The contour plot of the temperature distribution at each side of the welding can be
seen in Fig. 8 and Fig. 9. As mentioned earlier, the peak temperature at the aluminium
side is around 412 ºC, while the temperature of almost 380 ºC is achieved at the magne-
sium side. It can be reported that, friction and plastic deformation have contributed in
the generation of the heat [47–49]. This issue also indicates that, the susceptibility of the
liquation in the magnesium side is more than the aluminium side. To illustrate the issue,
each material deformability is different due to the different crystal structure. Aluminium

Fig. 8. The view cut section of the temperature distribution at the magnesium side
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has a face-centred cubic (FCC) in which there is twelve slip system, however the struc-
ture of the magnesium has hexagonal close-packed (HCP). Due to the abovementioned
description, the deformability of the aluminium is higher, whereby the generated heat by
the plastic deformation at the aluminium side is higher [50]. This theory also confirms
the validation of the results of this study [51].

Fig. 9. The view cut section of the temperature distribution at the aluminum side

The literature [48] also reports that the dissimilar FSW has a lower temperature
compared to similar FSW. In addition, from the literature reports [48], it can be claimed
that the temperature range of 400 ºC to 450 ºC (almost the same as the values that are
achieved in this study) leads to achieve a high-quality weld. Therefore, according to
the good agreement between the calculated temperature values in this study and the
literature, it can be predicted that the quality of the welds is acceptable.

The temperature distribution in the plates with and without the welding tool is shown
in Fig. 10 and Fig. 11. As can be seen below the shoulder, the moving heat source is gen-
erated. Additionally, because of the conduction it is bounded by heat far from thewelding
line. By the end of the welding, the simulation predicted that the maximum temperature
would reach around 412 ºC, that is still lower than the melting temperature of both mate-
rials. In this light, localized heating makes it highly possible for constitutional liquation
even if the predicted peak temperature is lower than the eutectic reaction temperature
of the material. Besides, while the simulation approximates temperatures according to
the uniform deformation field, dissimilar welding could cause localized deformation at
the two alloys interfaces. This in turn will create higher localized temperatures in the
literature compared to the predicted temperature values in this study.
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Fig. 10. The predicted values of the temperature at the tool workpiece interface

Fig. 11. Temperature distribution across the workpiece while the tool is removed

The thermal histories at the cross-section with and without the tool are shown in
Fig. 12. In the Figure the tool is located at the welding central point, and the results are
plotted against the peak temperature to examine themodel spatial temperature prediction
validity. It should be noted that in the literature these temperature values were measured
by thermocouples [47, 48] and a considerable agreement between the model and the
literature with an optimized error is found. This reflects that the model could accurately
predict the spatial temperature distribution and the modified version of the friction law
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leads to achieve high accuracy results. Additionally, a “V” form pattern for the temper-
ature at the cross-view of the weld is showed in Fig. 12. It needs to be mentioned that,
this kind of patterns have also been reported in the literature [3].

a)

b)

Fig. 12. Cross-section of the welding (a) with the tool and (b) without tool

Based on a study by Pan et al. [52] which set the thermal conductivity of Mg- 3
wt. % Al and AZ31 alloy at 80 W/mK and 84.7 W/mK, respectively at 300 K, for this
present study, at 20 ºC, the thermal conductivity for AZ31 alloy was set at ~ 96.4 W/m
ºC. Moreover, at 20 ºC, the thermal conductivity data for AA 6061 alloy is set to be
162 W/mK ºC, which is in line with the data recorded in the reference [52]. It is also
found that similar to the previous studies [47, 53], the increase in temperature causes
an increase for the conductivity data of AZ31 and AA 6061 alloys. These observations
help verify the asymmetrical temperature pattern recorded during the welding. This
occurrence is also caused by the fact that thermal conductivity is deemed as a direct
function of density, which makes the peak temperature point closer to the AA 6061,
compared to the base AZ31 alloy.
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At the initial step of the welding, the heat transfer analysis is conducted by the
average thermophysical properties of AA 6061 and AZ31 alloy for the stir zone. As the
welding runs, it is detected that the measured temperature histories have similar trends
in regard to welding cycle heating time and that the peak temperatures. On the other
hand, during the cooling stage it is observed that there are some differences between the
predicted values and the literature values. This issue happens because of the higher loss
of the heat during the experiments that can be neglected.

The Eulerian volume fraction (EVF) for the aluminum side and the magnesium side
are presented in Fig. 13 and Fig. 14, respectively. The translucence view indicates that
the transverse movement of the tool across the welding seam caused the transportation
of the material from the advancing side to the retreating side. As can be seen the rate
of the movement of the aluminum material to the magnesium side is higher. As noted
earlier, this issue occurs because the melting temperature of the aluminum is lower
than the magnesium and also this material is softer compared to magnesium. Therefore,
compared to the magnesium the movement of the aluminum is easier for the tool. Thus,
it is predicted that the percentage of aluminum alloy inside the welding zone is higher
than the magnesium. This issue is also reported in the literature. This agreement shows
that the results of this study are accurate and a good correlation is achieved with the
previous research [47, 54–56].

Fig. 13. The Eulerian volume fraction at the aluminum side (toggle global translucency)
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Fig. 14. The Eulerian volume fraction at the magnesium side (toggle global translucency)

Conclusions
This paper has used a developed friction model to improve finite element modelling of
FSW in order to determine the temperature distribution and the Eulerian volume fraction
during the dissimilar FSW of aluminium and magnesium. The significant finding of this
research are listed as below,

• When the tool is located at the aluminium side of the welding, the peak temperature
was reported to be higher (412 ºC at the aluminium side and 380 ºC at the magnesium
side).

• The results of the Eulerian volume fraction indicate that the movement of the material
that is located at the aluminium side is more than the material which is placed in the
magnesium side, this issue happens because the aluminium material is softer.

• The prediction projected that the welding peak temperature across the welding line
(412 ºC) is less than the melting the temperature of both alloys (550–580 ºC for
aluminium and 605–630 ºC for magnesium).

• It was also reported that, the maximum temperature was high enough to cause
liquation of eutectic transformation.

• Similar to the results of the literature at the cross-section of the welding, a “V” shape
pattern was reported for the temperature.

• The simulated model showed a remarkable accuracy for the developed model by the
Norton friction law, and the model is validated after comparing the results of this
study with the experimental and numerical outcomes of the literature.
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Abstract. VIVcan cause fatigue damage to the pipeline due to excessive vibration
in the long run. The effect of VIV on different pipe conditions are assessed using
ThreeDimensional (3D)Computational FluidDynamics (CFD)ANSYS software.
Different geometries of pipe were modelled for different Reynolds numbers. This
study presents the three-dimensional (3D) simulation result concerning the effect
of pipe diameter at different pipeline span, and the effect of pipeline surface
condition towards the vortex induced vibration (VIV) phenomenon on the free
span subsea pipeline. In evaluating hydrodynamics forces acting on the pipe,
the larger pipe diameter, longer pipe length and coarser pipe surface introduced
higher hydrodynamic force on the pipe, in term of drag and lift forces. In term of
the development of wake region at pipe aft, the smaller pipe diameter, shorter pipe
length, and smoother pipe surface has smaller wake region size. The evaluation
of different type of pipe geometries could contribute to the study of pipeline
VIV suppression techniques. The study on drag reduction measure on textured
pipeline as a VIV suppression device can benefits the industry whereby it can help
in mitigating VIV and thus avoid pipeline failure due to fatigue from excessive
cyclic loadings.

Keywords: Vortex Induced Vibration · Free Span Pipeline · CFD Simulation ·
Drag Forces · Inertia Forces

1 Introduction

Subsea pipeline is exposed to dynamic load due to current and wave. The uneven topog-
raphy surface of the seabed resulting the pipeline undergoes the free span. The VIV
phenomenon occurs on the pipeline caused by the ocean currents. The movement of the
fluids around the pipe raises the vortex at the rear side of the oncoming flow, hence cause
vibration on the free span pipeline structures. The effective way to reduce the impact of
VIV is by adding a suppression device. Therefore, the flow characteristic and the impact
of VIV on several scenarios need to be assessed and analyzed. In this study, the flow
characteristic on different outer diameter of pipeline, different span length of free span
pipeline and different pipeline surface condition will be conducted.

Offshore pipelines are primarily used for transporting oil and gas over long-distance
point of extraction or production to the points of consumption. Deep water pipelines are
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being laid on the seabed and used for offshore gas and oil transportation. Due to the
unevenness of the seabed, part of a pipeline may become unsupported, which is called
free span.

A free span can also be caused by rock beams, artificial support, change of seabed
topology and strudel scours (Veritas, 2006). Subsea pipeline free spanning occurs when
pipeline is losing contact to the seabed over an appreciable distance on a rough seabed.
The free span of the subsea pipeline is considerable in certain allowable length, but need
to be reduced to prevent damages to the pipeline. Pipeline free span can result in failure
due to excessive yielding and fatigue. Two causes of fatigue damage to subsea pipeline
free spans exist, which are waves and underwater current. Free span can occur due to
unsupported weight of the pipeline section and dynamic loads from waves and currents
as shown in Fig. 1.

Fig. 1. Free span pipeline

Stress arising within the boundary layer, which is “a very thin layer in the neigh-
borhood of the body” (Schlichting 1968). The bottom currents could cause significant
dynamic stresses if fluid structure interaction in these free-span pipeline areas causes the
pipeline to oscillate (vortex shedding). In summary, the key factor for free span pipeline
includes Water Particle velocity, Pipeline Diameter (Pipe + Coating), Stiffness of the
spanning pipe (diameter, wall thickness, end boundary effects), Mass (pipe + contents
+ coating + added mass) and Gap span between seabed and pipe.

Pipeline span analysis is an important tool used in offshore and ocean technology
for structural failure due to overstress from steady state loads, fatigue failure as a result
of vibrations from dynamic loads (such as Vortex Induced Vibrations, VIV) and severe
damage due to third party activities (hooking from trawl gears or drop objects) (Palmer,
A. & King, A., 2004; Shittu, 2012; Xing, 2011). According to Gou et al. (Guo, Song,
Ghalambor, Lin, & Chacko, 2005), pipeline spanning usually occurs when the contact
between the pipeline and seabed is lost over a long depression on a rough seabed.

The formation of submarine pipeline spansmay have a critical influence on the safety
and integrity of the pipelines (JP&Partners, 1993; Shittu, 2012). Spans can be developed
during pipelay as a result of irregularity in the bedform (coupledwith factors such as pipe
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weight, pipe stiffness, among other), service life of the pipeline, the dynamic seabed–
scouring and horizontal movements of the seafloor (Rezazadeh, Zhu, Bai, & Zhang,
2010). Deep water pipelines are highly susceptible to this effect since wave induced
velocities and accelerations will decay with increasing water depth (Koushan, 2009).
VIV is a major source of dynamic stresses in free span pipelines as a result of steady
current. If the vortex shedding frequency which is caused by normal flow reaches to
the natural frequency of pipeline, pipeline starts to vibrate and VIV occurs which may
cause pipeline fatigue damage (Shabani, Taheri, & Daghigh, 2017). Ideally, assessment
models should account for the vibration of span due to both waves and underwater
current. However, in this research, only Vortex Induced Vortex from underwater current
will be investigated due to the assumption that waves have no effect on the free span
one-hundred meters or more below sea level. The sea currents are typically higher in
deep-water areas than in shallower areas. For additional materials related to the topic,
the reader can refer to [2–8, 13, 14, 17, 18].

2 Theoretical Background

Textured pipe has been proposed to improve the propagation buckling capacity of subsea
pipelines. Due to its special geometry, textured pipe may have the potential to mitigate
the vortex induced vibration (VIV) by altering the wake vortex street formation. In the
Study, the effectiveness of using a full-diamond textured pipe for VIV suppression is
numerically investigated in a coupled fluid-structure interaction (FSI) framework [16].
The textured pipe is cylindrical with local facets rather than a smooth wall along its
longitudinal direction. With different parameters, different facet shapes can be obtained
for the textured pipe. A full-diamond pattern known as theYoshimura origami shape [15]
was adopted - H.M. Nikoo et al. Figure 2 illustrates the geometric shape of the textured
cylinder. The cylinder consists of a series of periodically arrayed diamond lobes, in
which the solid and dashed lines represent the mountains and valleys in the folded full-
diamond module, respectively. The relationship between different geometry parameters
can be described as follows [15]:

cosθ = b

l
tan

π

2N
(1)

ϕ = π − 4α = π − 2π

N
(2)

tanα = l

b
cosθ (3)

where:
θ = angle between folded lobes along the circumference and the horizontal plane
N = Number of folded lobes
α = the horizontal projection of the angle between the horizontal crease and the

other two creases (in the same lobe)
ϕ = interior angle of the cross-sectional polygon
l, b = width and the distance between the vertexes of the two neighboring diamond

lobes.
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Fig. 2. Geometry details of a full-diamond (octagonal) textured pipe [3]

The studywas conducted for both textured and smooth cylinder for the same diameter
and mass. From the study, textured pipe has improved propagating buckling capacity
compared to the smooth pipe. Due to its special geometry, this pipe is believed to be
able to obviously reduce the vortex-induced vibration (VIV). The study conducted a 3D
numerical simulation on the effectiveness of using a typical full-diamond (octagonal)
textured cylinder for VIV control. A two-way coupled fluid-structure interaction (FSI)
framework is developed by coupling the ANSYS mechanical and FLUENT solvers
together. An equivalent smooth pipe is also numerically investigated. Numerical results
showed that the textured cylinder can more evidently suppress VIV especially when the
cylinder is vibrating under a relatively large normalized velocity. The upper oscillation
regime which commonly exists in the conventional smooth cylinder is eliminated by
the textured cylinder. The textured pipe can evidently reduce the hydrodynamic forces
associated with the VIV phenomenon. In this study, the span length of the textured pipe
towards VIV phenomenon is further investigated.

2.1 Overview of Pipeline Diameter

The frequency of vortex shedding is a function of the pipe diameter, current velocity, and
Strouhal Number. If the vortex shedding frequency which also referred to as the Strouhal
frequency is synchronized with the natural frequencies of the pipeline, resonance will
occur, and the pipeline span will vibrate. The pipeline span is designed so that its natural
frequency is sufficiently far from the vortex shedding frequency, as it could prevent
pipeline failure due to vortex excited motions [1]. The vortex-shedding frequency is
calculated based on the following equation (4):

fs = SUc

D
(4)

fs = Vortex Shedding Frequency, S = Strouhal Number, Uc = Design Current velocity
D = Pipe Outside Diameter
The pipeline span natural frequency is calculated based on the following Equation

(5):

fn = Ce

2π

√
EI

MeL4
s

(5)
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Fn = Pipe span Natural Frequency
Ls = Span length
Me = Effective Mass
Ce = End condition constant
Strouhal Number is the dimensionless frequency of the vortex shedding and is a

function of the Reynolds Number. Reynolds Number, Re is calculated using below
equation (6):

Re = UcD

νk
(6)

where, V (kinematic viscosity of fluid) = (1.2 x 10–5 ft2 / sec for water at 60°F)
Different type of pipe diameter will give different vortex shedding frequency. The

pipeline material properties will be based on API 5L standards. Different grade of pipe
as defined in API 5L standards will yield different natural frequency of pipe.

3 Project Methodology

3.1 CFD Simulation

The motions of the cylinder and the fluid should be solved in FSI framework. The two-
way FSI algorithm is developed by coupling the ANSYS Mechanical finite element
(FE) solver for the solid part (cylinder) together with the FLUENT finite volume (FV)
solver for the fluid part. The coupling between the two systems is achieved in ANSYS
workbench. In this simulation, at each time step, the fluid motion equations are solved
in the FLUENT FV solver and the estimated hydrodynamic loads are transferred to
the mechanical part as inputs on the cylinder. Within the same time step, the structural
dynamics equation is solved in the ANSYS Mechanical FE solver, which in turn causes
deformation in the mesh grids of the fluid part. This procedure continues up to a stage
where the vibrations of the cylinder reaches an almost steady state condition.

3.1.1 Computational Domain and Mesh Generation

A 3-D rectangular computational fluid domain will be developed to capture the VIV
responses and the wake vortices. Figure 3 outlines the computational blocks, generated
mesh grids and the corresponding boundary conditions that will be used for both the
smooth and textured (rough) cylinders. In both cases (smooth and textured cylinders), the
center of the elastically-mounted cylinders will be determined from the inlet and outlet
boundaries. The cross-flow width of the domain, and the span length of the domain need
to be determined as well. Based on previous study [9–12], the center of cylinders =20D
and 30D from the inlet and outlet boundaries (D=cylinder mean diameter), cross flow
width =40D, span length = 8D. A steady uniform flow with a freestream velocity of u
= U∞ is specified at the velocity-inlet boundary (x = 20D) [3].
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Fig. 3. Computational fluid domain adopted in Fluent Solver [3].

4 Results and Discussions

In order to simulate the effect of different pipe diameters towards VIV, three individual
simulations were conducted as presented in Table1. The pipe with diamond textured
pipe (known as textured pipe) was enclosed in a fluid domain which is simulated as a
boxed-shaped fluid domain. The simulation for scenario A, B and C were run and the
results were captured and analyzed. The captured results include Drag and lift force
calculation, current velocity along the x-direction via velocity contours and vectors, and
as well as cumulative force calculation acting on the pipe. The extreme conditions were
taken based on the Extreme Value for the specific Return Period (RP). Generally, as
the return period gets much more extreme, the parameter’s omni directional value is
becoming higher.

Table 1. Different pipe diameter simulation parameters

Scenario Diameter (m) Thickness (m) Span Length (m) Surface Condition

A 0.254 0.0254 2.032 Textured

B 0.381 0.0254 2.032 Textured

C 0.508 0.0254 2.032 Textured

4.1 Effects of Pipe Diameter

Taking scenario B as an example, a thin viscous region or the boundary layer is created
when a viscous fluid moves over the stationary pipe. The flow outside the viscous region
is considered as inviscid. The pressure is minimum when the flow velocity is maximum.
The fluid pressure is increasing in the direction of flow. At the maximum fluid pressure,
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the fluid flow local velocity gradient approaches zero. At the boundary layer, the velocity
of the fluid at the surface of the pipe is equal to the object velocity. Since the pipe is
stationary, the fluid velocity at the pipe surface is equal to zero (no slip boundary of the
fluid). Looking at the velocity contour, the fluid velocity is almost zero on the upstream
side of pipe surface (green/cyan contour ~ 0m/s).At this point, the fluid detaches from the
surface. The detachment of fluid flow from the pipe surface is known as flow separation.
The fluid velocity continues to increase from this boundary until it nearly reaching the
fluid free stream velocity of 1.8m/s. From the velocity contours, the flow velocity is
reaching to maximum 2.92 m/s. Beyond the separation point, the reverse flow occurs
near the surface and the velocity gradient becomes negative. The fluid flow is deflecting
away from the pipe surface. As a comparison, the smaller diameter of pipe has higher
current velocity acting in the X-direction and the current velocity is reduced ~ 30%when
the pipe diameter is increased by 50%.

Flow separation over the pipes induced wake behind the pipe. The low pressure
behind the pipe is referred as a wake. The interaction between the forward and reversed
flow in the wake region generates fluid rotation or vortex. The Reynolds number dictates
the occurrence of flow separation over a body and influence the magnitude of flow
separation. As for this simulation, Scenario A has Re Number: 496956.52, Scenario B
has Re Number: 745434.78, Scenario B has Re Number: 993913.04 . As the current
velocity is constant, the larger diameter of pipe will yield higher Reynolds number.

The presence of a wake region on the downstream side of the pipe is the cause of
the drag force component on the pipe. The pressure differential between the upstream
side (high pressure) and the downstream side (wake-low pressure) caused a force to
be exerted in the direction of particle velocity. From the simulation result, the larger
diameter of pipe has higher drag force compared to the smaller diameter of pipe. As the
water particle hits the pipe surface and travel from the center of pipe to the uppermost
part of the pipe, the drag force acting on the pipewas building up and gradually decreased
when it reaches the uppermost side of the pipe. As the particle travel from uppermost
side to the downstream side of the pipe, the force drastically increased. The maximum
force is generated at the downstream side of the pipe. To compare, textured pipe with
larger diameter of 0.381m has maximum drag force of 1280N compared to smaller pipe
diameter of 0.254m with 553N of maximum drag force (Fig. 4). With the increment of
50% in pipe diameter, the drag force has significantly increased to more than 100%.
(130% for case B, and 160% for case C). As for the lift force, the increment of pipe
diameter has increased the maximum lift force which acting in the opposite direction
of drag force. Max X-Velocity on different pipe diameter and Max Drag force and Lift
force on different pipe diameter are presented in Fig. 5 and Fig. 6 respectively.
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4.2 Effects of Span Length on VIV

In order to simulate the effect of different pipe span length towards VIV, three individual
simulations were conducted, where each simulation has a different pipe length as shown
in Table 2.

Table 2. Simulation of Different Pipe Span Length dimension

Scenario Diameter (m) Thickness (m) Span Length (m) Surface Condition

D 0.254 0.0254 2.032 Textured

E 0.254 0.0254 4.064 Textured

F 0.254 0.0254 6.096 Textured

As for the force generation, the drag force prediction from the 3 scenarios is compared
in presented in Fig. From the result, one can observe that the pipe with the longest span
length (Case F) has experienced the higher drag force compared to the shorter pipe span
length (Case D and E). The maximum force is generated at the downstream side of the
pipe. To compare, case F pipe with the longest span length has maximum drag force
of 1700N compared to the shortest pipe span length (Case D) with 553N of drag force
(Fig. 7). The longest span length pipe has larger surface area compared to the shorter pipe
which contributes to higher drag force. Generation. To compare, the 100% increment
of pipe length (2.032m to 4.064m), the drag force is significantly increased by 94.04%.
The Max X-Velocity on different pipe span length and the comparison of Max Drag
force and Lift force on pipe with various span lengths are presented in Figs. 8 and 9
repetitively.
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5 Conclusions

In this research, the effect of different pipe diameter, different pipe span length and
different pipe surface condition were assessed towards the vortex induced vibration
(VIV) on subsea free span pipeline. A series of 3 dimensional simulations were carried
out using ANSYS FLUENT software.

The 1st group of simulation is aimed to analyze the effect of different pipe diameters
on VIV. The VIV effect on free span subsea pipeline were assessed by analyzing the drag
force, lift force and current velocity acting on the pipes. From the simulation results,
the larger diameter of pipe will introduce higher drag force on pipe surface and higher
lift force acting on opposite direction of the drag force. The larger diameter of pipe will
have lower fluid velocity at the downstream side (low pressure area) of the pipe.



Vortex Induced Vibration of Free Span Pipeline – CFD Simulation 273

The 2nd group of simulation is aimed to analyze the effect of different pipe span
length towards VIV on free span subsea pipeline. From the simulation results, the longer
length of pipe will introduce higher drag force on pipe surface and higher lift force acting
on opposite direction of the drag force. The longer pipe span length will also have lower
fluid velocity at the downstream side (low pressure area) of the pipe.

While for the 3rd group of simulation, the effect of different pipe surface towards
VIV on free span subsea pipeline were assessed. From the simulation results, the coarser
textured pipe will generate higher drag force acting on pipe surface and higher lift force
acting on opposite direction of the drag force. The coarser pipe surface will also have
lower fluid velocity at the downstream side (low pressure area) of the pipe and higher
reverse flow at the pipe downstream side.
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Abstract. An innovative solid-state processing method called friction stir extru-
sion (FSE) has the potential to save a significant amount of processing time and
energy by plastically deforming metal flakes, or billets into parts. A few numeri-
cal models are developed to understand the complex physics of the FSE process
and most of the FSE research is now experimental studies. The models devel-
oped so far are based on grid-based methods. In this study, a mesh-free simulation
framework for the FSE process using a lagrangian formulation - smoothed particle
hydrodynamics (SPH) is used. A 3-D thermomechanical, SPH-based model was
modelled to simulate the extrusion of AA6061 wires by the FSE process. The
numerical model is developed based on the previous experimental study of FSE.
The results of temperature distribution, material flow, and plastic strains during
the FSE process are presented. The smooth extrusion of the material started after
the material reached a temperature of 660 K. The maximum temperature of the
process reached 83.6% of the melting temperature of AA6061-T6. The material
flow patterns predicted by the model are consistent with the material flow studies
of the FSE process of earlier studies.

Keywords: Smoothed Particle Hydrodynamics (SPH) · Friction Stir Extrusion
(FSE) · Thermo-mechanical Model · Simulation ·Meshless method · Solid-state
Processes ·Material Flow

1 Introduction

A solid-phase manufacturing process, friction stir extrusion (FSE) invented and patented
by The Welding Institute [1]. Figure 1 displays a schematic representation of the FSE.
The die first compresses the precursor material in the process chamber by applying
a downward vertical force. Then, as the vertical force is increased, the die turns. The
temperaturewill rise as a result of heat being produced by friction between the die and the
billetmaterial.When the temperature is high enough, the precursormaterial consequently
softens and deforms. The softened/plasticized precursor material is extruded out of the
extrusion hole at the centre of the die to create a solid wire under continuing compression
and frictional heating. FSE produces a product with significantly greater ductility than
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a conventional extrusion technique as it enhances the microstructure [2]. FSE is a direct
way of recyclingmetals, which saves a significant amount ofmaterial, labour, and energy
as compared to conventional recycling techniques [3]. These features of the FSE process
have boosted its progress in recent years, and it has evidenced great potential in industries
like the automotive, aerospace, advanced manufacturing, and recycling of metal waste.

Fig. 1. Schematic representation of friction stir extrusion (FSE) process.

A few experimental studies on the friction extrusion method were published earlier.
Tang and Reynolds [4] performed several tests using chips made of an aluminium alloy
at various die rotation speeds. Li et al. [5] presented experimental research on material
flow during friction extrusion of aluminium alloys. Zhang et al. [6] used analytical, com-
putational, and experimental methods to investigate thematerial flow phenomenon in the
FSE process. There are only a few numerical models for FSE that are published because
of the related computational difficulties. To predict the temperatures, microstructure, and
microhardness Behnagh et al. [7] developed a 2-D numerical model based on coupled
Eulerian-Lagrangian (CEL) formulation. Baffari et al. [8] developed a 3-D numerical
model using the updated lagrangian formulation in the DEFORM-3D software to simu-
late the FSE process of AZ31 material. Their model could accurately predict the strain,
microstructure, and temperatures. For the FSE of AA6061 wires, Zhang et al. [9] pre-
sented material flow patterns using a 3-D model developed in Fluent (ANSYS). Karwa
[10] developed a model in FORGENxT® for the FSE process, and detailed analyses
of the simulation results were done to examine all aspects of the FSE procedure. The
numerical models stated above on the FSE process were based on grid-based tech-
niques. SPH, a Lagrangian particle method, unlike grid-based methods, was initially
developed for astrophysics simulations [11, 12]. SPH can handle severe deformations,
which sometimes could not be handled in grid-based approaches. It is difficult for grid-
based numerical methods to accurately describe material contacts and boundaries during
the simulation, but the particle representation in SPH makes this easy. Furthermore, the
tracking of field variables dynamically is made possible by SPH’s Lagrangian nature.
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It is challenging, and expensive to experimentally investigate the thermo-mechanical
characteristics (temperatures, strain, andmaterial flow) during the FSE process involving
high-temperature gradients and extensive deformations. Therefore, numerical simulation
is required to understand the physics and material flow behaviour during FSE. From the
literature, the SPH formulation proved ideal for processes involving large deformations
and temperatures. In this paper, a 3-D thermo-mechanical was developed to simulate the
FSE process using the SPH formulation available in Altair-Radioss. The temperatures
and detailed material flow behavior during the FSE process are presented.

2 Methodology

The SPH Lagrangian formulation available in Altair-Radioss is used to model the FSE
process. The experimental study from the earlier work is replicated by numerical simu-
lations [9]. Therefore, the material, tool set dimensions, and the FSE process parameters
are all taken from the earlier study.

2.1 Geometry

The billet, die, and chamber constitutes the geometries employed in the numerical model
of the FSE process. Figure 2 displays the detailed dimensions of the geometries used
in the model. The geometries were first modelled and assembled in CATIAv5, and then
imported to Altair-Radioss. In the experiment, the backing anvil and chamber are tightly
held together. As a result, the chamber geometry used in the model contains the backing
anvil included. For the material, however, a cylindrical geometry (billet) was used to
represent the material in powdered form. Also, the height of the billet is decreased to
reduce the computational time.

Fig. 2. Geometries of FSE process numerical model (a) chamber; (b) die; (c) billet.
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2.2 Material and Material Model

Very high strain rates and temperature gradients are present throughout the FSE process.
It is important to choose a constitutive law that can represent the flow stress interaction
with strain rate, temperature, and strain rate. The following equation, which expresses
the Johnson-Cook material law, is frequently used in the numerical modelling of related
solid-state processes. [13, 14].

σy =
[
A+ B

[
εpl

]n] ·
[
1+ C ln

(
ε̇pl

ε̇0

)]
·
[
1−

[
T − Tr
Tm − Tr

]m]
, (1)

where the equivalent plastic strain is εpl , the plastic strain rate is ε̇pl , the material flow
stress is σy, and ε̇0 denotes the reference plastic strain rate. The material constants
m—coefficient of thermal softening, n—coefficient of strain hardening, A—quasi-static
yield strength, B—strain hardening constant, and C—strengthening coefficient —are
derivatives at the reference strain rate. The billet is made of AA6061-T6 material. The
material properties, coefficients, and constants for the Johnson-Cook material law were
taken from the earlier study [15]. For the die and chamber, H13 steel and O1 steel
(assumed to be isotropic) are applied respectively, similar to the earlier study [9].

2.3 Mesh, Contact, and Boundary Conditions

Due to the large contrast between the diameter of the extrusion hole and the die’s outer
diameter, which is a ratio of 1:10, the model used in the simulation uses a hexahedron
solid mesh on the rotating die (4134 elements). Tetra mesh is used to model the chamber
(20165 elements) because of its shape and dimensions, which produce a compact mesh
that is suitable for containing SPH particles. The SPH particles are distributed in a simple
cubic net shape to maximize the building of the net shape and allow for precise layer-
by-layer material flow tracking of the particles. The letter c stands for the distance from
one particle to its nearest neighbour, which is 1.31 mm. The equation below uses the
aluminium alloy’s (AA 6061) density (2700 kg/m3) to calculate each particle’s mass.

mp = c3ρ (2)

where mp defies a particle’s mass and ρ defies material density, c stands for the pitch
distance between the particles.

The developed numerical model uses the node-to-surface (TYPE 7) contact algo-
rithm in Altair Radioss. This contact is described as a multi-purpose contact interface
that allows for the incorporation of heat from friction into the contact between the main
surface and secondary nodes. This contact makes use of the penalty method, a technique
that reduces computation time during simulations by having secondary nodes and major
segments. The SPH particles are secondary nodes and the main segments are die and
chamber surfaces that are in or going to be in contact with the SPH particles. As the
temperature rises, incipient melting can cause tool slippage. As a result, it is advised to
choose a friction coefficient that varies with temperature [16]. The simulation makes use
of Coulomb’s friction law and the temperature-dependent friction coefficient. A coeffi-
cient of 11 N/mm/s/K was used to define the heat transfer between the contact interfaces
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of the die, chamber (tools), and workpiece [13, 14]. The thermal expansion coefficient
varies with temperature, according to a study by Meyghani et al. [17]. The thermal
expansion coefficient dependent on temperature findings was taken into consideration
when developing the simulation model for FSE.

In this study, it is assumed that the initial temperature at which the simulation takes
place is 298K, an ideal room temperature. Convectional heat loss through the model is
not taken into consideration to reduce the computational time. The focus of the research
study is on the material flow and temperatures in the billet, therefore friction between
the die and the extrusion chamber is also ignored. The total time of the simulation is 23
s. The chamber is constrained in all directions, and the die is restricted to rotate about
its axis and move in the vertical direction.

3 Results and Discussion

Figure 3 shows the nodal temperature plots from the numerical for the extruded SPH
particles (4 particles) to represent the trend of temperatures in the billet. The temperature
trends of the simulation are similar to the experimental temperature trends but lower than
the temperatures from the prior study [9]. This could be due to the coarser meshing of the
toolset which simplifications are made to reduce computational time. The temperatures
aremaintained at around the room temperature until around 4.5 s, and thereafter a sudden
rise is observed. Up to 4.5 s, the die compresses the material and the sudden rise of the
temperature is when the rotating die face comes in contact with the particles. The sudden
temperature rise is up to 470 K from room temperature. Thereafter, a gradual rise in the
temperature is observed until the end of the process. The highest temperatures obtained
from the numerical model are around 700 K, which is at the end of the process. The
softening andmovement of thematerial are directly impacted by the temperatures during
the FSE process. Figure 4 displays the temperature contours for the numerical model
at various times during the process. The temperature distribution is symmetrical around

Fig. 3. Temperature plot from the FSE numerical model measured at extruded particles.
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the die central axis. The extrusion of wire from the billet was initially started at a time
around 16 s, with and temperature of 610 K. Enhanced extrusion of material is observed
when then temperatures crossed 660 K, i.e. after 18 s. This temperature is 77% (0.77Tm)
of the melting temperature of the material AA6061. The maximum temperature in the
numerical model is 715 K, which is 83.6% of the melting temperature Tm.

Fig. 4. Temperature distribution during the FSE process.

The material flow patterns during the FSE process are shown in Fig. 5. According to
Li et al., the behaviour of the FSE material flow varies with the distance from the die’s
central axis [18]. Simple shear extrusion occurs when the material is at the dead centre
of the die, and spiral deformation occurs when the material is 1/3 and 2/3 of the die’s
radius. As seen in Fig. 5, the red-highlighted SPH particle’s movement at the centre in
the vertical direction is shear extrusion. The billet’s centrematerial was extruded through
the hole in the die with a minimum lateral deformation as they are not subject to the
rotating die’s shear force. A significant amount of deformation along a spiral path is
observed around the surrounding particles. The particles (material) at 1/3 and 2/3 of the
die’s radius were forced to spin with the die due to the strong shear force produced by
friction between the billet and the die. As the die plunged further, the material near the
extrusion hole is extruded initially. The material, which is further away continued to spin
until they were extruded.

Figure 6 shows images of the plastic strain and billet deformation at various times as
predicted by the simulation. No computational problems were identified because SPH
is meshless, even though the billet material underwent significant plastic deformation.
The rotating die slowly compresses on the billet with advancing speed in the vertical
direction, as seen in Fig. 6. The billet’s top surface is heated and deformed by extrusion
(compressive) and shear forces. First, the top billet face experienced plastic strain. As the
time increased, the temperature of the billet increased andmore particles in the high shear
zone plasticized, as shown in Fig. 6. The material is plasticized before being extruded
to produce a wire, see the front view at 23 s. The extruded wire from the simulation has
a total length of 14.5 mm and a processing duration of 23 s.

The pattern ofmaterial flow and the behaviour of the deformation is further illustrated
by the displacement of the particles. According to Li et al. [18], severe deformation
and complex patterns are seen at a 2/3 radius of the die. As illustrated in Fig. 7, the
developed numerical model shows the pattern of deformation and material flow over
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Fig. 5. Tracing of particles to represent material flow during the FSE process.

Fig. 6. Plastic strains at different times during the FSE process.

a range of times, allowing the material flow to be further analysed. From t = 7 s to
t = 10 s, it is possible to observe uniform behaviour in the material flow behaviour.
Due to the die’s rotation, the uniform deformation can be seen to have a spiral pattern.
At t = 11 s, complex deformation of the material is seen to begin; particles begin to
experience maximum centrifugal force, and the directions of their displaced particle
paths started to coincide. The zoomed view at 12 s in Fig. 7 depicts the particle paths
crossing, indicating an interflow between the particles. At t = 23 s where the particle
displacement is observed to be tangential to the die’s rotation. The particle’s trajectory
is unaffected by the centrifugal force exerted on it because the chamber wall produces
an equal and opposite reaction force on the particle known as a centripetal force, which
creates a dead zone. The movement of the die in the plunging direction and the normal
force acting cancel each other out, forcing the particle to remain stagnant. This allows
for only one degree of freedom for movement, which is a rotational movement along
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the die’s rotational direction. This behaviour is consistent with Zhang et al. [9]. They
concluded that the dead zone occurs between the shoulder of the die and the chamber
wall based on their observation of a similar flow pattern. The material is trapped at the
corner of the die shoulder as a result of the phenomena of material flow seen at 12 s,
where material flows depict a convection flow. A dead zone is created when the particles
at the die shoulders are forced against the chamber wall by the surrounding particle
kinetic energy.

Fig. 7. Displacement vectors at different times during the FSE process.

4 Conclusions

The simulation of the FSE process is performed using SPH lagrangian formulation in
Altair Radioss. The model can predict temperatures, plastic strains, and material flow
patterns during the process. The results of temperatures, plastic strains, and detailed
material flow analysis are presented in this study. Although the temperatures obtained
from the numerical model show similar trends, the temperatures are lower compared
to the experimental temperatures from the earlier study. The model could withstand
severe plastic deformations due tomeshless SPH formulation. Thematerial flow patterns
and plastic strains predicted by the models are consistent with the earlier studies of
the FSE process. Additional studies without simplifications are needed to explore in
more detail how well the model predicts the temperatures, especially in the toolset
during the FSE process. Also, the process duration should be increased for a deeper
understanding of the temperature and material flow behaviour. In that regard, denser
SPH, finer toolset meshing, incorporating the convection to the surroundings, and longer
run time simulation should be incorporated in future models.
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Abstract. The investigation of the performance traits of two types of thermal
receivers used in parabolic sunray air heaters is the primary goal of this work.
At the focal length of a parabolic trough, one evacuated tube receiver, with a
copper heat tube placed in it (case 1), and one with a pyramidal square receiver
and fins (case 2), was used to compare the effectiveness of sunray air heaters. The
temperatures at the heat exchangers’ output and the efficiency of the receiver are
used to evaluate the collector. It has been noted that the case 1 heat exchanger
outperforms the case 2 heat exchanger in terms of system performance. When
case 1 and case 2 are used, the maximum output temperatures of the air at 0.015
kg/s are 53 °C and 47 °C, respectively, at 950W/m2. In the case of heat exchanger
1, the efficiency of the solar air heater ranges from 11% to 12%, while the increase
is from 8.9% to 9.6% for the heat exchanger of case 2.

Keywords: Sunray air heater · receiver with several arranged tetragonal
pyramidal elements · parabolic trough collector

1 Introduction

Due to dependence on conventional fuels and the limited supply of energy supplies,
the world will have to deal with this issue in the future. Renewable energy sources are
cyclical in nature and never run out. Solar energy is the most popular and modern form
of permanent power and has been used to no end in a variety of industries [1]. A different
type of solar collector is created in solar thermal technology to gather solar radiations
and convert them to heat [2]. Solar energy has an endless supply and is fully pollution-
free. The easiest and most effective approach to utilize solar energy is to convert it into
thermal energy for heating purposes. Flat plate and evacuated tube (ET) collectors are
frequently used for low- and moderate-temperature heating, while concentrated collec-
tors are utilized when a high temperature is needed to heat the air. The employment of
accumulators is influenced by a variety of criteria, including their high efficiency, low
manufacturing costs, low operating and installation costs, and other relevant practical
considerations for the given application [3]. The solar powered air heater is manufac-
tured by combining an evacuated tubewith a parabolic sump. The preparation and design
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of sunray air heating collectors has been the subject of many experiments and research
studies in recent years. According to studies [4, 5], hot air output from an evacuated tube
collector with a parabolic sump can be advantageous for many applications requiring a
range of temperatures. Singh et al. [6] Experiment using helical inserts in an evacuated
tube collector (ETC) sunray air heater for low mass rates revealed a 6.4% increase in
thermal efficiency. An experimental test of a brand-new multi-surface trough solar con-
centrator was done by Zheng et al. [7]. They put to the test three receivers packed with a
thin black wire mesh and with various airflow channel geometries. The air flow rate was
the variable parameter. The test revealed that at a particular air flow rate, daily average
efficiency can reach roughly 0.6. The highest temperature ever recorded was 140 °C.
Jamal-abad et al. [8] Investigation of heat transfer in a tubular sunray air heater filledwith
a porous medium. The results showed that as the shape parameter of the porous media
increases, the heat removal factor of the collector increases. Wang et al. [5] studied a
system comprised of ten connected compound parabolic concentrators with a U-shaped
copper tube heat exchanger inside through simulation and experimental investigations.
The air temperature at the exit reached over 200 °C on a sunny day with an air volume
flow rate of 6.8 to 7.1 m3/h. The tested system had an efficiency of up to 0.5.

According to the literature, there is an apparent scarcity of parabolic trough air
heating structures in an actual climatic and ecological context. The present research
aims to enrich the field of research in parabolic trough air heating systems. The following
points are implemented to accomplish the chief objective.

• Experimental analysis of an evacuated tube receiver with a copper heat tube inserted
into it at different operating conditions (case 1).

• Experimental investigation for the novel receiver consisting of several arranged
tetragonal pyramidal elements (case 2) and compares them with case 1.

2 Experimental Setup

Considering the economic aspect while meeting the research needs, the design shown
in Fig. 1 is relied upon. The parabolic trough collector system includes a trough with an
aperture area (1.2× 2) with a focal length of 0.53, oriented from north to south. The heat
transfer fluid (HTF) is placed in a trough to gradually obtain heat as it travels through the
receiver. The reflector, receiver, and supporting structure make up the parabolic trough
solar collector (PTSC). The parabolic reflector, which was developed specifically for
concentrating solar energy applications and has a high reflectivity (80%), will help
focus sunlight onto a receiver at the center of the trough.

2.1 Modification Made in the Evacuated Tube Receiver (case 1)

In this study, a modified evacuated tube from a conventional solar water heater (open
on one end) was used as a receiver tube in the parabolic trough, as shown in Fig. 1. The
specifications for the evacuated tube are listed in Table 1. Two borosilicate glass tubes
with exceptional chemical and heat resistance make up this tube. The outer surface of
the inner diameter is covered with a sputtered solar selective layer. The inner and outer
tubes of the solar heat pipe are joined by a bond. The annular region between the outer



Comparative Study of an Evacuated Tube with a Copper Heat Tube 287

and inner tubes is vacuumed in order to stop heat losses. The evacuated receiver tube
has two holes to allow for a separate admission and outflow of the fluid from the tube.
For this, a T-type valve system has been developed. Through a valve, the fluid enters
perpendicular to the axis of the evacuated tube and exits parallel to the tube. Figure 2
displays the modified evacuated tube that was utilized in the testing. The air coming out
of the tube can be collected, at a later period of time.

Table 1. Technical data for the evacuated tube

Evacuated tube receiver Material of glass Borosilicate Glass 3.3

Coating type ALN/AIN-SS/Cu
(aluminium nitride, AIN-SS,
copper)

Absorptance, α ≥0.94

Emission ratio, ε ≤0.06

Solar transmission rate, τ ≥92%

Inner & outer diameter of glazing
(mm)

43, 59 mm

Length of tube, Lg (mm) 1830 mm

K-type thermocoupleSupport structure

Reflector 

Air outlet

Air inlet

Evacuated tube

Fig. 1. Concentrating solar collector with the evacuated tube receiver.
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Selective surface

Glass envelope

Copper heat pipe

Fig. 2. Modified evacuated tube for parabolic trough collector.

2.2 Straight Hierarchical Square Receiver Design (Case 2)

The new receiver is modular and the developable is a result of its division into separate
elements. With the new design, heat acquisition is intended to be increased, especially
through the use of geometry that promotes solar radiation absorption. The new receiver
is made up of several hierarchical square elements arranged that have been positioned
so that their vertices face a parabolic trough. Concentrated sun energy reflected on the
heating surface is absorbed by the working fluid in the channels behind the heating
surfaces. To improve heat transfer between the working fluid and the heating plate,
rectangular fins are provided at the back of the heating plate. As seen in Fig. 3, they
are formed of thin, flat metal sheets that are horizontally positioned, allowing heat to be
efficiently transported from the front surface of the receiver through the fin body and
released into the working fluid. By selecting the proper materials based on the intensity
of the heat, the efficiency of the fins can be increased. To stop heat loss, insulation is
provided for the back side of the receiver. The measuring instruments and measurement
accuracy parameters are listed in Table 2.
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Thin flat metallic sheet

Fins horizontally

Front heat sink

Receiver Concentrator 

Fig. 3. Concentrating solar collector with the receiver as an air heater

Table 2. Measuring tools and specifications.

Device Measuring parameters Range Accuracy

Pyranometer Global Radiation 0–2000 W/m2 ±5%

K-type thermocouple Temperature 0–200 °C ±0.2%

Anemometer Air velocity 0.4–30 m/s ±(2% + 2 m/s)

3 Thermal Performance Analysis of PTAC

Formulations for assessing the energy performance of PTACare presented in this section.
The performance of PTAC is assessed in quasi-stable conditions in accordance with
ASTM E905–87, Standard Test Method for Determination of Thermal Performance
of Tracked Concentrated Solar Collectors (CSP).The useful heat transfer rate (Qu)
transferred to the process air in the absorption tube is calculated as [9];

Qu = ṁ ∗ (
Cp.Tout ∗ Tout − Cp.Tin ∗ Tin

)
(1)

whereCp stands for air-specific heat and ṁ stands for air mass flow rate. These quantities
may be modeled as continued curves as a function of temperature.

Cp(T ) = 1050 − 0.365T + 0.85 × 10−3T 2 − 0.39 × 10−6T 3 (2)
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The overall thermal efficiency of a PTAC is determined as follows [9]:

η = Qu

Qs
=

∫ τ2
τ1
ṁ ∗ (

Cp.Tout ∗ Tout − Cp.Tin ∗ Tin
)
dτ

∫ T2
T1
Aap.DNIdτ

(3)

Qs = Aap.DNI (4)

4 Experimental Results and Discussion

The experiments were performed at the Science and Technology Research Center of the
University of Technology in Baghdad, Iraq (33.3152°N, 44.3661°E) from 10:00 AM to
13:00 PM in October. This section evaluates the results of external tests. As a result, the
system performance parameters for Case 1 and Case 2 with varying radiation intensities
were compared using the inlet air flow rate of 0.015 kg/s.

Case 1 and Case 2 were used to evaluate the thermal performance of the system at
moderate temperatures and on different days. Solar radiation and outside air temperature
are the two data points of the system during the day. Similar settings were used to test
Cases 1 and 2, as these variables may vary from day to day owing to varying weather
conditions, which might alter the performance of the experimental setup. Figure 4 shows
the variation in solar radiation and ambient air temperature over time. With the passage
of time, the intensity of solar radiation rises, and the similar tendency can be seen in
the ambient air temperature. With time, the amount of radiation absorbed by the ground
rises, raising the ambient air temperature. The intensity of solar radiation increases and
peaks at 951 W/m2 and 954 W/m2 for Case 1 and Case 2, around 12:30 and 13:00 PM
respectively. At the same times, the highest ambient air temperatures for Case 1 and
Case 2 were 31 °C and 31.1°C, respectively. Low flow air is sequentially administered
to each of the heat exchangers in the absorber tube in order to measure the temperature
difference reached. The outlet temperature values of the case 1 and 2 heat exchangers
are measured for three hours in the same experimental procedure.

The variation of the temperature difference and thermal efficiency of the heat
exchangers case 1 and 2 at different solar radiations is shown in Figs. 5 and 6. It is
noted from Fig. 5 that the receiver in Case 1 has a peak difference in temperature of
18 °C, whereas the receiver in Case 2 has a peak difference in temperature of 15 °C.
The temperature difference of Case 1 is consistently slightly higher than the receiver of
Case 2 as shown in Fig. 5. For lower solar radiation levels in the first hour, the rate of
increase in temperature difference is 12% higher for Case 1 than for Case 2 but at peak
hours in the afternoon the average percentage increase is only 13%.

Figure 6 shows the trend in the effect of different levels of solar radiation on thermal
efficiency. With the case 1 heat exchanger, the efficiency of the solar air heater ranges
from 11% to 12%, approximately remaining constant. With an increase from 8.9%
to 9.6% in efficiency variance, the case 2 heat exchanger follows the same trend. This
tendency can be explained by the fact that the effectiveness of a solar air heater is exactly
proportional to the temperature differential between the outlet and inlet air. Figure 6 also
shows that the difference in the maximum efficiencies of the air heater with the heat
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Fig. 4. Variation of solar Intensity, ambient temperature with Time using Case 1 and Case 2

exchanger of case 1 and case 2 is 21.6% when the solar radiation is 633 W/m2 while the
difference becomes minimum at 953 W/m2, which is 17.9%.

The results of tests utilizing heat exchangers for case 1 and case 2 under varying
solar irradiation are displayed in Fig. 7 and are compared to the parabolic collector outlet
temperatures discovered from the trials. The findings indicate that the temperature of
the outside air rises as radiation intensity rises. For instance, we discover that under the
same solar radiation conditions (950 W/m2), case 1’s output temperature of the receiver
is 53 °C, while case 2’s outlet temperature is 47 °C. The output temperature is brought
closer to instance 1 (case 1), where the difference is only 6 °C.
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5 Conclusions

When two different types of receivers are utilized (cases 1 and 2), the equivalent collector
is used as a research tool to assess the thermal efficiency of an air heater. To calculate
the thermal efficiency and air temperature differential, the solar collector’s performance
was tested at various solar radiation levels. When case 1 and case 2 are used, the maxi-
mum output temperatures of the air at 0.015 kg/s are 53 °C and 47 °C, respectively, at
950W/m2. The air temperature difference in case 1 is constantly slightly higher than the
receiver of case 2. The receiver in case 1 has a temperature difference of 18 °C, while
case 2 has a temperature difference of 15 °C at a solar radiation intensity of 950 W/m2.
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In the case of heat exchanger 1, the efficiency of the solar air heater ranges from 11% to
12%, while the increase is from 8.9% to 9.6% for the heat exchanger of case 2.
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Abstract. As the demand to weld high-strength materials through a friction stir
welding (FSW) technique increases, the need for a better non-consumable rotat-
ing tool also increases as it has to be able to endure high frictional and thermal
deformation, while the work-piece undergoes intense plastic deformation at high
temperatures. The main sources of heat generation during the FSW method con-
sist of the friction force between the tool and workpiece as well as the plastic
deformation. H13 tool steel and tungsten carbide were assigned as base materials
for the FSW tool. Diamond-like carbon was chosen for coating the FSW tool.
Analysis of the coated surface showed the presence of DLC was observed to grow
uniformly on the surface.

Keywords: DLC ·Wear resistance · FSW · Characterization

1 Introduction

Recently, FSW has been proven as an alternative joining technique for high-melting
materials such as steel, titanium, and so on. The process does not require the use of
filler metals but could yield better joint strengths with reduced distortion and residual
stresses. Among the key benefits of FSW in the aspect ofmetallurgical are less distortion,
excellent metallurgical properties in the joint area, good microstructure, and absence of
cracking. In addition, other advantages of the FSW technique include zero requirements
of shielding gas and surface cleaning, as well as eliminating the secondary grinding
process and reducing the consumable materials for environmental benefits. However,
one of the critical factors in a successful FSW technique is the selection process of tool
materials for different workpiece materials.

FSW tool design is one of the most important factors to consider when designing
an FSW joining process. The tool provides several functions, including generating heat,
intermixing the materials, creating forging pressure, and containing material within the
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joint, thereby preventing surface weld flash and formation of defects such as wormholes,
sheet-thinning, or hooking defects. Additionally, tool geometry must often facilitate a
stable force or torque control scheme and be compatible with a range of plunge depths.
Moreover, pin shape has also contributed to a significant impact on the flow of material.
The voids during FSW could be omitted with a proper pin profile design. The choice of
a particular tool design is based on a number of factors, such as the joint configuration,
the thickness of the material, and the nature of the application, among others [1].

The FSW tool life is the duration of welding that took place until the tool is no longer
usable. It was found that the most common factor affecting tool life is tool wear. The
rotation and translation of the tool through the workpiece have resulted in its wear. The
FSW tool may also deform plastically due to a reduction in yield strength at elevated
temperatures in an environment of high loads. Therefore, the tools used for welding
high-strength materials such as steels are often liquid-cooled [2, 3].

However, detailed studies on tool wear in FSW are still lacking, with diffusion and
abrasion being the expected wear mechanisms. Wear-through abrasion is particularly
significant and is a main problem in this research field. It has been reported that the wear
rates decreased considerably after the initial wear and the smoothed (or self-optimized)
tools, could continue producing good quality welds, similar to those shown in Fig. 1
[4–6].

Fig. 1. Evolution of tool shape due to wear in FSW of Al 6061 + 20% Al2O3 metal matrix
composite with oil-hardened steel tool at 1000 rpm and travel speeds of (a) 3 mms-1 and (b)
9 mm s-1: distances travelled by tool in meters are indicated [4].

1.1 FSW Tool Materials for MMCs

In some cases, special techniques have been used to reduce tool wear. For example, in
lap joints of dissimilar materials, the tool is placed on a softer material, and contact
between the tool and the harder material is avoided to reduce the tool’s wear. Welding
of dissimilar metals in butt joint configuration by offsetting the tool towards the softer
alloy side needs to be more thoroughly tested. Some of the other strategies to reduce the



296 S. Emamian et al.

tool wear include welding at lower welding speeds, preheating the workpiece to reduce
its mechanical resistance, preheating the tool above the ductile to a brittle transition
temperature, and using sufficient inert gas cover [7–10]. The other method to increase
the strength of the FSW tool is through coating the material in producing higher tool life
for joining the hard materials.

A non-consumable rotating tool of friction stir welding is one of the most critical
components in ensuring a proper solid-state joining of the workpiece. Material selection
for the tool is an important criterion that determines the type of workpiece material that
could be welded, the life expectancy of the tool, and the overall user experience [11].
This is because the tool has to be able to retain its dimensional stability and design
features when approaching the workpiece’s solidus temperature through the process of
thermos-mechanical deformation [12]. Some of the important characteristics that have to
be considered for tool material selection are thematerial strength at ambient and elevated
temperature, stability at elevated temperature, wear resistance, tool reactivity, fracture
toughness, coefficient of thermal expansion, machinability, uniformity in density and
microstructure, as well as the material availability [11, 12].

The rapid development of the FSW process in joining the aluminum alloys and its
successful implementation into commercial applications has motivated its application
to other non-ferrous materials (Mg, Cu, Ti, as well as their composites), steel, and
even thermoplastics. However, a potential obstacle to the commercial success of FSW
on high-temperature materials such as titanium and steel is in the identification and/or
development of suitable tool materials and the advantages over current welding methods
[13].More recent studies have shown that this processwas successful in producing sound
joints of Al + Al2O3 and Al + SiC whiskers of MMCs, in which fusion welding has
not been able to produce similar joint qualities for these materials [14]. In this section,
the related research of the FSW technique on Al matrix composites and its respective
tool materials dated from 2001 are reviewed and presented.

Prado et al. [15] have used carbon steel for the FSW tool in order to develop a joint
of AA 6061+ 20%Al2O3. It was found that the maximumwear rate was 0.67%/cm, but
was reduced after 1000 rpm. It was approximately 0.42%/cm at 1500 rpm and 0.56%/cm
at 2000 rpm. In another study, Prado et al. [4] considered the self-optimization tool
during FSW of AA6061+ 20% Al2O3. The self-optimized tool shape changed to some
extent with increasing weld speed at a constant tool rotation speed of 1000 rpm. These
observations suggested that shape-related solid-state flow control is an essential feature
of FSW and especially in assuring limited tool wear and optimum, long tool life. Even
in the case of very hard MMCs, FSW can afford essentially little or no tool consumption
when the tool shape is optimized. Tool optimization occurs for smooth tool shapes with
no threads or screw features, especially in the FSW process on MMC materials.

In the following year, Fernandez and Murr [5] conducted characterization testing
on the tool wear for the FSW of AA 359 + 20% SiC. They found that by decreasing
the rotation speed and increasing the welding speed, the tool wear could be reduced. It
is notable that their results were similar to the Prado et al. [4] with regards to the self-
optimization tool of the weld after a specified weld length. In a new study, Liu et al. [16]
have utilized WC-Co as tool material in order to analyze the wear characteristics during
the FSW of AC4A+ 30% SiC. Their results as in Fig. 2, clearly indicated that different
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locations of pin exhibited different wear profiles. The maximum pin wear occurred at
the third of the pin length near the pin root. Meanwhile, reducing the welding speed
would also increase the possibility of wear during the FSW.

Therewas another research byMarzoli et al. [17], which performed FSWonAA6061
+ 20% Al2O3. The tool was made of an ultra-hard material, which was able to with-
stand the strong abrasion of the alumina particles. It was apparent that the alloy could
also be welded with processing parameters that were comparable to those used for its
unreinforced counterpart.

One of the most common types of tool material is hot-worked tool steel. This is due
to the fact that the hot-worked tool steel is easy to machine, as well as being at a low
cost. AISI H13 which is a chromium-molybdenum hot-worked, air-hardened steel is a
common toolmaterial for FSWdue to its characteristics of tremendouswear, fatigue, and
thermal resistance, as well as possesses excellent strength at elevated temperature when
coupled with a workpiece of aluminum alloys [11, 12, 18]. Based on ASTM A681,
the hardness value for hot-worked tool steel ranges from 28 to 53 HRC, depending
on the tempered temperature [19]. AISI H13 was found to be able to weld copper of
thickness up to 3 mm, but tool degradation was observed at the thickness of 10 mm. It
also undergoes a high tool wear rate when applied on a workpiece of highmetal strength.
In this research, we would utilize this tool material together with tungsten carbide for
the coating and hence to improve its strength and the tool life for the FSW process on
the MMC workpiece.

Emamian et al. [20] focused on the improvement of FSW tool life in joining the
aluminummatrix composites, through surface enhancement. H13 tool steel and tungsten
carbide, as a basematerial, were used for the FSW tool, and graphene, carbon nanotubes,
and diamond-like carbon were chosen for coating the FSW tool. The result of wear
measurement indicates that the wear resistance of the diamond-like carbon (DLC)–
coated tungsten carbide was higher than the others. The tool life of the coated tungsten

Fig. 2. Appearance of the threaded tool after each FSW experiment [16].
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carbide (WC)-DLC was prolonged to approximately 41%. In addition, it is predicted
that the FSW tool can be effective for up to 1200 mm of the weld joint.

1.2 FSW Tool Wear

Wear is related to interactions between surfaces and specifically, the removal and defor-
mation of material on a surface as a result of the mechanical action of the opposite
surface. In materials science, wear is defined as erosion or sideways displacement of
material from its “derivative” or original position on a solid surface performed by the
action of another surface.Wear preventionmust be considered in the planning and design
phases, in which several solutions are readily available to reduce its occurrence. These
include the use of lubricants, choice of contact condition, the manner of operation of
the mechanical system, and increasing the strength of materials that are in contact with
each other.

The design of a particular tool should satisfy many essential requirements. The
geometry of the tool is very important as the mixing of the material would affect the
quality of the weld. High stresses with high temperatures as well as abrasive wear are
depending on the tool materials. The development tool design and technology have
evolved relatively in point of geometry, material, and coating over the past two decades.
Robinowicz [21] was among the first to develop an understanding of wear processes,
indicating that the wear phenomena could be well-predicted. Abrasive wear, dynamic
effects, and high temperature play important roles in the tool during welding. Hence,
good wear resistance, desired toughness, and high-temperature strength are suitable
properties for tool materials [11]. Production of a quality FSW requires the proper
material selection of the tool for the desired application.

Wear resistance, toughness, thermal expansion, and machinability are the main char-
acteristics that should be investigated to select the tool material [11]. There are several
tool materials available to use depending on the type of workpiece. Table 1 summarizes
the tool materials with their distinctive characteristics [22].

It has been mentioned earlier that the fusion welding of Al-MMCs may lead to
harmful reaction during melting phase. In comparison with the fusion welded joint, the
FSW of Al-MMC’s produced a homogeneous microstructure with a uniform hardness
profile [23].

Prado et al. [15] examined the different rotation speeds with constant traverse speed
on Al-MMC. They found that the maximum tool wear was at 1000 rpm, and wear rate
was 0.64%/cm. But, after the threshold of 1000 rpm rotational speed, the wear rate has
declined at 0.42%/cm for 1500 rpm and 0.56%/cm for 2000 rpm, accordingly. In their
other research, Prado et al. [4] investigated the different of traverse speeds on Al-MMC
using hardened steel right hand screws. Similarly, it was found that at relatively high
welding speeds and after an initial wear period, tool wear essentially ceased. On the other
hand, Fernandez and Murr [5] have used threaded steel tool pin for FSW on Al 359 +
20% SiC, to examine the effect of high rotation speeds and low traverse speed of the
welding process. By increasing the traverse speed and reduction of rotation, tool wears
has considerably declined. Their research was an extended work of Shindo et al. [6],
whereby the effects of pin tool rotation speed were included on the shape optimization
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and reducedwear phenomenon. In addition, the effects of traverse speed on the optimized
pin tool rotation speed were also determined.

Bhat et al. [24] have examined H-13 steel for the FSW tool coated with B4C on
Al6092 + 17.5%SiC. It was observed that the coating was worn away after only a few
centimeters. Besides, Liu et al. [16] usedWC-CO threated hard alloy for the FSW tool on
welding of Al-MMC joint with 30% SiC at 2000 rpm rotation speed with three different
traverse speeds. An appreciable tool wear was observed, in which the shoulder size and
pin length were changed slightly. Furthermore, the radial wear of the pin was observed
very differently at several locations of the pin. The maximumwear was finally produced
at a location of about one-third pin length from the pin root. Explicitly, the welding
speed provided a decisive effect on radial wear rate of the pin. The lower the welding
speed, the higher the wear rate, and the maximum wear rate would be produced at the
initial welding stage.

Table 1. Some materials that are useful for tools with their characteristics

No Materials Characteristics

1 Hot work steel – Most commonly used material
– Easy machinability
– Thermal fatigue resistance
– Wear resistance
– Especially for aluminum and copper

2 Nickle and cobalt alloys – High strength
– Excellent ductility
– Hardness stability
– Creep resistance
– These alloys derive their strength from
precipitates, so the operational temperature
must be kept below the precipitation
tempera-ture (typically 600–800 °C)

3 Refractory metals (W, Mo) – High temperature strength
– Strongest alloys between 1000–1500 °C
– Expensive
– Difficult machining
– Brittle due to powder processing

4 Tungsten base alloys – good strength
– high operational temperature

5 Composites (WC, WC-CO, TiC) – Superior wear resistance
– reasonable fracture toughness

6 Steels with PCBN coating – high operational temperature
– excellent wear resistance
– low fracture toughness
– expensive tool
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Prater et al. [25] have presented the work that involved investigation on the effects
of FSW parameters on tool wear of metal matrix composites (Al 359/SiC/20P). The
Taguchi’s method was utilized to evaluate the rate of influence of rotation and traverse
speeds, as well as the length of weld joint on the wear characteristics in FSW of the
MMCs. Prater [26] in her extended work has found that the abrasion wear in FSW of
MMCs was based on three observations. First is an asymptotic behavior of the wear
rate over long distances as documented in Prado et al. [4]. Secondly, circumferential
grooving is evident on worn tool surfaces and lastly is strong dependence of wear on the
particle size of reinforcement. When hardness ratio is less than 1, the hardness of the
reinforcement is exceeding the hardness of the tool (Hr> Ht). Therefore, by increasing
the hardness ratio (by reducing the hardness of reinforcement or increasing the tool
hardness), the amount of wear on tool will be decreased. For that, Prater et al. [27]
has further evaluated the wear resistance of various tool materials for FSW of MMCs,
includingO1 steel,MicrograinWC, Sub-MicrograinWC, andWCcoatedwith diamond.
The tested workpieces consisted of Al359 with 20%SiC and Al359 containing 30%SiC.
It was found that the use of harder materials in the FSW of MMCs would prolong the
tool life. The diamond coatings were found at highly effective at combating wear insofar
as tool fracture can be prevented. The diamond coated tool has lasted up until 28 inches
(71 cm) welded length without any fracture. In addition, Prater et al. [28] developed a
dimensionless parameters that can be used to evaluate the amount of volumetric wear in
FSW tool for MMCs.

Inevitably, wear increases with the percentage of reinforcement, but the degree of the
increase is somehow nonlinear. For cemented carbide tools (WC-Co), tools with micro-
grains exhibit better wear performance than those of the submicro-grain structures,
potentially because smaller particles are more easily stripped away from the tool surface
by abrasive action. Whereas, coarser grains appear to impede abrasive wear during
FSW.Moreover, it was highlighted that the effectivewearmitigation in FSWofMMCs is
critical to enable their use in larger structures (consisting of several welded components)
or higher volume applications.

Prater [29] has summarized from the previous studies performed by her team on the
FSW on MMCs as per following. It was found that the properties of MMCs reflect their
status as prime materials for use in aerospace structures, but weldability is the primary
barrier to their inclusion in aerospace structures. Despite its impact on joining metal
composites and other high-strength alloys, little is known about tool wear in FSW. Thus,
a diamond-coated onWC tool is highly recommended for the use in welding the MMCs
materials. The characteristics that should be considered in choosing the tool material
for FSW include, no harmful effect to the base metal, resistance to wear, possesses low
thermal coefficient of thermal expansion, good thermal fatigue strengthwhen undergoing
repeated thermal cycle, high strength at ambient and elevated temperature, high fracture
toughness, dimensional stability and creep resistant, as well as be able to prevent damage
during plunging and dwelling [30].

1.3 Coating Materials for the Enhancement of the FSW Tool Life

Thorough studies have been conducted with regards to the life span of the tool. Various
factors contribute to the damage of the FSW tool such as geometry of the tool, welding
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parameters and FSW tool materials. The use a correct geometry tool and proper welding
parameters could prolong the FSW tool life. In addition to the factors mentioned, the
material of the tools andmethods in improving the strength prove to be as important. The
most usable method to improve the quality of the tool surface is through coating on the
hardmaterials that diffuses on the substratematerials. The allotropes of carbon including
graphene, carbon nanotubes and diamond-like-carbon are well-known for their unique
properties such as hardness. Furthermore, carbon bonds readily with other atoms includ-
ing other carbon atoms, and is capable of forming a covalent bonds. Emamian et al. [31]
highlights the characterization of the carbon-based coatings in regard to selected coat-
ing parameters through Field emission scanning electron microscope, energy dispersive
spectroscopy, Raman Spectra, and X-Ray photo electron spectroscopy techniques. The
analysis shows presence of graphite like structures whereas Carbon Nanotubes (CNT)
was observed to be grown uniformly on the surface.

1.4 Diamond-Like-Carbon (DLC)

Carbon is one of the most amazing elements among all others. It exists in more than 90%
of all knownchemical substances andhas the largest number of allotropes.Diamond-like-
carbon (DLC) exhibits outstandingmechanical and tribological properties and therefore,
the coating using this material could be utilized in a wide range of engineering appli-
cations to control friction and wear. Figure 3 shows a ternary diagram that indicates
specific domains of different carbon-based coatings with respect to their sp2 and sp3
type bonding characteristics and hydrogen contents [32].

Fig. 3. Ternary phase diagram bonding in amorphous carbon-hydrogen alloys [32].

The carbon sp3 is a perfect symmetry of diamond which has properties such as high
hardness and low wear rate in various tribological conditions [33, 34]. On the other
hand, sp2 as a graphite structure with a weak van der Waals bonding has a low hardness
and high wear rate in a frictional conditions [35, 36]. In addition, amorphous carbons
consist of carbon atoms with mixture of both sp3 and sp2 coordinated bonds [37]. The
left axis of the above figure shows amorphous carbon (a-C), which is hydrogen free.
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The sp2 of this section is a glassy carbon, but is not the DLC. However, a-C of higher
sp3 content is the DLC, created with sputtering. At higher level of sp3, a specific type
of amorphous carbon is observed, known as tetrahedral amorphous carbon (ta-C) which
is made from ion or plasma beams. The bottom right of the diagram in Fig. 3 comprises
of large amount of hydrogen, indicating only the gas molecules [38].

Historically, the earliest attempts to produce DLC films back to 1953 when Heinz
Schmellenmeier reported a black carbon film derived from C2H2 gas in glow-discharge
plasma. The films produced high hardness and hence, were very resistance to the scratch-
ing of other hard objects. Later, Eisenberg and Chabot in the early 1970s have produced
such films using an ion beam deposition system [39]. Their films were very hard and
hence resistant to scratching and also possessed a high dielectric constant, high index
of refraction, excellent optical transparency, and high resistance to corrosion in strongly
acidic solutions. As the DLC films are typically amorphous and dense, they are less
prone to pin-hole defects. For that reason, DLC provides the only choice of material for
coating that can offer both high hardness and low friction under dry sliding conditions
[38]. There are different methods of deposition of ta-C, which is listed in the Table 2.

Table 2. Types of ta-C DLC coatings with historical overview [37]

Year Coating Type

1976 Direct Cathodic Vacuum Arc Evaporation (DCVAE)

1978 Filtered Cathodic Vacuum Arc Evaporation (FCVAE)

1988 Pulsed Arc (P-Arc)

1991 Laser Arc (L-Arc)

1994 High Current Arc (HC-Arc)

2002 Modulated Pules Arc (MP-Arc)

There are some researchers that have conducted studies which focused on the coating
using DLC on various materials. For instance, Lessiak and Haubner [40] coated DLC
on the hard metals using CVD as intermediate layers. The diamond was synthesized by
the hot-filament chemical vapor deposition (HF-CVD). In other research, Fan Ye et al.
[41] used microwave plasma enhanced chemical vapor deposition in order to deposit
DLC on WC-Co substrate. The above studies have utilized interlayer coating processes
in order to improve the adhesion of the coated layers. As mentioned earlier, tool wear is
a key issue for the FSW of aluminum matrix composites (AMCs), especially when the
volume fraction of reinforcing particulates is relatively high. Thus, the DLC-coated tool
may provide the solution in preventing or reducing the wear rate during the FSW.

Due to the harmful reactions between reinforcing hard particles and liquid aluminum,
a fusion welding of aluminum metal matrix composites (Al-MMC’s) poises several dif-
ficulties. Since FSW is a solid process, this technique provides a good option for joining
Al-MMC’s. In comparison to the fusion welded joint, FSW on Al-MMC’s produces a
homogeneous microstructure with a uniform hardness profile. Critical issue in FSW of
MMCs is short duration of tool life. The most common factor that is affecting on tool
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life is wear phenomenon. There are reinforcing particles such as Silicon Carbide (SiC)
in MMCs that are hard enough to easily worn out the tool materials. Therefore, tool life
is a critical and become one of the main problems in FSW of MMCs.

One of the most important issues in improving the surface quality is through coating
a hard material on the FSW tool. Choosing the suitable coating material and its process
parameters always have been a challenge for the researchers. Therefore, in order to
improve the FSW tool life, coating of the hard material on the FSW tool surface and
investigation of its quality is required.

It was found that some of the literatures focused on FSW tool materials to prevent
the wear. On the other hand, several studies had only used a limited range of the coating
materials. Therefore, a comprehensive comparison between the coating methods and
coating materials was apparently absent. Due to the above-mentioned problems, the
improvement of the tool life in the literature was not very encouraging. For instance,
the maximum tool life obtained by Prater et al. [27] for tungsten carbide coated with
diamond was only 28 inches (71cm). Thus, researchers are still looking for the approved
methods in significantly improving the tool life. This research will intend to develop an
improved FSW tool and to investigate the effect of surface enhancement on quality of
the tool and subsequently its tool life.

2 Experimental Procedures

Diamond, the sp3-bonded allotrope of carbon, has long held a special place in the hearts
and minds of both of scientists and the public at large. To the scientist, diamond is
impressive because of its wide range of extreme properties. As shown in Table 3, by
mostmeasures, the diamond is ‘the biggest and the best’; it is the hardest knownmaterial,
has the lowest coefficient of thermal expansion, is chemically inert and wear resistant,
offers low friction, possesses high thermal conductivity, offers electrically insulating and
optically transparent from the ultraviolet (UV) to the far infrared (IR).

Table 3. Properties of diamond [42]

Property Diamond

Hardness 10 (Mohs scale)

Thermal Conductivity 20 W cm−1 K−1

Thermal Expansion 1.1 × 10–6 K−1

Melting Point 4000 °C

As mentioned, the DLC is the only material or coating that can provide both high
hardness and low friction under dry sliding conditions. Since their initial discovery in the
early 1950s, DLC films have emerged as one of the most valuable engineering materi-
als for many industrial applications, including microelectronics, optics, manufacturing,
transportation, and biomedical fields. By the way, due to its similar properties near to
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the diamond especially for the hardness, it offers is a good option for the improvement
in strength of the materials.

There are many developments in the DLC coating technologies, including mag-
netron sputtering, plasma enhanced chemical vapor deposition, pulsed-laser deposition
and cathodic. These technologies provide the kinds of flexibility that a specialist needs in
designing and developingmultifunctional DLC coatings having amultilayered or nanos-
tructured/nanocomposite architecture with excellent hardness, friction, toughness, and
corrosion resistance.

The raw tungsten carbide andH13 tool steelweremanufactured byMicrocarbide Sdn
Bhd. Then, the cubes were sent to Singapore to be coated by Oerlikon Balzers Company.
The tool and cubes were coated using physical vapor deposition (PVD) process. In
the PVD process, the tungsten carbide was evaporated by bombardment with ions via
sputtering process. At the same time, a reactive gas (a gas containing carbon) was added
to form a compound with the metal vapor which was deposited on the tool and cube as a
thin, highly adherent coating. By rotating the part at a constant speed for about several
axes, a uniform coating thickness was successfully obtained.

3 Results and Discussions

DLC is a class of amorphous carbon material that displays some of the typical properties
of diamond. The primary desirable qualities are hardness andwear resistance. Therefore,
this material provides one of the options of this research to enhance the surface of the
FSW tool and hence its lifespan. Some characterization and mechanical tests have been
performed to evaluate the quality of the coating on H13 tool steel and tungsten carbide.

3.1 Microstructure Analysis

Field Emission Scanning Electron Microscope (FESEM) with energy dispersive spec-
troscopy (EDS) was employed to determine any abnormalities or surface defects (i.e.
cracks) that would be present at the material interface.

Images of the interface were recorded at several magnifications (minimum of 100x).
EDS was then used to determine the type of element present along the cross section
of the coated sections for friction stir welding tool. The percentage of elements were
recorded and tabulated.

Field emission scanning electron microscopy (FESEM) machine of Carl Zeiss
SUPRA 55VP machine was used to measure the thickness of the coating and to evaluate
the chemical properties of the cross section. FESEM would indicate the elemental and
topographical information at magnifications of 10× to 300,000×, and has unlimited
depth of field. The principle of FESEM involves high energy of electron collides with
the atoms of the material to produce the signals that is useful for the substrate’s surface
topography and properties [43].

This method is better than scanning electron microscope (SEM) as it provides larger
magnification than SEM. Prior to the testing of FESEM, the samples were prepare
accordingly. The coated tungsten carbide was grinded and polished at one side of the
coating. The grinding process started with the roughest grade of the sandpaper and
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ended with the smoothest sand paper. Diamond paste was used to polish the side of the
cube. The same preparation process has been done for those of the H13 steel specimens.
Diamond-like-carbon has been used to coat on top of the H13 tool steel and tungsten
carbide. In this section, analysis on both tool materials are discussed.

Figure 4 reveals that the thickness of the DLC on top surface of the H13 tool steel
was around 10.09 µm. Three spots were selected to evaluate the elements composition;
spot a was selected on the coating section, spot b was at the interface between the coating
and substrate, and spot c was selected on the substrate and far from the coating section.
From the ESD, it was found that the amount of carbon on the sport a was more than
those of spot b and c. Moreover, the amount of Fe also increased from spot a to spot b.

Fig. 4. Cross section of DLC coated on H13 tool steel and elements comparison of spots a, b,
and c.

In addition, Fig. 5 indicates mapping images to evaluate the amount of the coated
carbon on top of the H13 tool steel. It can be seen that the carbon was successfully coated
on the top surface of the substrate. By the way, iron and chromium was also found to
be distributed homogeneously as the H13 tool steel was composed of these elements.
In conclusion, from the FESEM images and EDS as well as those mapping images, it
could be concluded that the DLC was effectively coated on the H13 tool steel.

Diamond-like-carbon was also deposited on top of the tungsten carbide. Figure 6
shows the thickness of the DLC coated on tungsten carbide and elements comparison at
different spots.
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Fig. 5. Mapping of DLC coating on the H13 tool steel

Fig. 6. Cross section of DLC coated on tungsten carbide and elements comparison of spots a, b,
and c
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Thickness of the coated DLC was measured at around 2.4 µm. As shown in Fig. 7,
spot a consisted of maximum amount of carbon, which proved the appropriate layer of
coating.

Fig. 7. Mapping of DLC coating on Tungsten

3.2 Raman Spectroscopy

Raman spectroscopy was conducted with a spectral resolution of 4 cm-1, using an argon
ion laser with a wavelength of 514.5 nm. Data collection of the Raman spectra was car-
ried out with the use of a high throughput holographic imaging spectrograph. Moreover,
the experiment was conducted at standards room temperature and pressure. Raman spec-
troscopy offers an analysis of inelastic light scattering and, when applied to molecules,
would provide an insight into their chemical structure [44].

Based on the Raman spectrum obtained by Raman spectroscopy, three prominent
peaks could determine the presence of carbon. These peaks are the D peak, G peak,
and 2D peak. The D peak signifies that the synthesized carbon contains disorders and
defects. It has been reported that these conditions might occur due to surface disloca-
tions, corrugation, and possibly the interaction of carbon with the substrate itself [45].
The presence of disorder in sp2-hybridized carbon systems results in resonance Raman
spectra, and thus makes Raman spectroscopy one of the most sensitive techniques to
characterize disorder in sp2 carbon materials. Meanwhile, the G peak is due to the in-
plane vibration of sp2 carbon atoms. G-band arises from the stretching of the C-C bond
in graphitic materials, and is common to all sp2 carbon systems. Finally, the 2D peak is
due to the stacking order of carbon sheets [46]. 2D-band is a second-order two-phonon
process and exhibits a strong frequency dependence on the excitation laser energy.

Raman spectroscopy has also been performed on DLC coated samples. Figure 8
shows the results for Raman. The intensities of the two characteristic G and D bands
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were 1550cm-1 and 1350cm-1, respectively, which are typical for diamond-like-carbon.
The quality of the result could be compared with [47–49].

Fig. 8. Raman spectrum measured for the DLC

4 Conclusion

It is obvious that the use of FSW in joining metal matrix composites would cause
removal of the aluminum carbide, which is considered as welding defect in the con-
ventional methods. Moreover, in such welding process, hazardous fumes would also
be removed. Increasing the surface strength with the DLC coating on tungsten carbide
through physical vapor deposition could reduce pollution of coating and increase the
tool life.

Physical vapor deposition has been used in order to coat DLC on H13 and tungsten
carbide substrates. In order to evaluate the characteristics and quality of the coated
materials, several materials characterizations were performed.

The characterization results of the DLC coating on H13 tool steel and tungsten
carbide proved that the DLC could be coated properly on substrates. Microstructural
analysis has verified that carbon has been successfully diffused on top of the substrates.
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Abstract. This paper focuses on the influence of immersion time, concentration,
and temperature on the formation process of copper stearate on the surface of
copper sheet. One-step immersion and control variate method was adopted in this
research to produce superhydrophobic surface on copper sheet. In the proposed
method, pre-treated pure copper samples were immersed in stearic acid-ethanol
solution with different concentrations (1, 2 and 3 g/�) for different durations (0.5,
1, 1.5, 2, 2.5, and 3 h) at different temperatures (20, 30, 40, 50, 60 and 70 °C). A
total of 108 superhydrophobic surfaces were prepared and investigated using this
control variate method. The superhydrophobic surfaces were characterized and
analyzed using scanning electron microscope, contact angle measuring instru-
ment and fourier transform infrared spectrometer. The preparation of copper sur-
face for superhydrophobic effect was found to be at optimal, when stearic acid
concentration at 2 g/�, immersion temperature at 60 °C and the immersion time
of 90 min.

Keywords: Copper · Superhydrophobic Surface · Contact Angle · Immersion
Process · Control Variate Method

1 Introduction

Surface wettability, the degree of infiltration of a body to a solid, is one of the important
characteristics of solid surface. Microstructure surface of lotus leaf with hydrophobic
waxy substance was first explained in 1997 to clarify super hydrophobicity phenomenon
[1–8]. Superhydrophobic surface of metal has great importance in self-cleaning, oxida-
tion resistance, drag reduction, friction reduction, anti-scaling and great prospects for
industrial applications [9, 10]. Preparation of superhydrophobic self-cleaning film on
metal substrate not only can achieve the modification effect, but also avoid the tendency
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of scaling between metal and corrosive medium, providing a parameter basis for the
preparation of large area of superhydrophobic surface [11–14]. The micro-nano layer
structure and waxy substance on lotus leaf surface are the main reasons for the formation
of superhydrophobic surface, which provide guidance for the construction of artificial
superhydrophobic surface.

At present, many preparation methods of superhydrophobic copper surface have
been reported in the literature, such as electrochemical deposition [15], vapor deposition
method [16], etching method [17], template method [18], laser and plasma technology
[19], mechanical processing method [20], direct immersion method [21], sol-gel [22],
electrostatic spinning method [23], self-assembly method etc. [24]. The wettability of
metal surface is determined by its chemical composition and microscopic geometry.
Superhydrophobic surface can be constructed using two-step method: roughening a
surface and modifying the surface with low energy material [25–28].

The preparation of superhydrophobic surface using two-step method, is more com-
plicated and not practical for large scale production. A novel one-step immersionmethod
was introduced where sheet metal (copper and zinc) were immersed in an anhydrous
ethanol solution of tetradecanoic acid for 3 to 5 days to obtain the flower-likemicro-nano
structure superhydrophobic surfaces [29]. One-step immersion method to soak copper
sheet in anhydrous ethanol solution of palmitic acid was used to obtain superhydropho-
bic surface; the influence of experimental concentration and immersion time on surface
wettability of copper sheet were discussed [30].

The above one-step immersion method was used to prepare the superhydrophobic
surface, which was relatively simple to operate and easy to produce in a large scale.
However, the soaking time used to obtain the superhydrophobic surface in the experiment
was relatively long, and the formation rule of this flower-like structure was not explored.

In this paper, one-step immersion method was used to prepare the superhydrophobic
surface on the copper sheet. The copper sheet was immersed in 95% ethanol solution
of stearic acid to obtain the superhydrophobic surface with grass-like microstructure.
The influence of soaking time, soaking concentration and soaking temperature on the
self-assembly process of copper stearate on the surface of copper sheet was studied, and
the formation rule of grass-like structure on the surface of copper sheet was revealed.
This method uses simple technology, equipment, and shorter soaking time.

2 Experiment

2.1 Sample Preparation

Copper sheet (99.95 wt %) with 10 mm length, 5 mmwidth, and 1 mm thickness dimen-
sions was prepared for the experiment. The copper sheet was polished using sandpaper
(400 #) to obtainmicro-textured surface. Distilledwater and ethanol were used to remove
organic matter and oxides from the surface of the copper sheet. Pre-treated pure copper
samples were immersed in stearic acid-ethanol solution with different concentrations (1,
2, and 3 g /�) for different durations (0.5, 1, 1.5, 2, 2.5, and 3 h) at different temperatures
(20, 30, 40, 50, 60, and 70 °C). After a total of 108 samples were being experimented,
the copper samples were taken out of the solution, washed with ethanol and distilled
water, then air-dried.
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2.2 Characterisation

Phenom Pro X scanning electron microscope with accelerating voltage of 5 kV was
used in this experiment to characterize the microstructure and morphology of the sample
surface.

Fourier transform infrared spectroscopy was conducted using a small amount of
surface material scrapped from the pure copper surface and superhydrophobic copper
surface. The sample for superhydrophobic copper surface was taken from the stearic
acid concentration of 2 g/�, soaking temperature at 60 °C and soaking time of 90 min.
Superhydrophobic copper surface sample is in sky-blue color powder formwhendetected
by Perkin Elmer Spectrum 100. It is an attenuated total reflectance-Fourier transform
infrared spectrometer and has the resolution of 0.5 cm−1.

The sample was placed on the measurement platform of the OCA20 contact angle
meter, and the static contact angle was measured by the lying drop method (sessile drop
method) at room temperature. The measured water droplet (distilled water) amount was
5 µ �, and the average value of 6 different points on the surface of the sample was taken.

3 Results and Discussion

3.1 Superhydrophobic Surface Microstructure Analysis

Images of the copper surfaces under different preparation conditions were taken using
scanning electron microscope, Fig. 1. The reaction rate of copper oxide and the amount
of copper stearate increased on the surface of copper sheet as the of stearic acid con-
centration increased from 1 to 3 g/�. Up to 70 µm in diameter of grass structure of and
35 µm long of nano-acicular structure formed in the copper surface with the increase of
concentration. However, when concentration exceeded 2 g/�, the adjacent nano-needles
structure overlapped with each other to form block due to excessive of nano-needles
produced.

Many bud-like structures formed on the surface of the copper sheet when soaking
duration, t = 30 min. A little copper oxide was generated and the amount of copper
stearate formed on the surface was very small due to the short immersion duration.
These bud-like structures were the embryonic form of nano-needle structure. Copper
oxide and copper stearate increased with the soaking duration. However, when t =
180min, excessive nano-needles structure was produced and overlapped with each other
to form block.

With soaking temperature at 20 °C,manymicron grass-like structures with diameters
of about 50 µm were formed on the surface. However, no grass-like structure was
observed as the temperature rose to 70 °C.

3.2 Infrared Spectrogram Analysis of Superhydrophobic Surface Materials

Fourier transform infrared spectrometer was used to capture the infrared spectrogram of
the sky-blue material on the surface of the copper sheet sample after immersion, Fig. 2
(a) and the infrared spectrogram of stearic acid, Fig. 2 (b). Based on the stearic acid
infrared spectrogram, there were two characteristic peaks at the high frequency region
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(a)  (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 1. Scanning Electron Microscope Images of the Copper Surfaces (a) Pure Copper; (b), (c)
and (d) Immersed in 1 g /�, 2 g /�, 3 g /� solutions at 60 °C for 90 min, respectively; (e) and (f)
Immersed in 2 g /� solution at 60 °C, for 30 min and 180 min, respectively; (g) and (h) Immersed
in 2 g /� solution for 90 min, at 20 °C and 70 °C, respectively.
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at 2916 cm−1 and 2849 cm−1, caused by the symmetric and asymmetric stretching
vibration of the functional group CH2, respectively. There was an absorption peak in the
low frequency region at 1702 cm−1, due to carbonyl stretch of stearic acid.

As for the sky-blue substance on the surface of the copper plate, there were two
characteristic peaks in the high frequency region of Fourier transform infrared spec-
trum at 2915 cm−1and 2849 cm−1 respectively, similar to stearic acid Fourier transform
infrared spectrum. A characteristic peak was generated in the low frequency region
at 1586 cm−1, which is corresponding to the group -COO peak (-COO absorption
peak from 1610 cm-1 to 1560 cm−1). An asymmetric deformation vibration of -CH3
was observed at 1444 cm−1. The above analysis shows that the microcluster was not
CH3(CH2)16COOH powder, but the stearic acid had chemical reaction on the surface of
the copper sheet to form copper stearate (Cu[CH3(CH2)16COO]2) [31–33].

Fig. 2. Fourier Transform Infrared Spectrogram of (a) Copper Stearic; (b) Stearic Acid.

3.3 Contact Angle Measurement and Analysis

Images of the three different states of water droplets contact angle on the copper sam-
ple surface: hydrophilic, hydrophobic and superhydrophobic, Fig. 3. Superhydrophobic
surfaces are contact angle with at least 150°. Majority of the surfaces achieved were
hydrophobic based on the results, Fig. 4.

Contact angle of pure copper startedwith hydrophilic surface, however as the soaking
concentration, soaking temperature and soaking duration increased, the contact angle
initially increasedbut decreased eventually. This phenomenoncanbe explainedbyCassie
theory which state that due to large amount of air trapped between the needle cluster on
the surface, the water droplets cannot penetrate, and thus convex droplets were formed
on the surface of the solid, thus form the phenomenon of super hydrophobic. However,
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as more and more modifier molecules adsorbed on the surface, the surface becomes
flatter and the captured air between the nanoparticles is gradually expelled. Therefore,
the contact angle becomes gradually decreases as the gas phase composition decreasing
at the three-phase interface.

Contact angle of copper surfaces immersed in stearic acid-ethanol solution with
different concentrations (1, 2 and 3 g/�) for different duration (0.5, 1, 1.5, 2, 2.5, and 3
h) and different temperatures (20, 30, 40, 50, 60 and 70 °C), Fig. 4. The preparation of
copper surface for superhydrophobic effect was found to be optimal when stearic acid
concentration at 2 g/�, soaking temperature at 60 °C and soaking time of 90 min.

Fig. 3. Surface Water Contact Angle of Copper Plate, (a) Pure Copper; (b) Hydrophobic Copper;
(c) Superhydrophobic Copper.

3.3.1 Effect of Stearic Acid Concentration on Copper Surface Structure andWet-
tability

The contact angle value was low when the copper immersed in low concentration of
stearic acid-ethanol solutionwith temperature at 60 °C and immersing duration at 90min.
The contact angle achieved maximum value with concentration at 2 g/�. However, the
contact angle decreasedwhen concentration exceeded2g/�.With concentrationof stearic
acid-ethanol solution at 1 g/�, the reaction rate between stearic acid-ethanol solution and
copper was slow due to the small number of stearic acid molecules and the film could
not cover the entire surface of the copper sample, which then affected the formation of
microstructure on the surface of copper.While when immersed in the 3 g/� concentration
stearic acid-ethanol solution, it caused over production of copper stearate and nano-
needle structures overlapped with each other and reduced the roughness of the surface,
thus decreasing the contact angle of water droplets on the surface.

3.3.2 Effect of Immersing Time on Copper Surface Structure and Wettability

The contact angle value on the surface of the sample increased significantly with the
increasing of immersing duration with temperature set at 60 °C and concentration of
stearic acid-ethanol solution at 2 g/�. The contact angle reached the maximum value
at 90 min immersion time and gradually decreased as the immersion time increased
further. This was due the diameter of the grass structure and the length of the nano-
needle structure remained unchanged, but the density of the nano-needle structure on
the single micron grass-like structure increased. When the immersing time reached
180 min, the density of the nano-needle structure was too large, and the nano-needle
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Fig. 4. Contact Angle of Prepared Copper Surface at different concentration level of Stearic Acid:
(a) 1 g /�; ; (b) 2 g /�; ; (c) 3 g /�.
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structure overlapped into block, thus reduced the roughness of the surface, and reduced
the contact angle of water droplets.

3.3.3 Effect of Immersing Temperature on Copper Surface Structure and Wetta-
bility

The maximum contact angle achieved when the immersion temperature at 60 °C with
concentration of stearic acid-ethanol solution at 2 g/� and immersion time of 90min. The
contact angle of sample was increasing with the increasing of immersion temperature.
However, the contact angle decreasedwhen it reached70 °C immersion temperature. This
may be due to copper stearate dissolve easily in ethanol solution at higher temperature.

3.4 Analysis on the Formation Mechanism of Copper Sheet Surface Structure

According to the surface microstructure of copper sheet and the results of infrared
spectrum analysis as well as related literature, the possible mechanism of copper surface
microstructure formationwas due to the copper can be naturally oxidized by the dissolved
oxygen in ethanol solution and this spontaneous oxidation reaction can be accelerated
drastically in the ethanol solution of stearic acid [29, 34, 35]. When the copper sheet is
immersed in 95% ethanol solution of stearic acid, the surface of the copper sheet reacts
with the oxygen in the solution as shown in Eq. (1).

2Cu + O2 → 2CuO (1)

Due to the presence of stearic acid in the solution, the copper oxide generated on the
surface of the copper sheet react with stearic acid, as shown in reaction Eq. (2).

2CH3(CH2)16COOH+CuO → Cu[CH3(CH2)16COO]2 + H2O (2)

Copper stearate was obtained on the surface of copper sheet, which is difficult to
dissolve in ethanol and water solution. The grass-like structure of copper stearate on the
surface of copper sheet was observed. Some literatures [29, 30] also reported that fatty
acid salts with grass-like structure could be obtained on the surface of copper plates by
soaking in anhydrous ethanol solution of fatty acids. However, soaking time could be
very long (3–5 days). In this paper, stearic acid can be formed as an ion shown in Eq. (3)
because the solution contained a certain amount of water (from 95% ethanol).

CH3(CH2)16COOH → CH3(CH2)16COO + H+ (3)

It was believed that under the action of these water, ions and higher temperatures,
the oxidation rate on the surface of the copper sheet may be accelerated, which resulted
in a shorter duration for the self-assembly of the copper sheet to form copper stearate
grass-like structure.
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4 Conclusions

In this paper, one-step immersion method was adopted to obtain the superhydropho-
bic surface by immersed the copper sheet in stearic acid and 95% ethanol solution.
The superhydrophobic surface with grass-like microstructure can be obtained by self-
assembly of copper stearate Cu[CH3(CH2)16COO]2 on copper sheet, with only 90 min
of immersion time.

The effects of immersion time, concentration, and temperature on the surface struc-
ture of copper sheet were studied. The experimental results showed that there were many
grass-like structures of copper stearate on the surface of the superhydrophobic copper
sheet, and it was found that these structures changed with the immersion time, concen-
tration, and temperature. Different surface structures under different conditions lead to
different wettability of copper sheet surface. The preparation of copper sheet for super-
hydrophobic surface effect was found to be at optimal when stearic acid concentration
at 2 g/�, soaking temperature at 60 °C and immersion time of 90 min.

5 Data Availability Statement

The data that support the findings of this study are available from the corresponding
author upon reasonable request.
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Abstract. Greenhouse gases such as carbon dioxide (CO2), methane (CH4), and
nitrous oxide (N2O) will be produced during the combustion of fossil fuels to
generate electricity. Besides, the available resource of fossil fuels such as coal
and natural gas are declining. However, thermal power plants in Malaysia are
still using the conventional way to produce heat in the boilers and gas turbines
instead of using solar energy. Thus, this research aims to investigate the possibility
of providing heat to the power plant in Malaysia by using the heat collected
from solar dish collectors instead of using the combustion of fossil fuels, and the
heat will be stored by using phase change material (PCM). The solar radiation
at the chosen power plant, which is Sejingkat Power Plant, will be simulated by
using the ASHRAEmodel in MATLAB. Next, the modeling of the designed solar
dish collector and thermal energy storage (TES) by using phase change materials
(PCM) are simulated inMATLAB as well. The simulated result shows that there is
high solar radiation, and the designed solar dish collector can achieve high thermal
efficiency. The TES is expected to store enough amount of energy for the time
without sunlight or night time usage.

Keywords: Solar radiation · solar dish collector · TES · PCM · Sejingkat Power
Plant

1 Introduction

Energy is getting important for human beings nowadays, and the energy demand is
getting higher. However, the production of energy using non-renewable energy such as
fossil fuels has brought negative impacts not only to the environment but also on human
health. Fossil fuels had even contributed 99.5% of global greenhouse gases emission.
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Moreover, the accessibility of fossil fuel reserves is also getting lesser [1]. Thus, renew-
able energy which can solve these problems is highly required. Among the renewable
energy, solar energy can be considered the cleanest energy source. It will not release
any greenhouse gases that will speed up global warming or cause any bad impacts on
human health. Due to the high temperature required in the power plant, the solar dish
collector is the most suitable type of solar energy collector to collect and provide heat
to the boilers of the power plant rather than using the combustion of fossil fuels such as
coals and natural gases. This is because it can reach a higher temperature range with its
higher concentration of thermal power compared to other types of concentrating solar
power (CSP) technologies [2].

2 Literature Review

2.1 Solar Radiation Model

Global solar radiation on a horizontal surface consists of direct solar radiation and
diffuse solar radiation [3]. ASHRAE Clear-sky Model is a basic and simpler tool for
solar radiation modeling and is widely used in engineering and other fields of study. For
a clear sky, it can be assumed that direct solar radiation occupies 70% of the global solar
radiation.

2.2 Solar Dish Collector

The twomain components of the solar dish collector are the concentrator and the receiver.
According to [4], the concentrator is mainly used to collect and concentrate solar radia-
tion in a small area. The quality of the concentrator mainly depends on the reflectance of
the concentrator. According to [5], the reflector surface will mostly have a high reflec-
tivity which is between 70% to 95%. Besides, in order to achieve a high temperature,
normally, the concentration ratio is typically higher than 2000. Moradi and Mehrpooya
[6] uses concentration ratio up to 3000 in their design to obtain a high temperature. After
the concentrator of the parabolic dish concentrates the solar radiation to the focal point,
the receiver, which is located at the focus, will absorb the energy reflected from the
concentrator [2]. The intercept factor is one of the most important factors in matching
the concentrator and receiver. The larger the intercept factor, the more solar power will
enter the receiver, and the lower the receiver loss [7]. Finally, Wu, et al. [8] did research,
and the result shows that the efficiency will be the maximum when the tilt angle is 90 ◦.

2.3 Phase Change Materials and Thermal Energy Storage

The phase change materials (PCM) have the advantage of storing the heat at almost the
same temperature range, and the temperature difference between the process of charging
and discharging is very small [9]. High-temperature PCMs are those with melting points
more than 300 ◦C and above, and inorganic salts are the primary choice for the high-
temperature PCM [10]. They have a sharp transition at the melting point, high latent
heat, high thermal conductivities, and high density. The type of storage for PCMs is
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known as latent heat storage. For latent heat storage, latent heat refers to the heat stored
during the changes in phase. The energy required to change the phase of solid to liquid
is called as ‘heat of fusion’ while the energy required to change the phase of liquid to
gas is called as ‘heat of vaporization’ [11].

3 Methodology

3.1 Specifications of the Selected Power Plant

Sejingkat Power Plant, which is in Kuching, Sarawak, Malaysia, is selected for this
research. It is a coal-fired power plant. The location of this power plant is at 1.6376°
N, 110.4638° E, with an average temperature of 26 ◦C or 299K annually [12]. The
temperature required in this power plant is 540 ◦C, and it consists of two units of boilers
that can generate 50 MW of electricity and another two units of boilers that can generate
55 MW of electricity [13] with a total output power of 210 MW.

3.2 Development of Solar Radiation Model

The solar radiation on a horizontal surface is predicted by using ASHRAE Clear-sky
Model. The direct solar radiation reaching the earth’s surface, GB,norm is calculated by
[3]

GB,norm = Ae
−K
sinα (1)

where A, apparent extraterrestrial flux, and K, optical length, can be expressed by the
Eqs. (2) and (3) [3].

A = 1160 + 75 sin

[
360

365
(N − 275)

]
(2)

K = 0.174 + 0.035 sin

[
360

365
(N − 100)

]
(3)

The direct solar radiation on a horizontal surface, GB can then be found by [3]

GB = GB,normsinα (4)

The diffuse solar radiation on a horizontal surface,GD will be predicted by assuming
the solar radiation reaches from all directions equally. The Equation can be expressed
by [3]

GD = 0.095 + 0.04sin

[
360

365
(N − 100)

]
GB,norm (5)

Finally, the global solar radiation, GT on a horizontal surface can be obtained by [3]

GT = GB + GD (6)

The calculated result based on Eq. 1 to Eq. 6 is the solar radiation on a horizontal
surface on a specific day from sunrise to sunset. So, the average solar radiation on each
day is calculated and followed by the average solar radiation throughout the year.
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3.3 Development of Solar Dish Collector

The solar dish collector is designed in order to obtain high thermal efficiency, and Table 1
shows the design parameters of the solar dish collector. Then, the useful and dissipated
heat of the solar dish collector can be calculated based on the equations stated below.
The net solar heat transferred, Qs can be obtained by [14]

QS = GbAa (7)

where Gb will be the direct solar radiation on a horizontal surface and Aa Is the aperture
area of the concentrator.

Table 1. Design of solar dish collector.

Parameters Symbol Value

Aperture area of the collector Aa 33.18 m2

Non-shading factor λ 0.99

The reflectivity of the reflector ρ 0.94

Transmission-absorption τα 0.90

Receiver intercept factor γ 0.99

The tilt angle of the cavity ϕ1 π/2

Cavity surface emittance εc 0.9

Concentration ratio C 3000

Aperture area of the receiver Ar 0.0111 m2

Diameter of the receiver dr 0.1187 m

Cavity length L 0.1424 m

Area of internal cavity wall Aw 0.0642 m2

The amount of useful heat delivered by a solar dish collector, Qu will be equal to
the energy absorbed by the heat transfer fluid under a steady-state condition. Thus, the
Equation can be expressed by [6]

Qu = Qr − Ql (8)

where Ql and Qr are the total heat loss from the receiver and the radiation falling on the
receiver, respectively, which can be calculated by Eqs. (9) and (10) [15].

Qr = Qsηo (9)

Ql = Qlk + Qlc + Qlr (10)

Qlk is the conductive heat loss, Qlc is the convective heat loss and Qlr is the radia-
tive heat loss from the receiver aperture. Finally, the thermal efficiency of a solar dish
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collector, ηc can be written as [16]

ηc = ηo − Ql

Qs
(11)

3.4 Selection of Phase Change Material (PCM)

The chosen PCM that will be used in this research is 53% wt. BaCl2 – 28% wt. KCl –
19% wt. NaCl is a type of eutectic compound. It also can be known as CL540 [17].
The properties of the CL540 are summarized in Table 2. CL540 will be chosen because
its melting point of it is very similar to the desired operating temperature in this study
which is 540 ◦C. Besides, CL540 also has high stability, and its melting point and latent
heat show almost no change after being cycled 200 times [18]. Moreover, it also has a
very small amount of subcooling effect [17].

Table 2. Summary of the properties of CL540

Properties Value Unit

Composition 53:28:19 %

Melting point 541.98 ◦C
Latent heat 164.96 kJ/kg

Specific heat 0.63 [s] 0.95 [l] kJ/kg·K
Density 3011 [s] 2374 [l] kg/m3

Thermal conductivity 0.37 [l] (W/mK)

3.5 Modeling of Thermal Energy Storage (TES)

Themodeling of an ideal TES system, TidealTES is done by assuming that the temperature
is constant throughout the tank. Thus, the energy brought by the inlet stream is assumed
to mix with the PCM in the TES system instantly, and the heat transfer between them
is at a maximum rate. The Equation of the ideal TES system with can be expressed as
below [19]:

dE(t)

dt
≈ E(t) − E(t − �t)

�t
= ṁl(t)CHTF · (Tl(t) − TidealTES (t − �t)) − ṁu(t)CHTF · (TidealTES (t − �t) − Tu(t)) − Q̇loss (12)

where the E(t) is the energy stored at the current time step,E(t − �t) Is the energy stored
at the previous time step. Then, ṁl is the loading mass flow rate, CHTF is the specific
heat capacity of the heat transfer fluid which is molten salt (60% wt. NaNo3 – 40% wt.
KNO3); in this research, the loading inlet temperature is denoted as Tl , TidealTES is the
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temperature of the thermal energy storage, ṁu is the unloading mass flow rate and Q̇loss
is the heat loss from the tank to the surrounding.

E(t) itself can indicate both the stored energy and the phase change of the PCM.
The PCM will be in the solid phase when the value of E(t) is lower then Epcmmin

. Then,
the PCM will be in the liquid phase when the value of E(t) is higher than Epcmmax

. The
equations of Epcmmin

and Epcmmax
is expressed in Eqs. (13) and (14).

Epcmmin
= [(1 − φ) · V · ρw · cw · Tm] + [(φ · V ) · ρpcm · cpcm · Tm] (13)

Epcmmax
= Epcmmin

+ [(φ · V ) · ρpcm · hpcm] (14)

From Eqs. (13) and (14), φ represents the volume fraction of the PCM in the TES
system, V is the total volume of the storage tank, ρw is the water density, Tm is the
melting point of the PCM, ρpcm is the PCM density and hpcm is the enthalpy or the latent
heat of the PCM.

4 Results and Discussion

4.1 Solar Radiation Model

Figure 1 and Fig. 2 show the simulated results for average daily and monthly solar
radiation at the selected location, which is Sejingkat Power Plant, Kuching. Since only
concentrating solar power (CSP) technology is being used in this research, only direct
solar radiation will be taken into consideration. From Fig. 1, the minimum daily direct
solar radiation is 606 W/m2 while the maximum is 687.7 W/ m2. The yearly average
direct solar radiation throughout the year will be 651.2 W/ m2. From Fig. 2, obviously
that the average solar radiation in Kuching is almost consistent every month, which
means that it is suitable to implement solar energy.

Fig. 1. Average daily solar radiation on the horizontal surface
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Fig. 2. Average monthly solar radiation on the horizontal surface

4.2 Solar Dish Collector

The yearly average solar radiation is being used to simulate the thermal efficiency and
useful heat collected, as shown in Fig. 3 and Fig. 4. Based on Fig. 3, the efficiency of
the solar dish collectors will decrease when the temperature of the wall temperature
increases. This is because the amount of heat loss will increase when the temperature is
high as a large amount of heat is concentrating at a point. Moreover, when the thermal
efficiency of the solar dish collector decreases, the amount of energy that can be collected
will reduce too (Fig. 4). When the wall temperature is at 540 ◦C or 813 K, the thermal
efficiency and the amount of heat collected will be 81.66% and 17.65 kW, respectively.

Fig. 3. Thermal efficiency versus average operating wall temperature

Fig. 4. Useful heat collected versus average operating wall temperature
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4.3 Thermal Energy Storage with Phase Change Material

Referring to Fig. 5, the temperature change behavior of the PCM is split into three
different regions. In the first region, the PCM will receive heat from the heat transfer
fluid and start to increase from the initial temperature (500 ◦C) until it reaches the
melting point (542 ◦C). In the second region, the phase change of the PCM starts, and it
changes from solid to liquid. The temperature remains constant at (542 ◦C) throughout
this region. Finally, in the third region, the temperature of PCM continues to increase
until it reaches the set-point temperature (580 ◦C) and the PCM is fully melted.

Fig. 5. Temperature and energy storage changes in PCM storage

4.4 Number of Solar Dish Collectors Needed

Since the total power needed for the power plant is 210MW, and each solar dish collector
can collect up to 17.65 kW on average, 11901 solar dish collectors are required. Besides,
assuming that another 210 MW of energy will be stored in the TES, the total number of
solar dish collectors needed is 23802 pieces.

5 Validation

The validation of the solar radiation model and solar dish collectors will be done with
other sources and references. The solar radiationmodel has beenvalidated by the research
done by Tabassum, et al. [20]. They measured the solar radiation in Kuching by using a
light meter, and the result shows that the average solar radiation is 636.16 W/m2 which
is similar to simulated results (651.2 W/m2).

For the solar dish collectors, the validation was done withWu, et al. [16] andMoradi
and Mehrpooya [6]. Based on Fig. 6, the thermal efficiency of the designed solar dish
collector in this research is very similar to others.
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Fig. 6. Validation for thermal efficiency of solar dish collector

6 Research Limit and Future Work

The limitations faced in this research are the constraints in designing a TES system with
PCM. There are a lot of parameters lacking proper data, and rough assumptions need
to be made. Besides, the selection of a suitable TES from other research papers is also
hard to be done as most of the current research is based on low temperatures. So, more
research can be carried out on designing a proper TES system with PCM to obtain better
a result.

7 Conclusion

In conclusion, this research proves that it is possible to implement solar dish collectors
in Sejingkat Power Plant, Kuching, Malaysia. This is because the simulated result shows
that the yearly averagely solar radiation in Kuching is up to 651.2 W/m2. With the high
solar radiation, each of the designed solar dish collectors can collect 17.65 kW of heat,
and its efficiency is up to 81.66%. A thermal energy storage system with phase change
materials can also be implemented to store the heat energy. A total amount of 23802
solar dish collectors is needed to harness enough amount of solar energy for both the
power plant and thermal energy storage system. However, deeper research on the design
of TES needs to be carried out to obtain a result with higher accuracy.
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Abstract. Construction industry is a central of economic contributor across all
countries world widely. As construction sector is one of the income contributions
for economic expansion inMalaysia, therefore this paper aims tomodel and assess
the performance efficiency of the construction sector companies usingData Envel-
opment Analysis (DEA) model. The results of this study show that 9 construction
companies had been categories as efficient companies which achieve efficiency
score of 1.00, i.e.: FAJAR, HOHUP, KERJAYA, MUHIBBAH, PEB, SUNCON,
TSRCAP, ZECON and ZELAN. Then the potential improvement had been pro-
posed on the inputs and outputs according to the best possible solution of DEA
model so that the inefficient companies can be revamp to efficient companies.

Keywords: Construction companies · Data envelopment analysis · Linear
programming model · Inputs · Outputs

1 Introduction

Construction industry is a central of economic contributor across all countries world
widely. According to Twelfth Malaysia Plan, Malaysia Gross Domestic Product (GDP)
aimed to achieve the average 4.5% to 5.5% within the period of 2021 to 2025 [1].
Malaysia is a developing country, and construction sector is one of the backbones of
economic development. In recent year, said year 2021, Construction Industry Develop-
ment (CIDB) Malaysia had launched Construction 4.0 Strategi Plan that involved in 4.0
Industry Evolution. The integration technologies with construction sector will help to
robust the economic in Malaysia, such that the contribution of GDP growth as well as
offering job opportunities in different areas of expertise toward high income country [2].
BursaMalaysia was set up in year 1930 and formally named as Kuala Lumpur Exchange
Malaysia (KLSE). Among in ASEAN, Bursa Malaysia one of the largest bourses, pro-
viding chances for company, government and related group to sell securities through a
range of exchange-related products and services.
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2 Literature Review

BursaMalaysia play an important role in economicMalaysia as a bridge between compa-
nies, governments and other clients and holders as well as consumers to provide a variety
of exchange related services and products in order to sell securities to the investing pub-
lic [4]. Under equities prices, there are six markets to be chosen, i.e.: main market, ACE
market, LEAP market, Structured Warrants, ETF and bond. The reason that choosing
main market because the companies that listed are the companies well-establishes if
compare to ACE and LEAP market.

COVID-19 outbreak gave the bad impact to the economicMalaysia include construc-
tion sector. Implementation of Moving Control Order on 11 March 2020, construction
industry as a non-essential sector and all of the construction projects were force to fully
close down during the period announced by government. According to [4], the construc-
tion industry has experienced a wide range of difficulties, such as unemployment, time
constraints, interrupted revenue streams, deferred licences, travel bans, serious health
and safety concerns, and labour and equipment shortages as well as other possible
issues. All of these difficulties have had an impact on the timely completion of projects
in construction sector [5–8].

The term of efficiency generally gives themeaning on efficient operation asmeasured
by a comparison of production with cost [9]. One of the popular measurement tools to
identify efficiency is Data Envelopment Analysis (DEA). The used of DEA traditionally
invented by [10] for non-profit organization to compute the efficiency through the ratio
of varied inputs and outputs. This benefited for the organization to understand their
management performance, either in term of financial, or human resources, etc. The
stabilization on the application of DEA were widely used in bank sector, education,
agricultures, stock market, etc. [11–23].

Application on DEA in construction industry by [24] to evaluate the efficiency of
construction sites by obtaining the result that the primary variable that correlates with
the effectiveness of building sites is the quantity of incidents that occur there, which
is the output of the DEA framework. A study on DEA model integrated with Distance
frictionminimization (DFM)method and target-oriented (TO) approach for the Regional
Construction in China had been done by [25] with the findings showed that inefficient
allocation and use of crucial resources is to blame for the uneven performance of regional
construction productive efficiency. A research paper brought about the dominant of DEA
model as benchmarking tool as well as provides for the determination of indicator target
values [11]. Other relevant studies on application of DEA in construction industry can
be found in [26–30]. Due to lacking of the study on the efficiency of construction sector
in Malaysia, as construction sector as one of the income contributions for economic
expansion in Malaysia, therefore this paper aims to examinate the efficiency of the
construction sector companies in year 2019 using Data Envelopment Analysis (DEA)
with BCC Model.
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3 Data and Methodology

Data EnvelopmentAnalysis (DEA)was further established by [10] after first proposed by
[31]. DEA is a linear programming model that under categories non-parametric method
as does not require any specified sample size and assumption of study yield to bemade. It
is a very useful rankingmethod to financial study, i.e., financial ratio analysis which only
require in ordinal data to perform the measurement of efficiency for the decision-making
unit (DMU) that desired to investigate support by efficiency score between the range
from 0 to 1. By obtaining the efficiency score equal this means that the outstanding of
particular DMU. In this study, the data were extracted via the company annual report in
each of the year as shown in the Bursa Malaysia. Income statement from each company
in the construction sector under the categories of main market had been extracted, hence
the data is considered reliable. A total of 51 companies in year 2019 are used in this study
for the efficiency investigation which adopted three inputs: debt to assets ratio, dept to
equity ratio and current ratio; three outputs: earnings per share, return on equity and
return assets. An optimization software, namely LINGO helped to obtain the results for
in this study. Deployment of BBC output maximization-oriented model which proposed
by [33,34,35] in this study as shown in below:

hk =
∑s

r=1
uryrk + α (1)

Subject to
∑m

i=1
vixij −

∑s

r=1
uryrj − α ≥ 0; j = 1, 2, 3, . . . , n (2)

∑m

i=1
vixik = 1 (3)

ur, vi ≥ ε; r = 1, · · · , s; i = 1, · · · ,m. (4)

where

hk is relative efficiency of DMUk.
s is the number of outputs.
ur is the weights to be determined for output r.
m is the number of inputs.
vi is the weights to be determined for input i.
n is the number of entities.
ε is the positive value.
α is the free variable.

4 Empirical Results

The efficiency ranking score for each construction company in year 2019 as presented
at Fig. 1. Total 9 out of 51 construction companies had been categories as efficient
companieswhich achieve efficiency score achieve at 1, i.e.: FAJAR,HOHUP,KERJAYA,
MUHIBBAH, PEB, SUNCON, TSRCAP, ZECON and ZELAN. Meanwhile the other
47 companies are grouped in inefficient companies as obtained the efficiency score less
than 1.
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Fig. 1 Ranking level Ranking of Construction sector Companies

The current efficiency companies with the optimal coefficient are specifically
employed as the reference set as the criterion measurement in order to convert those
inefficient companies into efficient companies. For examples, the benchmarking of the
efficient companies: MUHIBBAH, SUNCO and TSRCAP, as reference sets, with coef-
ficients of 0.6055606, 0.2558982 and 0.1385412 based on the best solution of the DEA
model, is necessary for ADVCON to obtain the efficiency score of 100%.

The potential improvement on three inputs and three outputs had been proposed
according to the best possible solution of DEA model so that the inefficient companies
can be revamp to efficient companies. For instance, ADVCON had been proposed to
increase the company outputs and decrease the inputs (Fig. 2).

Fig. 2 Proposed Potential Improvement
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5 Conclusion

DEA is a non-parametric linear programming method and it is a very useful ranking
method on the financial study for decision making unit. As construction sector as one
of the income contributions for economic expansion in Malaysia, the construction firms
should be aware of their existing financial standing. In this study, 9 companies had been
evaluated as efficient companies, which are FAJAR, HOHUP, KERJAYA,MUHIBBAH,
PEB, SUNCON, TSRCAP, ZECON and ZELAN. For inefficient companies, the poten-
tial improvement on the inputs and outputs had been proposed so the companies can
rearrange their resources. This study is notable since it successfully estimated the poten-
tial for improvement for construction sector businesses listed in Bursa Malaysia for the
year 2019.
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Abstract. Information Technology (IT) plays a central role in the information
age. IT is a combination of communication technology and computer technol-
ogy. The advancement and development of IT is a great achievement for a nation
that is beneficial to society, organizations and all the people over the world. IT
can offer a good opportunity for companies to introduce new products and ser-
vices quickly, possess the potential to reach more customers and collaborate with
business partners and global suppliers. This study is conducted to determine the
financial performances of the IT companieswith the proposedTechnique forOrder
of Preference by Similarity to Ideal Solution (TOPSIS)model.Moreover, the rank-
ing of the companies is identified according to their performances. The findings
demonstrate AAPL outperformed the other companies in terms of financial per-
formance. This study highlights the significance of the assessment, comparison
and ranking of the financial performances of IT companies by using the proposed
TOPSIS model.

1 Introduction

Information Technology (IT) is referred to a set of equipment and techniques which are
created in order to optimize information systems. In the present age implementation,
development and maintenance of information systems is an essential business process
in IT management. In the current era the use of new technologies and information
systems, IT is quite crucial to improve the efficiency of the organization and hence, it
will accelerate the pace to achieve the company’s ultimate goals.

IT is very important to determine the success or failure of a knowledge management
system [1]. Advanced knowledgemanagement in IT can enhance the knowledge transfer
speed as well as the organization’s domain of knowledge. According to Shirazi et al. [2],
IT involves various communication media and innovations that connect individuals and
information systems. The development of IT companies should be greatly focused on
by the government since IT has become an integral and vital part of every business plan.
Therefore, the performance of the IT companies can be analyzed to order to understand
the status of the companies.

Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) model
compares the decision alternatives to the negative ideal solution (NIS) and positive ideal
solution (PIS). TOPSIS model is a useful and effective tool in solving the multi-criteria
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decision-making (MCDM) problems [3–6]. MCDM problems involve determining the
best decision alternative by consideringmultiple decision criteria [7–23]. TOPSISmodel
aims to identify the alternative that has the longest separation distance from the NIS and
the least distance to the PIS [24–26]. The ranking of the alternatives will be constructed
according to their relative closeness to the ideal solution [27].

In this study, TOPSIS model is proposed to analyze the financial performance of
the IT companies listed in Dow Jones Industrial Average (DJIA). The aim of this paper
is to analyze and compare the IT companies’ financial performance with the proposed
conceptual framework based on TOPSISmodel.Moreover, the ranking of the companies
is determined. The organization for the remainder of this paper is as follows. The data and
methodology that is used in this study are enumerated in Sect. 2. Next, Sect. 3 presents
the findings of this study. The last section of this paper is ended with a conclusion.

2 Data and Methodology

The data of this study consists of financial ratios such as DER, DAR, ROE, ROA, EPS
and CR [28–30] for the period of 2015–2020. The decision alternatives in this study
are AAPL, CSCO, IBM, MSFT and CRM. TOPSIS is a MCDM model that has been
proposed to tackle various problems of decision making [31–38]. The TOPSIS model
can be expressed as follows [39, 40]:

Step 1: Calculation of the weighted normalized decision matrix as follows:

vij = wj × rij, j = 1, 2, 3, . . . . . . , n; i = 1, 2, 3, . . . . . . ,m (1)

where wj = weights of the criterion j and rij is the normalized decision matrix.
Step 2: Computation of the alternatives’ separation distance from the PIS (S+) and

NIS (S−).

S+
i =

√
√
√
√

n
∑

j=1

(v+
j − vij)2, i = 1, 2, 3, . . . . . . ,m (2)

S−
i =

√
√
√
√

n
∑

j=1

(v−
j − vij)2, i = 1, 2, 3, . . . . . . ,m (3)

where v+
j = {(max vij|i ∈ I), (min vij|i ∈ I ′)} and v−

j = {(min vij|i ∈ I), (max vij|i ∈
I ′)}

Step 3: Determination of the alternatives’ relative closeness coefficient respect to the
ideal solutions (siw).

siw = s−i
(s+i + s−i )

, 0 ≤ ci ≤ 1 (4)

Step 4: The decision alternatives are ranked according to their siw. The alternative
with the biggest value of siw will be the best decision company. Ranking is important to
the companies for benchmarking purpose [41–43].
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3 Empirical Results

Table 1 depicts the weighted normalized decision matrix.

Table 1. Weighted Normalized Decision Matrix

Company DER DAR ROE (%) ROA (%) EPS CR

AAPL 0.0594 0.0830 0.1012 0.1215 0.0411 0.0520

CSCO 0.0299 0.0628 0.0371 0.0593 0.0285 0.0999

IBM 0.1449 0.0962 0.1131 0.0546 0.1500 0.0473

MSFT 0.0461 0.0816 0.0580 0.0805 0.0524 0.1071

CRM 0.0151 0.0320 0.0033 0.0067 0.0054 0.0376

Figure 1 and Fig. 2 demonstrate the PIS and NIS for the financial ratios, respectively.

Fig. 1. PIS for the financial ratios.

Fig. 2. NIS for the financial ratios.

As can be seen from Fig. 1 and Fig. 2, the companies may know their strengths and
weaknesses in their financial ratios. Hence, the companies can maintain their strengths
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and improve on their weaknesses based on the PIS and NIS. The separation distance
of the companies to the PIS is presented in Fig. 3, whereas Fig. 4 shows the separation
distance of the companies from the NIS.

Fig. 3. Separation distance of the companies to the PIS.

Fig. 4. Separation distance of the companies from the NIS.

According to Fig. 3, the distance from the PIS for MSFT is 0.1329, closely followed
by AAPL (0.1401), CSCO (0.1601) and lastly IBM (0.1703). From here, it can be
concluded that MSFT is closest to the PIS. Therefore, MSFT is identified as a well-
performed company. On the other hand, the separation distance of the companies from
the NIS is calculated and presented in Fig. 4. The best company will have the longest
distance from the NIS, whereas the separation distance for the underperformed company
will be the shortest. IBM has the longest distance of 0.1880 from the NIS, followed by
AAPL (0.1781), MSFT (0.1595), CSCO (0.1506) and finally CRM (0.1448). Table 2
presents the overall performance of IT Companies.

From Table 2, AAPL achieved the highest siw (0.5594), hence AAPL obtained the
first ranking. The second ranking is achieved by MSFT (0.5454), followed by IBM
(0.5247), CSCO (0.4846) and finally CRM (0.3908).
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Table 2. Performance of IT Companies Listed in DJIA

Company Relative Closeness to the Ideal Solution (siw) Ranks

AAPL 0.5598 1

CSCO 0.4846 4

IBM 0.5247 3

MSFT 0.5454 2

CRM 0.3908 5

4 Conclusions

This study aims to evaluate the financial performance of IT companies with the proposed
TOPSIS model. The findings of this paper indicate that the best company is AAPL with
the highest siw, followed by MSFT, IBM, CSCO and CRM. Hence, AAPL achieved the
first ranking in this study. The other companies can take the well-performed company
such as AAPL to be a benchmark for continuous improvement in the future. For future
research, the financial performance of the firms from various fields can be studied and
explored with the proposed TOPSIS model.
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Abstract. Tuberculosis is one of the leading causes of death with 2,000 death
cases in Malaysia each year. This raises the importance of quick and accurate
diagnosis of tuberculosis to ensure timely treatment. Most low-middle-income
countries, including Malaysia, have been adopting sputum smear microscopy to
detect tuberculosis, but such method is time consuming, labour intensive and
inaccurate. Other detection methods such as mycobacterium culture and sensi-
tivity test, and chest x-ray offer higher accuracy, but are much more expensive.
Therefore, our study employed image processing technique onmicroscopic image
of patients’ sputum samples to substitute human labour for rapid and accurate
tuberculosis diagnosis. K-means algorithm was used as an image segmentation
technique, followed by image classification using Canny Edge Detection algo-
rithm to obtain the bacilli count. The bacilli count per sputum sample was used
as a parameter to conduct tuberculosis diagnosis by World Health Organisation
standard. The proposed method combining K-means and Canny Edge Detection
algorithm achieved 88.9% diagnosis accuracy. On-going work has been carried
out to assess the feasibility of utilising Machine Learning Model Builder from
ML.net to decide the best algorithm for acid-fast bacilli counting based on the
patients’ sputum samples training data.

Keywords: canny edge detection · Image processing · k-means ·
Mycobacterium · Tuberculosis

1 Introduction

Sputum smear microscopy test is a tuberculosis diagnosis test that is carried out on the
sputum samples of the patient. Despite being theoretically the most effective diagnosis
method of tuberculosis [1], it is inefficient and inaccurate due to reliance on human
power which introduces human errors and limitations. Therefore, this research focuses
on reducing the reliance of human power in the observation of microscope slides by

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
M. Awang et al. (Eds.): ICMMPE 2022, PTT, pp. 346–353, 2024.
https://doi.org/10.1007/978-981-99-5318-9_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5318-9_35&domain=pdf
https://doi.org/10.1007/978-981-99-5318-9_35


Diagnosis of Mycobacterium Tuberculosis via K-Means 347

utilising computer vision and machine learning, in hopes that they could serve as a
reliable and faster solution to increase the efficiency of the sputum smear microscopy
test.

Meraj et al. [2] reviewed several attempts on diagnosing tuberculosis, which included
using a General Regression Neural Network (GRNN) algorithm. The GRNN algorithm
used an input pattern consisting of 21 special parameters that are classified into demo-
graphic, constitutional symptoms and radiographic findings, achieving diagnosis accu-
racy of 92.3% [3]. In addition, Santos et al. [4] utilised the Artificial Neural Network
(ANN) to develop and evaluate the prediction model to diagnose Smear Negative Pul-
monary Tuberculosis. The prediction model only considered physical signs and symp-
toms of the disease. The neural networkwas implemented using amultilayer feedforward
method architecture with Back Propagation and achieved an accuracy of 74%. Temurtas
and Tanrıkulu [5] reported an attempt to diagnose tuberculosis based on 38 chosen fea-
tures. The study appliedGRNNandBack Propagation algorithms, achieving 93.18%and
93.04% accuracy respectively. Temurtas and Tanrıkulu [5] also implemented two differ-
ent Multilayer Neural Networks (MLNN) model structures which were the Levenberg-
Marquardt (LM) and Back Propagation with Momentum (BPwM) for the training. The
performance of the MLNN models was accessed using a three-fold cross-validation
method and achieved an accuracy of 95.08%.

Thework presented in this paper reports an attempt to detectmycobacterium tubercu-
losis from the microscopic images of the sputum smear slides through image processing
by coupling K-means algorithm with the Canny Edge Detection algorithm.

2 Methodology

A. Microscope Image of Patient Sputum Sample
Figure 1 shows a microscope image of the sputum sample that was observed under a
microscopewith ultraviolet light. The slidewas prepared by smearing the sputum sample
over an area of 1.5 cm × 2 cm or 2 cm × 3 cm while ensuring the smear is sufficiently
thin for light to pass through. The slides are then dried and stained. Malaysia uses the
Auramine stain that would require ultraviolet (UV) light to be shone on the slides for
the bacilli to glow green. After drying and staining, the slides are then observed under a
microscope with UV light. A total of nine sputum samples was prepared and analysed
using the proposed image processing technique in this study.

B. K-Means Clustering and Canny Edge Detection
The overall flowchart of the image processing algorithm formycobacterium tuberculosis
detection is shown in Fig. 2. The two main components of the algorithm consisted of
image segmentation via K-means algorithm and image classification via Canny Edge
Detection algorithm.

The K-means algorithm is a form of unsupervised learning that can be used for
clustering purposes via image segmentation [6]. Unsupervised learning is a machine
learning technique where the machine’s goal is to discover hidden patterns within the
data without the help of predetermined labels [6]. Clustering is a method that segments
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Fig. 1. Microscope image of patient sputum sample with the bacilli glowing green.

an image into a specific number of groups [7]. The members of the group are classified
based on the similarity of the members in the group [7]. Figure 3 illustrates the clustering
of several data points by groups. The K-means algorithm consists of two main parts, the
first part is defining the centroid, k and the second part is classifying each data point
based on the similarity of the data to the cluster. The second step is repeated until no
points are left in the data set, whereas new centroids, k may need to be recalculated
based on the clusters formed throughout the process.

The Canny Edge Detector is a multi-stage algorithm that is used to monitor the
number of edges of an object in a picture while suppressing noise [9]. The Canny
Edge detector works through four major steps, smoothing, edge direction and location
determination, non-maximum suppression, and threshold [9]. Smoothing is done via
Gaussian filters, and the edge direction is calculated with the equation for step edge
below [10, 11]:

Gn = δG

δn
= n · ∇G (1)

In the step edge Eq. (1), Gn is the first derivative of G in the n direction, whereas G
is the Gaussian filter [10] and is given in (2).

G(x, y) = e
−xz+yz

2σ z (2)

In (2), x, y tells the image coordinates and σ is the standard deviation of the associated
probability distribution [10].

For an image g, the direction n is estimated as shown in (3).

n = ∇(G ∗ g)

|∇(G ∗ g)| (3)
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Fig. 2. Overall flow chart of TB detection algorithm.

Fig. 3. Clustering of several data points into groups [8].
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The edge location (4) is defined as the local maximum in the direction n of the
operator Gn, convolved with the image, g [11].

δ

δn
Gn ∗ g = 0 (4)

By substituting (4) into (1), (5) is obtained as the non-maximum suppression, which
is responsible for suppressing or thinning the edges of the image.

δ

δn
Gn ∗ g = 0

δ

δn

δG

δn
∗ g = 0

δ2

δn2
G ∗ g = 0 (5)

The K-means algorithm and the Canny Edge Detector algorithmwere meant to work
together in the final algorithm. The K-means algorithm clustered the bacilli found on
the microscope image, followed by the edge detection using the Canny Edge Detector.
The bacilli were then identified based on the area and their numbers were counted. The
overall algorithm proposed in Fig. 2 was integrated into a mobile application.

C. Medical Standard Used for Tuberculosis Diagnosis
Table 1 shows the medical standard used for the classification of the diagnosis results,
specified by the World Health Organisation (WHO).

Table 1. WHO standards for TB diagnosis classification.

200× Magnification 400× Magnification Diagnosis

0 Acid-Fast Bacillus (AFB) 0 AFB No AFB observed

1–4 AFB in one field 1–2 AFB in one field Confirmation required

5–49 AFB in one field 3–24 AFB in one field Scanty

3–24 AFB in one field 1–6 AFB in one field 1+

25–250 AFB in one field 7–60 AFB in one field 2+

More than 250 AFB in one field More than 60 AFB in one field 3+
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3 Results and Discussion

The mobile application integrated with the proposed image processing algorithm was
tested using images obtained from the Sarawak General Hospital prior to the COVID-19
pandemic. Table 2 summarises the diagnosis result by the image processing algorithm.

Table 2. Tuberculosis diagnosis result by coupling K-means algorithm with the Canny Edge
Detection algorithm.

Magnification Image
Name

Manual
Count

Medical
Classification
(Range)

Actual
Diagnosis

System
Count

System
Classification
(Diagnosis)

Count %
Error

Diagnosis
Accuracy

400×
Magnification

121916 359 More than 60
AFB in one
field

3+ 69 3+ 80.78 Correct

122232 404 More than 60
AFB in one
field

3+ 98 3+ 75.74 Correct

122247 425 More than 60
AFB in one
field

3+ 244 3+ 42.59 Correct

122308 442 More than 60
AFB in one
field

3+ 567 3+ 28.28 Correct

122647 0 0 No AFB
detected

0 No AFB
detected

0 Correct

123231 239 More than 60
AFB in one
field

3+ 197 3+ 17.57 Correct

123300 220 More than 60
AFB in one
field

3+ 200 3+ 9.09 Correct

123305 196 More than 60
AFB in one
field

3+ 165 3+ 15.82 Correct

125206 0 0 No AFB
detected

10 Scanty - (divided
by 0)

Wrong

Average 30.00 88.89%

For the case of image 125206, the counting error was 10 due to lens flair present on
the captured image captured as shown in Fig. 4(a). Figure 4(a) shows that the lens flair
present is highly identical to an acid-fast bacillus (AFB) in Fig. 4(b) in terms of colour
and size, hence causing confusion in the system.

The average bacilli count percentage error of the proposed algorithmwas 30%.While
the average bacilli count percentage errorwas high, it should be noted that the sample size
of the available images was very small. In addition, the classification of the tuberculosis
diagnosis is based on the number range of AFB, hence it is not necessary for the AFB
count to be exactly accurate. In terms of diagnosis classification, the proposed algorithm
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)b()a(

Fig. 4. Comparison between (a) lens flair and (b) AFB.

was able to classify the diagnosis correctly eight out of nine tests, which translated to a
diagnosis accuracy of 88.89%.

4 Conclusion

In conclusion, the proposed image processing algorithm by coupling K-means with
Canny Edge Detection algorithm achieved tuberculosis diagnosis accuracy of 88.89%.
However, a larger sample size was required to better conclude on the accuracy of the
system. Future work on this project includes assessing the viability of using Microsoft’s
Machine Learning Model Builder to decide the best algorithm for Acid-Fast Bacilli
counting.
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Abstract. The determination of food freshness and quality using human senses
can be biased. Coffee is a beverage known for its popularity and increase in
demand. The quality and price of coffee differ based on its geo-origins. This
paper reports on the application of metal oxide semiconductor (MOS) gas sen-
sors array in geo-tracing of coffee beans. The MOS gas sensors array, consisting
of four models of sensors, was used for headspace volatile organic compound
(VOC) sampling of coffee beans from Brazil, Ethiopia, Columbia and Vietnam
to generate sensor responses profile corresponding to each geo-origin. Principal
component analysis (PCA) was employed on the sensor responses data for dimen-
sion reduction, followed by multiclass classification to geo-trace each coffee bean
sample. Themethodology yielded an overall coffee beans geo-tracing accuracy up
to 97.5% using classification models such as fine gaussian support vector machine
(SVM), fine k-nearest neighbour (KNN), weighted KNN, boosted trees, bagged
trees, subspace KNN and random under-sampling (RUS) boosted trees.

Keywords: coffee · e-nose · Gas sensor · Geo-tracing · Headspace sampling ·
Machine learning ·Metal oxide semiconductor

1 Introduction

The importance of food analysis is significant as the masses are getting more knowl-
edgeable and informed of the impact food has on health. In over a decade, the prices
of Arabica beans have skyrocketed especially from supplying countries as Brazil and
Columbia [1]. At the same time, there is a rising popularity of coffee concept stores in
Malaysia with customers ranging from experienced coffee lovers to inexperienced party
goers, who are just there for experience and oblivious with the quality or the origins of
the beans [2].

Therefore, a reliable and trustworthy method of geo-tracing coffee beans is crucial
hence this study proposed the use ofMOS gas sensors for such purpose. The applications
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of MOS gas sensors include determining the presence of harmful components and the
level of freshness in food [3]. For instance, MOS gas sensors are used to detect the
fungal growth in coffee based on their responses on headspace mycotoxins [4]. Another
application of MOS gas sensors is the detection of foodborne bacterial pathogens based
on analysis of static and dynamic sensor responses using a linear classifier, which yielded
90% accuracy with supervised dimensionality reduction [5]. Research work by Lee et al.
[6–8] demonstrated the success of geo-tracingMalaysia, India andVietnam black pepper
using an array of MOS gas sensors.

The work presented in this paper reports an attempt to geo-trace coffee beans from
Brazil, Ethiopia, Columbia and Vietnam using the responses of MOS gas sensors array.

2 Methodology

Each coffee bean sample used in this study was prepared as a bulk of five beans, without
any sample pre-processing. Coffee bean samples from four producing countries – Brazil,
Ethiopia, Columbia and Vietnam – were investigated. Ten samples were prepared for
each producing country, therefore a total of 40 sets of sample data were analysed and
compared.

The e-nose assembled by Lee et al. [6–8] (refer to Fig. 1), which comprised of four
FigaroMOS gas sensors – TGS2600, TGS2602, TGS2620 and TGS2611-C00, was used
for headspace sampling of the coffee bean samples.

Fig. 1. E-nose assembled by Lee et al. in their study [8].

The sampling duration was 600 s for each sample so that the sensor responses could
reach steady state. The sample data consisted of four variables, which were the steady
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state sensor responses from the fourMOS gas sensors used. Steady state sensor response
of each gas sensor was presented as the percentage change in sensor output voltage at
steady state compared to its baseline [6–8].

Principal component analysis (PCA) was employed on the four-variable sample
data, generating four PCA scores – PC1, PC2, PC3 and PC4. This was followed by
four-dimensional classification models training to classify the coffee bean samples by
country of origin based on the PCA scores. The classification models used in this study
comprised of decision trees, discriminant analysis, naïve bayes, support vector machines
(SVM), k-nearest neighbour (KNN) and ensemble classifiers.

3 Results and Discussion

Figures 2, 3, and 4 show the scatter plots of coffee bean samples data after employing
PCA on steady state sensor responses. The data points were coloured based on four
classes – Brazil, Ethiopia, Columbia and Vietnam.

Fig. 2. PC2 vs PC1 scatter plot.

Based on manual inspection of PC2 vs PC1 scatter plot in Fig. 2, Brazil and Ethiopia
sample datasets showed little interclass separation with slight interclass overlapping.
On the other hand, Columbia sample data had the greatest intraclass separation, as
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Fig. 3. PC3 vs PC1 scatter plot.

demonstrated by its widespread data points placements on the PC2 vs PC1 scatter plot.
Most of Vietnam sample data overlapped with Columbia sample data. High degree of
overlapping for all classes of samples suggested that coffee bean samples geo-tracing
based on PC2 vs PC1 alone was not feasible.

By manually inspecting PC3 vs PC1 scatter plot in Fig. 3, Brazil and Ethiopia
sample datasets showed less interclass separation compared to Fig. 2, however with less
interclass overlapping, hence greater distinguishability between the two data regions
of Brazil and Ethiopia samples. On the other hand, Columbia and Vietnam sample
data demonstrated decline in distinguishability compared to PC2 vs PC1 scatter plot
as the data points placements were more widespread, demonstrating greater intraclass
separation.

PC4 vs PC1 scatter plot in Fig. 4 demonstrated similar data distribution pattern
compared to PC3 vs PC1 scatter plot in Fig. 3. However, slight improvement could be
observed in terms of smaller intraclass separation for each class of sample data.

By examining each PCA scatter plot from a two-dimensional perspective, overlap-
ping of sample data between the four countries of origin showed that it was impractical
to geo-trace the coffee bean samples by two-dimensional classification. In this study,
PCA was followed by four-dimensional classification for better separability of sample
data. Table 1 shows the geo-tracing accuracy corresponding to each country’s samples
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Fig. 4. PC4 vs PC1 scatter plot.

and overall geo-tracing accuracy for each of the 24 classification models trained in this
study.

The country with the most distinguishable sample data is Brazil with the greatest
number of classification models (9 out of 24) achieving 100% geo-tracing accuracy for
Brazil samples. The country with the least distinguishable sample data is Vietnam with
only the least number of classification models (3 out of 24) achieving 100% geo-tracing
accuracy for Vietnam samples. From the detailed analysis of geo-tracing result, Brazil-
ian and Columbian coffee bean samples close resemble each other in terms of sensor
response. Similar resemblance behaviour was detected for coffee bean samples from
Ethiopia and Vietnam. By comparing all the classification models, fine Gaussian SVM,
weighted KNN, boosted trees, bagged trees, subspace KNN and random under-sampling
(RUS) boosted trees achieved the highest overall geo-tracing accuracy of 97.5%, with
only one misclassification case for either Ethiopian or Vietnamese coffee bean sample
data.
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Table 1. Coffee bean samples geo-tracing accuracy of trained classification models.

Coffee Bean Geo-Tracing Accuracy (%)

No Classification Model Brazil Columbia Ethiopia Vietnam Overall

1 Fine Tree 70 70 70 60 67.5

2 Medium Tree 70 70 70 60 67.5

3 Coarse Tree 60 90 60 30 60

4 Linear Discriminant 60 40 10 50 40

5 Quadratic Discriminant 50 50 60 60 55

6 Gaussian Naïve Bayes 40 40 40 40 40

7 Kernel Naïve Bayes 80 60 70 40 62.5

8 Linear SVM 40 30 0 0 17.5

9 Quadratic SVM 60 60 90 70 70

10 Cubic SVM 70 100 100 100 92.5

11 Fine Gaussian SVM 100 100 90 100 97.5

12 Medium Gaussian SVM 50 60 90 50 62.5

13 Coarse Gaussian SVM 60 20 30 60 42.5

14 Fine KNN 100 100 100 90 97.5

15 Medium KNN 60 10 60 10 35

16 Coarse KNN 100 0 0 0 25

17 Cosine KNN 60 40 30 10 35

18 Cubic KNN 40 0 50 10 25

19 Weighted KNN 100 100 100 90 97.5

20 Boosted Trees 100 100 90 100 97.5

21 Bagged Trees 100 100 100 90 97.5

22 Subspace Discriminant 60 40 10 50 40

23 Subspace KNN 100 100 100 90 97.5

24 RUS Boosted Trees 100 100 100 90 97.5

4 Conclusion

By using the methodology in this study, coffee bean samples from Brazil, Columbia,
Ethiopia and Vietnam could be geo-traced with 97.5% accuracy. This was achieved
by training Fine Gaussian SVM, Weighted KNN, Boosted Trees, Bagged Trees Sub-
space KNN or RUS Boosted Trees models using four-dimensional PCA scores of MOS
gas sensor responses. With a more controlled sampling methodology, the stability and
consistency of sensor responses could increase, leading to improvement on geo-tracing
accuracy. Future work of this research could include detecting adulteration of coffee
bean involving mixture of coffee beans from multiple producing countries and MOS
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gas sensors temperature modulation to alter selectivity hence improve dimensionality of
sensor data.
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Abstract. Partial shading of a PV array is a key concern in PV systems since
it results in significant decrement of output power. The drop in output power
is caused by non-uniform irradiances experienced by the PV array. Various PV
array configuration schemes and shade dispersion techniques have been reported in
the literature, such as Series-Parallel, Total Cross-Tied, Bridge-Linked, SuDoKu,
Electrical Array Reconfiguration, and Dragonfly Algorithm. These schemes and
techniques are popular and effective in improving maximum output power and
mismatch power loss under partial shading. The advantages and drawbacks of
each configuration strategy under various operating situations are discussed in
this paper.

Keywords: PV array Reconfiguration ·Maximum Output Power ·Mismatch
Power Loss · Partial Shading

1 Introduction

Global electricity demand is gradually increasing, yet there is a substantial supply-
demand gap for fossil fuels. The growing demand for renewable energy is intended to
alleviate the worldwide crisis of fossil fuels and ensure long-term energy security. In
recent years, the energy harvested from PV (Photovoltaic) modules has continuously
increased, making PV systems the most potential renewable energy generation source
in grid connected power systems and off-the grid electricity systems. Photovoltaics has
had the most rapid cost reductions of any energy technology, with the trend showing that
greater savings are still in the pipeline. Despite these benefits, it should be noted that the
efficiency of PV arrays is extremely low. Furthermore, the power output of PV modules
fluctuates with irradiance and temperature. As a result, maximum efficiency cannot be
ensured throughout the day. A PV module is made up of a series of cells connected in
series. When a PV module is partially shaded, it receives a different level of irradia-
tion. Shaded PV cells produce less current and must carry the same current as unshaded
cells that produce more current [1]. As a result, the shaded cells act as a load, drawing
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power from the unshaded cells and eventually raising the temperature inside the shaded
cells, causing hot spots that destroy the PV modules [2]. Bypass diodes can be used to
address the issue of hot spots. The disadvantage of using bypass diodes is that a partially
shaded PV module generates less power because these diodes introduce multiple peaks
on a P-V curve [3]. The maximum power point tracking (MPPT) techniques proposed
by the researchers [4, 5] aim to improve power generation under partial shading con-
ditions. These techniques required large numbers of solid-state converters embedded
with algorithms, which raises the cost. To address these shortcomings, the authors [6, 7]
proposed different configuration schemes to improve power generation. Series-parallel
(SP), total cross-tied (TCT), bridge-linked (BL), SuDoKu, Electrical Array Reconfig-
uration (EAR), and Dragonfly Algorithm (DA) are the current existing configuration
methods. Examples of static configuration methods are SP, TCT, BL, and SudoKu. In
cross-tie configurations such as TCT and BL, there are alternate current paths for current
to flow because ties are connected in between PV modules’ strings. SuDoKu is a shade
dispersion technique used to equalized the row current to improve the performance of
TCT configuration. EAR and DA are dynamic reconfiguration methods which are found
to be effective in maximum power generation when PV modules are shaded [39, 43].
In this paper, a comprehensive review is carried out on the different configurations of
PV modules. These PV configurations are carefully analysed and their benefits and
drawbacks are underlined.

2 PV Array Configuration Schemes

A. Series-Parallel (SP)
Figure 1(a) shows a 4× 4 SP configuration of PVmodules. The PVmodules are linked in
a series and parallel configuration. In terms of the intended output voltage and current,
SP configuration enables the benefits of both series and parallel arrangements to be
achieved [8]. Such a topology is straightforward but cost-effective [9]. SP configuration
has well balanced performance in terms of efficiency, maximum power peak, fill factor
and number of power peaks when more PV modules are connected in parallel and less
PV modules connected in series [10, 11]. SP exhibited the highest mismatch losses
due to its large number of series connected PV strings [12]. Long series string in SP
configuration should be avoided for higher power output [13]. Mathematical models
for TCT and SP have been developed and analysed in [14]. The study shows that TCT
outperforms SP in all cases. However, SP is preferable when it comes to row-wise partial
shading pattern because it has fewer connecting wires. Moreover, the redundancy level
in SP configuration is lower as compared to TCT because it has no extra number of ties
[15].

B. Total Cross-Tied (TCT)
Figure 1(b) illustrates an array of 4× 4 TCT connected PV modules. The connection of
TCT arrangement is quite complicated. The PV modules are first joined in parallel, and
then in series. TCT configuration is intended to compensate for the shortcomings of SP
configuration because it is less susceptible to mismatch losses as compared to SP [16].
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The voltage across each row equals the open circuit voltage of a single PV module, and
the total voltage across all rows equals the output voltage of thePVarray. The total current
is the sum of the currents from all PV modules in a row [17]. TCT outperforms in most
shading conditions because it has more cross links, which provides more current paths
and maximises array use [18]. In terms of output performance, TCT reacts and adapts
effectively to different partial shading patterns [19]. When various performance factors
such as power loss, fill factor, and mismatch loss are considered, TCT outperforms SP
and BL [20]. Despite these advantages, TCT configuration tends to create stepped I-V
characteristics and multiple peaks in P-V characteristics under row-wise shading [21].
These drawbacks can be mitigated by shade dispersion technique such as SuDoKu [22].

C. Bridge-Linked (BL)
Figure 1(c) shows a BL configuration of PV modules connected in array size of 4 ×
4. The BL configuration is like the TCT configuration, except that half of the ties are
removed [23]. In BL configuration, two PV modules are first linked in series, then these
two sets of series-connected modules are linked in bridge rectifier fashion [24]. As a
result, installation times and wire losses are reduced as compared to TCT [25]. Output
voltage is calculated by adding all the voltages in the series connections, and total current
is obtained by adding all the currents in the parallel connections [26]. Due to fewer
number of cross ties, BL is less susceptible to mismatch losses than SP configurations
[8]. Results have proven that the maximum power output in BL is higher than SP but
lower than TCT [27]. In addition, it is investigated that BL under uneven row shading
without bypass diodes produces more power than TCT and SP [26].

D. SuDoKu
Figure 1(d) shows a 4 × 4 TCT PV array with the SuDoKu puzzle pattern arrange-
ment. SuDoKu is a logic-based number placing puzzle. SuDoKu puzzle is solved when
every row and column of the n × n matrix contain every number from 1 to n without
repeating. SuDoKu pattern is effective in dispersing the shade across other area of PV
array [28]. In [29], PV modules in TCT configuration is rearranged in SuDoKu puzzle
pattern without changing the electrical wirings. It produces only single power peak in
P-V characteristic during short-wide, long-wide, short-narrow, and long-narrow shading
conditions. Besides, the power output in SuDoKu arrangement is higher than TCT, BL,
and SP in short-wide and long-wide shading pattern [30]. Nevertheless, it is studied
that SuDoKu arrangement requires longer length of wires [31] and shade dispersion is
ineffective under sub-array matrix [32]. These drawbacks can be mitigated by Optimal
SuDoKu and Improved SuDoKu configurations [31, 33].

E. Electrical Array Reconfiguration (EAR)
Figure 1(e) shows electrical array reconfiguration (EAR) of 4 × 4 PV array. In [34],
switching matrix is needed to reconfigure or change the size of the PV array. Switches of
the switching matrix can be turn on and off to add more PV modules to a row or to add
more rows of PVmodules to the PV array [35]. The output current and output voltage of
the PV array can be increased by changing the size of the PV array dynamically using
EAR technique [36].When the PV array is under partial shading, irradiance equalization
is achieved by controlling the switching matrix to match the currents in each row equally
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[37]. In all partial shading conditions used by [38] in the simulation and experimental
works, EAR outperforms SP, TCT, and BL in terms of power output, and mismatch loss,
and power loss. Besides, the efficiency of EAR based PV array configuration is higher
than TCT and SuDoKu [39].

F. Dragonfly Algorithm (DA)
Figure 1(f) shows a 4 × 4 PV array size using dragonfly algorithm (DA) dynamic
reconfiguration technique [43]. The results in [40] show that DA is an efficient MPPT
tracking technique. Besides, DA has fast tracking speed with reduced energy losses [41]
and high tracking efficiency under different shading conditions [42]. In [43], the study
shows that PV array reconfiguration using DA is proven to be effective in reducing
switch counts of switching matrix for optimal reconfiguration under partial shading
conditions. Results have proven that DA reconfiguration technique has the maximum
power generation under different shading conditions as compared to TCT, SuDoKu, and
EAR. Besides, DA reconfiguration technique has lower mismatch losses with a smooth
P-V curve during partial shading condition. The smooth P-V curve shows only single
power peak during partial shading, reducing mismatch losses caused by MPPT tracking
failure.

The summary of pros and cons of the PV configurations is shown in Table 1.

(a) (b) (c)

(d) (e) (f)

Fig. 1. Different PV configurations (a) Series-Parallel (SP), (b) Total-cross-tied (TCT), (c)
Bridge-linked (BL), (d) SuDoKu, (e) Electrical Array Reconfiguration (EAR), (f) Dragonfly
Algorithm Reconfiguration (DA)



A Review of Common PV Array Configuration Schemes 365

Table 1. Summary of pros and cons of different PV configurations

Configurations Pros Cons

SP • simple with fewer interconnections
among modules

• reduces complexity, cable loss and
wiring time

• performs better than TCT under
corner and L-shape shading

• low redundancy under unshaded
condition

• low fill factor

• high mismatch loss due to the
series connections and when using
bypass diodes

• malfunctions under partial shading
conditions

• multi peaks occurs in P-V
characteristic under partial shading
conditions

TCT • reduces the corresponding partial
shading losses

• provides alternative current path
• provides highest power output
under center, right side, frame and
diagonal shading patterns over SP,
BL and HC PV configurations

• superior performance in most of the
shading patterns

• is preferred for stand-alone and grid
connected PV system applications

• high fill factor, reliability and
efficiency

• performed marginally in mismatch
loss

• more cross ties increase the lifespan

• low output current under row-wise
shading condition

• more complex interconnections
• increase in installation cos,
electrical wiring cost, and time

• increase losses in cables
• high mismatch current when partial
shading increases

• high redundancy
• increase in large size PV system
complicacy

BL • higher power output than SP and
TCT under random shading

• low mismatch loss due to lesser
series connected PV strings

• lower mismatch loss than SP
• reduced wiring installation time
• generates maximum power under
uneven row shading without bypass
diode

• higher mismatch loss than TCT
• high mismatch loss under L-shape
shading pattern

• high redundancy

(continued)
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Table 1. (continued)

Configurations Pros Cons

SuDoKu • PV physical location can be
changed without altering electrical
connection

• suitable for large PV array size
• effective in shade dispersion
• higher maximum output power
compared to SP, TCT, and BL

• low mismatch loss
• minimum additional wiring
requirement

• reduces sub-array shading and
wiring losses

• better performance than SP, TCT,
and BL under uneven row shading

• high fill factor
• increases current entering a node
under partial shading

• no sensor, switching matrix and
complex control algorithm

• low performance under random and
long-wide shadings

• requires huge manpower
• limited to even number of array size
• uneven shade dispersion under
sub-array matrix

• unaltered first column after
reconfiguration causing multiple
peaks and lower output power

• repeated row-numbers in diagonal
causing lower output current

EAR • automatic PV array reconfiguration
• reduced mismatch loss by
dispersing shade equally

• higher efficiency improvement
compared to SP and TCT

• requires switching matrix,
individual current sensors, and
complex control algorithm

• higher number of switches resulting
in extra switching losses

• level of control complexity is high
• costly
• limited to small PV array size
• vulnerable to short-circuit fault

DA • PV array can be reconfigured
automatically

• improves efficiency of PV system
• reduces or eliminates multi peaks
• higher MPP tracking efficiency
• faster convergence rate
• applicable for any size of symmetric
and asymmetric PV arrays

• low complexity
• reduces switch counts
• low power losses and mismatch
losses during partial shading

• complex mathematical operation
• requires switches and sensors
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3 Conclusion

Different PV configurations exhibit its own advantages and drawbacks. It is important
to choose a suitable PV configuration for a specific shading condition. SP configura-
tion is simple to be applied in PV system. TCT is more complicated than SP but it
can improve the output power significantly compared to SP. The output power perfor-
mance for BL configuration is in between SP and TCT. Static cross-ties reconfiguration
such as SuDoKu outperform SP, TCT, and BL configuration in terms of maximizing
output power. Although EAR is very complex and requires large number of switches
and sensors, it can mitigate the problem of huge manpower needed by SuDoKu static
reconfiguration. It is found that DA dynamic reconfiguration technique can effectively
mitigate the partial shading for higher power output enhancement.
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Abstract. In the decade of the significant progress in new communication sci-
ences, digital images with a large amount of information are sent and received
many times in different communication networks. Due to the high probability of
manipulation and theft of some high-value digital images, as well as digital images
that are of high value to the owner, they should be encrypted before transmission
to be more secure. Several tools such as chaos functions, DNA coding, evolution-
ary algorithms, frequency domain transformations and substitution boxes have
been used for image encryption. In this research, a new algorithm based on hyper
chaotic map and DNA sequences is introduced to improve the security of the
state-of-the-arts algorithms. The experimental analyzes show the efficiency of the
proposed algorithm.

1 Introduction

With the significant progress of new technologies in communication, digital images with
a large amount of information are sent and received many times in different communica-
tion networks. Due to the high probability of manipulation and theft of some high-value
digital images, aswell as digital images that are of high value to the owner, they should be
encrypted before transmission to be more secure [1–3]. For the following three reasons,
traditional encryption methods are not usable for encryption of the digital image:

1. High volume of digital images
2. Horizontal, vertical and diagonal correlation between adjacent pixels in digital images
3. Redundancy of data in digital images

The two main parts in image encryption algorithms are the permutation part and the
diffusion part. Changing the position of the pixels in original image and changing the
gray level value of the pixels are done in the permutation and diffusion parts, respectively.
Also, in the previously presented algorithms, various tools such as chaos functions, DNA
coding, evolutionary algorithms, frequency domain transformations and substitution
boxes have been used [4]. In recent years, due to the inherent feature of chaotic signals
such as unpredictability and sensitivity to initial values, the use of these signals for image
encryption has been greatly developed.

In [4], a newcolor image encryption algorithm is introduced using hyper-chaotic two-
dimensional sinusoidal logistic pair map (2D-LSCM), bit interpolation and propagation
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steps, and to initialize the parameters which are needed for cross-channel pixels. Also,
based on the SHA-512 hash value, the chaotic map initial values are calculated which is
extracted from plain color image. Good performance of the proposed method is shown
in experimental analyzes.

Also, a Chebyshev polynomial’s generated function with normal to chaotic dou-
bling period is proposed in [5], where it is proved by using Lyapunov exponent and
bifurcation diagram. For control parameters with certain values, the introduced produc-
tion function is a deterministic system which has chaotic behavior. Also, this production
function has been employed to present an image encryption method based on the pro-
posed chaotic system. The proposed Chebyshev polynomial generating function in the
simulated analysis provides excellent resistance against various attacks.

Furthermore, a novel asymmetric algorithm for optical image encryption based on
hyper-chaos and aiming to solve the problem of transmitting and distributing complex
keys securely in image encryption system based on optical transform is proposed in [6].

Using the Chen 4D hyper-chaotic system, two random phase masks are generated
and in the Fresnel domain, the plain image is encrypted using double random phase
encoding. Then, tomanage and allocate the systemparameters, initial values, and Fresnel
diffraction system parameters, the asymmetric cryptosystem is employed to encrypt the
image. Efficiency and high performance of the proposed method is proved through
several analyses.

In addition, a comprehensive framework for color image encryption is proposed in
[7] which has several new features. Furthermore, elliptic curve cryptography, hyper-
chaotic system and dynamic DNA encoding are employed. Using row-level encoding
rules which is chosen randomly, encoding of the color image into a DNA sequence is
performed. Also, to produce pseudo-random sequences, new 4D-Hyperchaotic system is
employed for permutation phase. Experimental results show that the proposed algorithm
is resists against several different attacks.

In this article, a new algorithm is proposed for image encryption using DNA
sequences and hyper chaos. In the first section, the preliminary study is described. Then,
proposed method is briefly discussed and its efficiency in evaluated in experimental
results section. Finally, the paper in concluded in the last section.

2 Preliminary Study

2.1 Lorenz System

A mathematician named Edward Lorenz presented a system of ordinary differential
equations for the first time in the year 1963, which was named the Lorenz system. For
certain parameter values and certain initial conditions, this system has chaotic behavior.
It could be formulated as:

dx

dt
= a(y − x)

dy

dt
= x(p − z) − y

dz

dt
= xy − bz

(1)



A New Method for Image Encryption Using DNA Sequences and Hyper Chaos 373

The above system has chaotic behavior when p = 28. a = 10 and b = 8/
3. The

behavior of the Lorenz system could be seen at Fig. 1.

Fig. 1. The behavior of the Lorenz system when p = 28. a = 10 and b = 8/
3.

2.2 DNA Sequences

Nucleic acid bases A(adenine), C(cytosine), G(guanine), T(thymine), are four parts of a
DNA sequences where C and G are complementary, while A and T are complementary.
These bases (A, C, G and T) could be encoded with two bits. Some kinds of coding
schemes could satisfy the complement rule that is namedWatson-Crick [7], which could
be seen in Table 1:

Each pixel grey value is between 0 and 255 which could be represented by 8 bits
in binary form and also 4 bases. For example 157 is 10011101 in binary and can be
encoded by these acids as “TACA” (with assuming rule three). As it could be seen in
Table 2, two algebraic operations could have defined on DNA sequences [7]:

1. Add
2. Subtract

It is worth noting that in each row or column, the base is unique, and as a result, the
output of this operation is also unique.
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Table 1. All eight coding schemes which satisfy the Watson-Crick complement rule

Rule1 Rule2 Rule3 Rule4 Rule 5 Rule 6 Rule 7 Rule 8

A 00 00 01 01 10 10 11 11

T 11 11 10 10 01 01 00 00

C 01 10 00 11 00 11 01 10

G 10 01 11 00 11 00 10 01

Table 2. Add and Subtract operations in DNA Sequences

+ A C G T − A C G T

A A C G T A A C T G

C C G T A C C A G T

G G T A C G G T A C

T T A C G T T G C A

3 Proposed Method

In this section, the proposed method is described step by step:

1. Secret key as a 256 bits’ secret key is converted to binary form:

s = s255s254 . . . s1s0

2. It is sliced to 8 parts, each 32 bits:

P7 = s255s254 . . . s225s224
P6 = s223s222 . . . s193s192
...

P0 = s31s30 . . . s1s0

3. The initial value of x, y and z are calculated using secret key with following formula:

x = P0 × P3 × P6 × P7

2128
∈ [0.1]

y = P0 × P2 × P5 × P7

2128
∈ [0.1]

z = P0 × P1 × P4 × P7

2128
∈ [0.1]

4. For each row and its corresponded column, values of x and y are calculated and the
row and column of the plain image pixels are shifted to right circularly x time and y
times to scramble the plain image and obtain Imgs.
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5. Then, the scrambled image is converted to DNA sequence form using Table 1 and z
is used to choose the rule for each pixels.

6. The DNA mask image is created using x, y and z with new initial conditions:

xnew = y + z

2

ynew = x + z

2

znew = x + y

2

7. x, y is used to locate a pixel in mask image and z is used to prepare a value for that
position and obtain Imgm.

8. Imge is obtained using the above formula using Table 2 operators:

CipherImage = Imgs + Imgm

9. The cipher image is in hand by converting image to original form using Table 1.

4 Experimental Analysis

In the experimental analysis section, the proposed method is analyzed about resis-
tance against several methods for attacking such as statistical, cryptanalytic, brute-force
attacks.

4.1 Statistical Analysis

Thehistogramof the image in three channels and correlation coefficient between adjacent
pixels is calculated for several known images to inquire the stability of the proposed
algorithm via statistical attacks.

4.1.1 Histogram Analysis

A good encryption method must have a uniform histogram for cipher image to be secure
against attackers. As it could be seen in Fig. 2, the proposed method is very efficient and
the histogram of cipher image is fully uniform.

4.1.2 Correlation Coefficient

As an inherent specific of digital image, there is high correlation between adjacent
pixels in original image. So, in cipher image, these correlations must dramatically have
decreased to be resisted against statistical attack. For this analysis, 2048 pairs of adjacent
pixels are chosen randomly from the original image and cipher image. Then, following
Eq. (2) is used to calculate the correlation coefficients parameter which the results is
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Fig. 2. Histogram of Plain image and cipher image in Red, Green and Blue channel.

illustrated in Table 3.

E(x) = 1

N

N∑

i=1

xi

D(x) = 1

N

N∑

i=1

(xi − E(xi))
2

cov(x, y) = 1

N

N∑

i=1

(xi − E(xi))(yi − E(yi))

rxy = cov(x, y)√
D(x)

√
D(y)

(2)

Also, these correlations graphically could be seen in Fig. 3.

4.2 Information Entropy

Uncertainty degree in the digital image could calculated as the information entropy [8].
The ideal value of information entropy is 8. So, if the computed parameter for any image
is closer to ideal value, it means that the histogram of the image is more uniform. It
could be defined by equation (3):

H (S) =
2N−1∑

i=0

P(si) log

(
1

P(si)

)
(3)

The information entropy of three encrypted test images are reported in Table 3.
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Fig. 3. Correlation coefficient between two adjacent pixels in plain image in horizontal, vertical
and diagonal and their equivalent in cipher image in three channels.
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Table 3. Correlation coefficient and information entropy of three encrypted test images.

Image
Horizontal
Correlation 
Coefficient

Vertical
Correlation 
Coefficient

Diagonal
Correlation 
Coefficient

Information 
Entropy

0.02673 0.03981 0.01294 7.9912

0.06231 0.01104 0.07321 7.9935

0.08327 0.07650 0.06671 7.9927
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Abstract. Every day, a large amount of medical data is being produced in hospi-
tals and medical centers. Using this data to analyze the results can save treatment
costs for both patients and the government. Therefore, it is very important to collect
medical data about various diseases as well as their appropriate and correct analy-
sis. In recent years, the use of machine learning algorithms to extract and identify
patterns from various diseases, including in cancer research, which is a signifi-
cant challenge for humans with high morbidity and mortality, has attracted much
attention. In this article, several machine learning algorithms are employed for
cancer detection on UCI standard data. The obtained results show the appropriate
accuracy of the proposed method.

1 Introduction

Every day, a large amount of medical data is being produced in hospitals and medical
centers. Using this data to analyze the results can save treatment costs for both patients
and the government. Therefore, it is very important to collect medical data about var-
ious diseases as well as their appropriate and correct analysis. In recent years, the use
of machine learning algorithms to extract and identify patterns from various diseases,
including in cancer research, which is a significant challenge for humans with high mor-
bidity and mortality, has attracted much attention. Several works are done in this field,
in the recent years [1–6].

A correlation-based feature selection method is proposed in [7] where the SMOTE is
employed for dataset pre-processing. For balancing the dataset for partitioning, amethod
which is called The Kennard-Stone is employed. The experiment analysis shows the
dramatic improvement than other similar algorithms.
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Also, under a dataset from a Korean teaching hospital, of more than six hundred
patients who is suffering from breast cancer, a prognostic model is used in [8] for
estimation of recurrence and survival. Feature selection phase have done for multiple
rounds on around two hundred variables in the dataset, to choose seven variables. Three
different algorithms such as artificial neural network, support vector machine and Cox
regression is performed for classification where the accuracy results obtained from SVM
is the best and around 84.6%. Also, Normalized Mutual Information Index (NMI) is
employed in this research to recognize the features’ importance.

In [9], comparing several kinds methods for feature selection such as Information
gain, DPSORS and Chi-Square are performed and a subset of features are selected to
use in the classification instead of the whole dataset. Their concluded, there is a not a
best feature selection technique which is suitable for all datasets and it could be selected
based on the nature, the number of features and type of the dataset.

Using breast cancer dataset, several machine learning methods are employed with
combination of some criteria for feature selection in [10]. Four dataset fromUCImachine
learning repository, some criteria for feature extraction and feature selection which
is combined with some classification techniques are employed. Analysis shows the
efficiency of the proposed algorithm.

In this article, several machine learning algorithms are employed for cancer detection
onUCI standard data. In the next section, the proposedmethod is briefly described. Then,
in the experimental results section, the proposed method is analyzed and compared to
existing methods.

2 Models and Dataset Discussion

The Breast Cancer Wisconsin (Diagnostic) dataset is used in this research as a part of
UCI Machine Learning Repository where the features in dataset are calculated using
digital captured image of breast mass fine needle aspirate (FNA) as characteristics of the
nuclei cell. Heat-map diagram of some selected features in this dataset could be seen in
Fig. 1.

Also, these features are shown in comparison together based on the diagnostic (M for
malignant and B for benign) in Figs. 2 and 3. In this research, several known classifiers
are applied to the Breast Cancer Wisconsin (Diagnostic) dataset and the results are
compared to found the best model. These known classifiers are listed as follows:

1. Logistic Regression
2. K-Nearest Neighbor
3. Support Vector Machine
4. Naïve Bayes
5. Decision Tree
6. Random Forest
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Fig. 1. Heat-map diagram of ten selected features in dataset.

3 Experimental Results

In this section, these models are implemented using Python programming language and
five parameters including accuracy, precision, recall, Mean Squared Error (MSE) and
F1 measure are calculated as evaluation parameters [11] which is reported in Table 1.
Dataset are split to train and test data with three separate percentages as follows:

1- 80% Train vs 20% Test
2- 75% Train vs 25% Test
3- 70% Train vs 30% Test
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Fig. 2. Five features in comparison together based on the diagnostic (M for malignant and B for
benign)

As in could be seen in Fig. 4, the accuracy of all models is good but the random
forest has best results.
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Fig. 3. The accuracy of all models
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Fig. 4. Remained five features in comparison together based on the diagnostic (M for malignant
and B for benign)

Table 1. Experimental Results

No Model Scores Test Data Percentage

20% 25% 30%

1 Logistic Regression Accuracy 95.614 94.406 97.076

Precision 95.652 92.453 98.333

Recall 93.617 92.453 93.651

MSE 0.044 0.056 0.029

F1 Score 0.946 0.925 0.959

2 K-Nearest Neighbor
(K = 5)

Accuracy 95.614 95.804 95.322

Precision 100.0 97.959 96.61

Recall 89.362 90.566 90.476

MSE 0.044 0.042 0.047

F1 Score 0.944 0.941 0.934

3 Support Vector Machine Accuracy 96.491 96.503 97.076

Precision 93.878 94.444 95.312

(continued)
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Table 1. (continued)

No Model Scores Test Data Percentage

20% 25% 30%

Recall 97.872 96.226 96.825

MSE 0.035 0.035 0.029

F1 Score 0.958 0.953 0.961

4 Naïve Bayes Accuracy 91.228 92.308 92.398

Precision 89.362 90.385 89.062

Recall 89.362 88.679 90.476

MSE 0.088 0.077 0.076

F1 Score 0.894 0.895 0.898

5 Decision Tree Accuracy 92.982 95.105 94.737

Precision 89.796 89.655 92.188

Recall 93.617 98.113 93.651

MSE 0.07 0.049 0.053

F1 Score 0.917 0.937 0.929

6 Random Forest Accuracy 97.368 96.503 97.076

Precision 97.826 94.444 98.333

Recall 95.745 96.226 93.651

MSE 0.026 0.035 0.029

F1 Score 0.968 0.953 0.959
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