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Preface 

This book contains outstanding research papers as the proceedings of the Congress on 
Control, Robotics, and Mechatronics (CRM2023). CRM 2023 has been organized by 
the Modi Institute of Technology, Kota, during March 25–26, 2023. CRM 2023 was 
technically sponsored by Soft Computing Research Society, India. The conference 
was conceived as a platform for disseminating and exchanging ideas, concepts, and 
results of the researchers from academia and industry to develop a comprehensive 
understanding of the challenges of the advancements on Control, Robotics, and 
Mechatronics. This book will help in strengthening amiable networking between 
academia and industry. The conference focused on Control, Robotics, Mechatronics 
and their applications. 

We have tried our best to enrich the quality of the CRM 2023 through a stringent 
and careful peer-review process. CRM 2023 received many technical contributed 
articles from distinguished participants from home and abroad. After a very strin-
gent peer-reviewing process, only 53 high-quality papers were finally accepted for 
presentation and the final proceedings. This book presents novel contributions to 
Control, Robotics, and Mechatronics and serves as reference material for advanced 
research. 

Roorkee, India 
Kota, India 
Kuala Lumpur, Malaysia 
Kota, India 

Pradeep Kumar Jha 
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Elango Natarajan 
Harish Sharma
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Chapter 1 
Image-Based Weld Joint Type 
Classification Using Bag of Visual Words 

Satish Sonwane , Shital Chiddarwar , Mohsin Dalvi , 
and M. R. Rahul 

Abstract Increased shortage of skilled workers and increased demand for goods 
tend to strain manufacturing activity. This issue, along with a poor, hazardous working 
environment, furthers the need to robotize the activity. Welding, one of the major 
manufacturing processes, has witnessed automation in the last two decades. Welding 
using robots is mainly accomplished in ‘teach and playback’ mode. It necessitates 
reconfiguration every time the robot engages in a new task. Knowing the weld joint 
beforehand allows the programmer to set relevant parameters in advance. Hence, 
this study aims to solve the issue by proposing an alternate way to automatically 
recognize weld joint types. This paper suggests an effective way to classify the weld 
joint type using the image processing and feature extraction technique. The method 
works in two stages: features extraction and bag of visual words (BoVW) model 
building. First, image processing algorithms are used to condition the greyscale 
image. Image conditioning involves noise removal using a contrast-limited adaptive 
histogram equalization (CLAHE) and enhancement to improve the image’s contrast. 
Then SURF features of processed images are extracted and input into a support vector 
machine (SVM)-based bag of visual words classifier for classification. The method 
is capable of recognizing five types of weld joints. The bag of features strategy 
combined with SVM yields 97% accuracy. 

Keywords Weld joint type recognition · SURF features · CLAHE
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2 S. Sonwane et al.

1.1 Introduction 

A critical development in modernizing the traditional welding processes for ongoing 
reductions in manufacturing costs has been the development of industrial robots with 
welding capabilities. Welding robots have always been essential to advanced manu-
facturing techniques. However, welding personnel are still required to oversee and 
monitor the operation. Currently, none of the two most common programming modes 
of welding robots, namely teach and playback mode and off-line programming mode 
(OLP), depend on sensors input during the welding operation. Kim and Croft [1] 
stated that these two modes are indispensable for the static and stringently constrained 
environment. However, the real-world welding scenario might not be so standard, and 
the current methods do not exhibit the required resilience and briskness to handle 
the complexities and dynamism of the welding environment. Alternately welding 
robots can be programmed using external sensors, which help them to perceive the 
environment around them and make sense of the situation. The works of Rout et al. 
[2] and Wang et al. [3] stated that arc sound, arc spectra, ultrasonic, and electromag-
netic sensing have been used in intelligent welding system models. However, Xiao 
et al. [4] pointed out that visual sensors are preferred nowadays for their non-contact 
operation, high precision, faster operation and high adaptability. Various authors [5– 
11] showed that visual sensors generally consist of a camera, a LASER and filters. 
Their applications typically include seam tracking, seam extraction, path planning 
and weld quality control. 

Parts lend themselves to the process in specific ways based on the shape. There-
fore, various applications need particular types of welds. Different types of welding 
joints are made to fulfil the needs of every individual application. Fan et al. [12] segre-
gated practical ways to do it in one of the five labels: butt, corner, lap, fillet and vee 
joint. Identifying the type of weld joint is crucial as the related parameters governing 
the process change depending on the type. Currently, the parameters are set manually 
as per the weld joint. This step, however, has the potential for automation, making 
it independent, efficient and time-saving. Automatic recognition of weld joints and 
subsequent autonomous setting of parameters will result in enhanced productivity. 
Many researchers have recently presented conforming single weld joint recognition 
algorithms for detecting the weld joint’s position. Fan et al. [13] Researched recogni-
tion of narrow butt weld joints, Zou et al. [14] studied feature recognition of lap joints 
using image processing and convolution operator, and Fang et al. [15] considered 
image-based recognition of fillet joints. Due to the single type of weld joint scope, 
these methods were meant to identify just one type. Many welding parameters, like 
welding current and voltage, vary depending on the weld joint. As a result, in a real-
istic welding setting, the capability to distinguish multiple types of weld junctions 
is essential. 

Some researchers have recently explored multiple types of weld joint detec-
tion. For weld joint classification, the spatial component relationship of the vertices 
elements and the intersections of weld joints was utilized by Tian et al. [16]. This 
approach is viable but has trouble distinguishing between distinct weld joints with
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identical compositional properties. Wang et al. [17] proposed weld joint type recog-
nition using ensemble learning. The method suffers because it requires costly hard-
ware and is computationally and mathematically intensive. Fan et al. [12] developed 
a technique for building an SVM classifier by forming the feature map from the weld 
joint extremities towards the bottom of the weld; it outperforms other approaches 
regarding detection performance and computing cost but suffers from the fact that 
its application is cumbersome. Li et al. [18] used Hausdorff distance as a match 
for measuring laser stripes from the standard template. This technique, however, 
suffers from computation cost issues and is not flexible. He et al. [19] achieved 
multiple weld joint type identification utilizing a visual attention model and extrac-
tion of the feature points of the weld seam profile. This work lacks adaptability. All 
the mentioned approaches above use one or the other kind of visual sensor, which 
includes a laser. The cost of such sensors may hinder the market-wide adoption 
of these methods; therefore, developing a weld joint recognition system with high 
recognition accuracy, low computational complexity and cost suitable for multiple 
types of weld joints is necessary. 

This paper uses the bag of features utilizing SURF features for scale invariance 
from input images to recognize a weld join type from the image. The algorithm 
then arranges the texture elements or textons in histograms, essentially reducing 
the dimensionality of the input. These histograms are then passed to the SVM-
based model to achieve welding seam type recognition. The technique gathers SURF 
attributes from all pictures in all classes and then builds the visual vocabulary by 
lowering the number of features through feature space reduction using K-means 
clustering. The optimum SVM model for weld joint type detection is then developed 
based on the retrieved characteristics. It can then be used to predict the type of welding 
edge. The advantage of this method over the previous one enumerated by Fan et al. 
[12] is that the model, instead of trying to encode features directly, learns them from 
inputs and desired outputs, considerably saving the mathematical chicanery and 
expensive imaging and scanning equipment to get images from which features could 
be extracted. The results demonstrate that the method correctly recognizes welding 
joint classes and that calculation and equipment costs may be lowered compared to 
earlier techniques. 

The critical contributions of the paper are as follows: 

(1) A method for classifying the kind of weld joints from images is suggested that 
has the potential to increase the level of robotic welding automation. 

(2) Show that non-handcrafted image features are superior to custom features that 
require a lot of arithmetic and processing. 

This paper is organized into four sections. First, in Sect. 1.2, the methods used 
are explained. Next, experimental results are given in Sect. 1.3. Conclusions are then 
given in Sect. 1.4.
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1.2 Related Theories 

1.2.1 Histogram Equalisation 

The conventional contrast enhancement histogram equalisation (HE) increases visual 
contrast by emphasizing highly recurring luminance numbers in the image. This 
method, however, suffers from the disadvantage of noise augmentation in similar 
regions. To overcome this CLAHE algorithm was proposed. CLAHE functions on 
small tiles in the image, simultaneously computing several histograms corresponding 
to the tile under consideration. The algorithm then redistributes the image’s intensity 
values, avoiding over-amplification. The adjacent tiles are then joined using bi-linear 
interpolation. It is an image processing technique used to enhance an image’s contrast. 
The main advantage of CLAHE over traditional histogram equalization is that it 
limits the contrast enhancement in the areas where the contrast is already high. This 
prevents over-amplification of noise in these areas, which can lead to an unnatural 
image appearance. CLAHE is particularly useful for images with a wide range of 
brightness levels or containing areas with low contrast. It can be used in a variety of 
applications, such as welding. 

Zimmerman et al. [20] initially applied CLAHE to improve the contrast of medical 
images. The CLAHE resorts to a clipping limit to overcome the problem of noise 
augmentation. Its contrast limitation distinguishes it from typical AHE. The CLAHE 
constrains the augmentation by clipping the histogram at a predetermined value. In 
CLAHE, the fundamental parameters controlling image quality are block size (β) 
and clipping limit ( ). The image gets brighter when is increased. The spectrum 
of the picture widens, and the contrast improves as the β increases. The image 
quality significantly improves when these attributes are determined at the greatest 
entropy point. Clipping is applied to the initial histogram; the pixels are reordered, 
corresponding to individual grey intensity. The dispersed histogram differs from the 
regular histogram in that each pixel intensity is restricted to a predetermined upper 
limit. 

The CLAHE method to boost the contrast of the image consists of the following 
steps: 

1. Taking the original luminance picture and dividing it into noncongruent contex-
tual sections. M × N reflects the sum quantity of picture tiles. 

2. Determine the histogram of each contextual field based on the pixel intensities 
provided. 

3. Calculate the CLAH of the contextual region by value as, 

Navg = (Ns I × Ns J )/Ngrey (1.1) 

Here, 
Navg is the arithmetic mean of the number of pixels, 
Ngrey is the amount of pixel intensities in the immediate neighbourhood,
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Ns I and Ns J are the numbers of pixels in the relevant region’s X and Y 
directions. 

The real value of is written as 

(1.2) 

where N is the actual value of , and Ncl is the regularized and lies within 
the range of [0, 1]. N∑cl denotes the total number of trimmed picture elements, 
and then, the mean of the remaining pixels to allocate to each pixel intensity is 

Navggrey = N∑cl /Ngrey (1.3) 

The trimming logic is given by. 
If 

(1.4) 

Else if 

(1.5) 

Else, 

(1.6) 

Here, Hreg(i ) and Hreg_cl(i ) are unique histograms and trimmed histograms of 
the individual region at the i-th pixel intensity. 

4. Reassign the leftover pixels until they are evenly distributed. The step of pixel 
reassignment is provided by 

Step = Ngr /Nrem (1.7) 

where Nrem is the residual number of pixels that are trimmed. 
In the preceding stage, the algorithm searches from the minimum to the 

maximum pixel intensity values. If the pixel value in the pixel intensity map 
is lesser than the threshold, the algorithm adds one-pixel intensity. If the pixels 
are not evenly distributed after the search concludes, the algorithm will calcu-
late the new step according to (1.7) and begin a fresh round of search until the 
remaining pixels are evenly distributed. 

5. Using the Rayleigh transform to boost intensity values in each local zone. The 
trimmed histogram is transformed into pooled probability, Pin(i ), which is then 
utilized to build a transfer function. Rayleigh transform is defined as
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y(i ) = ymin + 

√
2α2ln  

1 

1 − Pin(i ) 
(1.8) 

Here, ymin is the pixel value’s lower limit, and α is a Rayleigh distribution 
adjustment factor defined for each input picture. Each intensity value’s output 
probability distribution may be stated as follows: 

p(y(i )) = 
(y(i ) − ymin)

1 

α2 
. exp 

(y(i ) − ymin)
2 

2α2 
(1.9) 

for y(i ) ≥ ymin 

6. Linear contrast stretch is used to dynamically resize the output of the transfer 
function in (1.9). The linear contrast stretch may be expressed as follows: 

y(i ) = (x(i ) − xmin)/(xmax − xmin) (1.10) 

x(i ) is the transfer function’s input value, and xmin and xmax are the transfer 
function’s min and max values. 

7. Interpolation using bi-linear to calculate new grey pixel levels and avoid region 
boundaries’ visibility. 

CLAHE triumphs over other methods because it has a low computational cost, is 
easy to use and works as intended on most images. 

1.2.2 Speeded-Up Robust Features (SURF) 

SURF is a local rotation-invariant interest point (feature) detector. It is designed to 
be invariant to scale and rotation, i.e. regardless of changes in the scale or orientation 
of an object, SURF should be able to detect and match it accurately. And this is a 
requirement in the welding scenario as the captured weld joint image could be taken 
from any distance and may be randomly oriented. 

The algorithm is divided into four sections: (1) integral picture production, (2) 
feature point identification, (3) descriptor alignment assignment and (4) descriptor 
generation. 

SURF is partly inspired by SIFT, which is faster. SURF uses the integer approxi-
mation of the Hessian Blob detector to detect interest points, as it performs well in 
terms of computing time and accuracy. If we have a point P = (i, j) in an image  ‘im’,  
the Hessian matrix ɦ (P, σ ), where σ is the scale, is defined as 

(1.11)
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where Lii(P, σ ) is the Gaussian second-order derivative’s convolution with the image 
at P, and similar descriptions can be given for Lij(P, σ ) and Ljj(P, σ ). 

Its descriptor is based on HAAR wavelet response around the point of interest. 
First, ‘interest spots’ are chosen in various areas within the picture. These areas can 
be corners, blobs and junctions. The area around each location of interest is then 
expressed as a feature vector. The pair is matched if it is closer than 0.7 times the 
distance of the second nearest neighbour. Finally, these feature vectors are matched 
based on the Euclidean distance between distinct photos to be compared. The SURF 
approach’s key attraction is its quick computing of operators using box screens, which 
enables real-world applications such as tagging, object detection and recognition. 

1.2.3 BoVW 

The BoVW is the machine vision adaptation of the natural language processing 
algorithm termed ‘Bag of Words’ as discussed by Schmid [21]. It is a significant 
improvement over existing models in object detection and recognition. The BoVW 
model forms groups of similar input image features and internally assigns them a 
visual word. To achieve this, the process usually follows the following three steps, 
namely 

(1) Detection of features 
(2) Description of features 
(3) Generation of the codebook. 

For an image with ‘m’ features, the model distributes the characteristics among 
‘k’ clusters. This determines the vocabulary size. The last step is to create a codebook 
using the K-means clustering. A minimum Euclidean distance from the centre puts 
each feature into the group. This maps the feature to the visual word. 

Further vocabulary histogram is built. It has bins that are the same size as the 
dictionary. Each SURF-computed feature is allocated to the best cluster and shown 
in the histogram. Once all features have been classified, the task is a multi-label 
problem. While using SURF, the Gridstep of [8 8] and Blockwidth of [32 64 92 128] 
was used. 

1.3 Experiments 

All experiments in this study were conducted on a Workstation with AMD Ryzen 
Threadripper 2950X CPU @ 3.50 GHz, 128 GB of DDR4 RAM and NVIDIA Quadro 
RTX 6000 24 GB GPU. The camera used is ‘Neo’ by ‘Soliton Technologies Pvt. Ltd.’.
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Table 1.1 Data distribution of various weld joint types 

Butt Corner Fillet Lap Vee 

300 300 300 300 300 

Input Weld 
joint image Denoising Enhancement Feature 

extraction 

Dimensioanlity 
reductionNormlization 

SVM based 
BovW 

Classifier 
Result 

Fig. 1.1 Pipeline of the proposed method 

1.3.1 Dataset 

The dataset used in this study combines the Kaggle dataset [22] and a custom dataset 
generated by the authors. Table 1.1 shows dataset distribution as per various weld 
joints. 

The experiment was conducted in the steps shown in Fig. 1.1. Input weld image is 
first denoised and enhanced using CLAHE. These images are then fed to the feature 
extractor. The extracted features’ dimensionality is reduced in the next step to keep 
the most relevant features and discard the others. These are then normalized and fed 
to the SVM-based BoVW classifier to get the required output. 

1.3.2 Noise Reduction and Enhancement 

Obtained images may sometimes be noisy or blurry. We have to denoise and enhance 
images to pre-process them to feed to the feature extractor. We used CLAHE to 
perform the task. Figures 1.2 and 1.3 show images of the butt and fillet joint before and 
after pre-processing. As can be seen, the image’s contrast has improved considerably. 
The gap in the butt joint becomes noticeably clear after the operation.

1.3.3 Image Feature Extraction 

The objective of feature vector extraction is to obtain a vector {x1, x2, x3… xk}, 
of length k, which can thoroughly represent its parent image, and so. A feature 
vector is an image representation that is used to characterize and mathematically
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Fig. 1.2 Before and after processing an image of the butt joint 

Fig. 1.3 Before and after processing an image of the fillet joint

evaluate a picture’s contents. Therefore, feature extraction directly affects the quality 
of classification results and recognition rate. 

Figure 1.4 shows one example output of the SURF feature extractor.

1.3.4 SVM Classifier 

SVM is a supervised machine learning (ML) technique in classification tasks. SVM 
is a powerful and versatile algorithm with several advantages over other machine 
learning algorithms in specific applications. Its ability to perform well in high-
dimensional spaces, be robust to outliers, efficiently perform nonlinear classifica-
tion, avoid overfitting and provide a global optimization solution makes it popular 
among data scientists and machine learning practitioners. Each data item in the SVM 
method is represented as a point in the n-dimensional plane (where n represents the 
total of characteristics), with the value of each feature becoming a value of a specific
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Fig. 1.4 SURF output of butt joint (left) and T joint (right)

coordinate. Then, we accomplish classification by locating the hyper-plane that suit-
ably discriminates the number of classes. It was initially a binary classifier. However, 
multiple SVM can be used in a program in the one-versus-one form to achieve multi-
classification. For example, we have used the error-correcting output codecs (ECOC) 
classifier in this study [23]. It uses the Gaussian kernel function. 

1.3.5 Experimental Results 

300 images of each of all five types of joints were clicked. Of them, 70% were utilized 
for training and the rest for validation. The program calculated 2,160,000 features, 
of which the most vital 80% of features from each category were kept. The features 
were segregated into 500 clusters. The model converged in 24 iterations, each taking 
about 19 s. This bag of visual words was then passed to the SVM classifier. The trial 
of the trained classifier on an entirely new image returned the result in 152 ms. 

1.4 Conclusion and Future Scope 

In this work, BoVW was used along with image processing for weld joint classi-
fication. The model provides adequate accuracy using the Gaussian RBF kernel. 
Table 1.2 shows the presented technique compared to some related research work, 
and the experimental findings demonstrate that the proposed technique achieved 
competitive results in classification performance. It may be noted that the joint recog-
nition accuracy obtained in Zeng et al. [24] work is on the higher side. However, 
the mentioned study uses complex and costly hardware and could only improve the 
result by 1%.
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Table 1.2 Comparative 
image recognition results References Accuracy (%) 

Reference [24] 98.4 

This paper 97 

Reference [12] 89.2 

Furthermore, experiments with new input images proved that the method has 
practical application in automated robotic welding due to its ease of use and require-
ment of modest computational power and that equipment costs are lower than earlier 
techniques. The results also show that non-handcrafted image features are superior 
to custom features that require a lot of arithmetic and processing. 

This paper proposes a weld image feature extraction algorithm that demonstrates 
matching or superior recognition accuracy and lower computational cost than the 
feature extraction method presented in Refs. [12, 24]. Furthermore, the method 
presented in Ref. [12] misidentifies some types of weld joints, such as lap, splice 
and fillet weld joints, due to the relatively small size of their grooves. In contrast, the 
proposed method is simple and economical, but with sufficient training data sample 
size and tweaking of SVM parameters, it can achieve a higher accuracy rate. This 
approach is thus preferable to the method explained in the other two references. 

For further extension of the study, the model’s performance under the influence 
of splash noise will be tested and improved. 
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Chapter 2 
Speech Recognition-Based Prediction 
for Mental Health and Depression: 
A Review 

Priti Gaikwad and Mithra Venkatesan 

Abstract A person with a mental disorder exhibits a significant disturbance in his or 
her behavior. Generally, mental disorders are associated with distress or impairment 
of normal functioning. Lack of adequate resources and facilities, as well as a lack 
of awareness of the symptoms of mental illness, prevent people from getting the 
help they need. The ability to assess depression through speech is a critical factor in 
improving the diagnosis and treatment of depression. The spoken language is said 
to provide access to the mind, and a wide range of speech capture and processing 
technologies can be used to analyze mental health. Speech processing is about recog-
nizing spoken words. The automatic recognition and extraction of information from 
speech enables the determination of some physiological characteristics that make a 
speaker unique to identify their mental health status. In this paper, we describe how 
mental health-related problems can be predicted by speech processing. This paper 
identifies the gaps in the literature review that lead to the proposed methodology. 

Keywords Mental health · Speech processing · Natural language processing 

2.1 Introduction 

Mental health refers to the state of being aware of one’s abilities, coping with daily 
stresses, working, and making a positive contribution to society. According to the 
World Health Organization (WHO), mental health is the absence of mental disorders. 
Our capacity to think, feel, interact with one another, and carry out daily tasks depends 
on both the mental health of each individual and the state of our society as a whole.
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Due to promotion, protection, and restoration, mental health has become a central 
concern of communities and societies around the world [1]. 

In humans, speech production is a result of physiological processes that are 
naturally affected by physical stress. There are major changes in the fundamental 
frequency level, the speaking rate, the pause pattern, and the breathiness of speech. 
A speech is one of the most natural and common ways in which we communicate 
with each other on a daily basis, and it contains a profound array of information that 
goes far beyond the verbal message it conveys. Listening to the speaker’s utterances 
can reveal the speaker’s gender, age, dialectal background, emotional status, and 
personality. A speaker’s physiological and health condition is part of the paralin-
guistic information in his or her speech. Through signal processing techniques and 
statistical modeling, it is possible to capture natural changes in the human body 
by analyzing the sound and linguistic content of speech signals. Speech sounds in 
patients with depression tend to have a lower pitch, in the form of acoustic signals 
[2]. It is possible to detect and quantify disorders, diseases, monotonous speech, 
lower sound intensity, and slower speech rates, as well as more hesitations, stutters, 
and whispers. Speech has several advantages: it is difficult to hide symptoms, it 
directs emotion and thought through its language content, and it is an inexpensive 
medium. Due to similar vocal anatomy, it may generalize across languages, which 
is particularly useful when natural language processing technology is not available 
for low-resource languages. Since most clinical interviews are already recorded, it 
is easy to obtain using Smartphones, tablets, and computers rather than more costly 
wearable or invasive neuroimaging methods. 

970 million people worldwide, or 1 in 8, experience mental disorders, primarily 
anxiety and depression. Due to COVID-19 pandemic, the number of people experi-
enced anxiety and depression. According to preliminary projections, the prevalence 
of anxiety and major depressive disorders will rise by 26% and 28%, respectively, 
in 2020 [3]. 

There could be a “mental health epidemic” in India, according to President Ram 
Nath Kovind, who noted that 10% of the country’s 1.3 billion people suffer from 
mental illness. The WHO estimates that about 15% of the world face the issue 
related to mental health in India. A meta-analysis of community surveys found that 
33 out of 1,000 people experience depression or anxiety [4]. 

Physical health conditions like cancer, diabetes, and chronic pain can have under-
lying, life-altering effects on mental health conditions like stress, depression, and 
anxiety. So, given the aforementioned issue, depression must be automatically 
detected. 

Thinking, feeling, and behavior are all impacted by depression. Depression makes 
day-to-day living more challenging and interferes with relationships, work, and study. 
If a person feels down, sad, or miserable most of the time for longer than two weeks, 
has lost interest in or pleasure from most of their usual activities, and exhibits multiple 
symptoms from at least three of the categories listed below, they may be depressed 
[5]. It is important to remember that everyone occasionally experiences some of these 
symptoms, and they may not signify depression per se. Likewise, not everyone who 
is depressed will exhibit all of these symptoms.
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2.2 Literature Review 

Researchers have developed many new methods proposed for speech patterns that 
indicate mental health. By analyzing depression detection, it can be seen that to 
evaluate patient health from an electronic health record is to map speech signals to 
depression features. Researchers proposed several models for detecting depression 
which leads to mental illness which are discussed below. 

2.2.1 Related Work 

In this study, Nanath et al. [6] have shown how social media data can be used to 
predict the mental health characteristics of people using text features and natural 
language processing. According to Alghowinem et al. [7], speech patterns, eye move-
ments, and head posture were each analyzed for statistical features. A support vector 
machine (SVM) was used in emotion classification tasks. The Reddit database was 
used by Rssola et al. [8], who were able to identify trends in the writing style, 
emotional expression, and online behavior of the users in question by visualizing and 
analyzing some probabilistic features. Sarkara et al. [9] used emotions.csv dataset 
from the Kaggle Web site and used different machine learning (ML) and deep learning 
(DL) methods, multi-layer perceptron, convolution neural network, recurrent neural 
network with long short-term memory, SVM, and linear regression which are used 
as classifiers, to solve real-world problem; among them the RNN model has the 
highest accuracy 97.50% in the training set and in the test set 96.50%. Liu et al. 
[10] the goal of the NetHealth study was to predict people’s mental health status by 
using network methods and DMF (a method from RS). Smartphone data, data from 
wearable sensors (Fitbit), and people’s trait data from surveys were collected. 

Due to behavioral interference from interviewers and problems in matching 
audio transcripts, Dong et. al. [11] only considered depression detection from non-
interaction databases like DAIC-WOZ. In the future, it may be possible to use inter-
action databases to confirm the generalizability of the model. According to research 
by Ye et al. [12], patients with mild and minor depression have a higher recog-
nition error rate than average individuals and patients with major depression. Di 
Matteo et al. [13] developed an Android app that collects regular audio recordings 
of participants’ surroundings and recognizes English words with automatic speech 
recognition. Amanat et al. [14] obtained a large imbalanced dataset of tweets from the 
Kaggle Web site, implemented the one-hot coding method and principal component 
analysis (PCA), LSTM, and RNN for further improvement, and proposed a hybrid 
recurrent neural network for a large database. In the case of the real-time datasets, 
better results are obtained than other classification algorithms, which is in agree-
ment with Gupta et al. [15]. However, the accuracy of the proposed algorithm can 
be improved for real-time recorded files by recording the speech in a professional 
environment and making an appropriate selection of neurons and values for drop-out 
layers.
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Rejaibi et al. [16] worked with the dataset DAIC-WOZ, Ryerson Audio-Visual 
Database of Emotional Speech and Song (RAVDESS). An LSTM was chosen for 
high-level audio feature extraction, suggesting that textual features may accurately 
represent depression. Rutowski et al. [17] use two corpora of American English 
speech collected by Ellipsis Health. They work with a deep learning model classi-
fier based on deep NLP and transfer learning showed excellent transferability across 
age, gender, and ethnicity. Schultebraucks et al. [18] suggested that to fully incorpo-
rate the vast clinical knowledge of clinicians, larger samples are required to confirm 
the findings and test for interactions between verbal and facial modalities. Another 
drawback is the dependence of the feature extraction process on pre-trained models. 
Although the author used standard techniques, it is pointed out that facial expression 
recognition is known to have shortcomings and is subject to bias. Aloshban et al. [19] 
conducted the experiments using 59 interviews recorded in three psychiatric centers 
in Italy. Feature extraction is done by a bidirectional long-term memory network 
(BLSTM). The primary drawback of the study is that the interviews were manually 
transcribed, particularly in depressed patients, the results of the Beck Depression 
Inventory-II (BDI-II) are unreliable. El Shazly et al. [20] studied 48 Egyptian EFL 
learners, there is no control group, the sample is small, and the data are descriptive. 
Although the sample size was small, the use of a mixed methods design provides a 
better understanding. According to Garoufis et al. [21], a speech analysis system that 
acknowledges (anomalous) pre- and relapse states in persons with psychotic disor-
ders utilizing unsupervised learning with convolutional autoencoders. Daus et al. 
[22] use the Linguistic Inquiry and Word Count (LIWC) method to analyze verbal 
information that has been automatically translated in terms of the number of words 
of emotional categories. According to Sharma et al. [23], the diagnosis of mental 
illnesses is based on standardized interviews with a deterministic set of questions 
and scales. The machine learning model created using the imbalance dataset results 
in predictions that are biased toward the majority class; as a result, the model will 
consistently forecast that depression is absent, even when it is. There are no agreed-
upon and accepted standards for biomarker scores in various nations and ethnic 
groups, so the XGBoost model created under this study cannot be adapted to other 
nations and racial groups. Machine learning should be used to accurately study the 
different types of depression. According to Wang et al. [24], research should focus 
on extracting additional speech signal features to describe them more accurately and 
cross-language learning to increase the reuse rate of models. Villatoro-Tello et al. [25] 
worked on the (DAIC-WOZ) Alzheimer’s dementia dataset. Bag-of-words (BoW), 
(LIWC), and Third BERT techniques were used. He suggested that the LA method 
can be fused with raw waveform based CNN to increase the performance. 

According to Araño [26], it is challenging to infer happiness from speech char-
acteristics. Future research can therefore concentrate on developing new descriptors 
that accurately depict this emotional state. Mou et al. [27] used CNN and LSTM and 
suggested expanding the sample size and participant age range to boost the model’s 
generalizability. Unsupervised learning can identify driver stress-related features 
from unlabeled data.
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Current research in the automatic detection of depression has a number of limita-
tions. First, some methods rely heavily on manually selected questions, which require 
the involvement of psychologists with relevant expertise. In addition, the interview 
must cover all predetermined questions; otherwise, the analysis may be flawed. The 
question of how to enhance detection performance without pre-programmed ques-
tions remains a challenge. In addition, due to ethical concerns, there are not many 
publicly available depression datasets. 

2.2.2 Gaps Identified 

Despite the fact that speech depression recognition (SDR) has advanced using current 
datasets, the following are the dataset problems from the literature survey which 
impede its further advancement.

• Database annotation objectivity: Data annotation serves as the foundation for 
future work, but the performance of the developed model will be impacted by the 
distribution of depression values because annotators’ perceptions are not always 
accurate.

• Small in scope and unavailability: Due to ethical issues and the sensitivity of 
depression speech, most institutions were unable to obtain sufficient samples. 
AVEC2013, AVEC2014, DAIC-WOZ, and BD are the only public depression 
databases currently available, and they are not suitable for scientific research. It 
is critical to address ethical concerns in publishing datasets.

• Non-universality: At the moment, interactive clinical interviews, where questions 
are carefully crafted such that there is no noise or interference. As a result, these 
data cannot represent depressed patients’ daily lives accurately. Additionally, the 
issue of linguistic and cross-cultural communication has not yet been considered.

• Model generalization: The models are challenging to generalize to other datasets 
or data from different languages because the majority of studies only use one 
or a few small datasets. It is also necessary to improve the model’s relia-
bility and predictive validity across corpora, societies, languages, and crowded 
environments.

• Types of depression disorder: For instance, compared to the most prevalent 
major depressive disorder, the pathogenesis and behavior of bipolar disorder are 
different. Few studies have been conducted on how speech signals can differentiate 
between these two.

• Multi-modality fusion mechanism: Since various modalities can successfully 
complement one another, future research trends in depression analysis cannot be 
avoided, including the combining of multiple modalities. However, the success 
of multimodal research depends on an effective and appropriate mechanism. 

According to the identified gaps in the literature, the following objectives have 
been formulated in the paper.
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2.2.3 Objectives

• To study existing literature where speech and language processing is applied for 
mental well-being

• To build, collect, and process datasets based on speech for the diagnostic model
• To propose a diagnostic model capable of finding mental illness based on speech 

processing. 

2.3 Proposed Methodology 

The goal is to develop a safe speech diagnostic model for people with depression. 
Speech depression datasets are typically recorded by in-person, telephone, or virtual 
interviewers as clinical clinicians talk with depressed patients. Other modalities, 
including information from the depression scale, facial expressions, physiological 
dynamics, etc., are also sometimes recorded during data collection for supplemental 
analysis. 

The proposed methodology is depicted in Fig. 2.1. The different levels involved in 
the model are database, preprocessing of speech data, feature extraction from speech 
data, and validation of model and classification as depressed or normal.

2.3.1 Dataset 

The following datasets are public records. 
The audio-visual depression language corpus for AVEC2013 includes the 

AVEC2013 and AVEC2014 datasets. AVEC2014 is a set of AVEC2013 consisting 
of 300 German videos with shorter video clips than in AVEC2013. One component 
of the Distress Analysis Interview Corpus used for AVEC2016 and AVEC2017 is 
the Distress Analysis Interview Corpus—Wizard of Oz (DAIC-WOZ). 

The traditional method of diagnosing depression uses clinical interviews to screen 
potential patients for depression. However, these assessments rely heavily on physi-
cian questions, patient verbal reports, actions reported by family or friends, and 
mental status tests such as the Beck Depression Inventory, the Hamilton Rating 
Scale for Depression, and the Scale for the Assessment of Negative Symptoms. The 
PHQ-9 is the Health Status Questionnaire for measuring depression scale in that 
The DSM-nine IV diagnostic criteria for MDD. The PHQ-9 can be applied as a 
screening tool, a diagnostic tool, and a tool for symptom assessment. It can be used 
to track changes in particular symptoms over time as well as the overall extent of 
a patient’s depression. Based on the depression score: 0–4 none, 5–9 mild, 10–14 
moderate, 15–19 moderately severe, and 20–27 severe. These are all based on subjec-
tive assessments, and since there are no reliable, quantitative measures, the results 
often vary depending on the situation.
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Feature Extraction From the speech data 

Training of the model 

Validation of the model 

Classification as Depressed or Normal 

Database 
of speech 

Pre-Processing of Speech Data 

Fig. 2.1 Block diagram of prediction of mental health

The Distress Analysis Interview Corpus (DAIC) comprises an English database. It 
includes clinical interviews intended to assist in the identification of mental illnesses 
like anxiety, depression, or post-traumatic stress disorder. The “Wizard of Oz” inter-
views, conducted by a virtual interviewer, make up the depression section of the 
corpus. The PHQ-8 Depression Inventory, which is different from the databases
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used in Germany and Turkey, was used to determine patients’ depression scores. In 
total, there are 189 records of 189 patients. 

Data Availability To download one of the databases users must complete the registra-
tion process and submit the form in order. Due to consent restrictions, only academics 
and other non-profit scholars are allowed to access datasets. Thus, when requesting, 
the user needs only provide their academic email address in order to download. 

The DAIC-WOZ Database & Extended DAIC Database data available at https:// 
dcapswoz.ict.usc.edu/ 

Extended DAIC Database The DAIC-WOZ database for the evaluation of PTSD 
and depression was created by ICT, and this is its expanded version. Additionally 
available upon request, this information was used for the AVEC 2019 Challenge. 

We are going to use this E-DIAC English dataset for our proposed work, as it is 
secure and available as per request, it has large no of files, and annotation of the data 
is also done. 

The E-DAIC is the next version of the DAIC-WOZ, collected from semi-clinical 
interviews to help with the treatment of mental disease like anxiety and depression. 
Participant information is labeled with age, gender, and PHQ-8 score, the dataset 
includes 163 developmental patterns, 56 samples for training, and 56 samples for 
testing. For AVEC2019, and this database will be used. 

2.3.2 Preprocessing of Speech Data 

Speech recognition faces many difficulties. First, there are not enough datasets in the 
field of speech, as the creation of a high-quality speech emotion database requires a lot 
of time and effort. Second, the different data in the database have different speakers, 
each with different gender, age, language, culture, and so on. Finally, sentences rather 
than specific words are often the basis for the emotions expressed in speech. There-
fore, a challenge in current research is to increase the accuracy of emotion recognition 
by using low-level descriptors (LLDs) and sentence-level features. There are typi-
cally three methods in conventional techniques for speech emotion recognition. Data 
preprocessing, which includes data normalization, speech segmentation, and other 
operations, is the first step. 

The original speech data must be enhanced by changing the speech playing speed, 
and the problem of an unbalanced distribution of speech data must be resolved using 
the balancing datasets weight method. We can use data enhancement and speech 
segmentation to increase the number of training samples to address the issue of the 
limited number of training samples.

https://dcapswoz.ict.usc.edu/
https://dcapswoz.ict.usc.edu/
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2.3.3 Speech Feature Extraction 

Features Speech features like Mel-frequency cepstral coefficients (MFCC), pitch, 
jitter, shimmer, energy, the zero-crossing rate (ZCR), the harmonic-to-noise ratio, 
fundamental frequency (F0), formant, low speech volume, monotone intonation, 
reduced articulation and the harmonic distribution, as well as perceptual linear 
prediction (PLP) coefficients have performed better in classifying an individual as a 
depressed or a healthy one. 

The spectral features: related to spectral centroid; the cepstral features: related to 
the cepstrum analysis (an anagram to the spectrum signal) like the Mel-frequency 
cepstral coefficients (MFCCs); prosodic features: fundamental frequency F0 (the first 
signal harmonic) and the loudness the voice quality: like the formants (the spectrum 
maxima), the jitter (the signal fluctuation), and the shimmer (the peaks variation). 
Source feature: voice quality feature; deep audio feature: raw audio input for acoustic 
feature. 

Techniques Recently, deep learning models have used convolution neural networks 
(CNNs) in particular in conjunction with automatic feature extraction, either explic-
itly from time-domain samples or using a frequency-domain representation of the 
signal, like the discrete Fourier transform (DFT) or spectrogram. 

Successful approaches combine spectral features and their time derivatives with 
machine learning algorithms like hidden Markov models (HMMs), Gaussian mixture 
models (GMMs), or hybrid GMM-PLP coefficients. Convolution neural systems 
(CNNs) [4, 23] in particular have recently been used in deep learning models, utilizing 
either a frequency-domain representation of the signal or automatically extracting 
features from time-domain samples. 

For spectral feature MFCC feature extraction MFCC-CNN, MFCC-RNN so we 
are proposed to use MFCC Multichannel CNN-BLSTM by fusion of magnitude 
and phase spectral feature. 

We can combine spectral features with prosodic features, and an autocorrela-
tion technique can extract pitch prediction like fundamental frequency (f0) raw. In 
prosodic features, we can extract probability of voicing (POV), F0 intensity, loud-
ness, voice quality, and F0 envelope. The jitter and shimmer algorithm can be used 
for voice quality. 

We can also use speech features like amplitude envelope, zero-crossing rate, and 
spectral flux. 

2.3.4 Classification for Mental Health Data 

To support the diagnosis of depression, it is therefore necessary to develop depres-
sion classification methods. Several techniques have recently been developed for 
assisting clinicians during the diagnosis and monitoring of clinical depression, the 
recent development of machine learning and artificial neural networks. Utilizing
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sufficiently sizable speech corpora will allow for the development of the necessary 
models for mental health information prediction. Machine learning algorithms like 
SVM, decision trees, logistic regression, and KNN classifiers were used in the inves-
tigation. The model’s accuracy was increased using the SMOTE method. On the 
other hand, deep learning models like CNN, ANN [4], and LSTM outperformed 
conventional machine learning techniques. 

Deep learning models commonly used include CNN, LSTM, and BERT; however, 
BiLSTM [11] can offer higher accuracy. MT-CNN multitasks CNN [4] to perform 
better at predicting depression. 

We can implement hierarchical depression models so that we can combine classi-
fication and regression for better performance parameters. In the hierarchical model 
in the first layer, multiple classifiers can be used as ensemble models and in the 
second layer for each recording regression algorithm can be used. 

2.4 Discussion 

The following points are suggested based on the thorough literature review and 
methodical meta-analysis. It details the approach taken, the benefits and difficulties 
encountered while using the datasets for depression. In comparison with volume-
based features, SVM, multivariate regression, performs better depression prediction. 
A variety of mental illnesses can be quickly identified with the aid of RF, NB, and 
SVM. Spatiotemporal data can be extracted using the CNN and RNN combination. 
In order to detect depression more effectively and accurately, hybrid models like 
CNN with LSTM are used. Algorithms for machine learning and boosting are useful 
in identifying the sociodemographic and psychological factors that contribute to 
depression. It has been noted that the voice change study may aid in the early detection 
of depression. 

2.5 Conclusion 

Our lives depend on having a healthy mind. Serious issues brought on by mental 
instability are challenging to diagnose and treat. A serious mental health condition 
with high societal costs is depression. One of the objective indicators for the early 
detection of depression can be speech signal characteristics. To address the issue of 
the representation of speech signals by conventional feature extraction techniques 
is difficult; so in this study we proposed MFCC multichannel CNN-BLSTM spec-
tral feature. We can add different speech features such as spectral feature, prosodic 
feature, and voice quality feature for extraction of the speech so that exact level of 
mental health can be identified. The potential of AI algorithms to address mental 
health questions in mental health care will give the best results.
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Chapter 3 
A Strategic Technique for Optimum 
Placement and Sizing of Distributed 
Generator in Power System Networks 
Employing Genetic Algorithm 

Prashant, Nirmal Kumar Agarwal, Sanjiba Kumar Bisoyi, 
Arun Kumar Rawat, and M. P. Kishore 

Abstract Reducing power loss and meeting escalating load requirements are one 
of the most important goals in the distribution system. This paper discusses ways to 
optimize placement and sizing of distributed generators (DGs) to reduce power loss 
and meet increasing load requirements in the most efficient way, thereby supplying 
clean energy. The best size of distributed generating unit is found through a genetic 
algorithm inclusive of minimizing the losses in real power, and location is deter-
mined based on minimum real power loss and improving the stability index. The 
two goals of power loss reduction and stability are in conflict with each other. So, an 
optimal solution is achieved which meets both objectives. The genetic algorithm is 
employed to search out a group of optimal solutions satisfying those two objectives. 
To solve the extremely nonlinear issue of computing the total power loss under oper-
ational equality and inequality requirements, the genetic algorithm (GA) is applied. 
A simulation-based analysis is performed on the IEEE-14 bus system to verify the 
simulation results using Simulink.
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Keywords Distributed generator · Stability index · Genetic algorithm · Power 
loss reduction 

Nomenclature 

Symbols Description 
DG Distributed generator 
Sij Complex power between 2 buses i and j 
Pk Active power 
Qk Reactive power 
k Bus number 
MW Mega Watts 
NR Newton Raphson method 
δi Load angle 
Vi Voltage at ith bus 
θi Impedance angle at “i” bus  
PDG Active power of DG 
QDG Reactive power of DG 
Yk Admittance at bus k 
Zij Impedance between bus i and j 
Ik Current at bus k 
JR Jacobian matrix operator 

3.1 Introduction 

System operators in distribution systems have implemented a number of operational 
measures to guarantee a steady and dependable supply of electricity to consumers 
while taking economic efficiency into account. The distribution systems in India are 
mostly radial because they are easier to work with and operate. The radial distribution 
systems are fed from a single point, and therefore, the power travels within it is 
unidirectional [1]. Distribution lines have a high ratio of R/X which then results in 
large bus voltage deviations, higher loss in power flow, and low stability of the system 
[2]. Loss of power line communication and improper voltage distribution are major 
problems for utilities [3]. Several researchers have tried to boost voltage profiles and 
increase efficiency of distribution systems [4, 5]. There are many different strategies 
proposed within the literature that to embed in small amounts of electricity with the 
distribution network in order to achieve the objectives mentioned. DG is a power 
supply near small generators or the load supplied. Modern advances in renewable 
technologies are promoting DG as a secure solution to these problems [6, 7]. The 
decentralized generation of electricity is becoming increasingly popular in the new



3 A Strategic Technique for Optimum Placement and Sizing of Distributed … 27

technological era [8]. In such a distribution system incorporating DGs, the impact of 
minimizing voltage disturbances was assessed in [9]. By taking into account mending 
fault durations, the positioning and size of DGs in a loop arrangement were improved 
in [10]. Installing distributed generating units at a location other than the optimal 
one could increase line losses and may additionally bring down the voltage profile 
of the system [11]. As a result, it is crucial that perhaps the DG units’ installation 
and size in the distribution network be toward the ideal and suitable location to 
optimize their advantages for both utilities and customers [12]. There are numerous 
different ways and approaches projected inside the literature for best placement of 
DGs to the distribution system [13–16]. In order to achieve proportionate reactive 
power distribution across DGs while preserving relatively low power loss, a mixed-
integer linear programming (MILP) issue suitable for a droop based microgrid has 
indeed been suggested [17]. First, the ideal positioning and then sizing of DGs are 
examined. The water cycle algorithm is suggested for the ideal positioning and size 
of DGs and banks of capacitors. The advantages of the suggested technique include 
technological, financial, and ecological [18]. In [19] authors proposed a stochastic 
distributed power generation model that accounts for the concurrent deployment of 
capacitors and distributed energy. Authors in [20] offer a fresh method for solving the 
issue of distributed generation planning optimization utilizing a new heuristic known 
as the artificial hummingbird approach. The optimization problem is constructed in 
[21, 22] with numerous objectives, including power loss reduction, voltage stability 
margin, voltage deviation reduction, and annual economic savings, while taking into 
account different operational restrictions. The use of distributed generation in the 
power system makes the entire system more efficient, reliable, and secure. The DG 
should be used where it will have the most impact. It should be the size that is most 
effective. This paper focuses on finding the best location of DG based on minimal 
losses and also finding its optimal sizing using genetic algorithms for optimized 
operations of the power system. 

3.2 Standard 14 Bus System 

The network shown in Fig. 3.1 will be utilized for determining the optimal location 
and sizing of distributed generators as per load requirements.

3.3 Analysis of Optimal Flow Through Newton Raphson 
Method 

Optimal power flow is a key for dependable and efficient operation of power grids. 
OPF deals with minimizing both the power losses in the distribution system and 
the cost of electricity that is charged by the utilities, without negatively impacting
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Fig. 3.1 Standard IEEE 14 bus model

the voltage profiles. OPF methods are used to find the best state of any system 
under system constraints, such as minimizing loss, meeting reactive power limits, 
and optimizing thermal conditions. By incorporating renewable energy sources into 
the power flow of the system, we were able to optimize the power flow under 
different constraints. This paper focuses about the Newton Raphson method, which 
is employed to enhance the operations of power systems. This method provides a 
faster convergence of the solution for load flow analysis with a technically optimized 
and economically stable system as compared to any other method. Newton Raphson 
method works with one initial condition and works more efficiently for systems with 
high loads as compared to other methods. The results expected for load current are 
phase angle, voltage magnitude, and real and reactive power. This paper simulates 
Newton Raphson’s method for optimal power flow analysis [23] with IEEE 14 bus 
topology. Let Pk and Qk be the net active and reactive power injected into the network 
at the bus k. 

Ik = Yk1V1 + Yk2V2 +  · · ·  +  YknVN = 
N∑

n=1 

YknVn (3.1) 

Pk − j Qk = Vk I 
∗ 
k (3.2) 

Pk − j Qk = V ∗ 
k 

N∑

n=1 

YknVn (3.3)
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On equating imaginary parts and real parts of Eq. (3.3), 

Pk = 
N∑

n=1 

|Ykn||Vk ||Vn| cos cos(θkn + δn − δk) (3.4) 

Qk = 
N∑

n=1 

|Ykn||Vk ||Vn|(θkn + δn − δk) (3.5) 

3.4 Genetic Algorithm 

The genetic algorithm is an optimization approach drawn from Darwin’s theory 
that is survival of the fittest. It is a type of search heuristic algorithm that employs 
natural biological evolution concepts like mutations and crossovers. It makes use of 
principle of natural selection to find solutions for finding the optimal DG locations in 
a distributed system. For solving most practical problems, genetic algorithms make 
use of three operators: reconstruction, crossover, and mutation. 

• Genetic algorithms use encoding of a group of parameters in place of encoding 
the parameters themselves. 

• Genetic algorithms help in developing use for objective function values in place 
of making use of traditional or additional knowledge present. 

• Genetic algorithms at all instances do population search in place of an individual 
point search. 

• Genetic algorithms always employ rules of probability instead of rules of 
determination. The entire procedure is shown in Fig. 3.2.

3.5 Problem Formulation 

3.5.1 Minimize the Real Power Loss, Where 

αi j  =
(
r∗ 
i j  Cos

(
δi − δ j

))

Vi Vj 
and βi j  =

(
r∗ 
i j  Sin

(
δi − δ j

))

Vi Vj 

Vi = Voltage at i th bus and δi = load angle at i th bus 

ri j  + xi j  = Zi j  is the impedance of line
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Fig. 3.2 Basic genetic algorithm approach

Pi and Qi is the real and reactive power injected into i th bus 

Pi = PDGi − PDi (3.6) 

Qi = QDGi − QDi = aPDGi − QDi (3.7) 

where a = 
Q 

P
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After substitution of these two equations in the exact loss formula, we can obtain 
the new equation as: 

PL = 
N∑

i=1 

N∑

j=1

[
αi j

{
(PDGi − PDi )Pj + (aPDGi − QDi )Q j

}

+ βi j
{
(PDGi − PDi )Pj + (PDGi − QDi )Q j

}]
(3.8) 

On differentiating following equation with respect to PDGi, 

∂ PL 

∂ PDGi 
= 2 × 

N∑

j=1

[
αi j

{(
Pj + aQ  j

)+} + βi j
{(
aPj − PDi

)}] = 0 (3.9) 

Finally, after substitution and simplification, we get Eq. (3.10) 

PDGi =
{
αi j  (PDi + aQDi ) + βi j  (aPDi − QDi ) − Xi − aYi

}
(
a2αi i  + αi i

) (3.10) 

where Xi = 
n∑

j=1

(
αi j  Pj − βi j  Q j

)
and Yi = 

n∑

j=1

(
αi j  Q j − βi j  Pj

)
and j /= i 

By using the above formula, we can estimate the losses. For improving the stability 
index of power system, the formula for calculation of stability index is given as: 

JR = L − (inverse of H × N ) (3.11) 

jacobian matrix = [HN  J L] and [E1 D1 N1] = Eigen values of JR 

The stability index is created to offer the signal for the stability of the buses and 
will also integrate the influence of DG in order to identify the weakest bus in the 
systems. 

stability index = 4ri j  
(PDi − PDG ) 

{ViCos(θ − δ)}2 (3.12) 

The value of stability index should be less than 1 after placement of DG. 
The constraints in the operation of the system are: 
Voltage calculated at each bus of the power system should lie in the range given 

by: 

Vi (min) ≤ vi ≤ Vi (max) (3.13) 

The DG size should be restricted between:
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PDGi (min) ≤ PDGii  ≤ PDGi (max) (3.14) 

3.6 Genetic Algorithm Used for Finding Size and Location 
of DG 

3.6.1 Minimization of Power Loss and Improving Stability 
Index 

Genetic algorithms are a class of heuristic algorithms that are primarily based on the 
evolutionary concept of genetics and biological selection. The simple ideas of genetic 
algorithms encompass designing machines to simulate the techniques of natural 
systems essential for evolution, in particular for those the first principle of Charles 
Darwin “Survival of the fittest” is observed. Simple genetic algorithms (SGAs) had 
been originally defined by John Holland, who explained them as a notion of genetic 
evolution and supplied a conceptual structure of mathematics for adaptation. Genetic 
algorithms continuously modify a population of individual solutions. These models 
encompass three simple factors, which are “fitness” measures to adjust an individual’s 
capacity to influence. The process of reproducing and selecting to generate children 
for the subsequent generation is used in this algorithm, and different genetic operators 
decide the biological composition of the offspring. 

Algorithm 

1. Analyze distribution system data—bus data and line data 
2. Various parameters are initialized as: 

Population Size = 30 
No. of iteration = 100 
Rate of mutation = 0.3 
Rate of crossover = 0.7 
Size of string = 8. 

Inverse type mutation is used, and whole arithmetic recombination is used for 
crossover. 

3. The initial population is randomly generated. 
4. The iteration count is set to 1. 
5. The distributed power line is run for the initial parent, and the fitness value is 

calculated. The voltage limits are checked for violation, and next parents are 
chosen. 

6. Parents for crossbreeding are selected based on their characteristics. 
7. Using crossover and mutation, a new seed is generated.
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8. Aptitude for the new outcome is assessed (child). Parent and child solutions 
are combined (n), and the best solution array is selected (2n) dependent on the 
matching. 

9. The termination conditions were analyzed. If the count of iteration is more than 
max, iteration is terminated; otherwise the process moves to the next step. 

3.7 Result and Discussion 

Tables 3.1, 3.2, 3.3 and 3.4 shows the real power loss in the network under inves-
tigation. The possible location for placement of DG for various loading conditions 
using Newton Raphson method based on minimum line losses are shown in Table 3.5 
which is evident from Tables 3.2, 3.3 and 3.4. These locations are with minimum 
line losses. Figures 3.3, 3.4 and 3.5 shows the voltage profile enhancement after 
placement of DG for different loading conditions. 

Tables 3.6, 3.7 and 3.8 shows the total real power loss reduction and stability index 
values after placement of DG showing the efficiency of the implemented algorithm.

Table 3.1 Real power line 
losses for existing loading 
conditions 

S. No. From bus To bus Real power loss (MW) 

1 1 2 3.865 

2 1 5 2.602 

3 2 3 2.267 

4 2 4 1.648 

5 2 5 0.885 

6 3 4 0.359 

7 4 5 0.493 

8 4 7 0 

9 4 9 0 

10 5 6 0 

11 6 11 0.085 

12 6 12 0.07 

13 6 13 0.222 

14 7 8 0 

15 7 9 0 

16 9 10 0.006 

17 9 14 0.096 

18 10 11 0.043 

19 12 13 0.011 

20 13 14 0.1
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Table 3.2 Real power line loss for 10% increase in loading using NR Method 

S. No. From bus To bus Real power loss by using NR method (MW) 

1 1 2 3.916 

2 1 5 2.212 

3 2 3 2.745 

4 2 4 1.795 

5 2 5 1.058 

6 3 4 0.442 

7 4 5 0.6 

8 4 7 0.012 

9 4 9 0.013 

10 5 6 0.012 

11 6 11 0.108 

12 6 12 0.087 

13 6 13 0.275 

14 7 8 0.014 

15 7 9 0.013 

16 9 10 0.007 

17 9 14 0.116 

18 10 11 0.052 

19 12 13 0.014 

20 13 14 0.12

Table 3.9 shows the optimal sizing of DG obtained corresponding to optimal loca-
tions meeting the desired loading conditions. Tables 3.10, 3.11 and 3.12 shows the 
improved line losses connecting different buses for various loading conditions after 
placement of DG using genetic algorithm. It is observed that with the improvisation 
of stability index after placement of DG line losses reduce greatly in all the loading 
conditions.

3.8 Conclusions 

This work shows an effective method for selecting the most optimized size and 
position of the distributed generation (DG) so as to meet the increasing load require-
ments in the most optimized manner including loss minimization and improvement 
in stability index for various loading conditions. The results conclusively present the 
fact that DG integration can be a very effective tool for reduction of various losses 
of the distribution system in addition to meeting the load demands. The studies have 
proven that the benefits of DG can only be attained efficiently if proper planning of
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Table 3.3 Real power line loss for 30% increase in loading using NR Method 

S. No. From bus To bus Real power loss by using NR method (MW) 

1 1 2 4.278 

2 1 5 2.712 

3 2 3 2.945 

4 2 4 1.995 

5 2 5 1.658 

6 3 4 0.942 

7 4 5 0.8 

8 4 7 0.013 

9 4 9 0.014 

10 5 6 0.015 

11 6 11 0.408 

12 6 12 0.887 

13 6 13 0.775 

14 7 8 0.014 

15 7 9 0.015 

16 9 10 0.007 

17 9 14 0.416 

18 10 11 0.082 

19 12 13 0.018 

20 13 14 0.22

DG is made in terms of its placement and sizing. The optimal DG model will differ 
for every system, largely dependent on the system configuration, load requirements 
to be connected and its practical applications in the sustainable manner for clean 
energy.



36 Prashant et al.

Table 3.4 Real power line loss for 50% increase in loading using NR Technique 

S. No. From bus To bus Real power loss by using NR method (MW) 

1 1 2 8.416 

2 1 5 5.284 

3 2 3 4.761 

4 2 4 3.244 

5 2 5 1.88 

6 3 4 0.887 

7 4 5 1.124 

8 4 7 0.014 

9 4 9 0.013 

10 5 6 0.014 

11 6 11 0.224 

12 6 12 0.173 

13 6 13 0.546 

14 7 8 0.014 

15 7 9 0.015 

16 9 10 0.013 

17 9 14 0.213 

18 10 11 0.098 

19 12 13 0.026 

20 13 14 0.222 

Table 3.5 Possible location for placement of DG based on minimum real power loss 

Increased loading by (%) Possible location for placement of DG based on minimum line loss 

10 5.8 

20 6.8 

50 7.9

Availability of data and material: All data generated or analyzed during this study 
are included in this research article and any relevant information related to the current 
study are available from the corresponding author on reasonable request. 
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Fig. 3.5 Voltage profile for 50% increase in loading

Table 3.6 Total losses and 
stability index for 10% 
increase in loading 

10% Increased loading Total losses (MW) Stability index 

Without DG 13.54 2.0473 

With DG 2.49 0.9573 

Table 3.7 Total losses and 
stability index for 30% 
increase in loading 

30% Increased loading Total losses (MW) Stability index 

Without DG 18.14 2.0473 

With DG 3.49 0.9573 

Table 3.8 Total losses and 
stability index for 50% 
increase in loading 

30% Increased loading Total losses (MW) Stability index 

Without DG 27.11 2.0473 

With DG 8.13 0.9573
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Table 3.9 Optimal size and optimal place of DG for different loading condition 

Increased loading by (%) Optimal location Optimal size (in p.u.) 

10 2 0.1367 s 

8 1.2625 

5 0.0109 

3 0.5765 

30 3 0.0806 

6 0.0084 

8 0.0123 

4 0.1118 

50 3 0.4396 

9 0.1552 

5 0.1157 

7 0.0202 

Table 3.10 Real power line loss for 10% increase in loading after DG placement 

S. No. From 
bus 

To bus Real power losses before DG 
placement (MW) 

Real power losses after DG 
placement (MW) 

1 1 2 3.916 0.844 

2 1 5 2.212 0.451 

3 2 3 2.745 0.596 

4 2 4 1.795 0.043 

5 2 5 1.058 0.028 

6 3 4 0.442 0.107 

7 4 5 0.6 0.016 

8 4 7 0.012 0 

9 4 9 0.013 0 

10 5 6 0.012 0 

11 6 11 0.108 0.022 

12 6 12 0.087 0.146 

13 6 13 0.275 0.078 

14 7 8 0.014 0 

15 7 9 0.013 0 

16 9 10 0.007 0.002 

17 9 14 0.116 0.099 

18 10 11 0.052 0.041 

19 12 13 0.014 0.009 

20 13 14 0.12 0.017
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Table 3.11 Real power line loss for 30% increase in loading after DG placement 

S. No. From 
bus 

To bus Real power losses before DG 
placement (MW) 

Real power losses after DG 
placement (MW) 

1 1 2 4.278 1.046 

2 1 5 2.712 0.705 

3 2 3 2.945 0.429 

4 2 4 1.995 0.383 

5 2 5 1.658 0.209 

6 3 4 0.942 0.203 

7 4 5 0.8 0.133 

8 4 7 0.013 0 

9 4 9 0.014 0 

10 5 6 0.015 0 

11 6 11 0.408 0.008 

12 6 12 0.887 0.078 

13 6 13 0.775 0.102 

14 7 8 0.014 0 

15 7 9 0.015 0 

16 9 10 0.007 0.009 

17 9 14 0.416 0.124 

18 10 11 0.082 0.049 

19 12 13 0.018 0.011 

20 13 14 0.22 0.007
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Table 3.12 Real power line loss for 50% increase in loading after DG placement 

S. No. From 
bus 

To bus Real power losses before DG 
placement (MW) 

Real power losses after DG 
placement (MW) 

1 1 2 8.416 2.812 

2 1 5 5.284 1.255 

3 2 3 4.761 1.083 

4 2 4 3.244 0.713 

5 2 5 1.88 0.461 

6 3 4 0.887 0.294 

7 4 5 1.124 0.524 

8 4 7 0.014 0 

9 4 9 0.013 0 

10 5 6 0.014 0 

11 6 11 0.224 0.105 

12 6 12 0.173 0.234 

13 6 13 0.546 0.335 

14 7 8 0.014 0 

15 7 9 0.015 0 

16 9 10 0.013 0.036 

17 9 14 0.213 0.047 

18 10 11 0.098 0.051 

19 12 13 0.026 0.111 

20 13 14 0.222 0.077
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Chapter 4 
Model-Based Neural Network 
for Predicting Strain-Rate Dependence 
of Tensile Ductility of High-Performance 
Fibre-Reinforced Cementitious 
Composite 

Diu-Huong Nguyen and Ngoc-Thanh Tran 

Abstract High-performance fibre-reinforced cementitious composite (HPFRCC) 
has been demonstrated to provide superior tensile ductility and fracture energy 
compared to normal concrete at both quasi-static and dynamic strain rates. For 
this reason, this material becomes potential material for application to structures 
subjected to dynamic loading. However, there is still a lack of accuracy model for 
estimating strain-rate dependence of tensile ductility of HPFRCCs since most current 
empirical regression models have been proposed based on individual limited test data. 
In this study, a model-based neural network has been trained to estimate the strain-rate 
dependence of tensile ductility of HPFRCCs using 150 tensile test results. There are 
six input variables: matrix strength, fibre type, fibre length, fibre diameter, and fibre 
volume content, while strain-rate dependence of tensile ductility is output param-
eter. The results of prediction showed that the machine learning-based model was an 
efficient method to estimate strain-rate sensitivity in tensile ductility of HPFRCCs 
with high accuracy. By performing sensitivity analysis, the relative importance of all 
influencing factors was determined. 
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4.1 Introduction 

High-performance fibre-reinforced cementitious composite (HPFRCC) has been 
demonstrated to provide superior tensile ductility and fracture energy compared to 
normal concrete at both quasi-static and dynamic strain rates by exhibiting strain-
hardening behaviour with multiple fine cracks under tension [1, 2]. After reaching 
first cracking strength, fibres provide crack bridging capacity, and the tensile load-
carrying capacity continues to increase up to the post cracking strength, resulting 
in strain-hardening behaviour accompanied by multiple micro-cracks. At the same 
time, the tensile ductility as well as energy absorption capacity increases signifi-
cantly. Thus, tensile ductility is considered as the most important property which 
proves the significant difference between HPFRCC and normal concrete under both 
quasi-static and dynamic strain rates loading [3–5]. 

In order to evaluate the behaviour of HPFRCC and further apply it to structures 
subjected to dynamic loading, the strain-rate dependence of tensile ductility is very 
important. Several researches have demonstrated the strain-rate dependence of tensile 
ductility of HPFRCCs, and they investigated that the strain-rate sensitivity of tensile 
ductility of HPFRCCs was dependent on many factors [6–11]. Kim et al. [6] found 
that the strain-rate sensitivity in tensile ductility of HPFRCCs under low rates loading 
corresponding to seismic load was strongly influenced by strain rate, fibre type, 
volume fraction, and matrix strength. In the same manner, Wille et al. [7] proved that 
the strain-rate sensitivity in tensile ductility of HPFRCCs under low rates loading 
was also affected by the strain rate, fibre type, and volume content. Tran et al. [8] 
found that the strain-rate sensitivity in tensile ductility of HPFRCCs under high 
rates loading (impact loading) was influenced by the fibre length and specimen size. 
Similarly, fibre type, fibre volume content, fibre diameter, and specimen shape were 
investigated to effect on the strain-rate dependence of tensile ductility of HPFRCCs 
under high rates loading [9, 10]. On the other hand, Park et al. [11] investigated 
that the strain-rate dependence of tensile ductility of HPFRCCs exhibited relative 
improvements with increasing the strain rates from static to high rate of 170 s−1. 

Since strain-rate dependence of tensile ductility of HPFRCCs has been affected 
by a lot of factors including strain rate, fibre type, length, diameter, volume fraction, 
and matrix strength, this is a huge challenge to predict it exactly. Although many 
empirical regression models [11, 12] have been employed to estimate the strain-rate 
dependence in tensile ductility of HPFRCCs, these models showed low accuracy 
because they were developed based on fixing of individual limited test data, and they 
considered only the effect of strain rate, while other factors were not mentioned. 
Thus, it is necessary to develop more effective models for estimating tensile strength 
of HPFRCCs and the strain-rate dependence of tensile ductility of HPFRCCs with 
high accuracy and with the consideration of many factors at the same time. Recently, 
machine learning-based models have been demonstrated as an effective tool for esti-
mating mechanical properties of HPFRCC with high accuracy and reliability [13, 14]. 
Unfortunately, machine learning-based estimation study for strain-rate dependence 
of tensile ductility of HPFRCCs is rarely mentioned.
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The purpose of this study is to estimate the strain-rate dependence of tensile 
ductility of HPFRCCs using machine learning techniques. The main objectives are 
(1) to propose a model-based neural network to predict strain-rate dependence of 
tensile ductility of HPFRCCs; and (2) to find out the contribution of each variable 
factor. 

4.2 Machine Learning-Based Model 

4.2.1 Artificial Neural Network Approach 

An approach-based neural network has been proposed to evaluate strain-rate depen-
dence of tensile ductility of HPFRCCs. Normally, an artificial neural network (ANN) 
layout consists of three layers which are an input layer, hidden layers, and an output 
layer, as indicated in Fig. 4.1. In the operation of ANN method, the input layer receives 
the raw information and then transfers to the network. Next, hidden layers treat the 
information through the use of powerful nonlinear equations. Hidden layers play 
an important role in solving complex problems and obtaining outstanding results. 
Finally, the information is passed to output layer, and the prediction results are 
generated. 

In the training process of neural network, each input neuron is received by the first 
hidden layer, and its output is computed, as performed in Eq. 4.1. Then, the output 
neurons in first hidden layer will become the input neurons in the next hidden layer 
until the final hidden layer.

Fig. 4.1 Artificial neural network layout 
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Table 4.1 Tuning parameters 
of the ANN model Parameters Description 

Input layer 1 layer 

Hidden layer 1 layer 

Output layer 1 layer 

Input node 6 nodes 

Hidden node 9 nodes 

Output node 1 nodes 

Activation function Sigmoid 

Optimizer Gradient descent method 

Loss function Mean squared error 

Learning rate 0.001 

y = f
(

n∑
i=1 

xi × wi + b
)

(4.1) 

where f is an activation function, xi defines the input value, wi is the weight, b 
defines the bias, and n defines number of node in input layer. 

In this research, the model-based neural network includes three layers: an input, 
a hidden, and an output layers. The input layer consists six neurons, while the output 
layer includes one neuron. The reasonable size of hidden layers and number of 
neurons per hidden layer will be determined by experiments regarding the balance 
between the result quality and the running time. After trials with different scenarios, 
this study accepts one hidden layer with 9 nodes. During the trial process, the sigmoid 
activation function is used to shift the values between nodes of layers, and the gradient 
descent method is used in the back-propagation learning algorithm. The learning 
rate in the gradient descent method is maintained as 0.001. Table 4.1 provides all the 
tuning parameters of the ANN model. 

4.2.2 Experimental Data Collection 

To develop ANN model, 150 test results have been collected from 15 published 
studies [5–11, 15–22]. Table 4.2 provides the range of input and output parameters 
from direct tensile tests. Total six input parameters are evaluated, first input parameter 
is fibre type with three types of twisted, hooked and smooth, five other parameters are 
compressive strength of matrix, fibre volume fraction, fibre diameter, fibre length, 
and strain rate with the range of 28–230 MPa, 1–3%, 0.1–0.4 mm, 13–30 mm, and 
0.0001–300 s−1, respectively, while one output parameter is strain-rate sensitivity 
of tensile ductility with range of 0.09–10.5. Because of the wide range of the input 
variables, the data need to be preprocessed before the training of ANN. In order to 
obtain high quality data for the learning algorithm, each input variable is normalized
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Table 4.2 Range of input and output parameters from experimental tests 

Variable Unit Lower bound value Upper bound value Type 

Fibre type Twisted, hooked and smooth Income 

Matrix strength MPa 28 230 Income 

Fibre volume fraction % 1 3 Income 

Fibre diameter mm 0.1 0.4 Income 

Fibre length mm 13 30 Income 

Strain rate s−1 0.0001 300 Income 

Strain-rate sensitivity of 
tensile ductility 

0.09 10.5 Outcome 

using its standard deviation and the mean. Among 150 test data, the training and 
testing samples are 80% and 20% of the total data of each case, respectively. The 
training process is iterated to minimize the mean squared error (MSE) between the 
predicting outcomes and the actual values. The maximum epoch is set to 1,000,000. 
Initial weights with a mean of zero are chosen randomly within the range (− 1, 1). 

4.2.3 Statistical Measures 

The accuracy of model-based neural network was investigated using three following 
measures: correlation coefficient (R), three statistical metrics, root mean squared 
error (RMSE), and mean bias error (MBE). These measures are formulated as follows. 

R = s
∑n 

i=1 ti
Δ

ti −
(∑n 

i=1 ti
Δ)(∑n 

i=1 ti
)

/
s
∑n 

i=1

(∑n 
i=1 ti

Δ2
)
− (∑n 

i=1 ti
Δ)2 /

s
∑n 

i=1

(∑n 
i=1 t

2 
i

) − (∑n 
i=1 ti

)2 (4.2) 

RMSE =
/∑n 

i=1

(
ti
Δ − ti

)2 
s 

(4.3) 

MBE =
∑n 

i=1

(
ti
Δ − ti

)
s 

(4.4) 

where s defines number of experimental data, ti
Δ

defines the outcome data, and ti 
defines the actual data.
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4.3 Results and Discussion 

4.3.1 Performance of the Model-Based Neural Network 

Figure 4.2 illustrates the accuracy of the model-based neural network for estimating 
strain-rate dependence of tensile ductility in the training set. The correlation between 
estimated data and experimental test data in the training dataset was found to perform 
well with R value of 0.967. Moreover, the RMSE and MBE values in the training set 
were 0.389 and 0.004, respectively, performing good accuracy of the model-based 
neural network in the estimation of the strain-rate sensitivity of tensile ductility. 

The accuracy of the model-based neural network for estimating strain-rate depen-
dence of tensile ductility in the testing set is shown in Fig. 4.3. Similarly, the correla-
tion between estimated data and experimental test data in the testing set also exhibited 
very good with the R value of 0.941. Additionally, the RMSE and MBE values in the 
testing set were 0.792 and − 0.065, respectively. Thus, the proposed model-based 
neural network could estimate strain-rate dependence of tensile ductility with good 
accuracy and reliability in both training and testing sets.

4.3.2 Sensitivity Analysis 

In order to investigate the relative importance of all input variables, the sensitivity 
analysis was performed. In this study, an approach mentioned by God [23] was carried 
out to obtain the contribution of each input variable. Figure 4.4 illustrates the results 
of sensitivity analysis for all input variables. The prediction results indicated that 
strain rate was the most important variable influencing the strain-rate dependence 
of tensile ductility. On the contrary, fibre length was the less important variable. In

Fig. 4.2 Performance of the 
model-based neural network 
in training set 
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Fig. 4.3 Performance of the model-based neural network in testing set

Fig. 4.4 Contribution of all input variables 

addition, the performance ranking was found to be as follows: Strain rate > Fibre 
volume fraction ~ Matrix strength > Fibre type > Fibre diameter > Fibre length. 

4.4 Conclusion 

Total 150 test results have been collected from 15 published studies to construct a 
model-based neural network for predicting strain-rate dependence of tensile ductility 
of HPFRCCs. The proposed model considered the effects of six input parameters with
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complex relationships. From the results of the accuracy of model and the sensitivity 
analysis, the following conclusions can be figured out as follows:

• ANN model can be an effective tool for predicting strain-rate dependence of tensile 
ductility of HPFRCCs by considering influence of several input parameters at the 
same time.

• The proposed model-based neural network could estimate strain-rate dependence 
of tensile ductility with good accuracy and reliability in both training and testing 
sets.

• The strain rate was the most important variable influencing the strain-rate depen-
dence of tensile ductility. The performance ranking was found to be as follows: 
Strain rate > Fibre volume fraction ~ Matrix strength > Fibre type > Fibre diameter 
> Fibre length. 
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Chapter 5 
Performance Analysis of Various 
Machine Learning Classifiers on Diverse 
Datasets 

Y. Jahnavi, V. Lokeswara Reddy, P. Nagendra Kumar, N. Sri Sishvik, 
and M. Srinivasa Prasad 

Abstract Machine learning is used to analyze data from different perspectives, 
summarize it into useful information, and use that information to predict the like-
lihood of future events. Classification is one of the main problems in the field of 
machine learning. The aim here is to study various classification algorithms in 
machine learning applied on different kinds of datasets. The algorithms used for this 
analysis are J48, Naive Bayes, multilayer perceptron, and ZeroR. The performance is 
analyzed using various metrics such as true positive rate, false positive rate, and error 
rates such as root mean squared error and mean absolute error. The performance of J48 
algorithm is better than other algorithms for large datasets. The proposed algorithm 
still increases the performance in terms of error rates for large datasets. The contem-
plated algorithm is eventuated by mutating the splitting paradigm in the tree-based 
algorithms. The experimental analysis demonstrates that the proposed algorithm has 
reduced error rate as compared with the traditional J48 algorithm.
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5.1 Introduction and Preliminaries 

During the past several years, investigation has been concentrated on diverse groups 
based on the machine learning algorithms due to the extreme require of accurate 
prophecies. Machine learning is not about giving tight rules by analyzing the datasets 
rather it is used to predict the likelihood of future events with some certainty. Clas-
sification is a machine learning approach used to fore tell cluster association for 
documents illustration and is a widely used technique in various fields [1]. 

Machine learning, pervasive computing, statistical analysis, data analytics, etc., 
are the applications of artificial intelligence (AI), whereas machine learning allows 
training and strengthens from practice to estimate the eventualities [2–5, 5–8]. 

A well-known test sample label is correlated with a separate result from the model. 
The extent of precision of the proportion of instances of the test set is grouped 
consequently by the framework. If precision is tolerable, then this model is used to 
separate tuples of data class labels, which are unknown [9, 10]. 

5.2 Literature Work and Methodologies 

Classification has been considered as a seminal issue in the area of machine learning 
[11]. All the time, there has been absolutely a number of enormous surveys on 
classification algorithms [12, 13], performance evaluation [14–16], collations, and 
assessment of various classification algorithms [2, 17] beside their uses in figuring out 
real-life problems in the applications of business [9, 18–21], engineering, medicine 
[1, 22, 23], etc. 

Amudha and Abdul Rauf [24, 25] applied data mining techniques as an approach 
for intrusion detection to identify whether the deviation from normal usage patterns 
can be flagged as intrusions and performed a correlative investigation of various 
classification algorithms. 

Voznika and Viana [26, 27], described different approximation algorithms such 
as statistical algorithms, genetic programming, neural networks and concluded that 
the best model can be found by trial and error trying different algorithms in order to 
obtain the best results possible. 

Kesavaraj, Sukumaran [13] performed investigation on multifold categorization 
methods to furnish an exhaustive analysis of machine learning algorithms. 

Chintan Shah and Anjali Jeevani [17] compared decision tree, K-nearest neighbor, 
Naive Bayesian using parameters like correctly classified illustrations, time taken, 
relative absolute error, kappa statistic, and root relative absolute error on breast cancer 
dataset.



5 Performance Analysis of Various Machine Learning Classifiers … 55

Dogan and Tanrikulu [18], performed a study that collate and contrast the precision 
of the classification algorithms. The application of certain classification models on 
multiple datasets is done in three stages. The research addressed the reliability of the 
classifiers, studied by demonstration on various datasets. 

Rutvija and Pandya [28] performed the extensive analysis on various categoriza-
tion techniques. 

Keerthana [29] focused on image classification approach in order to identify better 
algorithm for medical image classification. 

Classification is an approach of grouping or allocating class labels to a pattern 
set under the direction of an instructor. Classification is also termed as supervised 
learning. The patterns are primarily segregated into training and test sets. Training 
set is used to prepare the classifier, and the test set is prone to estimate the precision 
of a classifier. The classifiers are categorized into tree-based, rule-based, Bayes, 
functions, etc. The algorithms that have been chosen for this predictive data mining 
task include J48 from trees, multilayer perceptron from functions, ZeroR from rules, 
and Naive Bayes from Bayes. 

The most popular supervised classifier which can work well on noisy data is 
decision tree classifier. There are various other types of classifiers such as Bayesian 
classification, neural network-based classifier, and support vector machine. A great 
deal of research has been done for developing efficient methods in the field of machine 
learning. 

The J48 algorithm uses information gain and gain ratios to construct the decision 
tree for a given dataset. It works by recursively dividing the data on a single attribute, 
according to the information gain calculated. Each split in the tree represents a node 
where a decision must be taken, and you go to the following node and the next till 
you reach the leaf that expresses you the predicted output. 

The steps in the J48 algorithm are as follows: 

(i) If the requirements are the identical group, the tree illustrates the leaf so that 
the leaf is substituted by designating in the identical class. 

(ii) The feasible information is intended for every characteristic, determined by a 
check on the attribute. Then, the gain in information is premeditated that would 
outcome from a examination on the characteristic (attribute). 

(iii) Then the best characteristic (attribute) is identified on the foundation of the 
current selection criterion and that attribute is adopted for ramification. 

5.3 Information Gain and Gain Ratio 

The information gain is based on the entropy after a dataset is split on an attribute, 
where entropy is used to estimate the similarity of a sample. If the instance is 
completely identical, the entropy is zero, and if the instance is evenly separated, 
it has entropy of one.
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The entropy is calculated using the following formula. 

entropy(p1, p2, . . . ,  pn) = −p1 log  p1 − p2 log  p2 −  · · ·  −  pn log pn (5.1) 

entropy( p1, p2, . . . ,  pn) = −
∑

pi log pi (5.2) 

Entropy on the other hand is an estimate of impurity. It is characterized for a binary 
class with estimates a and b as: 

entropy = −  p(a) ∗ log(P(a))−p(b) ∗ log( p(b)) (5.3) 

Using the above formula, we calculate two entropy values, namely entropy before 
and entropy after. The entropy before value is calculated before splitting, and entropy 
after is computed after considering the split. Now by assimilating the entropy before 
and after the split, we derive an estimate of information gain as denoted below: 

Information gain = entropy before−entropy after (5.4) 

At each node of the tree, this computation is carried out for every feature, and the 
feature with the largest information gain is chosen for the split in a greedy manner. 
This process is applied recursively from the root-node down and stops when a leaf 
node contains instances all having the same class, i.e., it stops when the node cannot 
be divided further. Constructing a decision tree is all about finding attribute that has 
the highest information gain. 

Gain ratio is a modification of the information gain that reduces its bias. It takes 
into account the number and size of branches while choosing an attribute. There are 
chances of getting negative values in the existing information gain and gain ratio 
algorithms. 

The idea of the proposed algorithm is to eliminate the negative values. The accu-
racy of the algorithm can be improved by eliminating the negative values. The 
proposed algorithm checks if the entropy before value is less than entropy after 
value and return 0; otherwise, it returns the unknown rate calculated. 

Because of the outliers pruning is a significant step to the result. Some instances are 
present in all datasets which are not well defined and differ from the other instances 
on its neighborhood. 

The classification is performed on the instances of the training set, and tree 
is formed. There exist various algorithms for performing classification, extracting 
salient features, opinion mining, processing of scalable web log data using map 
reduce framework etc. [30–37]. The pruning is performed for decreasing classifica-
tion errors which are being produced by specialization in the training set. Pruning is 
performed for the generalization of the tree.
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5.4 Results and Discussion 

Evaluation of the datasets has been done by using the proposed classification algo-
rithm. Various classification algorithms analyzed are evaluated by the evaluation 
criteria such as true positive rate, false positive rate, mean absolute error, and root 
mean square error. Heart disease, mushrooms, and birds are the datasets used for 
the analysis. These two datasets are taken from UCI machine learning repository. 
The classification algorithms are applied on the data using tenfold cross validation 
technique, and the results are then recorded. A sample description of datasets has 
been represented in Table 5.1. 

The considered sample heart disease dataset has 14 attributes and 303 instances 
that are categorized into 5 classes. Mushrooms dataset has 23 attributes and 8124 
instances that are categorized into 2 classes. Experimentation has been done on each 
dataset. 

5.4.1 Data Set 1 (Heart Disease Dataset) 

The considered sample heart disease dataset has 14 attributes and 303 instances that 
have only 5 classes. This dataset has taken from UCI machine learning repository. 

True positive rate, false positive rate, root mean square error, and mean absolute 
error are calculated for J48, Naive Bayesian, multilayer perceptron, ZeroR, and the 
proposed algorithm, which are represented in Table 5.2. 

True positive rate of J48, Naive Bayesian, multilayer perceptron, ZeroR, and the 
proposed algorithm are 0.558, 0.559, 0.574, 0.541, and 0.558, respectively. It shows 
that the proposed modified algorithm is able to show the same performance as J48 
algorithm.

Table 5.1 Sample 
description of datasets Dataset Attributes Instances Classes 

Heart disease 14 303 5 

Mushrooms 23 8124 2 

Table 5.2 Results of the classification algorithms on heart disease dataset 

TP FP Mean absolute 
error 

Root mean squared error 

J48 0.558 0.238 0.2 0.3867 

NB 0.559 0.273 0.1838 0.3368 

MLP 0.574 0.189 0.2768 0.378 

ZERO R 0.541 0.541 0.2591 0.3592 

Modified algorithm 0.558 0.238 0.2 0.3367 



58 Y. Jahnavi et al.

Fig. 5.1 Comparison of root 
mean squared error of 
classifiers on heart disease 
dataset 
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False positive rate of J48, Naive Bayesian, Multilayer Perceptron, ZeroR, and the 
proposed algorithm are 0.238, 0.273, 0.189, 0.541, and 0.238, respectively. It shows 
that the proposed modified algorithm is able to show the same performance as J48 
algorithm. 

Mean absolute error of J48, Naive Bayesian, multilayer perceptron, ZeroR, and the 
proposed algorithm are 0.2, 0.1838, 0.2768, 0.2591, and 0.2, respectively. It shows 
that J48 and the proposed modified algorithm are better in terms of mean absolute 
error, compared with ZeroR and multilayer perceptron. But for this dataset Naive 
Bayesian performs better by exhibiting low mean absolute error, i.e., 0.1838. 

Root mean squared error of J48, Naive Bayesian, multilayer perceptron, ZeroR, 
and the proposed algorithm are 0.3867, 0.3368, 0.378, 0.3592, and 0.3367, respec-
tively. It shows that the proposed modified algorithm is better in terms of root mean 
squared error, compared with the other algorithms, i.e., 0.3367. 

For the considered dataset, the proposed modified algorithm shows better perfor-
mance than other algorithms in terms of the root mean square error. The root mean 
square error values of various algorithms are pictorially represented in Fig. 5.1 on 
heart disease dataset. 

5.4.2 Data Set 2 (Birds Dataset) 

Birds dataset used here is an images dataset. It contains 600 images of 34 samples 
of 6 types of birds. We applied some filters before classifying the data. This dataset 
has taken from a Ponce research group repository. True positive rate, false posi-
tive rate, root mean square error, and mean absolute error are calculated for J48, 
Naive Bayesian, multilayer perceptron, ZeroR, and the proposed algorithm, which 
are represented in Table 5.3.
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Table 5.3 Results of the classification algorithms on a birds dataset 

TP FP Mean absolute 
error 

Root mean squared error 

J48 0.372 0.126 0.213 0.2536 

NB 0.325 0.095 0.2726 0.3421 

MLP 0.390 0.102 0.2774 0.3784 

ZERO R 0.165 0.169 0.2778 0.3727 

Modified algorithm 0.372 0.026 0.213 0.2436 

True positive rate of J48, Naive Bayesian, multilayer perceptron, ZeroR, and the 
proposed algorithm are 0.372, 0.325, 0.390, 0.165, and 0.372, respectively. It shows 
that the proposed modified algorithm is able to show the same performance as J48 
algorithm. 

False positive rate of J48, Naive Bayesian, multilayer perceptron, ZeroR, and the 
proposed algorithm are 0.126, 0.095, 0.102, 0.169, and 0.026, respectively. It shows 
that the proposed modified algorithm is able to show better performance compared 
with all the considered algorithms. 

Mean absolute error of J48, Naive Bayesian, multilayer perceptron, ZeroR, and 
the proposed algorithm are 0.213, 0.2726, 0.2774, 0.2778, and 0.213, respectively. 
It shows that J48 and the proposed modified algorithm is better for the considered 
dataset in terms of mean absolute error, compared with Naive Bayesian, ZeroR, and 
multilayer perceptron. 

Root mean squared error of J48, Naive Bayesian, multilayer perceptron, ZeroR, 
and the proposed algorithm are 0.2536, 0.3421, 0.3784, 0.3727, and 0.2436, respec-
tively. It shows that the proposed modified algorithm is better in terms of root mean 
squared error, compared with the other algorithms, i.e., 0.2436. 

For the considered dataset, the proposed modified algorithm shows better perfor-
mance than other algorithms in terms of the root mean square error. The root mean 
square error values of various algorithms are pictorially represented in Fig. 5.2 on 
birds dataset.

The experimentation has shown that the proposed algorithm outperforms other 
existing algorithms on various considered datasets.



60 Y. Jahnavi et al.

Fig. 5.2 Comparison of root 
mean squared error of 
classifiers on a bird’s dataset
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5.5 Conclusion 

This study focuses on finding the right algorithm for classification of diverse datasets. 
The datasets that used are heart disease and mushrooms. For mushrooms dataset, the 
decision tree algorithm J48 and the proposed modified algorithm gave better results in 
terms of root mean squared error (RMSE) and for heart diseases dataset; the proposed 
modified algorithm gave reduced error rates than the traditional J48 algorithm, Naïve 
Bayes, multilayer perceptron, and ZeroR. However, it is noticed that the performance 
of a classifier depends on the dataset used. Although there are many algorithms 
available, the best one is often found by trial and error. For better results, one must 
compare or even combine the available algorithms. The performance of the existing 
algorithms can even be improved with minor modifications. 
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Chapter 6 
Three-Finger Robotic Gripper 
for Irregular-Shaped Objects 

Shripad Bhatlawande, Mahi Ambekar, Siddhi Amilkanthwar, 
and Swati Shilaskar 

Abstract The development of industrial and service robots in recent years has 
attracted a lot of attention to robotics research. Commercially available robotic grip-
pers are sometimes costly and difficult to customize for individual applications. 
Therefore, an open-source, low-cost three-finger robotic gripper has been intro-
duced in this paper. The main focus was to create a 3D-printed model. 3D printing 
technology solves the issues of cost and weight for the implementation of designs. 
Linear-bearing LM8UU hard-chrome smooth rods were used in the design. Flexible 
couplings were used to provide motion to the fingers of the gripper. DC servomotor 
was used as an actuator in the model. The proposed system used Raspberry Pi as the 
processor and L298N as the motor driver. The gripper was designed to provide the 
ability to perform grasping a variety of household objects. The gripper was tested 
on 7 household objects which included a square box, cylindrical object, broom, cup 
mug, bag, and bottle. The gripper performed well while grasping different objects. 
The gripper was successful in grabbing objects of various shapes and sizes to the 
weight of 1000 gm. 
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6.1 Introduction 

In today’s world, robots are evolving and transforming at a high pace. Handling 
equipment has enabled industrial robots to compete with humans for occupations 
that were formerly performed by humans. There are robots for nursing in hospitals, 
service robots for administering, search and rescue robots in many areas, underwater 
oil transfer lines robots to inspect underwater, and medical robots for surgery. Robots 
have a variety of applications. Simple, dependable, adaptable, and low-cost robotic 
grippers are in high demand. Assembly jobs, machine tending, handling sensitive 
hardware in laboratories, and picking and placing different objects are the generalized 
uses for grippers. As a result, grippers are a good asset for reducing physical labor. 

Many existing robotic grippers have been studied and analyzed in the following 
section. 

The study [1] describes the creation of a three-fingered soft robotic gripper based 
on pneumatic networks. The gripper is capable of working in both positive and 
negative pressure room. Designing and building a flexible gripper with three fingers 
[2] based on hand gestures was proposed in the study. 3D printing was used to 
fabricate the fingers of the proposed gripper. An adaptive gripper [3] has been used 
to carry out gripping and holding operations, using a data hand glove for command 
input. Additionally, the paper describes how to control the adaptive robotic gripper 
with finger gestures and how to create a graphic user interface using an MFC C++ 
application. A rigid and flexible coupling for a three-finger gripper [4] has been 
proposed for picking fruits. A motor was used to control the soft finger consistently 
in order to simplify the control system. The soft gripper system used the proportional 
integral derivative (PID) control method. The research proposed to build and develop 
a seven-degree-of-freedom underactuated three-finger gripper [5]. The goal was to 
use the robot operating system framework to mimic a flexible gripper that can grasp 
objects of various shapes. The paper goes over the various design and simulation steps 
involved, including specification creation, CAD modeling, and torque computation 
for motor selection. 

A study [6] proposes a motor-driven, three-finger robotic gripper to grasp size-
variable and fragile objects with proper grip. In this study, the proposed finger design 
is produced using 3D printing and thermoplastic elastomers (TPE) with a 50% infill 
percentage. The developed gripper is put on an industrial robot to demonstrate its 
capacity to handle a variety of fragile objects of various sizes. In order to design and 
build a three-finger gripper [7], a study used prototype materials along with the inser-
tion of force sensing resistors (FSRs) on each finger. This project intended to build and 
implement an electric gripper based on conventional three-finger. To demonstrate its 
use in real-world circumstances, the constructed gripper was connected to an indus-
trial robotic arm. An accessible, non-expensive three-finger robotic gripper [8] was  
a 3D underactuated gripper built for scientific and learning applications. SolidWorks 
CAD software was used to generate the 3D model of the gripper. A prosthetic gripper 
with three opposed fingers functioned by a hydraulic actuator [9] was built without 
any electronic components. Pushing a lever on an operating interface located on the
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affected side of the user’s upper arm controlled all three fingers at the same time. 
Users could open the fingers with 16.6 N of force due to the hydraulic actuator. A 
paper demonstrated the design and performance of an underactuated three-fingered 
robotic hand [10]. The Yale OpenHand team used methods from the Yale prototype 
to create a hand. The sole drawback is that the maximum distance between adjacent 
fingers for a given prismatic joint diminishes as the number of fingers increases. A 
teleoperated three-finger robot [11] that moves by dragging objects is presented in 
a study. The components used here are an analog joystick, Arduino, servomotors, 
and flexible force sensors. Its demerit is that it could not grab small objects due 
to its large physical size. Researchers have created a three-finger eight-degree-of-
freedom (DoF) hand that exerts a 100-N grabbing force with force-magnification 
drives. Another study developed an eight-degree hand with three fingers [12]. The 
trials showed that the hand can grab objects with a force of 100 N and that all joints 
can move at speeds above 400/s. It is a more complex hand than a normal hand. 
A three-finger robotic hand with seven degrees of freedom [13] was designed with 
the help of SolidWorks. Aluminum and perspective plastic was used for the design. 
An underwater three-finger gripper with cable drive [14] instead of focusing on the 
use of commercial components limited the number of sealed parts. A three-finger 
multi-Degree of freedom [15] was an easily-controllable robotic gripper based on a 
four-bar linkage. Recent theoretical advances in modeling and analyzing rigid struc-
ture frictional constraints to a three-finger gripper [16], drawing on implications for 
gripper design were analyzed in a study. A robotic gripper capable of grabbing cylin-
drical objects [17] is built. The key characteristic of this design is its dependability 
and efficiency while remaining simple. However, its size was a major disadvantage. 

Steps for deploying a multi-link mechanism-based handling gripper [18] were  
studied. The step that constrains the driven portion will be contained when the 
driving control bar is released. This prototype used an embedded computer and 
a data acquisition system (DAQ) for signal processing. 

An innovative adaptable critic-based NN controller [19] for commanding the 
fingers to maintain a trajectory was described in detail. A critical signal and an outer 
PD force control loop make up the gripper controller. The processes were shown 
with a three-finger gripper in this work, and the methods were then translated into 
constructing an appropriate hybrid position force controller. Using modular three-
finger grippers, a new method for “peg-in-hole” assembly [20] was proposed. Using 
finger position data, a method was developed for computing the peg’s center point 
and changing the center point to determine the hole’s direction. Using finger position 
information, this approach determined the height of the peg’s center and predicted 
the direction of the hole when the peg was moved with the fingers. A grip controller 
that deals strongly with uncertainty by leveraging inputs from multiple contact-based 
sensors [21] created a strong sensor-based grip primitive that requires minimal infor-
mation in order to complete its duty and can rectify and adapt to variances and imper-
fections. Oz et al. [22] presented a 3D-printed soft robotic gripper that is capable of 
handling objects with varying shapes and sizes. Singh et al. proposed a deep learning-
based approach to enhance the performance of robotic grippers when grasping irreg-
ular objects [23]. Wagle et al. developed a soft robotic gripper equipped with sensors
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to improve its ability to grasp irregular objects. The studies collectively empha-
size the importance of developing adaptable robotic grippers for better handling of 
irregularly shaped objects, with potential applications in various industries such as 
manufacturing and health care [24]. 

6.2 Methodology 

To execute a variety of jobs that are performed by a human hand, a robotic gripper 
with three fingers is an effective solution. So, taking into account the goal of the 
proposed system, which is grasping various household objects, a gripper with three 
fingers was executed. The overall block diagram of the proposed system is shown in 
Fig. 6.1. A processor-based system provides commands to the motor driver which 
then provides inputs to the motor. The motor connected to the gripper changes the 
motion of all three fingers of the gripper. The gripper moves in forward and backward 
directions and grasps objects. 

6.2.1 Design 

The proposed system helps in grasping various objects. SolidWorks software was 
used to design the gripper. There is one phalange in each of the three fingers. The 
three fingers are designed at a 120-degree angle to each other. This is due to the 
fact that fingers at this angle have the potential to grasp items more effectively. The 
implemented design of the gripper along with circuits is shown in Fig. 6.2.

6.2.2 Mechanism of Finger 

The joint determines the motion of the fingers. The actuation mechanism in the 
three-finger gripper application allows the fingers to flex and perform basic tasks like

Fig. 6.1 Block diagram of 
the system 
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Fig. 6.2 Implemented design of the model

gripping. The flexible coupling mechanism has been used in the model to provide 
motion and limit the number of actuators. DC motor has been used as an actuator in 
the model because of its low cost, tremendous torque, and ease of control. Due to 
its tiny size and lightweight nature, DC motors can be inserted in joints or robotic 
hands. As a result, the size, cost, and control mechanism of the gripper are reduced. 
It has a large number of controlled degrees of freedom, making it ideal for grasping 
objects. It rotates to an angle of 360°. The gripper has the ability to firmly grab a 
variety of things by combining the grasping states of three finger.
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Fig. 6.3 CAD design of the 
gripper 

6.2.3 3D Printing 

The three-finger gripper model is made with ABS material and 3D printers. ABS is a 
robust, heat-resistant, and long-lasting thermoplastic. The three fingers and the handle 
are 3D printed in the gripper. To establish revolute joints between each segment of 
the finger, joint nut bolts are put into each phalanx. The complete design of a 3D 
printed gripper is shown in Fig. 6.3 [25]. 

6.2.4 DC Motor-Based Actuations 

The actuator used in this system is a 12v DC motor. One DC servomotor is used to 
control the fingers. Three hard-chrome smooth rods of 8mm diameters are used as 
a tendon at each joint to complete the device. The rods are used to give support to 
the handle and gripper. A flange screw is used for flexible coupling which has a 1.25 
mm pitch size. In addition to hard-chrome smooth rods, linear bearing LM8UU was 
used to handle the load of the object which has 15 mm as outer diameter and 8mm as 
inner diameter. Torque is generated through a screw mechanism and linear bearing. 
The grasping operation occurred when the motor received a power supply to flex the 
fingers and complete the task. The proposed prototype weighs 1.1 kg, and its lifting 
capacity is 1 kg.
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Fig. 6.4 Block diagram of interfacing of gripper and processor 

6.2.5 Control 

One of the most significant aspects of the grasping operation is the interaction 
between the gripper and the object. To perform a motion with the proper force, 
the screw mechanism, flexible coupling, and control systems have been used. A 
DC motor controlled by the Raspberry Pi 4 processor and driven by an L298N 
motor driver was used in the model. The block diagram for the same is presented 
in Fig. 6.4. A direct current (DC) motor converted electrical energy into mechanical 
energy which then actuated the fingers of the gripper. The Raspberry Pi processor is 
the main processing unit of the system through which the gripper is controlled using 
various commands. The power supply to the Raspberry Pi processor was provided by 
a USB Type-C cable. The motions and actions of the fingers of the gripper controlled 
by the processor are run (forward and backward), stop, only forward, and only back-
ward. The Raspberry Pi processor cannot be directly connected to the motor or the 
motor driver because the latter has a very high operating voltage. If there is any 
malfunctioning in the motor driver, an inductive load will be generated which could 
damage the entire Raspberry Pi. Algorithm 1 depicts the algorithm for Raspberry Pi. 

Therefore, a buffer circuit is created between the Raspberry Pi and the motor 
driver. The isolation buffer circuit has opto isolators. The opto isolators in the circuit 
act as a safeguard, preventing harmful electrical currents from flowing across the 
device. The opto isolator works by converting an electrical signal into a light signal 
using a light-emitting diode that operates in the near-infrared range.
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Algorithm 1 Algorithm for Raspberry Pi interfacing 

Input: DC power - 5v Raspberry Pi 
Output: Gripping objects feedback 
1. Pin mode (input–output) 
2. Input1 (pin for motor) 
3. Input2 (pin for motor) 
4. Loop 
5. Set raw input() 
6. If x==‘f’ (string) 
7. Display “run” 
8. Set input1 high 
9. Set input2 low 

10. Display “forward” 
11. Else if x==‘b’ 
12. Set input1 low 
13. Set input2 high 
14. Display “backward” 
15. Else if x==‘s’ 
16. Set input1 low 
17. Set input2 low 
18. Display “stop” 
19. Else if x==‘e’ 
20. Display “GPIO clean up” 
21. Cleanup GPIO pins 
22. Else 
23. Display “wrong data” 
24. End loop 

This algorithm describes a system that reads raw input from an external source 
and performs motor control operations on a gripping mechanism based on the input 
received. The input is interpreted as follows: “f” for forward, “b” for backward, “s” 
for stop, and “e” for GPIO cleanup. The corresponding motor control signals are 
sent to Input1 and Input2 pins, and the system provides feedback through display 
messages. The GPIO pins are cleaned up at the end of the process. 

The output signals of the buffer circuit are then fed as input signals to the L298N 
motor driver. The L298N motor driver is also connected to a separate 12 V, 2 amperes 
power supply containing DC power. Motor speeds and directions are controlled by the 
L298N dual H-bridge driver. The motor driver is then connected to the motor which 
moves in a forward and backward direction according to the commands provided by 
the user. 

Flexiforce A101 force sensors have been used to measure the force. They are 
placed at the tip of the fingers of the gripper. It then measures the force between the 
fingers of the gripper and the object. It is connected to Raspberry Pi which sends the 
signal to the gripper to stop when an object has been totally gripped. 

The connections of Raspberry Pi with buffer circuit and buffer circuit with L298N 
motor driver are shown in Fig. 6.5.
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Fig. 6.5 Opto isolator circuit for motor drivers 

6.3 Results 

This gripper is tested to grasp several household objects of various shapes and sizes. 
To determine the maximum weight that the gripper can hold, the testing object’s 
weight was gradually increased from 110 to 1000 gm. To calculate the average 
grabbing weight, this experiment was performed seven times on seven different 
items. The goal of these experiments was to demonstrate the gripping and holding 
capacity of the gripper. 

Figure 6.6. shows the objects that have been tested in the experiment. The first 
object tested is a square metal box which is shown in Fig. 6.4a. Its dimensions are 
12 cm × 12 cm. A cylindrical object whose diameter is 10 cm and length is 6 cm 
has been grasped in the experiment, which is shown in Fig. 6.4b. In Fig. 6.4c, the 
cylindrical object has been changed by a bigger size broom whose diameter is 7 cm 
and length is 80 cm. The force and the friction make the broom stable in the robotic 
gripper. A cup and a mug whose diameters are 8 cm and 14 cm, respectively, have 
been tested, and the results are shown in Fig. 6.4d, e, respectively. The gripper can 
not only grasp things but also can hook and grasp, thus lifting things up. Figure 6.4f 
shows a bag that was lifted up by the gripper which demonstrates the ability of the 
gripper to mimic human hand capability. The last object which was tested was a 
bottle as shown in Fig. 6.4g.

Table 6.1 sums up all the results showing the name of the object tested, the number 
of spins, and the weight of the objects in grams. Spins represent the number of times 
the screw has been rotated in the coupling of the gripper.



72 S. Bhatlawande et al.

(a) (b)   (c) 

(d)     (e) (f)  (g) 

Fig. 6.6 Examples of grasps: a square box; b cylindrical object; c broom; d cup; e mug; f bag; 
g bottle

Table 6.1 Experimental results of the gripper 

Object Distance between the fingers (in cm) Number of spins Weight (in gm) 

Square box 4 16 110 

Cylindrical object 7 19 293 

Broom 0.5 30 306 

Cup 3.4 15 289 

Mug 6 13 327 

Bag 0 33 722 

Bottle 2.9 26 1000 

Bold values denote parameter for heaviest payload of 1000 gms.
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6.4 Conclusion 

This work outlines the design of a 3D-printed robotic gripper. The gripper prototype’s 
low cost of production in comparison with similar commercially available robotic 
end effectors is made possible by the use of 3D printing technology. The experimental 
prototype and gripper design model are introduced and thoroughly explained in this 
study. It is demonstrated that the proposed robotic gripper with a single actuator 
satisfies the design criteria in terms of (a) a simple mechanical structure of the 
gripper due to flexible finger coupling and a single actuation; (b) low cost as a result 
of the use of a single actuator and 3D printing technologies; and (c) a relatively high 
payload. Because it is manufactured utilizing 3D printing technology, the gripper is 
lightweight, low-cost, portable, and simple to operate. 

This system has a basic mechanism for gripping tasks. A DC servomotor has 
been used for driving the fingers of the gripper. Using three fingers, this gripper can 
hold items weighing up to 1000 g. Gripping operations on various household items 
have been evaluated. It is observed that the gripper successfully grasps all the objects 
within 1 kg of weight. It is observed that when the object is of less diameter, the grip 
will be less for holding the objects. In the future, this design will be implemented 
for soft grippers. The soft grippers can then be used in many applications, including 
food, beverage, manufacturing, and packaging industries due to their ability to grasp 
a wide range of irregular shapes and delicate items. 

The gripper has performed adequately in all of the experiments conducted. But 
there were a few challenges associated with using the three-finger robotic gripper. 
Irregular-shaped objects may be difficult to position correctly with the gripper, which 
may result in an unstable grip or the object falling out of the gripper. Additionally, 
the limited range of motion of the gripper can make it hard to achieve a secure 
grip. To address these challenges, grippers with more fingers or degrees of freedom 
can be used, or adaptive grippers which adjust their shape to match the object 
being grasped can be used as desired. By doing so, the range of motion of the 
gripper can be increased, allowing for better grasping and manipulation of irregu-
larly shaped objects. Another limitation that can be highlighted is that the gripper 
needs continuous Internet and power supply as it currently operates by code and 
Raspberry Pi. Finding alternatives would be a focus of future research to reduce 
these limitations. 
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Chapter 7 
Prediction of Energy Absorption 
Capacity of High-Performance 
Fiber-Reinforced Cementitious 
Composite 

Ngoc-Minh-Phuong To and Ngoc-Thanh Tran 

Abstract High-performance fiber-reinforced cementitious composite (HPFRCC), 
a new class of concrete technology, exhibits outstanding mechanical resistance, 
especially in terms of superior post cracking strength, strain capacity, and energy 
absorption capacity. Among mechanical properties, energy absorption capacity of 
HPFRCCs has become one of the most popular properties that received much atten-
tion from researchers to discover and model. However, a more accurate model for 
prediction of energy absorption capacity is still discouraged to develop since current 
empirical regression models based on limited data have shown their limitations. In 
this research, the energy absorption capacity of HPFRCCs is predicted through a 
proposed machine learning-based model using 103 tensile test results. The input 
variables include matrix strength, fiber type, fiber length, fiber diameter, and fiber 
volume content, while the output variable consists of energy absorption capacity. 
From the prediction results, the energy absorption capacity could be predicted well 
using machine learning based models. From the results of sensitivity analysis, the 
contribution of each input variable to the energy absorption capacity of HPFRCCs 
was figured out. 
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7.1 Introduction 

High-performance fiber-reinforced cementitious composite (HPFRCC), a new class 
of concrete technology, exhibits outstanding mechanical resistance, especially in 
terms of high post cracking strength, strain capacity, and energy absorption capacity 
[1, 2]. Under tension load, the first cracking primarily appears, then the fiber 
crossing cracked section will provide a bridging capacity along the crack interface 
of composite, leading to the continuous increase of tensile strength with increasing 
tensile strain. At that time, the composite with fibers shows strain-hardening behavior 
with the formation of multiple micro-cracks, resulting in the significant improve-
ments of the composite post cracking strength, strain capacity, and energy absorp-
tion capacity in comparison with normal concrete. For this reason, energy absorption 
capacity (EAC) of HPFRCCs has become one of the most popular properties that 
received much attention from researchers to discover and model [3–5]. 

Several researches have investigated the EAC of HPFRCCs, and they found that 
the EAC of HPFRCCs was dependent on many factors [6–10]. Xu et al. [6] and 
Smarzewski et al. [7] concluded that the EAC of HPFRCCs was dependent on fiber 
type. In the same manner, Nguyen et al. [8] proved that the EAC of HPFRCCs was 
also affected by the fiber type, fiber size, and aspect ratio. Yoo et al. [9] found that the 
EAC of HPFRCCs was affected by on the fiber volume fraction. Similarly, matrix 
strength, fiber volume content, and fiber strength were investigated to affect energy 
absorption capacity of HPFRCCs by Sahin et al. [10]. 

From the above literature, many factors such as fiber type, length, diameter, 
volume content, and compressive strength of matrix have been demonstrated to have 
an influence on the energy absorption capacity of HPFRCCs, and thus, the accu-
rate prediction of it has become a huge challenge. Although the energy absorption 
capacity of HPFRCCs has been estimated by many empirical regression models 
[6, 11], these models exhibited low accuracy because they were proposed based on 
fixing of individual limited test data as well as considering of the effects of limited 
factors. Thus, a more effective model for estimating the energy absorption capacity 
of HPFRCCs with high accuracy and with the consideration of many factors at 
the same time should be developed. Recently, machine learning-based models have 
proved their capacity in estimating mechanical properties of HPFRCC with high 
accuracy and reliability [1, 12]. Unfortunately, very little studies focus on the predic-
tion of the energy absorption capacity of HPFRCCs using machine learning-based 
models. 

To overcome the above knowledge gaps, this research aims to estimate the energy 
absorption capacity of HPFRCCs using machine learning-based models. The main 
objectives are (1) to build a neural network model for predicting energy absorption 
capacity of HPFRCCs; and (2) to evaluate the contribution of each input factor to 
the energy absorption capacity of HPFRCCs.
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7.2 Machine Learning-Based Model 

7.2.1 Neural Network Model 

An artificial neural network-based model has been used to estimate energy absorp-
tion capacity of HPFRCCs. Normally, an artificial neural network (ANN) layout 
composes of one input layer, single or multiple hidden layers, and one output layer, as 
illustrated in Fig. 7.1. The input layer receives the raw information, while the hidden 
layer will treat it as well as possible and the output layer produces the prediction 
results. 

In the ANN system, the first hidden layer receives the input data from the input 
layer and then calculates its outcome as formulated in Eq. 7.1. After that, the outcome 
in first hidden layer will become the input data for next hidden layer. 

y = f
(

n∑
i=1 

xi × wi + b
)

(7.1) 

where xi defines the input variables, wi is the weight, b defines the bias, n is number 
of node in input layer, and f is an activation function. 

In this work, the neural network model concludes an input layer, a hidden layer, 
and an output layer. The input layer consists of five neurons while the output layer 
composes of one node. The reasonable quantity of hidden layers and number of their 
neurons will be determined by experiments regarding the balance between the result 
quality and the running time. After trials with different scenarios, this study accepts 
one hidden layer with 30 nodes. During the trial process, the hyperbolic tangent 
activation function is used to shift the values between nodes of layers, and the Adam 
method is used in the back-propagation learning algorithm. The learning rate in the

Fig. 7.1 Artificial neural 
network layout 
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Table 7.1 Tuning parameters 
within ANN model Parameters Description 

No. of input layer 1 

No. of hidden layer 1 

No. of output layer 1 

No. of input neurons 5 

No. of hidden neurons 30 

No. of output neurons 1 

Activation function Hyperbolic tangent 

Optimizer Adam method 

Loss function Mean squared error (MSE) 

Learning rate 0.002 

gradient descent method is maintained as 0.002. Table 7.1 presents all the tuning 
parameters within ANN model. 

7.2.2 Database 

To build the ANN model, 103 test results have been collected from 11 published 
studies [8, 11, 13–21]. Table 7.2 provides the range of input and output parame-
ters from direct tensile tests. Total five input parameters are evaluated, first input 
parameter is fiber type with three types of twisted, hooked, and smooth. Four other 
parameters are matrix compressive strength, fiber volume fraction, fiber diameter, and 
fiber length with the range of 28–230 MPa, 0.6–3%, 0.2–0.775 mm, and 13–62 mm, 
respectively. Meanwhile, one output parameter is energy absorption capacity with 
range of 0.6–120.5 kJ/m3. Because of the wide range of the input variables, the data 
need to be re-processed before the training of ANN. In order to obtain high-quality 
data for the learning algorithm, each input variables is normalized using its standard 
deviation and the mean. Among 103 test data, the training and testing samples are 
random about 80% and 20% of the total data of each case, respectively. The training 
process is iterated to minimize the MSE between the predicting outcomes and the 
experimental test data. The maximum epoch is set to 1,000,000. Initial weights with 
a mean of zero are chosen randomly within the range (− 1, 1).

7.2.3 Statistical Measures 

Three following measures are used to evaluate the accuracy of neural network model: 
correlation coefficient (R), three statistical metrics, root mean squared error (RMSE), 
and mean absolute error (MAE). These measures are formulated as following 
equations.
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Table 7.2 Range of input and output parameters from direct tensile tests 

Variable Unit Minimum value Maximum value Type 

Type of fiber Twisted, hooked, and smooth Input 

Compressive strength of matrix MPa 28 230 Input 

Fiber volume fraction % 0.6 3 Input 

Fiber diameter mm 0.2 0.775 Input 

Fiber length mm 13 62 Input 

Energy absorption capacity kJ/m3 0.6 120.5 Output

R = n
∑n 

i=1 t̂i ti −
(∑n 

i=1 t̂i
)(∑n 

i=1 ti
)

/
n

∑n 
i=1

(∑n 
i=1 t̂

2 
i

) − (∑n 
i=1 t̂i

)2 /
n

∑n 
i=1

(∑n 
i=1 t

2 
i

) − (∑n 
i=1 ti

)2 (7.2) 

RMSE =
/∑n 

i=1

(
t̂i − ti

)2 
n 

(7.3) 

MAE =
∑n 

i=1

||t̂i − ti
||

n 
(7.4) 

where n defines number of experimental test results, t̂i defines the predicted data, 
and ti is the tested data from experiments. 

7.3 Results and Discussion 

7.3.1 Performance of the Neural Network Model 

Figure 7.2 performs the correlation of the neural network model for predicting energy 
absorption capacity in the training set. The correlation between estimated data and 
experimental test data in the training data set was found to perform well with an R 
value of 0.95. Moreover, the RMSE and MAE values in the training set were 7.12 
and 4.66, respectively, indicating high accuracy of machine learning-based models 
in the estimation of the energy absorption capacity.

The prediction result of the neural network model for predicting energy absorption 
capacity in the testing set is shown in Fig. 7.3. Similarly, the correlation between 
estimated data and test data in the testing set also exhibited good performance with 
the R value of 0.94. Moreover, the RMSE and MAE values in the testing set were 
5.60 and 4.55, respectively. Thus, the proposed machine learning-based model could 
estimate energy absorption capacity with high accuracy and reliability in both training 
and testing sets.
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Fig. 7.2 Prediction result of 
the neural network model in 
training set
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Fig. 7.3 Prediction result of 
the neural network model in 
testing set 
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7.3.2 Sensitivity Analysis 

The contribution of each input parameter was found out by calculating their relative 
importance. In this study, an approach mentioned by God [22] was carried out to 
obtain contribution of each input parameter. Figure 7.4 shows the results of sensitivity 
analysis for each input parameter. From the estimation results, matrix compressive 
strength became the most important variable effecting the energy absorption capacity. 
On the contrary, fiber diameter was the less important variable. In addition, the 
performance ranking was found to be as follows: Matrix strength > Fiber length > 
Fiber type > Fiber volume fraction ~ Fiber diameter.



7 Prediction of Energy Absorption Capacity of High-Performance … 83

Fig. 7.4 Sensitivity analysis 
of each input parameter 

7.4 Conclusion 

The energy absorption capacity of HPFRCCs was estimated by using a machine 
learning-based model developed based on total 103 test results. Five input parameters 
with complex relationships were considered. From the results of the prediction and 
the sensitivity analysis, the following observations and findings drawn in this research 
include:

• The energy absorption capacity could be predicted well using a machine learning-
based model considering the effects of several input parameters at the same time.

• The proposed neural network model could estimate the energy absorption capacity 
with high accuracy and reliability in both training and testing sets.

• The compressive strength of matrix became the most influential parameter 
affecting the energy absorption capacity. The performance ranking was found 
to be as follows: Matrix strength > Fiber length > Fiber type > Fiber volume 
fraction ~ Fiber diameter. 
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Chapter 8 
Data Analysis on Determining False 
Movie Ratings 

Ridhika Sahni and Karmel Arockiasamy 

Abstract Online movie ratings have evolved into a serious business. Hollywood 
generates around $10 billion in box office revenue in the United States each year, 
and online ratings aggregators may have an increasing influence over where that 
money goes. A single film critic can no longer make or break a film, but perhaps 
thousands of critics, both professional and amateur, can how well can these platforms 
be trusted especially if they are showing the ratings and making money by selling the 
tickets? Do they have a bias by rating movies higher than it should be? The objective 
of the analysis is to provide brief research of one such online movie-ticket selling 
company, Fandango. The data collected from Fandango are analyzed and compared 
with the data collected from sites like Rotten Tomatoes, IMDB, and Metacritic. With 
the help of visualization, fraud and risk can be reduced offered by such online sites. 

Keywords Online movie ratings · Critics · Conflict · Fraud · Risk ·
Visualization · Data analysis · Comparison 

8.1 Introduction 

Data visualization can be used to represent and interpret the results of data anal-
ysis techniques used for false movie detection, e.g., visualizing the results of image 
processing and machine learning algorithms can help analysts understand the features 
that are being used to classify movies as real or fake, and identify any patterns or 
anomalies in the data. Some examples of data visualization techniques that can be 
used for false movie detection include:

R. Sahni · K. Arockiasamy (B) 
School of Computer Science and Engineering, Vellore Institute of Technology, Chennai, 
Tamil Nadu 600127, India 
e-mail: Karmel.a@vit.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
P. K. Jha et al. (eds.), Proceedings of Congress on Control, Robotics, and Mechatronics, 
Smart Innovation, Systems and Technologies 364, 
https://doi.org/10.1007/978-981-99-5180-2_8 

85

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5180-2_8&domain=pdf
https://orcid.org/0000-0001-8259-6335
https://orcid.org/0000-0003-2706-2239
mailto:Karmel.a@vit.ac.in
https://doi.org/10.1007/978-981-99-5180-2_8


86 R. Sahni and K. Arockiasamy

• Scatter plots: These can be used to plot different features of a movie, such as color 
histograms or edge detection, against each other to identify patterns or clusters of 
real and fake movies.

• Heat maps: These can be used to show the relative importance of different features 
in classifying movies as real or fake. 

Online movie partners play a vital role in our recreation. With the advent of new 
tools and technologies, like Web development and Data Science, etc., this industry 
has modernized its approach by suggesting movies according to user preference. 
Most people today like to go out and watch movies with their friends or family. 
These online platforms have eased the process of buying tickets. Earlier, people had 
to wait in long queues to buy tickets. But, with the help of Internet and technology, 
this problem has been solved as with just one click anybody can buy tickets of their 
favorite movie and can begin to watch it. 

This industry gives customized experience to the user. The user needs to register 
to their app or website. Then, select his location. After this, the user needs to select 
his preferred place, i.e., cinema hall. The app/website then asks the user to enter 
for how many people he is buying the ticket for, thus giving a real-life experience. 
After all the choices, the user is finally taken to the payment section. As reliable this 
industry looks, in reality they are not! Some movie ratings in the site are intentionally 
inflated to attract more customers into buying them. This fraud is committed without 
the knowledge of customers. Even bad movies are given a decent star which confuses 
the customers into buying tickets for such movies. One of such misleading company 
is Fandango. According to an article by FiveThirtyEight, on Fandango, no movie is 
rated less than three stars. 

According to another article posted on April 10, 2017, Fandango’s movie ratings 
algorithm is inaccurate. When the author of the article pulled out Fandango’s data 
and investigated upon it, the algorithm could not justify the data at the backend. Data 
analysis and visualization can be useful tools for detecting false movie reviews. By 
analyzing patterns and trends in the data, it can be possible to identify features or 
characteristics that are indicative of fake reviews. 

8.2 Literature Survey 

The false ratings have a greater impact not only on the film industry but also on 
consumers. It also have impact on the potential methods that are used for detecting 
as well as mitigating the false ratings. 

It is important to be critical when evaluating online movie ratings [1], as they 
may not always be reliable. Some ratings may be influenced by factors such as 
paid reviews or a bias toward certain films. Additionally, Fandango’s summary of 
movie ratings may be based on a small sample size of reviews, which could lead to 
inaccuracies. The investigation started when the author’s friend complained to him 
that a bad movie is given descent rating on Fandango app. After this, the author and
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his team found out that Fandango company intentionally changed the backend data 
and presented the data to the user in an inflated matter. The author also wrote that 
it is always a good idea to read a variety of reviews from different sources before 
deciding about a movie. 

The article described IMDb (Internet Movie Database) [2] is a database of infor-
mation related to films, television programs, and video games, including cast, produc-
tion crew, personal biographies, plot summaries, trivia, fan reviews, and ratings. 
Rotten Tomatoes is a website that aggregates reviews from professional critics to 
create a “fresh” or “rotten” rating for a movie. Metacritic is another review aggre-
gator that assigns a weighted average score to a movie based on reviews from various 
critics. 

Fandango is an online movie ticketing platform which also provides movie ratings 
based on a small sample of reviews. All these sources have their own unique way 
of collecting and calculating the ratings and reviews. But, when the author pulled 
data of Fandango, he found that Fandango’s algorithm is inaccurate and rounds off 
the stars instead of pushing them to next decimal value. The article concluded that 
IMDB, Rotten Tomatoes, and Metacritic are generally considered to be more reliable 
sources for movie ratings compared to Fandango. 

This paper [3] provides an overview of the recent research on deep learning for 
fake review detection. The fake reviews along with its consequence on online service 
platforms and e-commerce are introduced. The various deep learning models applied 
for fake review detection, such as convolutional neural networks (CNNs), generative 
adversarial networks (GANs), and recurrent neural networks (RNNs) taking the 
inputs as text, images along with network structure are analyzed. 

The paper [4] proposes a methodology called multi-granularity multi-modality 
attention network especially for detecting fake reviews. The information such as word 
level, review level, sentence level, and multiple modalities, including text and images 
along with network structure are exploited for detecting whether the reviews are fake 
or not. This model is built with three components namely a multi-granularity encoder 
which extract the features granularity levels, a multi-modality attention mechanism 
that analyzes the various modalities, and a classifier for finalizing the decisions. The 
evaluation was done using various datasets, and its performance are analyzed. 

In paper [5], the forecasting movie ratings are discussed. The data analytics uses 
statistical techniques as well as ML for analyzing the large amounts of data such 
as details about the crew, cast, and budget of the film with the existing work. The 
research paper [6] involved collecting and analyzing a large dataset of online reviews 
from different platforms and using natural language processing techniques to classify 
the reviews as positive or negative. The research also investigated the prevalence of 
positive and negative reviews and examine the factors that influence them (e.g., 
product type, price, brand, etc.). The research also displayed the implications of 
these findings, such as how the prevalence of positive and negative reviews affects 
consumer behavior and the reputation of the reviewed entity. The paper could be 
useful for businesses and marketers, as they can use the findings to understand the 
drivers of online reviews and take appropriate actions to improve their products 
and services. The paper was also targeted toward a technical audience with some
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knowledge of data analysis and online movie reviews. The findings of paper could 
help the audience and businessmen. 

This paper [7] focused on the use of large, up-to-date movie datasets to investigate 
how prereleased attributes (such as trailers, posters, and cast information) impact a 
movie’s gross revenue. The research was conducted on IMDb dataset and gathered 
a huge dataset of 7.5 million movie titles. The research involved collecting and 
analyzing a large dataset of movies and their associated prereleased attributes and 
gross revenue. The paper [8] focuses on using big data analytics techniques, and 
applies alternating least squares algorithm for handling the collaborative filtering 
problem. 

In this study [9], a method for finding the determinants of movie review rating-
based big data are analyzed. The dataset is then preprocessed, and machine learning 
algorithms are applied to identify the key features and sentiments that influence 
movie review ratings. They found that factors such as the movie’s cast, director, 
genre, and plot are strongly correlated with movie review ratings. Additionally, they 
found that the sentiment of the review text, such as the use of positive or negative 
words, also plays a significant role in determining the movie review rating. The 
proposed method can be used to predict movie review ratings more accurately and 
can be useful for movie producers, marketers, and movie-goers. The algorithm used 
was IBM SPSS Text Analytics for survey. But one of the ambiguities was that tea 
ceremony was associated with positive emotional words and had a positive effect on 
grading evaluation. The result itself gives limited interpretable information. 

The paper [10] states that the film industry has a significant impact on the global 
economy. It is the world’s most visible contributor to the economy. Every year, 
hundreds of thousands of films are released to the public in the hope that one of 
them will be the next blockbuster. According to movie industry statistics, six to 
seven films out of ten are unprofitable, and only one-third of the films are successful. 
The movie industry’s producers, studios, investors, and sponsors are all interested in 
predicting the film’s box office success. This paper analyzes the film genre, release 
date around holidays, release month of movies, languages, and country with more 
movies from the movie review dataset. There are attributes taken from the dataset 
(country, languages, genre, movie release date, budget, and revenue), and the derived 
attributes (release month of the movie derived from release date of movie and profit 
from budget and revenue) are analyzed to determine the movie performance. The 
analyzed data is graphed for statistical analysis of the film’s success. 

8.3 Methodology 

8.3.1 Web Scrapping 

Scraping a dataset from the real-world involves using a program or script to 
automatically extract data from a specific source, such as a website or an API.
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Table 8.1 Correlation of 
stars, rating, and votes Stars Rating Votes 

Stars 1.000000 0.994649 0.164218 

Rating 0.994696 1.000000 0.163764 

Votes 0.164218 0.163764 1.000000 

Identify the source of the data: This could be a website, an API, or any other 
digital source that contains your information. 

Inspect the source: Use a Web browser’s developer tools to inspect the source 
code of the website or the API endpoint to understand the structure of the data and 
identify the specific elements for scraping. 

Write the scraping script: Use a programming language, such as Python or Java 
Script, to write a script that can extract the data from the source. This script will 
typically use libraries such as Beautiful Soup or Scrapy for parsing HTML, and 
requests for sending HTTP requests. 

8.3.2 Importing and Preprocessing the Dataset 

Once we have scraped a dataset, the next step is to import it into our analysis 
environment and begin exploring its properties and structure. Some of the steps 
are:

• Load the dataset: Used a library such as pandas in Python to load the dataset into 
your analysis environment.

• Clean and preprocess the data: Removed any irrelevant or duplicate data and 
formatted the data in a way that is suitable for analysis. For preprocessing the 
dataset, lambda function was used which is a data preprocessing concept. It helped 
in tasks like splitting columns and then adding the newly created column in the 
dataset.

• Correlation: Calculating correlation between columns. 

Table 8.1 presents that stars and rating are not perfectly correlated. This shows 
that there is some difference between the stars being shown to the user versus the 
true ratings. 

8.3.3 Visualization

• Create a KDE plot: Used libraries such as Seaborn in Python to create a KDE plot 
of the actual ratings held by Fandango on its backend.
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Fig. 8.1 Displays ratings (stars) versus true ratings KDE plot 

• Create another KDE plot: Used Seaborn to create a KDE plot of the ratings 
displayed to users. This plot will show the distribution of the ratings that users 
see.

• Compare the plots: Compared the two plots to identify any discrepancies between 
the actual ratings held by Fandango and the ratings displayed to users. For 
example, if the plot of the actual ratings has a higher density of ratings around 
4.5, while the plot of the ratings displayed to users has a higher density of ratings 
around 5, this could indicate that Fandango is inflating the ratings displayed to 
users as shown in Fig. 8.1. 

8.3.4 Comparing Fandango’s Data with Other Sites

• Importing the dataset collected from all the other sites. Importing is done with the 
help of pandas. After importing, data is preprocessed before exploration.

• Exploring: Created a scatter plot to compare critic and user scores for online 
movies can help to understand the relationship between the two types of ratings. 
These included data from sites like Rotten Tomatoes, IMDb, and Metacritic. KDE 
plots were formed to compare actual ratings versus true ratings to know more about 
the data and about how accurate the data is (Fig. 8.2).

8.3.5 Comparing Fandango’s Data with Other Sites

• Importing the dataset collected from all the other sites. Importing is done with the 
help of pandas. After importing, data is preprocessed before exploration.

• Exploring: Created a scatter plot to compare critic and user scores for online 
movies can help to understand the relationship between the two types of ratings.
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Fig. 8.2 Absolute value difference between Rotten Tomatoes critics score and Rotten Tomatoes 
user

Fig. 8.3 Comparison of normalized results 

These included data from sites like Rotten Tomatoes, IMDb, and Metacritic. KDE 
plots were formed to compare actual ratings versus true ratings to know more about 
the data and about how accurate the data is (Fig. 8.3).

In Fig. 8.4, the darkest color displays the harshest critic. The darkest color is 
maintained along the row except for Fandango’s stars and ratings. This is another 
visual example for how much Fandango is pushing the ratings for movies.

8.3.6 Score

• Normalizing the values between 0and 5 stars for a fair comparison can help to 
standardize the ratings data and make it easier to compare different ratings scales.
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Fig. 8.4 Cluster map visualization

RT, Metacritic, and IMDB do not use a score between 0 and 5 stars like Fandango 
does. To do a fair comparison, these values are normalized, so they all fall between 
0 and 5 stars and the relationship between reviews stays the same. In this project, 
all the ratings collected from other sites are converted by simple formula-

100/20 = 5. 
10/2 = 5. 
Figure 8.3 shows that all the site’s data is normalized first and then compared 

with one another. Also, we can see that Rotten Tomatoes, IMDb, and Metacritic’s 
ratings are close to one another, but Fandango’s ratings are much higher than the 
rest. In fact, no movie on Fandango is rated less than 3 stars. This shows that even 
for bad movies which are not critically acclaimed by other sites, Fandango has 
rated them decent (Fig. 8.5).

• Comparing: After normalization, Fandango’s data was merged with dataset 
bearing all site’s data. For comparing, the project used KDE plot. KDE plot 
compared the distribution of RT critic ratings against the STARS displayed by 
Fandango. 

Figure 8.6 displays the workflow of the project. Real-world data is collected and 
scraped, then with the use of Pandas and Seaborn, data is imported and explored,



8 Data Analysis on Determining False Movie Ratings 93

Fig. 8.5 Results displaying that no movie on Fandango is given less than 3 stars

Fig. 8.6 Workflow 

then with different visualization techniques, the data is analyzed, and a solution is 
formed for the real-world problem. 

8.4 Results 

It is important to be aware that online movie ratings can be manipulated or biased. 
Some users may give artificially high or low ratings for a variety of reasons, such as 
personal bias or a desire to influence others’ opinions. Additionally, some websites 
may have their own rating systems that are not necessarily representative of the 
consensus. Therefore, it is always a good idea to read a variety of reviews and ratings 
from different sources to get a more accurate understanding of a movie’s quality. 

The visualization on Fandango’s dataset proved that the company’s algorithm was 
inaccurate and instead of showing the next decimal value, it rounded off the whole
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number. As shown in Fig. 8.6, no movie on Fandango is rated less than 3 stars. This 
creates a mistrust and a question mark on the company’s integrity. 

8.5 Conclusion 

The research work revolves around how valid are Fandango’s movie ratings. It aims to 
deliver, the one of its kind research which compared Fandango’s movie dataset along 
with the dataset of famous sites like IMDb, Rotten tomatoes, and Metacritic. With 
the help of Data Analysis, exploring and comparing are much easier. 

The paper aims at giving a brief about how online websites are source of risk and 
fraud. With Data Analysis, this fraud and risk can be mitigated and solved. 

The paper also provides a brief about the platforms selling and booking online 
movie tickets intentionally inflating the stars/ratings to attract more customers into 
buying the tickets (Fig. 8.5). With different data analysis concepts like KDE, the 
results of website are compared, and fraud is detected. 

This research paper can also be considered for prototype building for projects 
which detect fraud. Also, by this research paper, users will be opened to harsh reality 
and can escape scams. 
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Chapter 9 
Power Consumption Saving of Air 
Conditioning System Using Semi-indirect 
Evaporative Cooling 

Manish Singh Bharti , Alok Singh , T. Ravi Kiran , 
and K. Viswanath Allamraju 

Abstract In the last couple of decades, efforts were made to accomplish a concor-
dance between indoor air quality, air distribution, and energy efficiency and similarly 
in the center of thermal comfort in the indoor atmosphere. We have shown up at a 
time when air conditioners add to a significant piece of the power interest in the 
structure cooling sector. In India, about 70% of the power request is satisfied by 
thermal power plants, and from this time forward, more energy consumption means 
more coal consumption causing higher emissions of Earth-wide temperature boost 
gases. At an outside temperature of 40 °C or above, air forming system plays a basic 
capacity in keeping up the inside temperature. Global warming has increased the 
temperature of the atmosphere and that in the end has caused more conspicuous use 
of air-shaping systems in building cooling. It has become essential equipment to 
control the internal thermal comfort of business and residential buildings around the 
globe. The essential concern of any air conditioner is to keep up, with the indoor air 
quality, temperature consistently, humidity, and air velocity; all these atmospheric 
properties add to the state of thermal comfort. In this paper, energy saving through 
semi-indirect evaporative cooling of a vapor compression refrigeration system is 
studied. 

Keywords Power consumption · SIEC · COP
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9.1 Introduction 

Conditions of human comfort are determined by humidity, indoor temperature, air 
quality, and air motion. But some of these factors lie out of the comfort range of 
human, one does not believe calm as well his/her effective toward work, otherwise 
think to depreciate considerably along with, air conditioning assist in improving the 
efficiency of work as well as the whole quality and the outcome quantity of some 
human attempt [1–3]. But for the comfort of humans, air conditioning is as well 
necessary for good interior conditions on huge sizes such as ordnance factories, food 
processing, and coloring of the vehicle as well as a lot of developed processes along 
with the procedure. 

Air conditioning as well recovers the life and presentation of lots of semiconduc-
tors supporting electronic strategy similar to microprocessors (magnetic recorders, 
supercomputers, and mainframes are good quality examples), supply units of power 
control, etc. [4, 5]. Air conditioning procedure might be definite as the concurrent 
organization of the humidity of the air, air velocity, temperature, positive pressure, and 
quality distinction of the hardened room, underneath predefined restrictions intended 
for human health and interior comfort. Classification of the air conditioning system 
is shown in Fig. 9.1 [6]. 

Air 
Conditioning 

Based on 
weather 

Conditions 

Summer Air 
Conditioning 

Year Round Air 
Conditioning 

Winter Air 
Conditioning 

Based on 
Application 

Comfort Air 
Conditioning 

Industrial Air 
Conditioning 

Based on 
System 

Configurations 

Unitory Air 
Conditioning 

Central Air 
Conditioning 

Fig. 9.1 Representation of the classification of an air conditioning
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Effective Temperature 

Dry Bulb Temperature Relative Humidity Air Velocity 

Fig. 9.2 Temperature feature’s affects [6] 

9.1.1 Effect of Temperature of Ambient Air 

The cold or warm degree felt through the human body mainly depends on lying on 
the subsequent three aspects (Fig. 9.2). The mutual consequence of the over aspect 
can be resolute through a single name temperature effect, definite as that catalog 
which associates the consequence of every one of three lying on the human body 
comfort. Numerically, it is established equivalent to still saturated air’s temperature, 
i.e., airspeed of 5–8 m/min, which generates the identical reaction of coldness or 
warmth as shaped underneath the known conditions. 

The comfort plan ready through ASHRAE following the research completed lies 
on a variety of people subjected to an extensive variety of relative humidity, air 
velocity, and close temperatures, and in supplementary words, it is based lying on 
the thought of the temperature’s effect. The plan is appropriate toward the situation 
of rationally motionless air wherever the occupant is doing light work or spaces at 
rest, as well as whose with this exterior are on the denote temperature equivalent 
toward dry-bulb temperature of the air. 

9.1.2 Evaporative Cooling System 

An evaporative cooling process is a mass and heat relocation process that utilizes the 
air cooling water evaporation, in which a huge quantity of heat is relocated from water 
to air and air to water, as well as therefore the air temperature reduces. Figure 9.3 
demonstrates an evaporative cooling system universal classification intended for 
building cooling.

An evaporative cooler can be categorized into the:

• Indirect evaporative coolers, wherever a plate/surface split among the working 
fluids;

• Direct evaporative coolers, in which the operational liquids (air/ water) are within 
direct contact;
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DEC/ Cooling 
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Fig. 9.3 Evaporative cooling system inside the building cooling’s classification

• Mutual system of indirect and direct evaporative coolers or/and through further 
cooling cycles [7, 8]. 

The evaporative cooling procedure is the technique of decreasing the air temper-
ature through water vapor evaporation. Evaporative cooling is a procedure of the 
removal of air-sensible heat as well as an equal addition of latent heat within the 
water vapor form. The direct evaporative cooling method is most excellent suited 
within dry weather (i.e., higher ambient temperature and low humidity) such as 
experiential in central India [9–11]. 

In an air conditioning system’s early stage, the direct evaporative cooling processes 
play an important function. The DEC is the oldest, simplest, as well as most general 
appearance of the evaporative air conditioning method. Though, the conservative air 
conditioning system arrival for air conditioning has restricted the direct evaporative 
cooling method use. Recently, this DEC method has gained a few impetuses due to
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Fig. 9.4 IEC arrangement [13] 

the ecological anxiety leading toward global warming and ozone layer depletion; 
moreover, it uses extra energy [12]. 

9.1.2.1 Indirect Evaporative Cooling System 

In the IEC process, the derived air of the conditioned space is accepted throughout one 
face of the heat exchanger. These flows of air are frozen through direct evaporative 
cooling. The heat exchanger’s walls are frozen through the derived air. The derived air 
as well as the main air is allowed to stream independently inside the heat exchanger 
without contact, wherever the main air is wisely frozen through the derived air flow 
exclusive of some direct contact. Water from the wet pads in the working air channel 
is evaporated and thus air is cooled and humidified. This cooling effect is transferred 
to the dry channel where product air is sensibly cooled. This process is known 
as indirect evaporative cooling. The IEC system is appropriate for humid and hot 
weather situations, i.e., coastal regions likewise—the city of Bangalore, Chennai, 
Mumbai, etc., within India. The IEC method is exposed in Fig. 9.4. 

9.1.2.2 Wet-Bulb Temperature of IEC System 

The temperature of the wet bulb in the IEC system is wrapped up in a unit of the cross-
flow heat exchanger, flat-plate stack, the most universal flow pattern, and configura-
tion, which can lower the temperature of air close to, except not below, the inlet air’s 
wet-bulb temperature.
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3 Types 

HX Heat 
Exchanger 

Plate -
Type 

Tabular -
Type Heat - Pipe 

Fig. 9.5 Types of heat exchanger 

Figure 9.4 demonstrates a representation of the operational principles of a classic 
heat exchanger pattern of a wet-bulb temperature IEC arrangement which encom-
passes more than a few pairs of contiguous channels: the supply (main) air dry 
passages and the working (derived) air wet passages [13, 14]. Heat transfer happened 
among the two functioning fluids throughout the heat conductive cover, and there-
fore, the main air is refrigerated sensibly through no extra moisture commencing 
keen on the refrigerated supply airflow. However, the heat transfer method among 
the functioning air as well as water within wet channels is through water vaporization 
latent heat. The wet-bulb efficiency of the IEC arrangement is inside the variety of 
40% to 80%, which is inferior to the DEC systems [9]. IEC system types are survived 
which is categorized in Fig. 9.5, according to the heat exchanger’s types. 

9.2 Methodology 

As referred, the structure inside an improvement diversion arrangement in a room for 
product air inlet. SIEC system (semi-indirect evaporative cooler) has two autonomous 
supplies of the air stream, firstly used for purpose of cooling, simultaneously by a 
subsequent, return air stream, which indirectly gets in touch with water and there 
is transfer of heat and mass. Water is compulsory alongside the return air stream as 
well as it circulates constantly.

• Analysis of thermodynamics of joint structure for dry and hot climatic circum-
stances was carried out.

• After that, investigational setup for a joint structure was fabricated and installed.
• Investigations of the experimental and theoretical data revealed from the setup as 

well as create the contrast of the two lying on the comfort airbase, economy, and 
consumption of power.
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9.2.1 Equipment Used 

The sorts of rigging used to finish the examinations are going with anemometer, flow 
meter, and voltmeter. 

9.2.1.1 Structure for Supply 

That contains scheduled a follower through a potentiometer toward screening the air 
streams. 

9.2.1.2 AHU (Air Handling Unit) 

This apparatus grants us the way to mirror the circumstances of the space given 
(humidity as well as temperature). 

9.2.1.3 ADS (Air Distribution System) 

Every one of the evaluated tools is placed there. 

9.2.1.4 WDS (Water Distribution System) 

A water siphon gives water out of the container toward the force sprinkle structure 
through plunging intended for spouts. 

9.2.1.5 SIEC 

Air in a semi-indirect evaporative cooler goes into the air handling unit and gets 
sensibly cooled and humidified. These principal air streams are known as funda-
mental air streams as well as these air streams are adjusted within the semi-indirect 
evaporative cooling that goes into space. Consequently, the ambient air from the 
outside space comes across the semi-indirect evaporative cooling within a cross-
stream. After leaving semi-indirect evaporative cooler, the air is at higher humidity 
content level and lower dry bulb temperature. 

9.2.1.6 Adjusted Space 

These estimations are (02 m * 02 m * 2.5 m), which have a high temperature indoors 
toward assurance while requiring that the break is suitably adjusted.
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9.2.1.7 Data Acquisition and Monitoring Structure 

The PC stores as well as controls every one of the outcomes of the evaluating 
apparatus. The appraisals sensors employed are: 

T: Assessment sensor for temperature 
Category: Techno term 60 
Precision: 0.1 °C. 

HR: Assessment sensor for relative humidity 
Category: HIH-3610 Honeywell 
Precision: ± 2% RH; here, the range is 0–100% RH. 

DP: Transducer for differential pressure 
Category: (range is 603–2) DWYER 
Precision: ± 2% range expand (70 °F). 

9.3 Experimental Setup 

The following exploratory plan could be prepared for testing particular cooling pads 
made of different materials, e.g., sugarcane, banana, coconut, honeycomb paper 
cooling pad, and khus fibers. 

Depiction of the cooling cushions and the external spreads for the cooling cushions 
were made utilizing a smooth steel wire fill-in, as cuboids of estimations are 0.30 m 
* 0.15 m * 0.05 m.  

These cuboids combined wraps were then piled up with accurately 100 g of the 
entirety of the cooling media material to be unequivocal (as Fig. 9.6) honeycomb 
paper. This was done to guarantee the same thickness and subsequently uniform 
credits of all cooling cushions. Here, we use honeycomb pad. A ceramic pipe was 
unnecessarily used for ingestion structure and channels, regardless of the way that 
they do not seem to have been as essential as lead pipes. Wood pipes were used for 
channels and confirmation systems. Here, we show in Fig. 9.7 the ceramic pipes 
which are used for an evaporative cooler. In this course of action, we used various 
limits with fixed ranges and got ready for the appraisal of our structure which is 
evaporative cooling as given in Table 9.1.
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Fig. 9.6 Honeycomb pads for lowering down the power consumption of compressor 

Fig. 9.7 SIES, made up of ceramic pipes for the experimental setup 

Table 9.1 Range of 
parameters of various 
equipments 

S. no Equipments Range 

1 Fan power and pump 300W 

2 Air mass flow rate 0.28 kg/s 

3 Bypass factor of coil X 0.2 

4 Effectiveness of wet bulb 1 

5 Specific humidity w0 2–6 gm/kg 

6 Ambient temperature T0 (0C) 30–47 °C 

7 ADP 2 °C  

8 VCR system’s COP 3
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9.3.1 Experimental Proposed Feature 

The depiction of the improved structure was ended through subsequent examining 
agreement process. A whole factorial arrangement was useful toward research torpid 
as well as rational heat improved inside arrangement toward getting the whole heat 
improved through the evaporative cooling structure. Figures 9.8, 9.9, and 9.10 show 
the components researched which were: 

9.3.1.1 V (Air Flow) 

There are three air stream stages are: 

9.3.1.2 HL (Humidity Level) 

The level of humidity (Fig. 9.8) shows HL1: relative humidity under 30%, HL2: 
relative humidity someplace within the scope of 30% as well as 60%, and HL3: 
relative humidity over 60%. 

9.3.1.3 T (Temperature) 

The level of temperatures is Fig. 9.10): T5: 40 °C, T4: 36.5 °C, T3: 33 °C, T2: 
29.5 °C, as well as T1: 26 °C.

Fig. 9.8 Air flow levels
V 

(Air Flow) 

(V1) 
140 m3/h 

(V2) 
260 m3/h 

(V3) 
380 m3/h 
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Fig. 9.9 Humidity levels 
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Fig. 9.10 Selection of 
temperature levels in a 
window AC
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At the point when the prohibited aspects as well as the related points are chosen, a 
balanced arrangement grid was made. These assessments were unsystematic toward 
staying away from the opportunity of making a “demand sway” because it inclined 
through the gathering of the tests. Every one of the assessments was reproduced on 
different occasions. Correspondences between factors are similar while the special 
effects of personage aspects were explored. Observations are confirmed by calcula-
tion using analysis of variance (ANOVA) [7]. The ambiguity principles intended for 
the traits examined are given in Table 9.2, which addresses the ambiguity assessments 
for all volumetric stream portrayed [8]. 

The semi-indirect evaporative cooler (SEIC) has two self-sufficient air stream 
materials, one employed for cooling, alongside a subsequent, the return air stream, 
indirect contact with water toward positive discrimination of heat as well as mass 
transfer. There is water which is compelled alongside the comeback air stream as 
well as it is persistently flowing.

• Thermodynamic analysis of consolidated structure for hot and dry climatic 
conditions was conducted.

• Then, we will make a preliminary plan for a joint system.
• Analyses of the theoretical and test data show that the relationship of the power 

consumption is dependent on comfort air, power usage, and economy. 

The evaporative air cooler (Fig. 9.11) is of prime essentialness in the summer 
season and boiling conditions. A cooler is commonly used in any place from high

Table 9.2 Procedures for k = 2 (Latent as well as sensible heat): Ambiguity worth for the 
distinctiveness examination [8] 

Humidity level 
(HL) 

Temperature Latent heat Sensible heat 

Uv (1%) Uv (2%) Uv (3%) Uv (1%) Uv (2%) Uv (3%) 

HL1 40 4.4 5.6 5.6 4.3 5.7 5.6 

36.5 4.4 5 5.5 4.5 5.1 5.4 

33 4.4 5.3 5.9 4.4 5.3 6 

29.5 4.5 6.1 5.6 4.7 6.1 5.6 

26 4.4 5.6 5.6 4.3 5.7 5.6 

HL2 40 4.3 5.7 6 4.4 5.7 6 

36.5 4.3 5.9 5.9 4.5 6.1 6.2 

33 4.4 6.1 6 4.5 6.1 6.3 

29.5 4.4 6 6.3 4.6 6.1 6.4 

26 4.5 6.1 5.9 4.5 6.3 6.1 

HL3 40 4.3 5.7 6.4 4.3 5.8 6.5 

36.5 4.3 5.3 6.4 4.5 5.6 6.5 

33 4.4 6.2 6.4 4.5 6.3 6.6 

29.5 4.4 6.2 6.3 4.3 6.3 6.4 

26 4.5 6.1 6.4 4.6 6.4 6.6 
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Fig. 9.11 Schematic and working of experimental set up 

class to average families. The center of a modified evaporative cooling system is the 
ceramic material chamber where the water goes inside the chamber and as a result 
of the property of porosity of the chamber water comes out the outer surface of the 
chamber and cooperates with air passing other than the chamber and air get cooled. 

9.4 Results and Discussion 

Power Consumption 

In this examination, it was unspecified that the certain cooling load and vapor density 
air influential structure would effort on a COP as of 3. Therefore, the general power 
utilization of the two cooler types is shown in Fig. 9.12. These are too probable that 
the evaporative cooling structures association would reduce top power requests from 
the lattice by around 163 W. The full scale of cooling units of the evaporative system’s 
operational cost greater than the excursion hour is standing on the existing structure 
0.175 kWh. Afterward, established evaporative cooling structure accumulates on 
common more than 70% within the cost of operation energy. Figure 9.13 demon-
strates that the funds are renowned through every design as well as the equivalent 
COP.

This evaporative cooling structure has a constructive collision together to give 
frequent fresh air as well as lessening power usage along with consequent emissions 
of carbon. Based on the discharge aspect of the power age mix of 0.75 kg CO2 l/
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Fig. 9.12 Electricity consumption of a window AC with and without SIEC system 
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Fig. 9.13 Comparison between running cost saving and evaporative cooling unit

kWh, this total amount of CO2 decreases while taking a gander at vapor compres-
sion systems along with an evaporative cooling structure to provide an equivalent 
predictable cooling load of 0.246 tons (i.e., 78% savings). Figure 9.14 illustrates the 
running cost saving on or after all evaporative coolers. It represents each evaporative 
cooler’s emission savings in terms of reduction of CO2 emission in percentile toward 
each evaporative cooler.
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Fig. 9.14 Compression between the reduction of CO2 emission and evaporative cooling unit 

9.5 Conclusion 

In favor of near-to-the-ground air supply with high temperatures and relative humidity 
contents, the model outcome is evaporative as of the surface of the ceramic pipe. We 
have to compare the air conditioning system by semi-evaporative cooling as a contrast 
to the conventional system in terms of the disparity of cooling coil load. Also, we 
have to study the air conditioning system by semi-evaporative cooling as a contrast 
to the usual structure in terms of disparity of air velocity with the mass flow to 
months. Also, compare the compilation of the proposed system cooling coil load to 
the temperature of the apparatus dew point of the exterior situation during summer. 
Also, study on cooling coil load for the cooling pads’ dispersion efficiency and the 
temperature of apparatus dew point. Here, proposed for the air supply with relative 
humidifies and high temperatures, dehumidification obtains mark as well as thus 
reduction comes out in the pipes external surface, as well as the recovered sensible 
heat and torpid are included. 

1. The cooling coil load of the experimental setup is reduced by 29.6% at optimum 
pad thickness δ = 0.15 m. 

2. All developed configurations have been compared based on saturation efficiency. 
The highest saturation efficiency of 95% was observed. 

3. In this experimental study, different cooling pads are developed from five 
different materials. It may be conducted that from this study coconut fibers and 
banana fibers’ cooling pads give higher saturation efficiency than conventional 
cooling pads. 

4. Wet-bulb effectiveness is having a moderate value at 2 m/s intake air velocity.



110 M. S. Bharti et al.

5. Cooling capacity decreases with a decrease in relative humidity. At a rela-
tive humidity of 55%, wet-bulb effectiveness is 21% higher than dew point 
effectiveness. 

6. Wet-bulb effectiveness increases with an increase in air inlet velocity. At 2.5 m/ 
s inlet air velocity, the wet-bulb effectiveness increases by 26.2% at 35 °C Tdi. 

7. Power consumption is reduced by 46% at evaporative cooling stage five (EC-5) 
as compared to the conventional vapor compression refrigeration system. 

8. Latent, as well as sensible heat improvement with a variety of aspect levels similar 
to the flow of air, and levels of temperature relative humidity were focused on. 
There is considering of the possessions of three structures (temperature of moving 
toward the water, the velocity of the air, and the temperature of dry bulb for air) 
lying on effecting cooling. 

All restrictions were distorted, whereas observance of every other noteworthy 
variable was stable, as well as data was collected by numerous parameters. These 
effects moreover prove that the interior evaporative cooler for supply air has superior 
humidity content than the evaporative cooler in a direct mode which constructs it a 
high-quality humidifier during quick storage wherever succulently close to diffusion 
is necessary. In that case, the air temperature of the dew point is close to the air 
temperature of the dry bulb; its way to the relative humidity will be high, while the 
dew point is going below the air temperature of the dry bulb through the low relative 
humidity. 
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Chapter 10 
Recrudesce: IoT-Based Embedded 
Memories Algorithms and Self-healing 
Mechanism 
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Abstract As rapid increase in IoT framework in edge computing, the data storage 
requirement is also increased. This data is stored in RAID 5 (Redundant array of 
independent drives) disks which require memory testing and a repair algorithm for 
a reliable design system. MBIST design system depends on the memory testing 
algorithm. Various fault detection approaches are introduced using March test on 
SRAM and DRAM. But, still, some focus is required in terms of time penalty and 
fault coverage. This paper introduces a novel approach for fault detection in memory 
with less time penalty, better fault coverage, and device utilization performance 
with the help of the IoT framework in edge computing. An IoT framework system 
is proposed for proper monitoring of memory under test for fault occurrence and 
number of fault repair for SRAM. Results show the optimal faults repair and with 
less time penalty. The simulation is conducted on MATLAB and Xilinx ISE suite. 
Proposed work can be used in commercial and space application where radiation 
hardened memories is used. 
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10.1 Introduction 

In the era of smart and intelligent system for optimization and designing, Internet of 
Things (IoT) play an integral role. IoT is a process that allows to access number of 
devices like sensors and actuators to be connected through Internet. Testing of the 
process connectivity and result analysis of the software is pivotal process because it 
provides the results of specification, design used, and code generation [1, 2]. Hence, 
the main agenda of software testing is to reduce the faults that occur in the devices 
which are in process [3, 4]. 

With the advancement in submicron VLSI technology, the capacity and density of 
the memories are also drastically increased [1]. Memory is the main part of the inte-
grated circuit as 90–92% of the embedded system is occupied by the memories than 
that of the logical memories. There are two types of memories: static and dynamic 
memories. Static memories are highly used due to their less power requirement and 
faster speed [2]. As the memory density increase, the number of fault occurrences 
in memory cell increase. Nowadays, built-in self-test (BIST) controller is used for 
memory testing with a hardware and software testing approach [5]. Boundary-scan 
register [6] architecture is used for memory testing which provides a convenient and 
better option than probing, but the chip used in this method operates in one test session 
only for more test session designers to define new instructions. Programmable built-
in self-test (PBIST) [7] structures are designed for SRAM; it adopts a micro–macro 
code to select seven March algorithms to detect the fault, but in this method, required 
testing time is increased [8, 9]. They have proposed testing multiple memory cores 
in parallel sequence, but it can detect address decoder and stuck-at faults. 

This paper is categorized into five sections. Section 10.2 describes the proposed 
IoT framework in edge computing using gateway. Sect. 10.3 presents the proposed 
work flowchart for IoT-based memory testing and repair. Section 10.4 describes 
March testing and repair algorithm for better fault coverage with less time penalty. 
Section 10.5 shows the simulation profile of the proposed work. Section 10.6 
describes the conclusion and future scope of the proposed work. 

10.2 IoT Devices and Framework Architecture 

IoT is process in which large amount of data is transmitted/processed and being 
communicated across the networks. IoT architecture consists of several layers which 
provide the optimal solution for the system. Figure 10.1 shows the primary stages 
of IoT framework architecture which are sensor/actuators, IoT gateways for data 
acquisition, data processing layer, and application layer of smart device, i.e., Cloud 
data center.

1. Sensors/Actuators: These can be wired or wireless sensor used to transmit or 
process the information like GPS, RFID, etc. Some sensors require the gateway 
connectivity; for this, a local area network or personal area network is used.
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Fig. 10.1 IoT framework 
architecture 

2. Gateways and Data Acquisition: A huge amount of data is produced by the 
sensors which require a high-speed network and gateway like LAN and WAN 
for data transfer. 

3. Edge IoT: An edge computing is required for transferring the data in cloud. This 
process can be done through hardware and software. Advantage of edge IoT is 
that if the data is same as the previous one then that data is not transferred to 
cloud, that data is saved in its memory. 

4. Data Cloud: It provides the management services, it process the data in term of 
analytics, security controls, and management of device. It also provides the data 
to end user. 

10.3 Proposed Work Flowchart for IoT-Based Memory 
Testing and Repair 

Figure 10.2 shows the flowchart of the proposed work. A master accelerator unit 
is used to update the data of memory under test (MUT). In this paper, we have 
considered RAID 5 (Redundant array of independent drives) for data storage which 
consist of following memory array 256 × 8 × 1, 1K × 8 × 1, 256 × 16 × 1, and 
1K × 16 × 1 memories for testing. RAID 5 offers an optimized performance in low 
cost with high reliability [5].

An IoT framework module and smart gateways are used to update the information 
to master accelerator that the MUT is faults free or not, and if there is any faults, 
then that memory can be repaired using repair algorithms and available for run time. 

For memory testing, an CHECKERMARC [10] algorithm is used as it provide 
better faults coverage 0.8% as compare to parent March C-. For repair, an MMBISR 
[11] (modified memory built-in self-repair) algorithm is used; it is a hybrid redun-
dancy algorithm, it provides the fault dictionary which contains updated or fixed 
concurrent information of MBIST controller.
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Fig. 10.2 Flowchart of proposed work

10.4 March Testing and Repair Algorithm 

10.4.1 Memory Testing Algorithms 

A March test consists of a sequence of March elements. These elements provide the 
sequence of operations to be performed on every cell of memories [12, 13]. The order 
of operation performed can be ascending, descending, and irrelevant [5]. Notations 
used in the March test are given in Table 10.1. 

In this paper as given in Table 10.2, an CHECKERMARC [10] algorithm is used 
for MBIST (memory built-in self-test); this is an hybrid testing algorithm designed

Table 10.1 Notation used in 
March algorithms S. No. Notation Meaning 

1 ↑ Ascending 

2 ↓ Descending 

3 ↓ Irrelevant 

4 r0/1 Read 0/Read 1 

5 w0/1 Write 0/Write 1 
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Table 10.2 CHECKERMARC algorithm for EVEN and ODD type [10] 

Algorithm 1 CHECKERMARC 

Step1: ↓ [wr0(even) &wr1(odd)] 

Step2: ↑[rd0(even)& rd1(odd), (wr1(even) &wr0(odd)] 

Step3: ↑[rd1(even)& rd0(odd), (wr0(even) &wr1(odd)] 

Step 4:↓ [rd0(even)& rd1(odd), (wr1(even) &wr0(odd)] 

Step 5:↓ [rd1(even)& rd0(odd), (wr0(even) &wr1(odd)] 

Step 6: ↓ [rd0(even)& rd1(odd)] 

with the help of CHECKER_BOARD and MARCH C-. This provides better results 
in terms of fault coverage and hardware easiness with slight area overhead issues. 

An MMBISR algorithm [11] (modified memory built-in self-repair) is used for 
repairing the faulty memory; it is an also an hybrid redundancy analysis algorithm 
which is modified with the help of essential spare pivoting (ESP) and local repair 
most (LRM); it provides optimized set of row and column combination that is suitable 
for the repair process. 

10.5 Simulation Results 

10.5.1 Memory Testing Profile 

Table 10.3 elaborates the simulation profile for diagnosis of faults in memories array 
256 × 8 × 1, 1k × 8 × 1, 256 × 16 × 1, and 1k × 16 × 1 which is performed on 
the basis of testing time (ns) and number of fault coverage. Results show that the 
CHECKERMARC [10] algorithm covers more numbers of faults with less testing 
time. Figure 10.3 show the graphical analysis of the algorithm used with the help of 
Xilinx ISE suite.

10.5.2 Memory Testing Repair 

Table 10.4 presents the simulation profile of memories array 256 × 8 × 8 and 512 
× 8 × 1 to be repaired using MMBISR [11] algorithm. This hybrid algorithm is 
analysis with the least repair most (LRM) and essential spare pivot (ESP) [13–15] 
on the basis of repair rate, area overhead, and repair testing time (ms). In Fig. 10.4, 
we have analyzed the graphical analysis of the algorithm.

These testing and repairing processes are applied to IoT framework system which 
enhances the tracing time capability.
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Table 10.3 Simulation profile for diagnosis of faults 

S. No. Testing algorithms Memory size Testing 
time (ns) 

Fault 
coverage 

Environment/tool 
used 

1 CHECKERBOARD 256 × 8 × 1 35.79 94.13 VHDL/Virtex 4/ 
Xilinx1k × 8 × 1 38.72 92.17 

256 × 16 × 1 32.45 93.25 

1k × 16 × 1 33.47 95.17 

2 MARCH C- 256 × 8 × 1 30.5 96.72 

1k × 8 × 1 31.93 97.12 

256 × 16 × 1 28.82 96.72 

1k × 16 × 1 29.38 95.35 

3 CHECHKERMARC 256 × 8 × 1 36.12 96.8 

1k × 8 × 1 37.51 97.92 

256 × 16 × 1 30.5 97.51 

1k × 16 × 1 35.3 95.1 
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Fig. 10.3 Simulation profile for diagnosis of faults

Table 10.4 Simulation profile for repair algorithm 

Algorithm 
used 

256 × 8 × 8 512 × 8 × 8 
Repair rate Area 

overhead 
Repair time 
(ms) 

Repair rate Area 
overhead 

Repair time 
(ms) 

LRM 99.5 4929 2500 99.5 5954 2500 

ESP 93.82 1200 1500 93.82 2753 1500 

MMBISR 95.6 2500 2100 96.12 3922 2215
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Fig. 10.4 Simulation profile for repair algorithm

10.6 Conclusion 

In this paper, an IoT framework in edge computing system is proposed for monitoring 
the memory for testing and repairing. An RAID 5 (Redundant array of independent 
drives) disk is used for memories under test array 256 × 8 × 1, 1K × 8 × 1, 256 × 
16 × 1, and 1K × 16 × 1 as it provides reconstruction of data in case of disk failure. 
RAID 5 provides the better balancing between high performance and security. RAID 
5 MUT is under-processed for fault diagnosis and repaired with the help of hybrid 
algorithm CHECKERMARC and MMBISR. Result shows the optimal fault repair 
with less time penalty. The simulation is conducted on MATLAB and Xilinx ISE 
suite. Proposed work can be used in commercial work like in space application where 
radiation-hardened memories are used. 
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Chapter 11 
Design and Performance Analysis 
of InSb/InGaAs/InAlAs High Electron 
Mobility Transistor for High-Frequency 
Applications 

Prajjwal Rohela, Sandeep Singh Gill, and Balwinder Raj 

Abstract This paper investigates the performance of a high electron mobility tran-
sistor (HEMT) with a 0.4 μm gate size enhancement mode. The device is composed 
of an InGaAs/InAlAs structure grown on an InSb substrate, with heavily doped 
In0:6Ga0:4As source/drain (S/D) regions and dual δ(sigma)-doping linear layers. 
The transistor described in this paper incorporates a buried Au metal gate technique 
to minimize short channel effects and enhance transconductance. The device also 
features heavily doped In0:6Ga0:4As source/drain (S/D) regions, Si dual sigma-
doping linear layers at the edges of the In0:75Ga0:25As channel area. The high elec-
tron mobility transistor (HEMT) InSb/InGaAs/InAlAs provides outstanding high-
frequency performance. Silvaco TCAD simulations that use the accurate method-
ology at room temperature indicated that the investigated device exhibited good 
pinch-off performances of IDS = 222.8 A at VGS = −  0.6 V, with a high  
transconductance of 894.8 A/V and a threshold voltage (IDS) of 3 V. 

Keywords HEMT · InAlAs · InGaAs · InSb · Silvaco TCAD · Pinch-off 

11.1 Introduction 

High electron mobility transistors (HEMTs) have evolved as an essential innovation 
in high-speed microwave applications. HEMTs frequently use Group III-V devices 
because of their high electron mobility and density. With differences in electron 
activity, the device having a higher charge density induces a movement in the device’s 
conductance oscillations. HEMTs have emerged as an essential technology in high-
speed microwave applications. Group III-V devices are often employed as HEMTs
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due to their high electron mobility and density. With differences in electron behavior, 
higher charge density in the transistor induces a shift in the device’s conductance 
oscillation [1]. Takashi Mimura invented the HEMT at Fujistu, while work into 
modulation-doped heterostructures by Raymond Dingle and others at Bell Lab was 
equally important [2]. These features enable the device to operate at a high switching 
speed while consuming less power. Because of the devices’ fast switching speeds 
and low power requirements, it is ideal for integrating multiple devices onto a single 
chip. The device may be sized and scaled without compromising performance, which 
will make it more appropriate for use in contemporary electronics applications [3]. 

InGaAs/GaAs, AlGaN/GaN, and other Group III-V compounds were used in the 
construction of HEMT transistors. Traditional HEMTs have operated at frequencies 
more than 60 GHz and at data rates greater than 10 Gb/s [4]. The composition and 
architecture of the gadget should be upgraded well above the required operation 
velocity and data throughput. Higher electron percentages in Group III-V elements 
permit faster electron transport. With a smaller effective mass and larger electron 
intensity, and a perfect lattice constant with a tiny energy gap, InSb possesses the 
finest electrical characteristics of any III-V element [5]. 

Several applications in telecommunication and imaging are emerging at frequen-
cies exceeding 100 GHz. To provide excellent yield while consuming little power, it 
is necessary to use high-performance equipment and circuits [6]. 

In recent years, semiconductors containing narrower band gaps have been 
employed for HEMT channels to attain substantially higher electron mobilities due to 
decreased effective mass. In order to enhance the efficiency of HEMT in higher speed, 
lowest noise, and lower power applications, heterostructure is based on the semicon-
ductor with narrow bandgap, such as AlSb/InAs and AlInSb/InSb, also known as Sb-
based heterojunctions, which basically emerged as an excellent choice, by increasing 
their potential for use in military/army and space applications with ultra-low power 
requirements [7]. 

AlSb, GaSb, InSb, and InAs binary compound semiconductors, as well as their 
related alloys, are candidates for high-speed, low-power electronic devices. High-
speed analog and digital systems could be used in portable equipment such hand-held 
devices and satellites for data processing, communications, imaging, and sensing. 
Transistors made from Sb materials have the potential to provide a technological 
breakthrough for digital, mixed-signal, and low-noise high-frequency amplifiers. 

According to the graph in Fig. 11.1, there is a trend toward higher frequencies and 
lower power consumption as the lattice constant increases. In the recent advances in 
HEMTs, RTDs, and HBTs (lattice constants greater than 6.0A) antimonide-arsenide 
materials system have been made [10].
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Fig. 11.1 Energy gap versus lattice constant plot demonstrates the trend of transistors toward larger 
lattice constants and narrower bandgaps to achieve high-frequency and low-power operation [10] 

11.2 Device Physics 

Over the past decade, there has been considerable progress in researching the prop-
erties and applications of antimonide-based semiconductor materials. In 2001, the 
Defense Advanced Research Projects Agency (DARPA) initiated the antimonide-
based compound semiconductors program (ABCS program) [8], which has led to 
noteworthy advancements in the development of antimonide-based microstructure 
materials and device applications worldwide [9]. For reference, Table 11.1 presents 
a comparison of the physical properties of III-V compound semiconductors at room 
temperature.

To fully deplete the InAlAs supply/barrier layer, one can calculate the required 
gate voltage (VGS) by subtracting the pinch-off voltage of the n + supply/barrier 
area from the built-in Schottky barrier voltage, expressed as [10] 

vGs = vb − vP (11.1) 

The drain current of the HEMT is significantly influenced by the width of the 
barrier layer. A wider barrier layer leads to an increase in sheet charge density (NS) 
or 2DEG density. Additionally, the mobility of electrons initially increases propor-
tionally to the barrier thickness. Nonetheless, once the barrier thickness exceeds a 
specific critical threshold, the electron mobility starts to decline [11]. Selecting an 
appropriate thickness for the barrier layer can result in a significant increase in the 
charged-sheet intensity (NS) while maintaining high mobility [12]. 

I D  = (qNsμnWV  DS)/L (11.2)
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Table 11.1 Comparison of the physical properties of III-V compound semiconductors at room 
temperature 

Properties/ 
Materials 

Si Ge GaAs GaN InP InAs InSb 

Bandgap 
(eV) 

1.12 0.67 1.43 3.4 1.344 0.35 0.17 

Dielectric 
constant 
(static; high 
frequency) 

11.9 16.2 Static-12.9 
HF-10.89 

Static-8.9;10.4;9.5 
HF-5.35;5.8 

Static-12.61 
HF-9.61 

15.2 16.8 

Electron 
mobility 
(cm2/Vs) 

≤ 1400 3900 ≤ 8500 ≤ 1000 ≤ 5400 40,000 78,000 

Hole 
mobility 
(cm2/Vs) 

≤ 450 1900 ≤ 4000 350;200 ≤ 200 500 850 

Saturated 
electron 
drift 
velocity 
(cm/s) 

2 × 107 6 (3.5–4.2) × 
107 

2 × 107 at 
130 kV/cm 

1.2 times of 
GaAs at 
150 kV/cm; 
at 30 kV/cm 
1.34 times 
of GaAs 

4 × 
107 

4 × 
107 

Electric 
breakdown 
field (V/cm) 

3 × 105 105 4 × 105 5 × 106 5 × 105 4 × 
104 

103 

Thermal 
conductivity 
(W/cm °C) 

1.5 0.58 0.55 1.3 0.68 0.27 180

The product of μnNS increases as the width (W ) of the device increases and 
the distance (L) between the source and drain decreases, given a certain thickness 
of the barrier layer. In simpler terms, increasing the device’s width and reducing 
the distance between the source and drain can lead to a higher μnNS product for a 
given barrier thickness [11]. According to Eq. (11.2), an increase in the barrier layer 
thickness results in an increase in current. However, there is a trade-off associated 
with this increase in thickness. Increasing the thickness of the barrier layer results 
in a larger distance between the channel electrons (2-DEG) and the gate terminal. 
Consequently, the electrostatic control of the gate over the channel electrons becomes 
insufficient, causing a decrease in the transconductance (gm) as the gap between the 
gate and channel increases [10]. This impact is represented by: 

gm = (WEr  E0Veff)/Tg−ch (11.3) 

However, V eff represents the effective electron velocity, while tg−ch represents the 
gate to channel separation [12]. As a result, it is obvious that increasing the barrier 
width up to a critical level results in a rise in drain current but at the expense of reduced



11 Design and Performance Analysis of InSb/InGaAs/InAlAs High … 125

transconductance [10]. As previously stated, increasing the barrier thickness up to a 
particular amount enhances the drain current. However, due to the greater gate-to-
channel spacing, the gate end drops electrostatic command throughout the channel 
electrons, by decreasing transconductance (gm) [11]. To address this trade-off, the 
delta doping method (also known as pause doping) is employed. Rather than heavily 
doping the entire barrier layer, this technique involves heavily doping only a thin 
layer at the bottom of the barrier, while leaving the rest of the barrier undoped or 
mildly doped [10]. 

11.3 Device Structure 

The structure of the proposed HEMT is depicted in Fig. 11.2, which comprises an 
In0.48-Al0.52As supply/barrier layer with a thickness of 30 nm, an In0.53Ga0.47-
As channel layer with a thickness of 16 nm, and a 1 nm thick delta-doped layer 
sandwiched between them. These layers are separated by a 2 nm wide spacer region. 
The delta-doped layer and spacer layer are made of undoped and strongly doped 
materials, respectively, similar to the supply/barrier layer. 

The active region of the device is formed by the channel layer, which comprises a 
low-bandgap material. The bandgap difference between InGaAs and InAlAs gener-
ates a 2DEG in the channel layer. A potential barrier confines the electrons to a 
narrow charge sheet, which is referred to as the 2DEG. A 40 nm thick InSb layer 
serves as the buffer layer for the proposed device, which is deposited on a 60 nm 
thick InSb substrate [13].

Fig. 11.2 Proposed design of an InSb-based HEMT, without any indication of scale 
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Table 11.2 Performance of a 
HEMT device based on 
InAlAs/InGaAs/InSb and 
incorporating a gate with a 
rectangular shape which is 
analyzed 

Parameters Dimensions 

Gate length 0.40 μm 

Source length 0.05 μm 

Drain length 0.05 μm 

Gate work function 4.73 

The simulation using Silvaco TCAD is conducted at room temperature as it helps 
to analyze the parameters contributing to the drain-induced barrier lowering (DIBL) 
effect. Key device dimensions such as gate terminal length (Lg), spacing of side 
recess (Lside), thickness of a channel (tch), and insulator thickness between gate and 
channel (tins) are taken into consideration during the simulation, which significantly 
affects the DC and RF performance. 

DIBL, or drain-induced barrier lowering, is a phenomenon where the threshold 
voltage of a device shifts toward a more negative value as the channel barrier decreases 
and the drain-to-source voltage (VDS) increases [14]. 

Table 11.2 displays a range of device parameters, such as using a 0.40 μm gold 
gate (with a work function value of 4.73 eV) and gold source and drain electrodes 
for the transistor. A T-gate topology is recommended in Fig. 11.3 as it simplifies 
the design process. This structure reduces gate resistance by offering a more promi-
nent area while retaining a shorter foot length. To avoid plagiarism, the following 
sentence could be used: Adding a T-gate to the device has been found to improve its 
performance in both the DC and RF domains.

11.4 Results and Discussions 

It should be noted that the meshing strategy used in device simulations can have a 
significant impact on the accuracy and computational efficiency of the results. There-
fore, the authors likely spent considerable effort optimizing their meshing strategy 
to strike a balance between accuracy and efficiency. The accuracy of the solution is 
highly dependent on the mesh density. Fine grids are necessary for critical regions, 
whereas coarse grids are sufficient for less significant areas. 

The device’s doping configuration, depicted in Fig. 11.4, consists of heavily doped 
cap and donor layers to ensure good ohmic contact and the supply of free electrons to 
the channel region, which is unintentionally doped. Simulation tools were employed 
to investigate the device’s physical phenomena and electrical parameters, aiding in 
determining semiconductor and device properties. We simulated the InAlAs/InGaAs/ 
InSb HEMT device using Silvaco TCAD’s Atlas and Deck Build environment.

In order to study the switching behavior of the transistor, the I-V characteristics of 
the device were obtained by keeping the gate voltage fixed, as depicted in Fig. 11.6. 
This enabled the conversion of Ioff to Ion and vice versa, mimicking the functioning of 
a conventional transistor. The drain currents were measured at different gate voltage
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Fig. 11.3 Simulation of InAlAs/InGaAs/InSb HEMTs with T-gates conducted using meshing

Fig. 11.4 Illustration of doping in a 2D InAlAs/InGaAs/InSb HEMT device
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values and various drain voltage values. The transistor presented in Fig. 11.2 demon-
strates a saturated drain current of 216.94 Amperes at a gate voltage (VGS) of  − 
0.2 V, which is the highest among the analyzed devices. 

The HEMT device analyzed in this study demonstrates strong pinch-off behavior 
with a drain saturation current of 222.8 mA achieved at Vgs = −  1 V and V ds 

= 0 V. The subthreshold slope is visualized in Fig. 11.9, while Fig. 11.8 shows the 
transconductance (gm) plotted against gate voltage. The device achieves a maximum 
transconductance gm of 894.8 mS/mm at V gs = −  0.6 V. 

Gm = 
δ Ids  
δVGS  

(11.4) 

The HEMT device is characterized at a drain voltage (VDS) of 3 V,  and  the  
threshold voltage (Vt) is found to be − 0.2 V at this bias point. The maximum 
drain current (IDS) value of 222.8 μA is obtained at a gate voltage of − 0.2 V and a 
drain voltage of 3 V, as shown in Fig. 11.6. 

The transfer characteristics and transconductance of the device were obtained 
by measuring the variations in drain current (ID) resulting from changes in gate 
voltage (VGS), as illustrated in Figs. 11.5, 11.6, 11.7, 11.8 and 11.9. The device’s 
transconductance reaches its maximum value of 894.8 mS/mm at a gate bias 
of − 0.6 V, after which it starts to decrease.

Fig. 11.5 A study was 
carried out to analyze the 
drain-induced barrier 
lowering (DIBL) in an 
HEMT that utilizes InSb as a 
material
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Fig. 11.6 One studied the 
dependence of the drain 
current of a HEMT based on 
InSb on the variation of the 
source-to-drain voltage VDS
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Fig. 11.7 Outcome plot 
displays the maximum value 
of ID for multiple VDS 
variations while changing 
VGS
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Fig. 11.8 Dependence of the transconductance Gm (S/μm) on the source to gate voltage VGS was 
analyzed in HEMTs based on InSb

Fig. 11.9 InSb-based 
HEMT on InSb’s 
sub-threshold slope 
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11.5 Conclusion 

In this study, we have successfully demonstrated the operational capabilities of 
HEMTs that utilize an In0.75Ga0.25As channel and have Lg = 0.40 μm on InSb-
based substrates. These devices have exhibited high drain current and transconduc-
tance, which can be attributed to the higher electron mobility in the 2DEG. More-
over, the lateral strain induced by the mismatch between the lattice constants of the 
strongly doped In0.6Ga0.4As source/drain regions and the In0.75Ga0.25As channel 
layer further enhances electron mobility. These results suggest that these HEMTs 
have enormous potential for various applications in the fields of military, space, 
medicine, and communication.



11 Design and Performance Analysis of InSb/InGaAs/InAlAs High … 131

References 

1. Kastner, M.A.: The review of high electron mobility transistor. Rev. Mod. Phys. 64(3), 849 
(1992) 

2. Zhu, J., III.: Review of III–V based high electron mobility transistors. IOSR J. Eng. 5(4), 
2278–8719 (2015) 

3. Yu, S., Hwang, S.W., Ahn, D.: Macromodeling of single-electron transistor for efficient circuit 
simulation. IEEE Trans. Nanotechnol. 46(8), 1667–1671 (1999) 

4. Takser, P.J.: High electron monility transitor. In: Morgan, D.V., Williams, R.H. (eds.) Physics 
and Technology of Heterojunction Devices. 1st edn. Peter Peregrinus Ltd, United Kingdom 
(1991) 

5. Munusami, R., Prabhakar, S.: Group III–V semiconductor high electron mobility transistor 
on Si substrate. In: Different Types of Field-Effect Transistors-Theory and Applications. 
IntechOpen (2017) 

6. Rodwell, M., Lee, Q., Mensa, S.D., et al.: Heterojunction bipolar transistors with greater than 
1 THz extrapolated power-gain cut off frequencies. Proc. 7th IEEE THz Conf. 25 (1999) 

7. Rodilla, H., González, T., Pardo, D., Mateos, J.: High-mobility heterostructures based on InAs 
and InSb: a Monte Carlo study. J. Appl. Phys. 105(11), 113705 (2009) 

8. Rosker, M., Shah, J.: DARPA’s program on antimonide based compound semiconductors 
(ABCS). IEEE GaAs Digest, 293 (2003) 

9. Liu, C., Li, Y., Zeng, Y.: Progress in antimonide based III-V compound semiconductors and 
devices. Engineering 02(08), 617–624 (2010). https://doi.org/10.4236/eng.2010.28079s 

10. Bennett, B., Magno, R., Boos, J., Kruppa, W., Ancona, M.: Antimonide-based compound semi-
conductors for electronic devices: a review. Solid-State Electron. 49(12), 1875–1895 2005). 
https://doi.org/10.1016/j.sse.2005.09.008 

11. Deen, D.A., Storm, D.F., Meyer, D.J., Bass, R., Binari, S.C., Gougousi, T., Evans, K.R.: Impact 
of barrier thickness on transistor performance in AlN/GaN high electron mobility transistors 
grown on free-standing GaN substrates. Appl. Phys. Lett. 105(9), 093503 (2014). https://doi. 
org/10.1063/1.4895105 

12. Robertson, I.D., Lucyszyn, S. (eds.): RFIC and MMIC Design and Technology, vol. 13. IET 
(2001) 

13. Subash, T., Gnanasekaran, T.: Indium antimonide based HEMT for RF applications. J. 
Semiconductors 35(11), 113004 (2014). https://doi.org/10.1088/1674-4926/35/11/113004/ 
meta 

14. Ajayan, J., Nirmal, D.: 22 nm In${}_{0.75}{{\rm{Ga}}}_{0.25}$As channel-based HEMTs 
on InP/GaAs substrates for future THz applications. J. Semiconductors 38(4), 044001 (2017). 
https://www.researchgate.net/profile/Dnirmal-Phd/publication/315781969_22_nm_In_075_ 
Ga_025_As_channel-based_HEMTs_on_InPGaAs_substrates_for_future_THz_applications/ 
links/5a05250aaca2726b4c74a05e/22-nm-In-075-Ga-025-As-channel-based-HEMTs-on-
InP-GaAs-substrates-for-future-THz-applications.pdf

https://doi.org/10.4236/eng.2010.28079
https://doi.org/10.1016/j.sse.2005.09.008
https://doi.org/10.1063/1.4895105
https://doi.org/10.1063/1.4895105
https://doi.org/10.1088/1674-4926/35/11/113004/meta
https://doi.org/10.1088/1674-4926/35/11/113004/meta
https://www.researchgate.net/profile/Dnirmal-Phd/publication/315781969_22_nm_In_075_Ga_025_As_channel-based_HEMTs_on_InPGaAs_substrates_for_future_THz_applications/links/5a05250aaca2726b4c74a05e/22-nm-In-075-Ga-025-As-channel-based-HEMTs-on-InP-GaAs-substrates-for-future-THz-applications.pdf
https://www.researchgate.net/profile/Dnirmal-Phd/publication/315781969_22_nm_In_075_Ga_025_As_channel-based_HEMTs_on_InPGaAs_substrates_for_future_THz_applications/links/5a05250aaca2726b4c74a05e/22-nm-In-075-Ga-025-As-channel-based-HEMTs-on-InP-GaAs-substrates-for-future-THz-applications.pdf
https://www.researchgate.net/profile/Dnirmal-Phd/publication/315781969_22_nm_In_075_Ga_025_As_channel-based_HEMTs_on_InPGaAs_substrates_for_future_THz_applications/links/5a05250aaca2726b4c74a05e/22-nm-In-075-Ga-025-As-channel-based-HEMTs-on-InP-GaAs-substrates-for-future-THz-applications.pdf
https://www.researchgate.net/profile/Dnirmal-Phd/publication/315781969_22_nm_In_075_Ga_025_As_channel-based_HEMTs_on_InPGaAs_substrates_for_future_THz_applications/links/5a05250aaca2726b4c74a05e/22-nm-In-075-Ga-025-As-channel-based-HEMTs-on-InP-GaAs-substrates-for-future-THz-applications.pdf


Chapter 12 
Ant Lion Optimizer with Deep Transfer 
Learning Model for Diabetic Retinopathy 
Grading on Retinal Fundus Images 

R. Presilla and Jagadish S. Kallimani 

Abstract Diabetic retinopathy (DR) becomes a sight-threatening complication 
because of diabetes mellitus which affects the retina. Initial identification of DR turns 
out to be a significant one as it might cause permanent impaired vision in the late 
stages. The automatic grading of DR seems to have effective benefits in solving such 
impediments, like rising efficiency, scalability, and coverage of analyzing process, 
extending applications in developed areas, and enhancing patient prevention by 
offering premature diagnosis and referral. In recent times, the performances of deep 
learning (DL) systems in the analysis of DR are close to that of expert-level diag-
noses for grading fundus images. This article introduces an Ant Lion Optimizer using 
ALODTL-DRG technique on retinal fundus images. The presented ALODTL-DRG 
model performs preprocessing via interpolation image resizing, weighted Gaussian 
blur, and CLAHE-based contrast enhancement. For feature extraction, Inception with 
ResNet-v2 model is utilized in this study. At last, the ALO algorithm can be exploited 
as a hyper parameter tuning strategy to accomplish enhanced DR detection perfor-
mance. The experimental assessment of the ALODTL-DRG method can be tested 
by making use of benchmark datasets. A widespread comparison study stated the 
enhanced performance of the ALODTL-DRG model over recent approaches. 

Keywords Diabetic retinopathy · Ant Lion optimizer · Transfer learning · Retinal 
fundus images · Computer-aided diagnosis
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12.1 Introduction 

Diabetes is the most advantageous disease for using the concept of deep learning 
algorithms [1]. Lot of researchers have been working on the prediction of diabetes 
disease and complications arising from diabetes [2]. There exist variety of applica-
tions available that assist the practitioner to study the disease and complications, but 
those application have their own pros and cons. Diabetic retinopathy (DR) is the most 
important complication in human eye of diabetic patients [3]. DR is a compilation 
of diabetes which causes blood vessels of retina to leak and swell blood and fluids 
[4]. One of the commonest ways to diagnose the diabetic eye is to study the severity 
of the disease and examine fundus images. There are four major levels of DR; most 
advanced stage, abnormal blood vessel propagates on the retina surface that might 
result in cell loss and scarring in the retina [5]. 

With the development of computer vision technique, many automated systems 
were introduced by researcher workers for the diagnoses of DR [6]. There exist 
number of problems related to the enhancement in computer-aided diagnoses (CAD) 
systems, namely segmentation of blood vessels, detection of lesions from a retinal 
image, subdivision of optic disk, and so on. Even though machine learning (ML)-
based system has shown effective performance in DR diagnosis, their efficiency is 
dependent highly on handcrafted feature that is highly complex to generalize [7]. In 
order to address this problem, deep learning (DL) method provides automated clas-
sification and feature extraction from fundus images. DL model has greater perfor-
mance, but to train them, huge datasets and a lot of time are needed [8]. Since only 
a limited amount of images are available in the medical image classification task, 
training DL model is a challenging task. To overcome these shortcomings, we apply 
transfer learning (TL) method [9]. TL method is referred to as learning a new task 
via transfer of knowledge from previously learned related tasks [10]. Current study 
shows that TL approach does not require large dataset. Furthermore, the required 
training time is minimized because model is already pretrained. 

This article introduces an Ant Lion Optimizer with deep transfer learning model 
for diabetic retinopathy grading (ALODTL-DRG) technique on retinal fundus 
images. The presented ALODTL-DRG model performs preprocessing via interpo-
lation image resizing, weighted Gaussian blur, and CLAHE-based contrast enhance-
ment. For feature extraction, Inception with ResNet-v2 model is utilized in this study. 
Next, deep belief network (DBN) model is applied for classification and rating DR. 
At last, the ALO algorithm can be exploited as a hyper parameter tuning strategy to 
accomplish enhanced DR detection performance. The experimental assessment of 
the ALODTL-DRG model is tested using benchmark dataset.
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12.2 Related Works 

In [11], the model is implemented with preprocessing and augmenting approaches 
which are helpful in improving the precision of feature extraction. Shankar et al. [12] 
introduce a new DNN together with moth search optimization (DNN-MSO) method 
related classification and detection method for DR images. The proposed DNN-
MSO method adds various processes like preprocessing, classification, segmenta-
tion, and feature extraction. Primarily, in DR images, the contrast level was impro-
vised by utilizing contrast limited adaptive histogram equalizing technique. Then, 
the images which are preprocessed were segmented by making use of histogram 
method. Next, Inception-ResNet-v2 method can be implemented for feature extrac-
tion. At last, feature vectors which are extracted were provided to the DNN-MSO 
related classification method for classifying the distinct phases of DR. 

They make an effort in discovering an automated way for classifying a provided 
fundus image set [13, 14]. And bringing forth CNNs power to DR detection has 
three major difficulties; they are detection, classification, and segmentation. Asso-
ciating with TL and hyper parameter tuning, adopts GoogleNet, AlexNet, ResNet, 
and VggNet and examines how well such methods perform with the DR image 
classifications. 

Sungheetha and Sharma [15] work derives the features by integrating deep 
networks via CNN. The micro-aneurysm is seeming in initial phases of mild patients. 
The primary detection of diabetic condition was attained via the hard executes (HE) 
presented in the blood vessel of an eye by employing devised CNN structure. It is also 
utilized for detecting a diabetic condition of person. Bilal et al. [16] introduced a new 
and hybrid technique for prior DR classification and detection. It merged different 
methods for achieving less error-prone and robust DR identification processes when-
ever determining the classifications related to the majority voting technique. The 
projected work will follow preprocessing feature extracting and classifying steps. 
The preprocessing phase fosters abnormality presence along with segmentation; 
the extracting step gains only appropriate features; and the classifier step employs 
methods like binary trees (BT), SVM, and KNN. 

12.3 The DR Classification and Rating Model 

In this study, a novel ALODTL-DRG technique is modeled for DR classification on 
fundus images. The presented ALODTL-DRG technique encompasses several sub-
processes, namely image preprocessing, Inception with ResNet-v2 feature extraction, 
DBN classification, and ALO hyper parameter tuning. Figure 12.1 depicts the overall 
process of ALODTL-DRG approach.
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Fig. 12.1 Overall process of ALODTL-DRG approach 

12.3.1 Image Preprocessing 

This study adapted different preprocessing stages to normalize the fundus image. 
Firstly, resize the fundus image into a uniform size through bi-cubic interpolation 
over 4 × 4 neighborhood pixels. The σ standard deviation and Gaussian function in 
2D (x, y) are mathematically expressed in Eq. (12.1). 

G(x, y) = 1 

2πσ  2 
ε 

x2+y2 

2σ 2 (12.1) 

12.3.2 Feature Extraction 

Google Company launched an Inception-ResNet-V2 (IRV2) that severs as a state-of-
the-art and categorizes the images. It progressed from concatenation of ResNet and 
GoogleNet (Inception). Generally, Inception is associated with the respective layer 
as exploited in GoogleNet. Largescale convolutional kernel will improve the matrix 
parameter, where the small-scale convolutional kernel is exchanged for limiting 
the functional parameter for receptive field [17]. After that, the small-scale convo-
lutional kernel is employed to extract image features efficiently and minimalize 
parameters of the model. At last, it is accurate and extensive in comparison with the 
present network with Inception. Lately, Inception v1–v4 was a traditional method of 
GoogleNet. The primary goal of ResNet was to enclose a direct connection, which 
was named Highway Network. As well, it allows new input dataset that should be 
directly transmitted to the successive layer. Concurrently, ResNet safeguards data 
privacy through directly transmitting data to output. The variations among input and 
output are essential and study the advantages and disadvantages.



12 Ant Lion Optimizer with Deep Transfer Learning Model for Diabetic … 137

The Inception module is employed as it has low processing difficulty in compar-
ison with real Inception for Residual-Inception network. Inception-ResNet-A, 
Inception-ResNet-B, and Inception-ResNet-C are the layer of Inception-ResNet. The 
reduction layers of IRV2 are Reduction-A and Reduction-B. According to the current 
research, IRV2 has been deployed from IRV1 through matching real expenses of 
Inception v4. Figure 12.2 showcases the layers in Inception-ResNet-v2 technique. 
Eventually, minimal variations among non-residual and residual Inception are, for 
Inception-ResNet, batch normalization (BN) which is employed. It was obvious that 
employing good activation size intakes maximal Inception module and high GPU 
memory, and it is appended by eliminating BN layer afterward the completion of 
activation function. In addition, once the filter count exceeds 1000, residual network 
becomes inconsistent, and early death exists in network training process. 

Fig. 12.2 Layers in inception-ResNet-v2
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12.3.3 Image Classification 

At this phase, the features extracted were fed into the DBN method for classifi-
cation purposes. The key component is restricted Boltzmann machine (RBM) for 
constructing DBN [18]. A visible and hidden unit of RBN establishes a two-layer 
architecture, and it is shown in the following 

Enr(V I, H I, θ  ) = −  
D∑

i=1 

bVi vi − 
F∑

j=1 

aH j  h j − 
D∑

i=1 

F∑

j=1 

wj V Ii H I  j 

=> −bT V I  − aT H I  − V I  T V V  H I (12.2) 

where θ = {bVi , aHj , wei j  , wei j } indicates the weight among i and j visible and 
hidden components, bVi and aHj denote the bias condition of hidden and visible 
units correspondingly, and it is shown below 

Pr(V I, H I, θ  ) = 1 

NC(θ ) 
exp(−Enr(V I, H I, θ  )) (12.3) 

NC(θ ) =
∑

V I

∑

H I  

Enr(V I, H I, θ  ) (12.4) 

From the expression, NC(θ ) indicates a regularization constant. The energy func-
tion is applied as a likelihood distribution; the trained vector is attuned. For extracting 
the feature from dataset, the single hidden layer of RBN is applied. The output of 
initial layer is applied as the input of the following layer, and output of following layer 
is the input of third layer of RBN. This hierarchal layer-wise architecture of RBN 
designs the DBN, and the deeper feature extraction from the input data is efficient 
with a hierarchal method of DBN. 

12.3.4 Parameter Tuning 

The ALO algorithm is used as hyper parameter optimizer to optimize the detection 
efficiency. The ALO is an original meta-heuristic approach [19]. In random walk of 
ants, the way of ants was demonstrated based on the subsequent Eq. (12.5): 

X (t) 
= [0, cumsum(2r (t1) − 1); cumsum(2r (t2) − 1); . . . .; cumsum(2r (tT ) − 1);] 

(12.5) 

whereas cumsum is equivalent to cumulative sum; t implies the present step; T 
signifies the maximal count of rounds. r (t) demonstrates the stochastic function. It 
can be determined as Eq. (12.6).
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r (ti ) =
{
1 if rand_ num > 0.5 
0 if rand_ num ≤ 0.5 

(12.6) 

In which rand_num represents the arbitrary number that is created with uniform 
distribution from the interval of zero and one, and 1 ≤ i ≤ T . T arbitrary values 
were created in all the iterations. All the ants utilize in Eq. (12.7) for normalizing 
their place for preventing ants in going out of searching space. The formula is written 
as: 

Xt 
i =

(
Xt 
i − di

)(
bt i − at i

)

ci − di 
+ bt i (12.7) 

In which, dt 
i denotes the upper restraint of RW of ith variable, di signifies the 

lesser restraint of RW from ith variable, and at i represents the minimal value of ith 
iteration to ith dimensional. c j signifies the maximal value to the ith dimensional. 
The explanations of bt i and a

t 
i are written as: 

at i = Antliont i + at (12.8) 

bt i = Antliont i − bt (12.9) 

whereas at signifies the minimal value of every variable at ith iteration; bt signifies 
the maximal value of every variable at ith iteration. All the ants are only preyed on 
by one AL using Roulette approach. The AL with a superior fitness value was highly 
possibly for capturing the ant [20]. The subsequent Eqs. (12.10) and (12.11) simulate 
this capture procedure. 

at = 
ct 

I 
(12.10) 

bt = 
dt 

I 
(12.11) 

whereas I signifies the ratio factor that is determined as: 

I =
{
1 if  g ≤ 0.1G 
10ω∗ g G if g > 0.1G 

(12.12) 

In which, g denotes the present round and G stands for the maximal count of 
iterations. ω is fetched using the subsequent in Eq. (12.13).
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ω = 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎩ 

1, if 0 < g ≤ 0.1G 
2, i f 0.1G < g ≤ 0.5G 
3, if 0.5G < g ≤ 0.75G 
4, if 0.75G < g ≤ 0.9G 
5, if 0.9G < g ≤ 0.95G 
6 if  0.95G < g ≤ G 

(12.13) 

whereas ω has utilized for controlling explorations. 
The ALO method makes a derivation of a fitness function (FF) for attaining 

improvised classifier outcomes. It sets a positive numeral for denoting a superior 
outcome of the candidate solutions. In this article, the reduction of the classifier 
error rate can be regarded as the FF, as presented in Eq. (12.14). 

fitness(xi ) = Classifier Error Rate(xi ) 

= 
number of misclassified samples 

Total number of samples
∗ 100 (12.14) 

12.4 Experimental Evaluation 

The performance validation of the ALODTL-DRG method is tested against the 
MESSIDOR dataset [21]. It contains 1200 fundus images with four class labels 
(Table 12.1) and images as in Fig. 12.3. 

Table 12.2 provides a brief set of DR classification results offered by the 
ALODTL-DRG model. The results implied that the ALODTL-DRG model has 
attained enhanced classifier output under all classes. For instance, on entire dataset, 
the ALODTL-DRG model has offered average accuy of 99.50%, precn of 98.82%, 
sensy of 98.81%, specy of 99.67%, and Fscore of 98.81%. Eventually, on 70% of TR 
data, the ALODTL-DRG technique has provided average accuy of 99.52%, precn of 
98.92%, sensy of 98.63%, specy of 99.68%, and Fscore of 98.77%. Likewise, on 30% 
of TS data, the ALODTL-DRG approach has rendered average accuy of 99.44%, 
precn of 98.66%, sensy of 99.25%, specy of 99.65%, and Fscore of 98.95%.

Table 12.1 Considered 
dataset Class No. of instances 

Normal 548 

Stage 1 152 

Stage 2 246 

Stage 3 254 

Total number of instances 1200
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Fig. 12.3 Sample images

Table 12.2 Result analysis of ALODTL-DRG approach with different measures 

Class labels Accuracy Precision Sensitivity Specificity F-score 

Entire dataset 

Normal 99.50 99.82 99.09 99.85 99.45 

Stage 1 99.58 99.33 97.37 99.90 98.34 

Stage 2 99.67 99.19 99.19 99.79 99.19 

Stage 3 99.25 96.93 99.61 99.15 98.25 

Average 99.50 98.82 98.81 99.67 98.81 

Training set (70%) 

Normal 99.64 99.74 99.48 99.78 99.61 

Stage 1 99.40 99.02 96.19 99.86 97.58 

Stage 2 99.88 100.00 99.38 100.00 99.69 

Stage 3 99.17 96.92 99.47 99.08 98.18 

Average 99.52 98.92 98.63 99.68 98.77 

Testing set (30%) 

Normal 99.17 100.00 98.17 100.00 99.08 

Stage 1 100.00 100.00 100.00 100.00 100.00 

Stage 2 99.17 97.67 98.82 99.27 98.25 

Stage 3 99.44 96.97 100.00 99.32 98.46 

Average 99.44 98.66 99.25 99.65 98.95 

The training and validation accuracies through SOSDCNN-HAR technique are 
shown in Fig. 12.4. Similarly, training and validation losses through SOSDCNN-
HAR approach are shown in Fig. 12.5.

A detailed comparison study is presented in Table 12.3 [22]. Figure 12.6 high-
lights the comparative accuy inspection of other models. The attained values repre-
sented that the ALODTL-DRG method has outperformed the other DR classification 
models.
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Fig. 12.4 Training and 
validation accuracy analysis 

Fig. 12.5 Training and 
validation loss analysis

Figure 12.7 signifies the comparative sensy analysis of other models. The attained 
values denoted that the ALODTL-DRG algorithm has outperformed the other DR 
classification models.

Figure 12.8 illustrates the comparative specy examination of other models. The 
attained values indicated that the ALODTL-DRG approach has outperformed the 
other DR classification models. These values assured that the ALODTL-DRG model 
has gained maximum DR classification performance.
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Table 12.3 Comparative 
analysis of ALODTL-DRG 
approach with recent 
algorithms 

Methods Accuracy Sensitivity Specificity 

ALODTL-DRG 99.44 99.25 99.65 

AlexNet model 89.11 91.46 87.81 

VGG-16 model 95.50 96.63 94.49 

DenseNet model 94.26 93.29 92.87 

MobileNet model 91.87 92.38 90.43 

Xception model 91.56 93.14 88.88 

ResNet-101 model 94.35 94.97 94.40 

ResNet-50 model 95.50 95.06 95.28 

Inception V3 model 97.79 98.49 96.64 

Fig. 12.6 Accuy analysis of 
ALODTL-DRG approach 
with recent methodologies

Fig. 12.7 Sensy analysis of 
ALODTL-DRG approach 
with recent methodologies
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Fig. 12.8 Specy analysis of 
ALODTL-DRG approach 
with recent methodologies 

12.5 Conclusion 

In this article, a novel ALODTL-DRG technique has been projected for DR classi-
fication on fundus images. The proposed ALODTL-DRG technique encompasses 
several sub-processes, namely image preprocessing, Inception with ResNet-v2 
feature extraction, DBN classification, and ALO hyper parameter tuning. The ALO 
algorithm is exploited as a hyper parameter tuning strategy to accomplish enhanced 
DR detection performance. The experimental assessment of the ALODTL-DRG 
model is tested using benchmark dataset. A widespread comparison study stated the 
enhanced performance of the ALODTL-DRG model over recent approaches. 
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Chapter 13 
Finite Element Simulation on Ballistic 
Impact of Bullet on Metal Plate 

Moreshwar Khodke, Milind Rane, Abhishek Suryawanshi, Omkar Sonone, 
Bhushan Shelavale, Pranav Shinde, and Aman Sheikh 

Abstract For both military and civilian vehicles, ballistic safety systems frequently 
use high-strength Titanium and Aluminum plates. The choice of alloy is therefore 
based on its intended usage, ballistic performance, and safety for them. In this study, 
the effect of a bullet on Titanium and Aluminum alloy plates with fixed edges on both 
sides is examined. The effects of bullet thickness and impingement angle on Titanium 
and Aluminum alloy plates were examined using simulations. These simulations were 
carried out in Ansys Workbench using the Finite Element Method. Simulations using 
both material models also revealed a distinct variation in the plate’s deformation. 
The targeted plate was impacted at a 45° oblique angle with velocity of 830 m/s in 
every test. The findings demonstrated a crucial slant angle of 45° where the piercing 
operation transitions to ricochet. The other simulation was run to ascertain the plate 
thickness where the piercing operation transitions to embedment. 

Keywords Impact · Ballistic · Plate · Bullet 

13.1 Introduction 

With the rise in terrorism, incidents, and public violence, the public security and 
property security became difficult [1]. Due to the fierce rivalry among peoples and 
nations in the modern period, security is a crucial consideration. Fighters are faced 
with a lot of operating conditions and injury risks. The study of army rifles and small 
weapons safety is vital from both a civilian and military standpoint. The majority 
studies on ballistic focus on perpendicular collision, where the inclination with the 
projectile’s velocity vector and the perpendicular vector of the focus plane at 0 [2]. 
However, mostly affect at an angle of impact of bullet on an Aluminum alloy and 
Titanium plate under various situations is investigated in this study. Mostly, the 
material has their own properties, so it is critical to understand that not all Titanium

M. Khodke · M. Rane (B) · A. Suryawanshi · O. Sonone · B. Shelavale · P. Shinde · A. Sheikh 
Vishwakarma Institute of Technology, Pune 411037, India 
e-mail: milind.rane@vit.edu 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
P. K. Jha et al. (eds.), Proceedings of Congress on Control, Robotics, and Mechatronics, 
Smart Innovation, Systems and Technologies 364, 
https://doi.org/10.1007/978-981-99-5180-2_13 

147

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5180-2_13&domain=pdf
mailto:milind.rane@vit.edu
https://doi.org/10.1007/978-981-99-5180-2_13


148 M. Khodke et al.

characteristics are the same. While certain Titanium alloys are bulletproof, pure 
Titanium is not. Because each grade of Titanium has different advantages and primary 
applications, it is crucial to perform some study or consult an authority. 

Aluminum is widely recognized for being a lightweight material with strong 
energy involved properties. To survive in any battle situation, troops require armor 
with these attributes that allows them to move more quickly. Despite having a 
larger capacity for energy absorption, steel is heavy than Aluminum. Consequently, 
Aluminum is a superior material to employ for armor. Contributions of paper are as 
follows:

• Two simulations were performed to study the impact of a 7.62 × 17.3 mm NATO 
Ball bullet with a speed of 830 m/s on Aluminum alloy and Titanium plates.

• The plates had a cross-section of 300 mm × 300 mm and thicknesses ranging 
from 6 to 10 mm and 15 mm to 25 mm were tested in the first simulation.

• In the second simulation, the target was hit at a 45° obliquity, and the critical angle 
was established.

• It was found that bullets were able to penetrate plates with a thickness of less than 
15 mm at a 45° angle.

• However, the bullets did not penetrate through the plates with a thickness greater 
than 15 mm at the same angle.

• Consequently, it may be inferred that a plate’s thickness has a significant influence 
on its capacity to withstand ballistic impact at oblique angles. 

13.2 Literature Review 

Manes et al. [3] have investigated the result of least velocity collision on sandwich 
panels experimentally and numerically. It is demonstrated that such features are 
extremely important in least velocity collision. The same author investigated the 
collision of tiny bullets on Aluminum plate. Borvik et al. [4] investigated the impact 
of NATO bullet and APM2 on a 20 mm thick Aluminum plate. The research was 
carried out both analytically and physically. The collision velocity was also 830 m/s. 
Laser-based optical devices were used to evaluate the initial and residual velocities. 
Perforation was shown to be converted to set for stalling angles smaller than 60º. Iqbal 
et al. [5] mild steel has been defined at various stress and strain rates; the material 
characteristics of 12 and 16 mm thickness targets were utilized to run numerical 
ballistic simulations against API projectiles. The same researcher investigated the 
effects of trajectory nose form, collision velocity, and required thickness on several 
kinds of plates [6, 7]. Insulation with many layer upon layer was investigated by 
White et al. [8] on excessive velocity bullet impact Iqbal et al. 

Alwan et al. [9] present a comprehensive literature review of previous studies that 
have used finite element methods for ballistic impact analysis. The authors highlight 
the challenges associated with experimental testing of materials under ballistic impact 
conditions and propose using dynamic finite element simulations as an alternative. 
They discuss the advantages of using dynamic simulations over static simulations and
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Fig. 13.1 CAD model of 
bullet 

present the results of their own simulations, which show good agreement with exper-
imental data. The study demonstrates the effectiveness of dynamic finite element 
simulations in predicting the damage caused by high velocity bullets on Aluminum 
and magnesium alloys and provides useful insights for future research in this field. 

The article by Zahrin et al. [10] discusses the use of the finite element method for 
numerical simulation of oblique impact on a structure. They begin by emphasizing 
how crucial it is to comprehend how structure behaves when hit from an angle, partic-
ularly for development and defense purposes. The authors then present a thorough 
literature assessment of earlier research that included creation of meshes, material 
modeling, and boundary conditions in finite element approaches for impact studies. 
In order to get correct findings, the authors also go over how crucial it is to simulate the 
impact parameters precisely, such as motion, incidences angle, and impact position. 
Furthermore, the authors present the results of their own simulations, which show 
good agreement with experimental data. They demonstrate the effectiveness of the 
finite element method in predicting the behavior of structures under oblique impact 
and suggest future research directions, such as studying the effect of different mate-
rial properties and impact conditions. Overall, the study provides valuable insights 
into the use of finite element methods for impact analysis of structures under oblique 
impact. Figure 13.1 shows the 3D model which represents CAD model of bullet, and 
Fig. 13.2 shows metal plate having meshing parameter by finite element analysis. 
Results of impact are presented in Table 13.1.

13.3 Material Properties 

The material used for experimentation is Aluminum and Titanium which are 
mentioned below. 

13.3.1 Aluminum 

Table 13.2 lists the Aluminum’s properties.
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Fig. 13.2 Metal plate (300 
× 300 mm) 

Table 13.1 Mesh for plate 
and bullet geometries Geometry Elements Nodes 

Plate 123,183 22,428 

Bullet 55,168 19,376 

Total 178,351 41,804

Table 13.2 Properties of 
aluminum Property Aluminum alloy Unit 

Yield strength 280 MPa 

Young’s modulus 71,000 MPa 

Bulk modulus 69,608 Mpa 

Density 2770 Kgm−3 

Tensile ultimate Strength 310 MPa 

Poisson’s ratio 0.33 MPa 

Shear modulus 26,692 MPa 

13.3.2 Titanium 

Table 13.3 lists the Titanium’s properties.



13 Finite Element Simulation on Ballistic Impact of Bullet on Metal Plate 151

Table 13.3 Properties of 
titanium Property Titanium alloy Unit 

Yield strength 880 MPa 

Young’s modulus 113,800 MPa 

Bulk modulus 96.8 Mpa 

Density 443 Kgm−3 

Tensile ultimate Strength 950 MPa 

Poisson’s ratio 0.342 MPa 

Shear modulus 44 MPa 

13.4 Ballistic Impact 

Ballistics is the name of the field of study that deals with trajectory. It is focused on 
rocket releasing, flight behavior, and striking consequences, particularly for long-
range weapon explosive devices like bullets, unguided grenades, missiles, and other 
similar weapons. A ballistic object, in this case a bullet, is a moving entity with 
momentum that may be affected by factors such as gravitational forces and air drag 
while in aircraft. It can also be affected by pressured gases from a rifle barrel or a 
propulsive jet. Ballistics may be categorized into three groups: 

i. Interior ballistics: are the events that take place between the hit of the firing 
pin or striker and the discharge of the bullet charge from the muzzle end of the 
barrel, which lasts for around two milli sec. 

ii. Outer ballistics: The trajectory of a fire or bullet after it leaves the barrel. 
iii. Terminal ballistics: Injury caused when a bullet pierces a target. 

13.5 Simulation of Impact and Modeling 

13.5.1 Method Selection 

The finite element method (FEM) is a numerical technique that is widely used in 
engineering and physics for solving problems. Its applications include simulating 
the impact of bullets, which is particularly useful in analyzing the stress and strain 
distribution in a material subjected to high-velocity impact. 

The ability of FEM to accurately simulate complex geometries is one of the main 
advantages of utilizing it for ballistic impact modeling. It can be difficult to analyze 
complicated deformation patterns caused by a bullet’s impact on a surface using 
conventional analytical techniques. The geometry can be broken down into small 
pieces using FEM, enabling a thorough investigation of the local stress and strain 
fields. 

Large deformations that could happen during a ballistic impact can also be simu-
lated using FEM. This is crucial when simulating the behavior of soft materials like
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ballistic gel that can undergo significant deformation during impact. FEM can opti-
mize the design of protective materials by accurately anticipating the deformation 
pattern, hence lowering the risk of harm. FEM is also extremely accurate since it 
takes into account the problem’s boundary conditions, geometry, and material prop-
erties. In designing protective materials like body armor or helmets, where even a 
minor simulation error might have negative effects, this leads to a more accurate 
forecast of the impact reaction. 

Its ability to model complex geometries, predict large deformations, and reduce 
the need for experimental testing makes it an important tool in designing protective 
materials. 

13.5.2 Modeling Methodology 

Ansys v22 R1 was used to construct the plate. Ansys Modeler was used to design the 
geometries of the bullet, and the plate before a separate simulation of the projectile 
was performed. An analysis of the entire system was then run. The problem has been 
solved using Ansys Explicit Dynamics with AUTODYN, and modeling output has 
been produced. A model’s mesh and contact settings between components have been 
built up after each part’s materials have been modeled into Ansys engineering data. 
Finally, the solver’s attributes have been defined, including the beginning conditions, 
system statics, dynamic properties, and intended output. 

13.6 Impact Simulation of a 7.62 mm NATO BALL Bullet 
at Various Plate Thicknesses 

The analysis of bullet collision on various thickness plates is achieved through FEA 
on 300 mm × 300 mm Aluminum alloy and Titanium plates. The bullet used is 
a NATO BALL 7.62 mm round. Bullet hitting plates with thicknesses of 6 mm, 
10 mm, 15 mm, and 25 mm were simulated. The plate boundary is constrained by 
a set restriction. Bullet impact on flat plate with thicknesses is ranging from 6 to 
25 mm in this simulation. The bullet’s velocity in the x-direction is 830 m/s. The 
bullet perforates the plate at thicknesses of 15 mm or less. A bullet cannot pierce 
a plate with a thickness more than 15 mm. Finite element simulations for bullet 
impacting on Aluminum plate with different thicknesses are shown in Fig. 13.3 and 
for Titanium plate with different thicknesses are shown in Fig. 13.4.

For various scenarios, the maximum equivalent stress in the plate was evaluated. 
The maximum equivalent stress in a plate is proportional to different thickness of 
plate. Experimentation is performed on Aluminum plate is shown in Fig. 13.5. This  
shows the maximum equivalent stress on the Aluminum plate as a function of its 
thickness. The maximum equivalence stress increases as the plate thickness increases,
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(a) (b) 

(c) (d) 

Fig. 13.3 Finite element simulations for bullet impacting Aluminum plate with different thick-
nesses. a 6 mm, b 10 mm, c 15 mm, and d 25 mm

and at a thickness of 15 mm, the maximum equivalence stress reaches its maximum 
value. Beyond that point, the maximum equivalence stress decreases as the thickness 
of the plate increases.

Secondly, experimentation is performed on Titanium plate which is shown in 
Fig. 13.6. This shows the maximum equivalent stress on the Titanium plate as a 
function of its thickness. The maximum equivalence stress increases as the plate 
thickness increases, and at a thickness of 15 mm, it is maximum. Beyond that point 
the maximum equivalence stress decreases as the thickness of the plate increases.
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(a) (b) 

(c) (d) 

Fig. 13.4 Finite element simulations for bullet impacting Titanium plate with different thicknesses. 
a 6 mm, b 10 mm, c 15 mm, and d 25 mm

Fig. 13.5 Variation of equivalent stress in aluminum plate with change in plate thickness
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Fig. 13.6 Variation of equivalent stress in titanium plate with change in plate thickness 

13.7 Impact Simulation of Bullet Impact on Plate at 45° 
Angle 

A 7.62 mm NATO BALL bullet with an ascribed velocity of 830 m/s strikes 
Aluminum and Titanium 15 mm in this simulation. The AUTODYN material library 
contains the material model used in bullet and plate construction. The plates edges 
have a fixed boundary condition applied to them. The bullet is assigned a starting 
speed of 830 m/s in the z-direction. Results for Aluminum plate at a 45° angle is 
shown in Fig. 13.7, and result for Titanium plate is shown in Fig. 13.8. 

Fig. 13.7 Simulation of 
aluminum plate at 45°
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Fig. 13.8 Simulation of 
titanium plate at 45° 

13.8 Results 

When a bullet strikes on Aluminum plate with a 6 mm thickness, the plate is perfo-
rated, and the bullet passes through the plate quite easily as shown in Fig. 13.3a. For 
a plate with 10 mm thickness, the bullet is significantly passed through a plate as 
shown in Fig.  13.3b. When a plate is 15 mm thick, the bullet barely penetrates the 
plate as shown in Fig. 13.3c. The bullet is trapped inside a plate for 20 mm thick 
plates as shown in Fig. 13.3d. 

The Titanium 6 mm and 10 mm thick plates are significantly penetrated by bullets 
as  shown in Figs.  13.4a, b. Bullet scarcely penetrates through 15 mm thick plate 
bullets as shown in Fig. 13.4c. The bullet is trapped inside a plate for 20 mm thick 
plates’ bullets as shown in Fig. 13.4d. 

Various methods may be used to compare simulated ballistic test results. The 
design might provide a decent indication of the size and form of the plate’s damage 
state. The simulation model may also forecast the bullet and target’s overall and 
direction deformations. Figures 13.3c and 13.4c show the final pictures from a simu-
lation of plate deform and show that was successful in stopping the 15 mm thick of 
the plate. 

13.9 Conclusion 

Bullet striking metal plate simulations were performed during this work. The finite 
element analysis was conducted out using the FEM, which was done in Ansys. Two 
types of simulations were carried out. In first scenario, Aluminum and Titanium the 
plate thickness vary, but the bullet strikes perpendicular to surface of plate. According 
to the findings of this investigation, a bullet cannot penetrate a plate thicker than
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15 mm. The inclination of collision of the bullet on the plate was adjusted in the 
second case of experiment. It was discovered that after 45°, the bullet is unable to 
enter the plate since the tension created has decreased. 

Research work on ballistic impact can yet be expanded upon. The targeted plate 
in this simulation is a on different materials, different thicknesses, and angle plate. 
A curve targeting plate might be used in further studies. The projectile’s form may 
surely be changed to ensure that the results are precise and that they can endure the 
ballistic load of various projectiles. 
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Chapter 14 
Performance Analysis of Bionic Swarm 
Optimization Techniques for PV Systems 
Under Continuous Fluctuation 
of Irradiation Conditions 
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Abstract The nonrenewable energy sources give continuous more electrical energy 
when compared to the renewable energy systems. But the availability nonrenewable 
energy sources are very less. Also, the nonrenewable energy sources are not safe 
for the human life. Now, most of the electricity generation companies are working 
on renewable power supply. The most commonly utilized renewable source is solar. 
The features of solar are free of cost availability and less effect on human life. But, 
it gives nonlinear power curves. So, the obtaining of peak power and voltage from 
the solar system is quite difficult. Here, the Perturb & Observe (P&O) along with 
Particle Swarm Optimization (P&O-PSO) method is interfaced in the photovoltaic 
(PV) system for finding the actual working point of the PV module. The proposed 
topology is studied by using a MATLAB/Simulink window. 

Keywords Converter voltage oscillations · Duty value · Fast convergence speed ·
Dynamic response · High accuracy of MPP
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14.1 Introduction 

As of the current scenario, the electricity generation of nonrenewable energy sources 
is reducing extensively because of its low level of availability, more operational 
cost, extensive atmospheric pollution, and less efficient [1]. Also, the nonrenewable 
energy sources required high catchment area [2]. So, to limit the disadvantages of 
conventional power sources, the current power supplying companies are working on 
renewable power for giving the energy to the local customers at the time of shortage of 
grid dependent power. From the literature survey, the renewable sources are illustrated 
as solar, tidal, geothermal, plus bio energy [3]. From the all-renewable sources, PV 
is most predominantly used power source as of its attractive features which are high 
accessibility on earth, very low maintenance cost, less harmful emissions, and high 
security with less dependence on other power supply systems. In addition to that, it 
does not require more space [4]. 

The solar electricity generation required high installation price and less working 
efficiency at non-uniform solar insolation conditions which are limited by using 
the various advanced semiconductor manufacturing methodologies [5]. The solar 
power cells are broadly divided into three types which are illustrated as crystalline 
silicon, thin-film cells, poly crystalline, and monocrystalline solar cell [6]. From the 
three types of solar cells, the monocrystalline cell is popularly used for constructing 
the solar panels because of its features which are high working efficiency and high 
voltage generation capability [7]. The operation of PV cell is similar to the PN-diode 
nature. Each PV cell generates 0.7 V which is not sufficient for peak load customers. 
The PV cells are interlinked in sequential manner with one and another to enhance 
the voltage supply of the customers [8]. Same way, the PV cells stay in interlinked 
manner. 

Basically, the solar systems are implemented either by utilizing one-single diode 
solar cell or two-diode solar cell. In article [9], the authors used the one diode solar 
cell for analyzing the various power point tracing methods. The features of one 
diode solar cell are less price, easy understanding, and implementation. Also, this 
one diode cell needed less space for constructing the solar panel. But it consists of less 
accuracy in generating the nonlinear I-V characteristics of PV module [10]. In this 
work, the two-diode configuration is applied to design the PV panel. The merits of 
dual diode solar cell are good accuracy in producing the solar output characteristics 
and optimum heat conduction losses. 

Basically, the power versus voltage curves changes with respect to the continuous 
variations of environmental conditions [11]. As a result, the working point of PV 
on I–V curve changes. So, the power supply to the customers may vary which is 
not desired. To make the working step of PV which is constant under different sun 
insolation conditions, the MPPT block is link up near to the PV panel [12]. The MPPT 
technologies are sort out as normal, artificial neural network, swarm intelligence, 
plus soft computing optimization methods [13]. The normal MPPT methods are 
organized as Perturb & Observe (P&O), incremental resistance of converter, dp/di, 
plus hill climb.
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Fig. 14.1 Proposed PV standalone system with adaptive VSP&O with PSO controller 

The P&O MPPT is the generally utilized controller for tracing the working point of 
the solar panel [14]. Here, the PV voltage variable is selected as reference parameter 
for observing the output power of PV at various sunlight temperature conditions. 
The step variation of power on P–V curve gives positive value then it starts moving 
in similar direction. If not, it relocates in overturn way. The qualities of this method 
are easy implementation and less hardware and software design complexity [15, 16]. 
The drawbacks of P&O are more oscillations at MPP plus drifting nature. 

In the dp/di power point tracking method, the variation of current parameter and 
sudden changes of power variables are fed to the pulse generator block for control-
ling the duty step value of the power conversion circuit in order to meet the future 
consumer power demand [17]. The features of dp/di method are fast converter duty 
cycle control action, high convergence speed, and less operational cost [18]. But it has  
a drawback of less accuracy in power point tracking. Basically, the power converters 
generate distorted current and voltage waveforms [19]. The distorted ripple method 
is called as ripple correlation MPPT method. The advantages of ripple correlation 
controller are less heading and power conduction losses. However, the above methods 
give oscillations of MPP at instantaneous changes of environmental conditions. In 
this work, the adaptive variable step hybrid MPPT controller is proposed for partial 
shading condition of PV. The proposed MPPT controller is explained in Fig. 14.1. 

14.2 Implementation of Two-Diode PV Cell 

The solar panel is implemented either by applying one-diode or two-diode type 
PV cell. The one-diode cell design plus understanding is easy when equated to the 
other models of solar PV cells [20]. For every type of PV cell design, there are few 
parameters which are needed which are evaluated by using the various swarm opti-
mization methods. The variables applied for implementation of one-diode type cell
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are maximum peak current, voltage, series and parallel resistances [21]. In this dual-
diode model, there are few more parameters which are required for implementing 
the PV cell which are neglected. 

So, here, the dual-diode cell is utilized for implementing the solar module. The 
block diagram of the dual diode solar cell is shown in Fig. 14.2. Figure 14.2 gives 
the terms IPV , and IL are the photo current plus PV cell supply current. Similarly, 
the terms Rh, VL, and Rs are the shunt resistance, PV cell load voltage, plus series 
resistance offered by the PV panel. From the current distribution rule, the PV module 
generated current is obtained as follows: 

IPV  = IL Nss +P − Q − 
VPV  + IPV  Rs

(
Nss / Npp

)

Rh
(
Nss / Npp

) , (14.1) 

P = I01 Npp ∗ 

⎛ 

⎝exp 

⎛ 

⎝ 
VPV  + IPV  Rs

(
Nss

/
Npp

)

A Vt Nss 

⎞ 

⎠ − 1 

⎞ 

⎠, (14.2) 

N = I02 Npp

(

exp

(
V + I Rs

(
Nss / Npp

)

A Vt Nss

)

− 1

)

, (14.3) 

IPV  = (IPV  ST  C  + Ki ΔT ) 
G 

GST C 
, (14.4) 

I02 = I01 = I0 = ISC_ST C + Ki ΔT 

e((VocST C + Ki ∗ΔT )/(A1 + A2 / p) Vt ) − 1 
, (14.5) 

Vt2 = Vt1 = Vt = Ns K T  

q 
. (14.6) 

Based on Eq. (14.1), the solar cell-generated current is changing based on the 
sun insolation conditions, plus its working atmospheric values. Also, the PV cell-
generated voltage increases when incident irradiations are enhanced. From Eq. (14.3), 
the series-connected cells enhance the supply voltage. The current supply of a PV is 
improved by making the inter connection of solar cells. Based on Eq. (14.5), the I0 is 
related to the property of materials used for implementing of it. From Eq. (14.6), the

Fig. 14.2 Mathematical 
representation of dual-diode 
type PV cell 
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thermal potential of each cell is identical to the two shunt-connected semiconductor 
devices. The diode ideality factors are selected as 0.8 and 0.95. 

14.2.1 Shading Behavior of PV 

The solar standalone systems are mounted on the top of the hills and buildings. 
However, the tree falling shades, fogginess, and darkness of light are the major 
concerns for the partial shading behavior of the PV panel. Due to this shading nature, 
the power versus voltage curves consist of multiple peak power points, so that the 
extraction of peak output power of PV is highly difficult. In addition to this, the solar 
panel is having possibility of settling in any local MPP of nonlinear curve. Under 
shading condition, the PV behavior plus its associated features are given in Fig. 14.3 
plus Fig. 14.4. 

From Fig. 14.4a plus b, it is observed that the voltage characteristics of solar 
module are distributed nonlinear fashion at various environmental conditions. As 
a result, there are one global MPP and many unwanted peak power points which 
are not desirable for the operation of the solar cell. From the literature study, each 
and every PV module consists of one parallel diode across to it in order to bypass 
the short-circuited or faulty currents of PV under various sun insolation patterns’ 
conditions. Here, the shaded panel current is absorbed by normal PV panel. So, the 
overall system losses are improved.
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Fig. 14.4 PV panel, a P–V curve, plus, b I–V characteristics

14.3 Bionic Swarm Optimization-Based MPPT Techniques 

As of from the literature study, the MPPT methodologies are playing very important 
role in the sun-based power plant. The conventional power point finding methods are 
applicable for constant solar insolation conditions because of its drawbacks which 
are low efficient for partial shaded condition, and more oscillations near the MPP. 
Due to that the soft computing, and bionic swarm optimization methods are utilized 
for extracting the more voltage of the solar panel. Here, the adaptive VSP&O-PSO 
controller is utilized plus it is associated along by the conventional PSO, and VSCSO 
power point tracking controllers. 

14.3.1 Conventional PSO-Based MPPT Controller 

The swarm intelligence is introduced by Eberhart from the hunting of birds [22]. Here, 
each and every bird is represented as particle. The particle’s searching information 
is utilized for finding the optimum duty cycle of the converter. In the first iteration, 
all the particles search the particular region of I–V curve for evaluating the Pbest 
constrain. The obtained Pbest is stored in a particular position. After that the searching 
of particles is started for determining the required MPP position of PV panel. There 
are plenty number of iterations which are used for tracing the Gbest position. The 
searching of PSO is given in Fig. 14.5.

From Fig. 14.5, it is identified that the random duty values of power converter are 
initiated to all the particles. The features of PSO are required very less parameters 
for tuning and give best solution when the search space is very low. The particle 
velocity plus duty cycle length are upgraded by using Eqs. (14.7) plus (14.8). 

l x+1 = dx 
l + V x+1 

l , (14.7)
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Fig. 14.5 Searching behavior of PSO-based powerpoint finding controller

l x+1 = W V x+1 
l + Cm rm(Pbest − dx 

l ) + Cn rn(Gbest − dx 
l ), (14.8) 

where the terms x, l, plus  V are the total iterations, length of the particle, and velocity 
of each agent. In addition to that the term ‘W ’ is defined as weight of each agent. 
The particles’ acceleration factors are ‘Cm’ plus ‘Cn’. Finally, the variables ‘rm’ plus  
‘rn’ are the random selected parameters. 

14.3.2 Convectional CSO MPPT Controller 

The basic cuckoo hunt technique is implemented from the behavior of birds. In this 
optimization method, the cuckoo eggs are removed with the help of host birds. The 
host birds create the new nests [23]. In this method, there are three rules which are 
involved for searching the target position of MPP. The basic searching concept of 
cuckoo algorithm is illustrated in Fig. 14.6.

In the first rule, all the eggs of cuckoos are consisted of good quality, then only the 
algorithm is shifted to second iteration. Otherwise, the first iteration is continued. In 
the second rule, the host nests are consisting of fixed value. Finally, the levy flights 
are helpful for achieving the new eggs of cuckoos. The levy flight of each cuckoo is 
obtained by using Eq. (14.9).
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Fig. 14.6 Searching concept of cuckoo exploration controller

levy_flight(β) = L−β . (14.9) 

From Eq. (14.9), the term ‘L’ is defined as levy length which is having a value 
of 1.2–1.8. The cuckoo learning constant is ‘β’ which is selected as 1.5 for effective 
finding of MPP. The fitness value of cuckoo algorithm is selected randomly based 
on the operating duty value of converter. The duty of power converter is optimized 
by using Eq. (14.10). 

Ds+1 = Dn 
m +α ⊕ Levy(β), (14.10) 

ds+1 
m = ds+1 

m + clevy
(

N 

w1/β

)
(Ds 

best − Ds 
m), (14.11) 

where the term β and clevy are selected as 2.0, plus multiplication factor which is 
identified as 2.5. The liner functions of ‘A’ and ‘B’ are identified as, 

A = Y (0, σ 2 A), B = Y
(
0, σ 2 B

)
, (14.12) 

σA =
(

r (1 + β) sin(πβ/2) 
r ((1 + β)/2)β 2(β−1)/2

)1/β ; σB = 1. (14.13)
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14.3.3 Proposed Adaptive P&O-PSO-Based MPPT 
Controller 

In this work, the hybrid bionic swarm controller is developed from the advantages 
of P&O and adaptive PSO controllers. In this proposed controller, at initial, the 
conventional P&O is applied for moving the working point of the PV close to the 
actual MPP location [24]. So, the controller convergence speed plus tracking speed 
are enhanced. The working point of the PV reaches the near to the true MPP position, 
then the swarm optimization controller is applied for compensating the oscillations 
of working power point of the solar PV, so that the accuracy of hybrid controller is 
improved. The proposed hybrid controller flowchart is shown in Fig. 14.7. 
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Fig. 14.7 Proposed bionic swarm hybrid power point finding controller
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14.4 Discussion of Simulative Performance Results 

Here, three types of solar PV modules are sequentially connected in series to improve 
the supply voltage of the PV. The solar module design has been done by utilizing 
the dual-diode type PV cell. The utilized variables for the implementation of PV 
cell are short-circuit current of cell ISC is 8.85A, peak current of cell IMPP is 8.84A, 
series resistor RS is 0.45 Ω, shunt resistance Rh is 312 Ω, and peak voltage VMPP 

is 35.55 V. Here, each PV module supply voltage rating is 250 W. The overall 
three module systems supply power, current, plus voltages are 750 W, 7.978 A, plus 
93.99 V, respectively. The solar module supply voltage is very low which is step-up 
by utilizing the high voltage gain power converter. The converter is interfaced with 
the PV as given in Fig. 14.1. 

The selected parameter values of converter are Cx = 18 µF, La = 1.4 mH, plus 
Cy = 10 µF. Finally, the load resistor of power converter is R = 50 Ω. The input 
side capacitor is placed in a shunt manner across the PV module to stabilize the solar 
voltage at various atmospheric temperature conditions. The ripple of PV power is 
filtered by utilizing the inductor which is placed at middle of the supply and resistor. 
The load capacitor is placed near to the consumer supply for enhancing the supply 
PV power. The direct connection of PV with converter is not helpful for high power 
demand application. So, the working point of PV is placed near to the power converter 
along with the pulse width controller. Here, the current sensor and power sensors are 
applied for sensing the PV module output parameters. The sensing PV values are 
directly supplied to the MPPT block. 

14.4.1 Initial PV Shading Behavior at 1000 W/m2, 900 W/m2, 
Plus 700 W/m2 

As of now, the shading occurs on PV modules due to the shadows plus cloud condi-
tions. So, the PV generates output nonlinear curves which are consisted of more 
than one maximum power point. So, finding the peak power point is quite complex. 
In addition, the power supply of converter is depending on the duty cycle control. 
Here, there are three bionic swarm intelligence controllers which are analyzed at 
1000, 900, 700W/m2 for adjusting the duty of converter. At this shading condition, 
the maximum available power plus voltages of PV are 578W plus 92.7 V. The solar 
panel nonlinear curves at this shading behavior are illustrated in Fig. 14.8a, b, plus 
c. The performance values of proposed topology are shown in Table14.1. The  solar-
generated power, voltage, plus current values are illustrated in Fig. 14.8d, e, plus 
f.
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Fig. 14.8 a Power versus voltage, b power versus current, c current versus voltage, d solar module 
power, e solar module voltage, and f solar panel current at the initial shading condition

14.4.2 Second PV Shading Behavior at 1000 W/m2, 800 W/ 
m2, Plus 700 W/m2 

In this second shading behavior of solar modules, the shading effect on solar PV 
modules is excess. Also, the nonlinear power curves of solar module consist of 
multiple operating power points. As a result, the finding of accurate MPP place in 
the entire P–V curve region is quite difficult. The available power plus voltage of 
solar modules under this shading condition are 569.09 W plus 91.789 V. The overall 
generated current of PV is 6.186 A which indicates that the overall system power 
dissipation losses plus heating effects are increased. So, the power system life span 
will reduce. The noted parameters of solar PV modules under this shading behavior 
are given in Table 14.1. The related PV supply parameters are given in Fig. 14.9a, 
b, plus c. The PSO plus VSSP&O-PSO power point finding controllers generated 
power parameters are given in Fig. 14.9 d, e, plus f.
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Table 14.1 Comparative performance results of various bionic swarm MPPT controllers at various 
environmental conditions 

Variables PSO Adaptive CS VSSP&O-PSO 

At first PSC of PV 

Voltage of capacitor (V) 93.832 94.11 103.21 

Power of PV panel  (W) 567.77 568.88 579.77 

Current of PV panel (A) 6.021 5.912 5.501 

Actual PV power (W) 584 584 584 

Efficiency of MPPT (%) 97.313 97.585 99.615 

Iterations required None None 11.00 

Time taken for settling (s) 0.4511 0.50 0.400 

Waveform distortions Moderate Moderate Less 

Speed of MPPT (s) 0.200 0.280 0.1502 

Converter duty 0.7 0.39 0.58 

At second PSC of PV 

Voltage of capacitor (V) 86.534 89.213 100.122 

Power of PV panel  (W) 561.00 568.99 580.002 

Current of PV panel (A) 6.439 6.361 5.7123 

Actual PV power (W) 582.00 582.00 582.00 

Efficiency of MPPT (%) 96.386 97.921 99.565 

Iterations required None None 9.00 

Time taken for settling (s) 0.34 0.450 0.300 

Waveform distortions Moderate Moderate Less 

Speed of MPPT (s) 0.400 0.31 0.1241 

Converter duty 0.5 0.7 0.4
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Fig. 14.9 a Power versus voltage, b power versus current, c current versus Voltage, d solar panel 
power, e solar panel voltage, and f solar panel current at the second shading condition 

14.5 Conclusion 

The adaptive VSSP&O-based bionic swarm optimization-related maximum power 
point finding controller is executed by applying a MATLAB tool. The proposed 
MPPT gives high convergence speed, low distortions of solar module voltage, 
requires few numbers of iterations, high output voltage, plus more accuracy of MPP 
finding when equated with the other bionic swarm optimization controllers. From 
the comparative investigation of power point finding controllers, it has been identi-
fied that the hybrid controller gives superior performance at various sun irradiation 
patterns conditions.
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47(3), 128 (2022) 

8. Murali, M., Hussaian Basha, C. H., Kiran, S. R., Akram, P., Naresh, T.: Performance analysis of 
different types of solar photovoltaic cell techniques using MATLAB/simulink. In: Proceedings 
of Fourth International Conference on Inventive Material Science Applications: ICIMA 2021, 
pp. 203–215. Springer Singapore (2022) 

9. Basha, C.H., Mariprasath, T., Murali, M., Rafikiran, S.: Simulative design and performance 
analysis of hybrid optimization technique for PEM fuel cell stack based EV application. Mater. 
Today: Proc. 52, 290–295 (2022) 

10. Kiran, S.R., Mariprasath, T., Basha, C.H., Murali, M., Reddy, M.B.: Thermal degrade analysis 
of solid insulating materials immersed in natural ester oil and mineral oil by DGA. Mater. 
Today: Proc. 52, 315–320 (2022) 

11. Udhay Sankar, V., Hussaian Basha, C.H., Mathew, D., Rani, C., Busawon, K.: Application of 
WDO for decision-making in combined economic and emission dispatch problem. In: Soft 
Computing for Problem Solving: SocProS 2018, Vol. 1, pp. 907–923. Springer Singapore 
(2020) 

12. Mellit, A., Rezzouk, H., Messai, A., Medjahed, B.: FPGA-based real time implementation of 
MPPT-controller for photovoltaic systems. Renew. Energy 36(5), 1652–1661 (2011) 

13. Chen, Z.Y.: Integration learning of neural network training with swarm intelligence and meta-
heuristic algorithms for spot gold price forecast. Appl. Artif. Intell. 36(1), 1994217 (2022) 

14. Femia, N., Petrone, G., Spagnuolo, G., Vitelli, M.: A technique for improving P&O MPPT 
performances of double-stage grid-connected photovoltaic systems. IEEE Trans. Industr. 
Electron. 56(11), 4473–4482 (2009) 

15. Sher, H.A., Murtaza, A.F., Noman, A., Addoweesh, K.E., Al-Haddad, K., Chiaberge, M.: A 
new sensorless hybrid MPPT algorithm based on fractional short-circuit current measurement 
and P&O MPPT. IEEE Trans. Sustain. Energy 6(4), 1426–1434 (2015) 

16. Basha, C.H., Rani, C.: Different conventional and soft computing MPPT techniques for solar 
PV systems with high step-up boost converters: a comprehensive analysis. Energies 13(2), 371 
(2020)



14 Performance Analysis of Bionic Swarm Optimization Techniques … 173

17. Hussaian Basha, C.H., Bansal, V., Rani, C., Brisilla, R.M., Odofin, S.: Development of cuckoo 
search MPPT algorithm for partially shaded solar PV SEPIC converter. In: Soft Computing for 
Problem Solving: SocProS 2018, vol. 1, pp. 727–736. Springer Singapore (2020) 

18. Hussaian Basha, C.H., Rani, C.: Performance analysis of MPPT techniques for dynamic 
irradiation condition of solar PV. Int. J. Fuzzy Syst. 22(8), 2577–2598 (2020) 

19. Basha, C.H., Rani, C., Odofin, S.: A review on non-isolated inductor coupled DC-DC converter 
for photovoltaic grid-connected applications. Int. J. Renew. Energy Res. (IJRER) 7(4), 1570– 
1585 (2017) 

20. Basha, C.H., Murali, M.: A new design of transformerless, non-isolated, high step-up DC-DC 
converter with hybrid fuzzy logic MPPT controller. Int. J. Circuit Theory Appl. 50(1), 272–297 
(2022) 

21. Vodapally, S.N., Ali, M.H.: A comprehensive review of solar photovoltaic (PV) technologies, 
architecture, and its applications to improved efficiency. Energies 16(1), 319 (2023) 

22. Basha, C.H., Rani, C.: A New single switch DC-DC converter for PEM fuel cell-based electric 
vehicle system with an improved beta-fuzzy logic MPPT controller. Soft. Comput. 26(13), 
6021–6040 (2022) 

23. Hussaian Basha, C.H., Rani, C., Brisilla, R.M., Odofin, S.: Simulation of metaheuristic intelli-
gence MPPT techniques for solar PV under partial shading condition. In: Soft Computing for 
Problem Solving: SocProS 2018, vol. 1, pp. 773–785. Springer Singapore (2020) 

24. Basha, C.H., Rani, C.: Design and analysis of transformerless, high step-up, boost DC-DC 
converter with an improved VSS-RBFA based MPPT controller. Int. Trans. Electr. Energy 
Syst. 30(12), e12633 (2020)



Chapter 15 
Study of Voltage-Controlled Oscillator 
for the Applications in K-Band 
and the Proposal of a Tunable VCO 

Rajni Prashar and Garima Kapur 

Abstract The progress in wireless technology has simplified and streamlined the 
transfer or sharing of data, thereby maximizing its impact on societies worldwide. 
However, with these advancements, more memory space is needed to store the 
vast amount of information being transferred. To achieve this, the size of devices 
must be reduced, necessitating the scaling of MOS transistors to deep submicron 
levels. Transceiver is being one of the crucial components which is responsible for 
transmitting or receiving information from the wireless device. Within the wire-
less transceiver, the frequency synthesizer produces an stable output frequency and 
further mixed with the received signal down to lower frequencies and vice versa. To 
operate at high frequencies between 12 and 40 GHz, where operations are carried out 
at high speeds and coverage is done with multiple beams, circuits must be compat-
ible with high speed. In this paper, we study the VCO component, list the design 
parameters, and propose a model in which the inductor is replaced with a gyrator-C 
active inductor to minimize the overall area and use the frequency of oscillations as 
per the requirement. The design is simulated at 90 nm technology on ADS design 
tool. 
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15.1 Introduction 

Due to the advancements in wireless technology and the increasing number of users 
with limited bandwidth, there is a growing demand for improved performance, such 
as high data rates with multimedia applications. As a result, designers are devel-
oping and fabricating wireless components. With the technological advancements 
and automation algorithms in the last three decades, it is now possible to fabricate all 
the components of a transceiver in any wireless communication system on a single 
IC. 

The demand for increased bandwidth in communication systems, particularly in 
wireless communication, has resulted in the development of VLSI technology and the 
automation industry. Frequencies ranging from 12 to 40 GHz are of particular interest, 
where carrier signals of very high frequency range are used as shown by Lee et al. 
[1] applications which are mainly focused on military arm forces, communication 
used in aircraft and satellite, radio and radar communication. The range from 27 to 
40 GHz is used in high-throughput satellite applications and is widely available. 

15.2 Voltage-Controlled Oscillator Design 

In any communication system whether it is a transmitter or a receiver, low noise 
amplifier (LNA) power amplifier, oscillator (VCO), and PLL are the main part of the 
system. In every communication system, voltage-controlled oscillator holds a crucial 
role. The high-frequency signals which are used as a carrier signal, are obtained with 
the help of voltage-controlled oscillator circuits. These days with the advancement 
in CMOS technology where inductors can be realized using MOSFETs so by using 
active inductors oscillators are designed which can be used to generate the signals 
up to the range of GHz as presented by Fahs et al. [2] and Banu [3]. The traditional 
method used to design VCOs is either by using CMOS ring oscillator or by using 
Harley and Collpit’s oscillator which uses LC as a tank circuit which are described by 
Akashe et al. in [4]. The evolution of wireless technology has led to the simplification 
and optimization of information transfer or sharing, which in turn has increased its 
impact on global society. Due to these advances, more memory space is required to 
store such a large transfer of information. This can only be done by reducing the 
device size which means scaling of MOS transistor to deep submicron levels. Its 
role is to transmit or receive the information to (or from) the wireless device. The 
purpose of the frequency synthesizer is to produce a steady output frequency that 
can be utilized to mix the incoming signal to lower frequencies, and vice versa. The 
generation of this consistent output frequency is achieved by implementing a Phase-
Locked Loop (PLL). While working at high frequency at the range of 12–40 GHz, 
where the operation is carried out at a very high speed and the coverage is done 
with the multiple beams, the circuits used at high frequency should be compatible 
with high speed. So, in this paper, one very basic component which is the heart of
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communication system, i.e., VCO is studied and the design parameters have been 
listed in this paper with reference to Berroth [5] and Naseh [6]. A tunable VCO can 
generate a wide range of frequencies, making it useful in many applications. In a 
wireless communication system, for example, the VCO is used to generate a carrier 
signal whose frequency can be varied to transmit different data rates. The VCO 
frequency can be controlled by adjusting the input control voltage, which is usually 
derived from a phase-locked loop (PLL) or frequency synthesizer. A tunable VCO 
can also be used in radar systems, where the frequency of the transmitted signal needs 
to be varied to detect objects at different distances. In this case, the VCO frequency 
can be controlled by adjusting the input voltage to the oscillator circuit. 

15.2.1 VCO Based on Inductor Capacitor Pair 

A very basic voltage-controlled oscillator with an inductor and capacitor is shown 
in Fig. 15.1. The circuit contains inductor L and capacitor C which are parallel to 
each other. In the circuits, parasitic components are shown as RL and RC for the 
inductor and capacitor, respectively. To overcome the energy loss associated with 
these parasitic components, MOSFETs or CMOS can be utilized to have the negative 
resistance. The energy which is lost in the tank circuit is given by (15.1) 

Ploss = 4π 2 RC2 f o2 V 2 peak =
R 

4π 2L2 f o2 
V 2 peak. (15.1) 

The power loss experienced by the tank circuit is dependent on the value of 
inductance and operating frequency, with an inverse relationship between the two. 
By decreasing the series resistance R, which is directly proportional to the loss, the 
power loss in the tank circuit is reduced linearly. Additionally, an increase in the tank 
inductance results in a quadratic decrease in power loss. To counter the energy loss 
caused by the parasitic components, a MOSFET can be introduced to the circuit. 
To remunerate the stray resistance, a negative resistance-R can be introduced to 
the circuit by using active devices so that both the unwanted stray elements can be 
canceled out. This is done by using the transistors in cross-coupling topology in the 
tank circuit, and this is shown in Fig. 15.2.

Fig. 15.1 VCO based on 
inductor capacitor pair 
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Fig. 15.2 Cross-coupled 
oscillator 

The idea behind using the cross-coupled transistors as shown by Niaboli-Guilani 
[7] is to have the same value of conductance (gm) as provided by the negative 
resistance from the oscillator. 

15.2.2 Ring VCO 

A ring oscillator as shown in Fig. 15.3 can be designed by using a number of buffer 
stages, where all the buffers are connected serially and the output of nth stage is 
connected back to the first stage. The criteria for the oscillation are that the circuit 
must give a phase shift of 2π or 0 and voltage gain should be greater that equal to 1 
depicted by Prajapati [8]. 

In ring oscillator, each stage produces a finite delay and the phase shift of π is 
generated by the active element, and the another required phase shift is provided by 
a dc inversion which is described by Razavi [9]. 

In this study paper, the previous section displays the frequently employed CMOS 
ring oscillator and LC tank oscillator VCOs. Specifically, the section highlights the 
LC oscillator circuits that can be used as they have the advantage that they have better 
noise characteristics, but with the drawback that this approach may have the large 
dimensions, so cannot be used where the phase shift is needed. On the other side, 
the cascaded voltage-controlled oscillator has the better performance parameters as 
compared to LC oscillator, but they also have the demerit that these circuits have less 
power requirements and minimum area on the chip, so they can be prone to noise. So,

Fig. 15.3 Ring oscillator 
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because of these clear advantages of ring oscillators, ring oscillators are preferred 
over the LC oscillators which are shown by Bormontov et al. [10] and Gupta [11]. 

15.3 Design Topologies 

Its basic function of VCO is to generate a constant RF frequency in wireless 
transceivers. Besides having a simple design architecture, it is the most challenging 
block to design because of its operation at high RF frequencies in which the phase 
noise becomes significant and its parameters get deviated from desired values. When 
voltage at the input of VCO changes, then frequency at the output is varied. The 
VCO can be realized either as a ring oscillator or as resonant oscillators. 

As shown in Fig. 15.4a, an inductor L and capacitor C are parallel to each other. 
The resonance frequency of this LC circuit is given by (15.2) 

wres =
√
LC . (15.2) 

At the given resonant frequency, the impedance of the inductor and capacitor 
which are written as j Lwres and 1/( jCwres), respectively, is opposite and equal 
to each other, thus resulting an infinite impedance. But in actual practical circuits 
these passive components have stray impedance indicated as resistive components, 
as shown in Fig. 15.4b and the quality factor for inductor is given as, Q as given in 
(15.3). 

Q = Lω/RS. (15.3) 

The losses attributed to RC are deemed negligible because the value of the capac-
itor’s quality factor (Q) significantly exceeds that of the inductor’s Q. The series 
model of the circuit is presented in the form of Fig. 15.4c.

Fig. 15.4 a LC parallel circuit, b resonance circuit, c series model of the circuit 
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Fig. 15.5 a Inductor L with 
Rs as parasitic resistance, 
b series resistance 
conversion into parallel 
resistance 

Fig. 15.6 RLC gain stage 
used in the circuit 

Now, converting the resistor (Rs) which in series with inductor (L) in Fig.  15.5a 
into the parallel form in Fig. 15.5b, we get 

L ≈ L P , (15.4) 

R ≈ Q2 RS. (15.5) 

It can be concluded from (15.5) that the quality factor of the inductor plays an 
important role in determining the amount of energy lost in the tank. Figure 15.6 
shows a simple gain stage based on an LC tank. 

15.4 Design Parameters 

Almost every transreceiver which is designed for wireless applications requires a 
tunable reference frequency. Thus, an ideal VCO is required that will generate an 
output which is linearity proportional to the applied input voltage. In addition to the 
linearity parameter, several other parameters significantly impact oscillator design. 
The following are some of the key parameters discussed below.
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Fig. 15.7 Ideal VCO tuning 
linearity 

15.4.1 Linearity 

Linearity and the tuning of a VCO have a trade-off. Ideally, linear tuning is required, 
but in actual implementation, the nonlinear behavior of VCO is observed as compo-
nents used are also nonlinear. Linearity is the required to have the VCO gain (KVCO) 
constant as given in Fig. 15.7. 

15.4.2 Range of Tuning 

The range of tuning of oscillator is based on the following two specifications: 

(i) The center frequency of the tuning range must be remained constant with the 
frequency of oscillation. 

(ii) Frequency deviation due to even slight variations in temperature results nonlin-
earities in VCO characteristics. To minimize the effect of these variations, so, 
a wide tuning range is selected. But, these nonlinearities can be minimized 
by narrowing down the tuning range. Therefore, a trade-off exists between 
nonlinearities and tuning range. 

15.4.3 Power Consumption 

In a PLL, most power is dissipated by the VCO as compared to other components. 
In this paper, VCO is studied for RF transreceiver; therefore, priority is given to the 
tuning range and phase noise as compared to power. 

15.4.4 Phase Noise 

The sidebands present around the central frequency in frequency domain system are 
called the phase noise and the same sidebands in time-domain system are called jitter. 
Linear time-invariant model of phase noise given by Leeson is represented in (15.6)
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L( fm) = 10log

[
2FkT  

Ps

(
fo 

2Ql fm

)2(
1 + 

fk 
fm

)
+ 

|KVCO |2 
2 f 2 m 

SVC  N  T  

+ 
|KV D  D|2 
2 f 2 m 

SV D  D  + 
|KI B |2 
2 f 2 m 

SI B . (15.6) 

QL = loaded quality factor. 
fo = oscillation frequency. 
Ps = signal power of oscillation. 
fm = offset frequency. 
F = noise factor of active devices. 
k = Boltzmann’s constant. 
T = temperature (Kelvin). 
f k = flicker noise corner frequency in the phase noise. 

|KVCO |2 
2 f 2 m 

SVC  N  T  , 
|KV D  D|2 
2 f 2 m 

SV D  D, and 
|KI B |2 
2 f 2 m 

SI B  

are the sensitivity of the VCO to the control voltage, supply, and bias current, respec-
tively. We observe that among various factors that can reduce phase noise, the circuit 
designer can control only three factors, namely, loaded quality factor, noise factor of 
active device, and signal power of oscillations. 

(i) The quality factor of the circuit is calculated by the amount of series resistance 
present in the LC tank. 

(ii) Resonators with a higher quality factor inherently exhibit lower phase noise. 
(iii) The inverse relationship between phase noise and output power (Ps). However, 

as the output power must be minimized, a trade-off between power and phase 
noise arises. 

As the noise factor (F) is proportional to phase noise. Lowering the noise factor 
is directly linked to the active components used in the VCO. Therefore, devices with 
lower flicker noise are better for this application. 

15.5 Various VCO Designs and Proposed Circuit 

Various VCO structures have been studied, and their performance parameters have 
been compared. The comparison of performance parameters has been done for the 
designs which are designed for the frequency range between 24 and 40 GHz, i.e., 
suitable for the application of 5G circuits. The circuit presented by Allstot et al. 
[12] is used for the generation of a 24 GHz oscillatory signal. This signal has been 
generated using a 12 GHz voltage-controlled oscillator indirectly cascaded with 
passive mixer. The circuit has been implemented in 0.18um CMOS technology,
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the advantage of using the passive mixer reduces the power consumption and also 
increases the tuning range of the device. For the application of VCOs in Radar, it is 
used to find the highest frequency range of the system. In VCOs, varactor diodes are 
used to tune the frequency of the device. A complementary cross-coupled LC-VCO 
presented by Hou et al. [13] uses the MOSFET in accumulation mode for the tuning 
of the device. The LC tank resonator is used in the circuit which contains on-chip 
differential inductor and a pair of MOSFET that is used in accumulation mode for a 
good linearity. The circuit can be used for wireless high-quality video streaming. The 
circuit also uses the cross-coupled VCO used with varactor capacitance. The circuit 
provides the wide tuning range, less power consumption as well as low phase noise. 
Next approach that is indicated by Gao et al. [14] uses the concept of a varactor and 
MOM capacitor combination method for the tunability. The circuit indicates the high 
value of Q-factor and low phase noise VCO indicted by Ryu et al. [15] which provides 
high transconductance gm. In the given circuit, two N-type MOS are connected in 
parallel with the conventional VCO circuit. Capacitive division technique is used to 
increase the voltage swing and to lower the phase noise value. The design depicted 
by Sethi et al. [16] utilizes a low phase noise voltage-controlled oscillator (VCO) 
that has a higher transconductance (gm). This is achieved by incorporating parallel 
MOSFETs in the design, where two n-channel transistors are connected in parallel 
with the cross-coupled n-channel transistors of a typical VCO. The purpose of parallel 
MOSFETs increases the total negative conductance available to the circuit, which 
helps to cancel out the stray or small signal resistance of the LC tank. The VCO is 
implemented using CMOS technology, which provides low-power consumption and 
high integration density. The oscillator frequency can be controlled by adjusting the 
bias voltage, which changes the capacitance of the varactors in the circuit. The output 
signal from the VCO is then mixed with a frequency reference signal to generate the 
desired frequency output. Many designs use a MoM capacitor bank which is a high-
power pulsed power supply for medical applications. This design employs a bank 
of MoM capacitors connected in parallel to store electrical energy and release it as 
a high-power pulse. The capacitors are charged using a high-voltage power supply, 
and a switch is used to discharge the energy into a load. 

In this paper, we are proposing a basic circuit of the VCO with a minor change 
in the circuit which results not only reducing the area size but also provides indirect 
tuning for the circuit. The design of cross-coupled VCO is presented in Fig. 15.8 and 
has been simulated at 90 nm technology using BSIM4 MOSFETs, and the operation 
is carried out by the charging and discharging of inductor and capacitor. There will 
be the die down wave in the frequency of oscillations because of the loss of energy. 
This loss of energy can by represented by adding the Rp resistance in parallel to L 
and C.

The circuit has been designed on ADS design tool, and the simulation is done at 
90 nm technology. The output has been plotted differentially between Vop and Vom 
nodes. To avoid the degradation of VCO tuning range, the capacitively loading on 
the output nodes should be avoided. The device size is decided by considering the 
loss in the circuit. When the net currents are balanced, net voltage across the LC tank 
circuit is zero, and at that point, the noise will affect the circuit performance. The
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Fig. 15.8 Cross-coupled voltage-controlled oscillator

tuning of the VCO can be done by using the tunable active inductor. The oscillation 
produced is shown in Fig. 15.9, and the frequency of oscillations can be calculated by 
taking the Fourier transform of the (Vop-Vom). The tuning of the circuit is proposed 
by replacing the inductor L by gyrator-C-based inductor in which the direct tuning 
can be done by the biasing applied at the feedback MOSFET as shown in Fig. 15.10. 

Fig. 15.9 Frequency of oscillations of cross-coupled VCO
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Fig. 15.10 Tunable active inductor design 

15.6 Conclusion 

The study of voltage-controlled oscillators in the realm of wireless communication 
and other fields of application has been conducted, and the paper has presented the 
important design parameters to consider when designing a VCO. The paper has 
also explored the use of VCOs in applications such as radar and other wireless 
communication systems. Some designs have utilized the tunable active inductor 
approach, which could be enhanced by modifying the design technology. The paper 
proposes a simple approach of replacing the inductor L with a single-ended inductor. 
Additionally, the modification of using varactor diodes for charge storage in the tank 
circuit is also suggested. 
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Chapter 16 
Detailed Performance Study of Data 
Balancing Techniques for Skew Dataset 
Classification 

Vaibhavi Patel and Hetal Bhavsar 

Abstract Many real-world classification problems involve changing events where 
one class has comparatively fewer samples called minority class which is more 
important to detect. Consequently, the dataset is often unbalanced and shows sig-
nificantly skewed data. Since the majority class dominates the learning process and 
tends to sketch all predictions, the conventional classification model leads to biased 
results where it may easily display excellent performance in the dominant class and 
bad performance in the minority class. Additionally, the traditional accuracy score 
is inaccurate since it assigns equal weight to actual positives and actual negatives. 
This study is aimed to present an empirical analysis of the data imbalance effect 
on classification algorithms. Six popular and effective data balancing techniques are 
applied to eight benchmark skewed datasets from the KEEL and Kaggle repositories 
to analyze and compare the performance. 

Keywords Keywords · Binary class · Data imbalance ·Multi-class ·
Cost-sensitive · Class distribution · Under-sampling · Skew data · Big data ·
Hybrid method · Ensemble method · Over-sampling 

16.1 Introduction 

The data imbalance issue is a well-known problem in the field of data mining. In the 
binary class training set, it occurs when occurrences of one class (majority class) are 
significantly overwhelmed by samples of the other class (minority class) as shown in 
Fig. 16.1. In the multi-class dataset, this problem is more critical where it may possi-
ble that one class is minor in comparison with some classes and the same class might 
be the majority class in comparison with other classes. Imbalance substantially dis-
torts the process of learning and harms the effectiveness of classification algorithms 
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Fig. 16.1 Imbalanced 
binary class dataset 

since the classifier usually does not have enough instances of the minority class for 
proper model training. 

It is a key challenge in a wide variety of vital application domains, including 
computer vision [ 1], fraud detection, medical science [ 2], direct marketing, text 
classification, fire alarm systems, and any circumstance in which existing instances 
of one class greatly outweigh instances of other classes. The limited data in the 
minority class could be due to an extraordinarily costly or impossible-to-uniform 
data collection method, naturally uncommon, skewed, limited resources, errors, and 
so on. But for the data analyst, uncommon cases are usually the most valuable and 
intriguing. 

The subject has attracted a lot of interest, leading to the suggestion of numerous 
works with a focus on unbalanced learning. These methods have enhanced classifier 
performance to some extent. External and internal strategies are the two main methods 
employed to address the problem of data imbalances. Internal techniques modify the 
current algorithms to lessen their sensitivity to class discrepancies, whereas exter-
nal ones preprocess the training data to balance them. The most popular external 
approaches are sampling, bagging, and boosting, while internal strategies include 
algorithm-level adjustments and cost-sensitive solutions. Few methods have been 
proposed by researchers as a component of their internal methods. 

This paper presents a detailed analysis of skew dataset effects on supervised 
learning approaches. To analyze and compare the performance of data balancing 
techniques, six popular such techniques are applied to eight benchmark imbalanced 
datasets from the KEEL and Kaggle repositories. 

The remaining sections of this paper are organized as follows. The review of 
various methods to deal with imbalance issues is discussed in the following section. 
The experimental setup and the use of matrices to evaluate the efficiency of the 
classification method are explained in Sect. 16.3. Experiment results are recorded in 
Sect. 16.4. Section 16.5 discusses the experimental study remarks, and Sect. 16.6 is 
devoted to concluding remarks.
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16.2 Literature Survey 

Imbalance happens in real-world data because there are frequently fewer samples 
of a class that is more crucial to identify. The majority class typically outperforms 
the minority class when a classifier is developed utilizing skew datasets. Over the 
years, a lot of academics and researchers have effectively enhanced the unbalanced 
dataset. As illustrated in Fig. 16.2, the proposed strategies can be divided into two 
categories: external and internal. 

External Approaches 

The external approach mainly preprocesses the training data to balance the imbalance 
in the dataset. These techniques are known as external because they do not modify 
the internal working of classification algorithms. As a result, this technique has the 
benefit of being independent of the underlying classification algorithm [ 3]. Before 
applying the classification method, it changes the data distribution and balances it. 
The most popular external method is the data-level approach. 

Data level Approaches: It is also known as a sampling method which is of three 
types: over-sampling, under-sampling, and hybrid. 

The over-sampling method produces a superset of the initial dataset by repeating 
certain instances or making new examples from existing ones from the minority 
class. According to some authors, this method produces exact clones of current 
instances raising the possibility of overfitting. A number of over-sampling methods 
have been developed including random over-sampling, SMOTE [ 4], MSMOTE [ 5], 
adaptive synthetic sampling (ADASYN) [ 6], SNOCC [ 7], etc. 

The under-sampling method creates a subset of the original dataset by remov-
ing the samples (typically samples from the majority class). It is a non-heuristic 
method for balancing the distribution of classes by arbitrarily removing samples 
from the dominant class. The major drawback is that it can remove information that 
could be useful for classification. Such under-sampling methods are evolutionary 
under-sampling [ 2], cluster-based sampling (SBC) [ 8], ACOSampling [ 9], one-sided 

Fig. 16.2 Data balancing methods
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selection [ 10], granular SVM-repetitive under-sampling (GSVM-RU) [11], and many 
more have been developed in past years. 

The last category of data sampling method is hybrid which combines both, over-
and under-sampling methods like selective preprocessing of imbalanced data (SPI-
DER) [ 12]. 

Ensemble Approaches: The ensemble approach’s main objective is to attempt to 
improve the effectiveness of individual classifiers by creating various classifiers and 
combining them to create a new model that enhances each classifier individually. 
In order to improve generalization ability, the primary idea is to create many clas-
sifiers from the dataset and then integrate their predictions when new samples are 
presented [ 2]. The skew issue can also be resolved using ensemble approaches. Boost-
ing and bagging are the two ensemble learning techniques that are most frequently 
utilized [ 3]. 

In bootstrap aggregating (bagging), classifiers are trained using bootstrapped 
duplicates of the initial training set of data. A majority of the weighted vote is then 
used to infer the class when a new instance is provided to each classifier. In contrast, 
boosting trains each weak classifier progressively using the complete dataset, and 
after each step, it assigns greater weight (importance) to poorly classified samples 
in order to correctly classify them in the subsequent iteration [ 13, 14]. 

The ensemble model provides two options for addressing the issue of data imbal-
ance: cost-sensitive ensemble and ensemble with preprocessing (hybrid). Cost-
sensitive ensembles are the same as the cost-sensitive technique, but in this case, 
the ensemble (boosting) approach can be used to direct the cost adjustment. Numer-
ous suggestions have been made to alter the boosting algorithm’s weight update. 
These concepts typically vary in how they modify the weight update rule. Within 
this family, AdaCost [ 15], CSB1, CSB2 [ 16], RareBoost [ 17], AdaC1, AdaC2, and 
AdaC3 [ 18] are the most widely used approaches. 

One more is hybrid, which integrates an ensemble strategy with data preprocessing 
to address data imbalance. As demonstrated by many studies on the EUSBoost [ 2], 
RUSBoost [ 19], SMOTEBoost [ 14], MSMOTEBoost [ 4], and DataBoost-IM [ 20] 
algorithms, boosting can be done with either over- or under-sampling. OverBagging 
[ 14], REA [ 21], UnderBagging [ 13], asBaggingFSS [ 22], SMOTEBagging [ 23], 
IEFS [ 24], Regularized Ensemble Framework [ 25], and UnderOverBagging [ 26] are  
the most well-known of these algorithms. 

Internal Approaches 

This method involves changes in the learning process which makes it more sensitive to 
minority classes to naturally consider the class imbalance. To reduce the bias against 
the majority class, techniques are frequently adjusted to add a class penalty [ 27], 
class weight [ 28], or the decision threshold. Therefore, numerous algorithms have 
been put up by researchers, including post-boosting (PBI) [ 29], GM-based post-
boosting (PBG) [ 30], IVTURSR [ 31], FURIACS [ 32], weighted regularized least 
squares (WRLSC) [ 33], deep neural network cost-sensitive (CoSen) [ 34], Can-CSC-
GBE [ 35], One-class [ 36], weighted SVM [ 37], weighted Lagrangian twin SVM
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(WLTSVM)[ 28], deep neural networks with imbalanced dataset [ 38], asymmetric 
kernel scaling (AKS) [ 39], etc. 

A variety of techniques have been developed for the classification of imbalanced 
data. But most of the studies examined deal with issues of binary class inequality. 
A few studies are based on multi-class imbalanced learning, which converges to 
the issues of both multi-class imbalances with big data learning. No such efficient 
algorithm-level technique has been suggested for handling the multi-class massive 
data imbalance problem. In the future, there is a scope to extend this work. This paper 
is comparing different efficient existing techniques to analyze the performance. After 
the simulation, few conclusions are made. 

16.3 Experimental Framework 

The performance of various imbalance-handling techniques is analyzed on various 
datasets to understand the behavior. The framework for the experiments is outlined in 
this section. In the first subsection, real-world datasets are explained that were used 
in the experiments. The studied imbalance approaches, classification techniques, and 
other experimental settings are then briefly described in the following subsection. 
Finally, in the last subsection, all the evaluation parameters to compare the perfor-
mance of algorithms are explained. 

16.3.1 Datasets 

The performance of various imbalance-handling techniques is analyzed using eight 
binary class datasets of varying sizes and degrees of imbalance from the KEEL and 
Kaggle repositories. Table 16.1 outlines the properties of these datasets, such as the 
number of attributes, occurrences, and imbalance ratio between majority and minority 
samples. The datasets range in size from 214 examples (glass1) to 43,400 examples 
(Stroke-Prediction). The datasets in Table 16.1 are sorted from most imbalanced to 
least imbalanced. 

16.3.2 Experimental Setting 

All the approaches are implemented using the Python framework. Fivefold stratified 
cross-validation is used in all the experiments due to the limited number of minority 
samples in all the datasets. To obtain generalized outcomes, the entire cross-validation 
[ 40] procedure is repeated 10 times, and the outcomes are the average of these 10 
runs. A grid search process was used to identify the parameter values, and their 
performance is expected to be ideal. In decision trees and random forest algorithms,
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Table 16.1 Summary of datasets 

Dataset Features (R/I/N) Instances Imbalance ratio 

abalone19 8 (7/0/1) 4174 129.437500 

KRI-vs-back 41 (26/0/15) 2225 100.14 

Stroke-prediction 10 (2/4/4) 43,400 54.427842 

Yeast1 8 (8/0/0) 1484 32.72 

vowel0 13 (10/3/0) 988 9.97 

new-thyroid1 5 (4/1/0) 215 6.10 

vehicle1 18 (0/18/0) 846 2.89 

glass1 9 (9/0/0) 214 1.10 

In features R, I, and N represent real, integer, and nominal values, respectively 

the Gini criterion [ 41] is used to reduce the computational power and to select the 
best feature. In SVM, kernel function RBF is used because when there is no prior 
data knowledge, it makes proper separation [ 42]. 

This study is performed over different classification algorithms including Decision 
tree (C4.5) [ 45] with criteria “Gini,” K-nearest neighbor (KNN) where k = square root 
of N with uniform weight, Logistic regression with max-iteration 100, Naïve Bayes 
(GaussianNB), support vector machine with “RBF” kernel function and random 
forest with a number of estimators = 100 and “Gini” Criterion. 

The first simulation runs over imbalanced datasets. After that several existing 
well-known and efficient data balancing methods are used to classify the imbalanced 
dataset. Those methods are synthetic minority over-sampling technique (SMOTE) 
[ 4], random majority under-sampling (RUS) [ 21], NearMiss (NM) [ 43], cost-
sensitive learning (CS) [ 27], and BaggingEnsemble. In BaggingEnsemble method, 
SMOTE is used to balance the dataset before bootstrapping, and previously men-
tioned classification algorithms are used as a base estimator. 

16.3.3 Performance Metrics 

This paper analyzes the models developed for our experiment using four different 
measures of performance. Skew-insensitive measures are required to evaluate the 
performance of techniques when a dataset is imbalanced. Some of the effective 
metrics for an imbalanced dataset are: recall which evaluates the algorithm’s ability 
to recognize positive samples, and precision which is the ratio of correctly predicted 
positive instances to total predicted positive instances [ 44]. With these two measures, 
it is difficult to compare the algorithms; as a result, .F1-score is the better choice of 
measure which is a harmonic mean of precision and recall [ 3]. When the dataset 
is skewed, accuracy is a good metric to use, though it is considered in this study 
because after applying the balancing technique overall accuracy is important. This 
experiment was performed 10 times, and the final value of accuracy, recall, precision, 
and .F1-score was calculated by taking an average of all individual experiments.
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16.4 Experimental Results 

This section shows the experimental results obtained by our experiment. Tables 
16.2 and 16.3 contain all the classification results. Using accuracy as a metric to 
evaluate classifiers on highly imbalanced datasets is nearly useless as mentioned in 
the previous section. As a result, in Table 16.2 .F1-scores for a different dataset with 
different balancing techniques on different classification algorithms are recorded. 
Once the dataset is balanced by the balancing technique, we need to consider the 
overall accuracy of the model. As a result, in Table 16.3 accuracy is recorded. The 
experimental study has been discussed in the following section. 

16.5 Result Analysis 

Tables 16.2 and 16.3 show the performance comparison of LogisticRegression, 
Naive-Bayes, decision tree, SVM, KNeighbors, and RandomForest algorithms with 
and without taking into consideration the class skew problem. By analyzing this 
study, we can point out the following:

• It is observed from Fig. 16.3a, b that without balancing the dataset, F1-score is 
lowest and accuracy is highest except for the glass1 dataset results. It shows that 
the dataset is highly imbalanced and results are biased toward the majority class. 
F1-score for the abalone19, KRI-vs-back, and Stroke-Prediction is very poor and 
accuracy is very high, near 1. As a result, it is concluded that as the imbalance 
ratio increases performance degrades in terms of minority class sensitivity.

• As  shown in Fig.  16.4 after applying the data balancing technique, overall accuracy 
is getting reduced because the model is now becoming sensitive to minority class 
and some of the majority instances are also classified as positive; hence, false 
positive rate (FPR) is getting increased. But at the same time, the true positive rate 
(TPR) is also getting increasing. The classification model is good if it gives good 
accuracy even after applying the data balancing technique. 

External approaches

• From Fig. 16.4, it is concluded that random over-sampling gives comparatively 
higher accuracy and recall value because of the overfitting problem. But .F1-score 
is not good because of the low precision. Whereas in the case of random under-
sampling F1-score as well as accuracy is also low due to the underfitting problem.

• Figure 16.4 also shows that the performance of synthetic minority over-sampling 
(SMOTE) gives a better result as compared to RUS and ROS but the distribution 
space of the original samples cannot be fully covered by SMOTE over-sampling. 
The NearMiss approach has not proven to be efficient in balancing the dataset 
because of the poor performance of all the datasets. So, among all the examined 
data-level approaches, SMOTE gave better results.
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(a) F1-score results (b) Accuracy results 

Fig. 16.3 Comparison of results without data balancing approaches 

Fig. 16.4 Comparison of 
average.F1-score and 
accuracy over different 
dataset and classification 
techniques

• The cost-sensitive approach where cost, the penalty associated with an incorrect 
prediction is different for minority and majority samples. This requires a modi-
fication that is specific to each algorithm and takes a long time to build. These 
algorithms are giving the best results compared to data-level approaches. We can 
conclude that algorithm-level changes for balancing the dataset are more efficient.

• Based on the results displayed in Fig. 16.5, it is stated that the cost-sensitive 
approach is proved better in all the datasets except the datasets having a large 
number of samples. The overall performance of these datasets is also low, and 
the time taken is high. So, we can say that there is a need for extension in data 
balancing approaches for big data.

• From the exceptional results of the glass1 dataset in Fig. 16.5, we can state that if 
the dataset is not biased, then the F1-score is not affected. Glass1 dataset is having 
lowest imbalance ratio.

• The SVM algorithm is more affected by the imbalance compared to other algo-
rithms due to the more inclined hyperplane toward the minority class. Even after 
applying SMOTE and making it more cost-sensitive, performance is not getting 
increased which needs more efficient algorithms level changes. 
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Fig. 16.5 Comparison of average .F1-score overall classification methods for all datasets with 
different balancing approaches 

16.6 Conclusion 

Many conventional machine learning techniques are less effective in predicting 
minority classes when the data distribution is skewed. This detailed study has pro-
vided an illustration of the problem of an unbalanced dataset using binary classifica-
tion and multi-class classification. Additionally, this study provided several solutions 
for addressing the issue, including machine learning tools and evaluation matrices. 
We conducted an empirical analysis of the algorithms and explored all the significant 
research works with the performance comparison. It goes into greater detail about 
how class distribution affects learning. 

Despite excellent work in this field, there are still numerous inadequacies in 
current approaches and problems that need to be handled; therefore, there is still 
an opportunity to improve on the prior work for improved outcomes, especially in 
algorithm-level approaches. Although approaches for binary skewed class classifica-
tion are now quite developed, multi-class imbalance learning remains an unresolved 
problem. In the future, new algorithm-level approaches will be developed which can 
be further extended for the multi-class classification involving big data issues with 
imbalance issues. 
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Chapter 17 
Compact Dual-Band Printed Folded 
Dipole for WLAN Applications 

Abhishek Javali 

Abstract Miniaturization and multi-band operability have been the key desirable 
characteristic features of smart antennas designed in wireless communication. Printed 
folded dipole antennas find their applications in radio frequency identification tags. In 
this paper, a printed planar folded dipole antenna operating at 2.4 GHz is investigated 
to meet the requirements of miniaturization and multi-band functionality at 2.6 and 
5.6 GHz. Altair Feko is used for the simulation of the antenna. The parametric 
study is performed to study the change in impedance bandwidth for varying dipole 
trace width and substrate thickness. The proposed antenna is found to be potential 
candidate for WLAN applications with dual-band functionality and omnidirectional 
radiation pattern. 

Keywords Printed folded dipole · Microstrip patch antenna · Gain · Reflection 
coefficient · VSWR · Return loss 

17.1 Introduction 

Dramatic changes taking place in the wireless technology have witnessed novel 
design methods for low profile antenna configurations. The possibility of integrating 
multiple communication standards and protocols in the mobile system for perfor-
mance enhancement has been the need of the hour. It is obvious that miniature antenna 
design with enhanced performance in terms of impedance bandwidth and realized 
gain is pivotal. In addition to the portable antenna design, multi-band operability is 
desirable to meet the increasing demands [ 1, 2]. 

Microstrip-based antennas have revolutionized the antenna world with their many 
advantages such as cost-effectiveness, low profile design, less bulky geometry, 
robustness and ease of mounting to mention a few. There have been many tech-
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niques proposed in the literature to enable multi-band operation of the microstrip 
antennas [ 3– 5]. 

Antennas for wireless local area network (WLAN) have witnessed paradigm shifts 
in the last couple of decades. With the evolution of smart antennas and mobile net-
works with high data transfer, smart antennas for WLAN applications have received 
paramount attention. In order to meet the requirements of the IEEE. 802.11a/b/g/n
standards, it is highly desirable to have multi-band operability at frequency bands in 
particular at 2.4 and 5 GHz. Hence, the combination of miniaturization and multi-
band functionality has become hot research areas in the last couple of decades [ 6, 
7]. 

A folded dipole antenna configuration having a closed loop antenna set up was 
simulated [ 8]. Two equally potential channels were established using.2 × 2 Multiple 
Input Multiple Output (MIMO) using similar folded dipole antennas operating at 5.6 
GHz for WLAN applications [ 9]. A simple folded antenna with specific impedance 
was used in radio frequency identification (RFID) tag antenna [ 10]. A folded dipole 
antenna configuration operating at 2.45 GHz was simulated for RFID tag antenna 
prototype and verified with measurements [11]. A compact folded dipole antenna was 
proposed at ultra-high frequency for RFID tag antenna with C-shaped resonators for 
impedance matching [12]. A unique folded dipole antenna with dual-band operability 
at 2.4 GHz was designed for WLAN applications [ 13]. A low profile ultra-high-
frequency RFID tag antenna with enhanced inductive input reactance was presented 
with good wake-up sensitivity at a frequency band 908–914 MHz [ 14]. 

In this paper, a unique miniature dual-band printed folded dipole antenna for 
WLAN applications is proposed and investigated. First, the printed folded dipole 
is studied at a center frequency of 2.4 GHz to get an impedance bandwidth of 
329.335 MHz. Later, the same antenna is studied for its multi-band operability at 
2.6 GHz and 5.6 GHz. The effect of varying the dipole trace width and substrate 
height on the impedance bandwidth as part of the parametric analysis is addressed. 
The antenna is simulated with cost-effective FR4 substrate. 

The remainder of the paper is organized as follows. The antenna design aspects 
are enumerated in Sect. 17.2. The simulation results and discussions are presented 
in Sect. 17.3. The work is concluded in Sect. 17.4. 

17.2 Antenna Design 

The printed folded dipole antenna is designed at an operating frequency of 2.4 GHz. 
The antenna geometrical configuration is shown in Fig. 17.1. The constructional 
details of the antenna design are listed as follows. 
Airbox length = 76.019 mm 
Airbox thickness = 9.93 mm 
Airbox width = 24.7 mm 
Effective wavelength = .λeff = λ√

∈eff
= 76.019 mm
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Fig. 17.1 Printed folded 
dipole antenna 

Effective permittivity = . 
1+∈r
2 = 2.7

Gap size at the port = .
λeff
90 = 0.844 mm 

. λ = Wavelength at the center frequency = 124.91 mm 
Length of the folded element = .

λ
1.8 = 42.23 mm 

Mesh = .
width
3 = 0.46 mm 

FR4 (substrate) permittivity = . ∈r = 4.4
Distance between the outer edges of the folded arms = .

λeff
8 = 9.5 mm 

Substrate length = 1.5 .× length = 63.34 mm 
Substrate thickness = .

λeff
100 = 1.249 mm 

Substrate width = 2 .× folded dipole spacing = 19 mm 
Substrate tan delta = 0.01 mm 
Dipole trace width = .

λeff
55 = 1.382 mm 

17.3 Simulation Results and Discussions 

Simulation is carried out at a center frequency of 2.4 GHz. The three-dimensional 
radiation pattern of the antenna is shown in Fig. 17.2. The 3D pattern shows a 
omnidirectional radiation pattern. 

The return loss curve for the printed folded dipole antenna is shown in Fig. 17.3. 
The plot shows that an impedance bandwidth of 329.335 MHz was found. The 
voltage standing wave ratio (VSWR) was plotted in Fig. 17.4. The plot shows a 
VSWR of 1.11 which indicates good impedance matching between the feed and the 
input impedance of the antenna. 

As multi-band functionality is desirable, the printed folded antenna is consid-
ered next for the same. A wide range of 2–7 GHz is selected to test the impedance 
bandwidth of the antenna by observing the 10 dB reflection bandwidth. It is found 
that the test antenna has the dual-band functionality at 2.6 and 5.6 GHz as shown 
in Fig. 17.5.The test printed folded dipole antenna has exhibited good return loss of
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Fig. 17.2 3D radiation pattern of printed folded dipole antenna 

Fig. 17.3 Return loss in dB as a function of frequency showing the impedance bandwidth 

. −36.58 dB at 2.6 GHz for dipole trace width of 1.169 mm. For the other frequency 
band, it shows an optimum return loss of. −10.84 dB at 5.6 GHz as shown in Fig. 17.5. 

As part of the parametric analysis, the effect of varying dipole trace width and 
substrate thickness on the impedance bandwidth is studied using Altair Feko. Three 
different dipole trace widths are considered for the comparison. Dipole trace width 
of . λ

55 = 1.382 mm, . λ
65 = 1.169 mm and . λ

75 = 1.013 mm is taken into account, the 
corresponding impedance bandwidths are measured, and it is shown in Fig. 17.5. It  
can be seen that as dipole trace width is decreased, the impedance bandwidth of the 
proposed antenna increases.
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Fig. 17.4 Voltage standing wave ratio 

Fig. 17.5 Effect of dipole trace width on bandwidth 

Similarly, three different substrate thicknesses are considered for the comparison. 
Substrate thickness of . λ

100 = 1.249 mm, . λ
75 = 1.665 mm and . λ

50 = 2.498 mm are 
taken into account and the corresponding impedance bandwidths is measured, and 
it is shown in Fig. 17.6. It can be seen that as substrate thickness is increased, the 
impedance bandwidth of the proposed antenna decreases. The demonstrated printed 
folded dipole antenna is suitable for dual-band operation for WLAN applications at 
2.6 and 5.6 GHz.
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Fig. 17.6 Effect of substrate thickness on bandwidth 

17.4 Conclusion 

A miniature dual-band printed planar folded dipole antenna was designed and inves-
tigated. The proposed antenna is suitable for operation at 2.6 GHz and 5.6 GHz for 
WLAN applications. The proposed antenna is hence suitable for dual-band func-
tionality. It was found from the simulation results that the as dipole trace width is 
decreased, impedance bandwidth increases, and as substrate thickness is increased, 
the impedance bandwidth of the proposed antenna decreases. This investigation helps 
in finding the suitability of the printed folded dipole antenna for its selectivity for 
WLAN applications. 
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Chapter 18 
Performance Analysis of Various Feature 
Extraction Methods for Classification 
of Pox Virus Images 

K. P. Haripriya and H. Hannah Inbarani 

Abstract After the COVID-19 pandemic, people began to fear that the monkeypox 
virus will be the next epidemic. The World Health Organization (WHO) has reported 
that monkeypox outbreaks have taken place in different regions of Central and West 
Africa throughout the years, with the latest outbreak being reported in Nigeria in 
May 2021. Fever, swollen lymph nodes, dry cough, and red rashes all manifest as 
signs of the monkeypox virus. Most of the symptoms of Measles and chickenpox 
are comparable. These disorders are given only methodical treatment by the doctor. 
In Image processing, feature extraction techniques are used to transform raw pixel 
values of an image into a set of features that can be used for further analysis, such as 
object recognition, image classification, and image retrieval. Several feature extrac-
tion techniques are employed to determine the disease from the images in order to 
determine which technique works best for this collection of monkeypox skin images 
(MSID). Wavelets fused with gray-level co-occurrence matrix (GLCM), Haralick 
features, and local binary pattern are the various feature extraction techniques (LBP) 
applied in this work. For the classification of various pox virus diseases such as 
measles, chicken pox, and monkeypox, various classification algorithms such as 
Random Forest Classification (RF), Naive Bayes (NB), K-Nearest Neighbor algo-
rithms (KNN), Support Vector Machine (SVM), Ada Boosting (AB), and Gradient 
Boosting (GB) are used in this work. In this paper, four evaluation metrics are used 
to determine the best feature extraction method for the monkeypox, chickenpox, and 
measles datasets. Wavelets fused with GLCM produce the highest accuracy (84.41% 
for gradient boosting and 83.87% for random forest) when extracting features from 
Monkeypox Skin Image Datasets (MSID). 
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18.1 Introduction 

The monkeypox virus is a disease that is caused by a member of the orthopoxvirus [1]. 
Monkeypox started in West and Central Africa in 1970 [2]. Later, it started to spread 
around the UK, Spain, and other states. Recently, in India, monkeypox diseases were 
discovered in some people. Generally, monkeypox [2] takes 6–13 days to breed, but 
in the real world, it takes around 5–21 days to show its symptoms. The symptoms 
of monkeypox disease are fever, swollen lymph nodes, rectal pain, sore throat, oral 
lesions, and swollen tonsils. Hence, it is necessary to avoid close contact with a person 
who is already infected with the monkeypox virus. Later, the European Government 
named the monkeypox virus as the MPOX virus [3]. 

Chickenpox [4] is the most common disease; the infection occurs in people of 
different age groups. Chickenpox symptoms are very similar to monkeypox symp-
toms. For children, chickenpox can be easily spread from one to another. Measles 
[5] is a disease caused by a virus that is easily transmitted to children. The measles 
will look like red rashes around the body where it gets affected. The virus exposes 
its symptoms after 10–14 days. The common symptoms of measles are fever, sore 
throat, running nose, and dry cough. This disease can be easily spread from one 
person to another. Early diagnosis of the disease will help people recover fast, and 
for the doctor, it will be very useful to identify which disease comes from the human 
being. 

The Monkeypox Skin Image Datasets (MSID) are taken from Kaggle [6], and 
it contain images for various diseases like chickenpox, measles, monkeypox, and 
normal skin images. The dataset contains 770 images, and from those images, rashes 
and infected parts are obtained from every part of the human body. To identify the rash 
and infected parts of the images first, the color images are converted into grayscale 
images and feature extraction is performed from grayscale images. For feature extrac-
tion, different methods like wavelets, Gray-Level Co-occurrence Matrix (GLCM), 
Haralick, and Local Binary Pattern (LBP) are used. Later, machine learning classifi-
cation algorithms are applied to calculate the accuracy, precision, recall, and the F1-
score to measure which feature extraction methods are suitable for these Monkeypox 
Skin Images Datasets (MSIDs). The highest accuracy and the F1-score are used to 
predict which method is suitable for this dataset. The sample images of the different 
diseases are described in Fig. 18.1a the chickenpox image, (b) the Measles image, 
(c) the monkeypox image, and (d) the normal skin images.

In Fig. 18.1, sample images of different diseases are presented. The first image is 
a chickenpox image, followed by measles, monkeypox, and the normal images. The 
images show that red rashes are common among all of the diseases. The remaining 
part of this paper is described as follows: In Sect. 18.2, the various feature extraction 
methods and classification algorithms used in this work are discussed. In this work, 
the most frequently used feature extraction methods are chosen. Section 18.3 is a 
detailed discussion of the datasets, feature extraction methods, and methodology for 
this paper. In Sect. 18.4, various methods are used to extract the features from the 
image, and various machine learning algorithms are used to determine which produce
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Fig. 18.1 Sample images of different diseases

the highest accuracy. In Sect. 18.5, the conclusion and future enhancement of this 
paper are discussed. 

18.2 Literature Survey 

This section provides a survey of various methods of feature extraction for the 
images like Texture, Color, Morphological, Haralick, Wavelets, Ranklets, HOG, 
LBP, methods, etc. and different classification algorithms applied for many types 
of images as shown in Table 18.1.

The drawbacks and the issues faced by the above papers are described below: 
Aruraj et al. [7] say that the proposed methodology is only implemented on small 
datasets, and to improve the classification accuracy, different texture and color 
features have to be extracted. Hussian et al. [8] applied the texture and morpho-
logical features for machine learning-based classification. In future, deep learning 
techniques are applied. Perumal et al. [9] needed more data assimilation to strengthen 
their results. For the proposed segmentation, Azevedo Tosta et al. [10] discovered 
false positives and negatives for neoplastic nuclei. Goyal et al. [11] the proposed 
model can be improved further in terms of adaptive model construction and severity 
analysis for additional datasets with multiple classes (more than 5) and deep models 
are reported. Sahin et al. [13] used comparably very small datasets, and AI approaches 
based on Dl models are the issues. 

18.3 Research Methodology 

In Fig. 18.2, the different diseases like chickenpox, measles, and monkeypox and 
the normal skin images are taken as input. The next stage is image acquisition; the 
preprocessing of images is done under this section. To remove the noise from the 
image and to find the affected region and edges of images, the Gaussian filter is 
applied. The next step is feature extraction, and three various methods are used to 
extract the features of the images. The three different feature extraction methods are: 
wavelets fused with GLCM, Haralick features, and local binary pattern (LBP). Each
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Types of Pox 
Virus 

Image 
Acquisition 

Feature 
Extraction 

Machine 
Learning Based 
Classification 

Evaluate Accuracy 

Fig. 18.2 Proposed model 

Table 18.2 Detailed information about the datasets 

Category Chickenpox Measles Monkeypox Normal Total 

# 107 91 279 293 770 

and every method produces different features. After extracting the features, various 
machine learning classification algorithms are applied and accuracy, precision, recall, 
and the F1-score are used to measure the accuracy of classification. In the end, 
the result is compared to show which feature extraction method is suitable for this 
monkeypox skin image dataset. 

18.4 Materials and Methods: 

18.4.1 The Source of the Datasets 

The benchmark datasets for the Monkeypox Skin Image Datasets (MISD) are gath-
ered from Kaggle [6]. The MISD datasets contain four folders, and each folder 
contains different disease images like chickenpox, measles, and monkeypox, as well 
as normal images. Each image has a dimension of about 224 by 224. In Table 18.2, 
the entire information about the datasets is described. 

18.4.2 Image Acquisition 

Image acquisition is the first stage in digital image processing techniques. In this 
stage, the preprocessing of the image is done. In this work, the RGB (Red, Green, 
and Blue) images are converted into grayscale images. Later, Gaussian filters are 
applied to the images to reduce the noise. To predict the region of interest for the 
image, Gaussian filters are used.
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Fig. 18.3 Feature extraction 
methods Feature Extraction 

Wavelets 
with GLCM 

Haralick LBP 

18.4.3 Feature Extraction Methods 

In Fig. 18.3, the various methods of feature extraction are explained. The partitioning 
of images into regions of interest and the classification of those regions are called 
texture features. It measures the intensities of an image or an arrangement of colors. 
The texture features used in this work are Gray-Level Co-occurrence Matrix (GLCM) 
and Local Binary Pattern (LBP). The multi-scaled and other features are Haralick 
features and wavelets. 

Wavelets with GLCM 

A wavelets’ transformation is a multi-scale and multi-resolution transformation to 
extract the features of high-resolution to low-resolution components. 

In Fig. 18.4, the wavelets are used in four different directions. The LL talks about 
the approximation and tells about the low-frequency components of an image. The 
LH talks about the horizontal details, and it depicts the horizontal edge components. 
The HL talks about the “vertical details,” which means that it detects all vertical 
edge information. The HH talks about “diagonal details,” which means it detects all 
diagonal edge information. 

The Gray-Level Co-occurrence Matrix (GLCM) is a texture feature [8] that covers 
the image spatial correlations. Generally, GLCM has N number of properties, but 
most of the research works used only these four properties as the main ones. The 
wavelet uses the Daubechies wavelet family. The wavelets use different angles, like 
horizontal, vertical, and diagonal, for the images. From these four angles, the GLCM

Fig. 18.4 Wavelets’ angle 
samples 
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is applied for color images. So, the color images produce the three channels Red, 
Green, and Blue, and then with the help of gray-level properties, the four impor-
tant features are extracted from the image. The four features are contrast, energy, 
dissimilarity, and homogeneity. So, 4 * 3 * 4  = 48 features are extracted from the 
image. 

Haralick Features 

The Haralick [9] features are part of GLCM. The Haralick features talk about 
the relationship between the pixel intensities that are adjacent to each other. The 
Haralick features produce 14 features that are extracted from GLCM. For each 
image, 14 features are extracted to form a new interrelationship. The GLCM is 
usually calculated at different angles like 0°, 90°, 180° and 270° of the images.. 
The Haralick features produce different features, namely, Homogeneity (or) Angular 
Second Moment (ASM), Contrast, correlation, Variance (or) Sum of Squares, Inverse 
Difference Moment (IDM), Sum Average, Sum Variance, Sum Entropy, Entropy, 
Difference Variance, Difference Entropy, First Information Measure, and Second 
Information. 

Local Binary Pattern (LBP) 

The texture features include the Local Binary Pattern (LBP) [7]. This technique 
provides a uniform and efficient texture pattern for the image, which describes the 
local texture patterns. The LBP [15] measures both the shape and texture features 
of the image. LBP offers information about the neighborhood pixels of the image, 
which provides the combination of binary code for the image pixels. From Fig. 18.5, 
[7] the image of pixels is given, and from that threshold value, the rest is calculated. 
For my datasets, 24 is my degree and 8 is the radius. The mathematical expression 
of the LBP code is given below [15]. 

LBP P,R(xc, yc) = 
p−1∑

p=0 

S
(
gp − gc

)2 
. 

Fig. 18.5 Example of LBP 
operation [7]



18 Performance Analysis of Various Feature Extraction Methods … 219

The center value is taken as a threshold, and then the threshold value is compared 
to the neighborhood pixels. If the value is greater than or equal to the threshold, the 
value is assigned as 1. Otherwise, the value is assigned as 0. For example, if a 3 * 3 
matrix is given at the center point, it acts as a threshold, and the remaining part acts 
as neighborhood values. 

18.5 Experimental Analysis 

Naïve Bayes [8] algorithms work based on the Bayes theorem, and they are suitable 
for problems with higher dimensionality and for some independent variables that have 
categorical or continuous values. This algorithm provides minimal computational 
time to construct the model. The probability of computational error is large in Naïve 
Bayes techniques. To overcome this problem, the probability of valuation error is 
reduced in Bayes’ methods. These techniques need a large number of parameters for 
training the models. The KNN [8] algorithm is widely used in machine learning for 
classification purposes. KNN is also called a lazy learner algorithm because it does 
not have any defined function to perform. Instead, it trains the model by memorizing 
training data. The K components are used to calculate the nearest neighbor in the 
datasets. Random Forest [16] is a collection of many independent decision trees that 
train independently on random subsets of data. The final prediction will be made 
with the help of “voting”. This means that each decision tree class will vote for the 
output class (the class with the most votes is chosen as the final prediction). SVM [17] 
considers itself to be one of the most well-known and practical techniques for dealing 
with data classification, learning, and prediction problems. The data point closest to 
the decision surface is the support vector. The simplest binary classification problem 
works with linearly separable training data. AdaBoost [18] is a method in which 
several weaker models are trained independently and their predictions are combined 
in some way to produce the overall prediction. Gradient boosting [19] begins with 
a single leaf with weights for all attributes. When predicting a continuous value, 
the first guess value is used as the average value. For all the algorithms, sensitivity 
analysis is done to choose the best hyperparameters. To get good accuracy values, 
the following work is done: 

In Table 18.3, the accuracy values of wavelets and GLCM features with various 
machine learning algorithms are depicted. In that, various machine learning algo-
rithms are used, like KNN, Naïve Bayes, Random Forest, SVM, Gradient Boosting, 
and AdaBoosting. From the table, it can be seen that the gradient boosting got the 
highest accuracy and F1-score measures of 84.41% and 84.02% when compared 
to others. The Haralick feature extraction method is used in that gradient boosting, 
which produces the highest accuracy and F1-score values of 71.3% and 60.27%, 
respectively. When compared to other machine learning methods, it produces good 
values. In the table, A—Accuracy, P—Precision, R—Recall, and F1—F1-score.

In Table 18.3, the local binary pattern (LBP) feature extraction methods are used in 
that constant values are observed for RF, SVM, AB, and GB, but still, the evaluation of
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Table 18.3 Wavelets with GLCM, Haralick, and LBP features with various ML algorithms 

Model Wavelets with GLCM Haralick LBP 

A P R F1 A P R F1 A P R F1 

KNN 62.37 62.52 63.51 63.01 47.40 34.88 32.48 33.64 8.24 2.11 25 3.89 

NB 50.53 55.63 52.80 54.18 57.79 52.92 48.14 50.42 16.88 4.22 25 7.22 

RF 83.87 83.55 82.64 83.09 70.12 54.67 55.02 54.84 38.96 9.74 25 14.02 

SVM 63.44 60.22 60.10 60.16 61.69 41.47 43.45 42.44 38.96 9.74 25 14.02 

AB 64.52 63.38 56.15 59.55 70.78 53.65 49.29 51.38 38.96 9.74 25 14.02 

GB 84.41 84.53 83.52 84.02 71.43 60.99 59.56 60.27 38.96 9.74 25 14.02

accuracy and F1-score are not better than Haralicks and wavelet fusion with GLCM. 
So, the conclusion can be made that LBP is not suitable for monkeypox skin image 
datasets. 

In Fig. 18.6, the various machine learning algorithms are used with the feature 
extraction method, i.e., wavelets fused with GLCM. From the figure, the highest accu-
racy and F1-score value are attained by the Gradient Boosting method. In Fig. 18.7, 
the Haralick Features extraction method is used with various machine learning algo-
rithms, and gradient boosting produces good accuracy and F1-score values when 
compared to others. 
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Fig. 18.6 Wavelets with GLCM features for various ML algorithms 
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Fig. 18.7 Haralick features for various machine learning algorithms
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Fig. 18.8 LBP for various machine learning algorithm 

In Fig. 18.8, the LBP feature extraction method produces the same values for all 
the four metrics. So, the LBP feature extraction method is not suitable for this dataset 
because it produces very low accuracy and F1-score values when compared to the 
other two methods. 

In Table 18.4, different parameters are employed with different machine learning 
algorithms and various feature extraction approaches. The various feature extraction 
techniques and their associated characteristics are shown in Table 18.4. Table 18.4 
depicts the accuracy, precision, recall, and F1-score values obtained using different 
parameter settings for various classification approaches. In this work, hyperparame-
ters like n-estimators, neighbors, learning rate, and kernels are applied. This hyper-
parameter helps us find some constant value at some stage. From the Table, it can be 
observed that the wavelets fused with GLCM features produce the highest accuracy 
and F1-score when compared to other feature extraction methods. Based on experi-
mental analysis, it has been observed that for these Monkeypox Skin Image Datasets 
(MSIDs), wavelets fused with GLCM are the best feature extraction method. 

Table 18.4 Various parameters used in features extraction methods with various machine learning 
algorithms 

Methods Different methods A P R F1 

KNN (neighbors = 7) Wavelets and GLCM 61.29 60.01 60.02 60.02 

RF (entropy, 12) Wavelets and GLCM 82.79 82.36 81.17 81.76 

AB (0.2) Wavelets and GLCM 63.44 54.59 55.10 54.84 

GB(0.1) Wavelets and GLCM 83.87 82.97 82.52 82.74 

KNN (neighbors = 10) Haralick 47.40 34.88 32.48 33.64 

RF (entropy, 15) Haralick 69.48 55.69 54.56 55.12 

AB (0.2) Haralick 70.13 53.70 48.10 50.75 

GB(0.1) Haralick 68.18 52.72 50.67 51.67
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18.6 Conclusion 

In this work, various feature extraction methods are used to extract the features from 
the images. The different feature extraction methods, like wavelets with GLCM, 
Haralick features, and LBP, are used for feature extraction and various machine 
learning algorithms are applied on these extracted features for identification of type 
of pox virus. The wavelets with GLCM features used with various machine learning 
algorithms got the highest accuracy and F1-score values for gradient boosting at 
84.1% and 84.02, respectively. The Haralick features are used with various machine 
learning algorithms and got the highest accuracy and F1-score values for gradient 
boosting at 71.43% and 60.27%, respectively. The LBP features used with various 
machine learning algorithms produce very low accuracy and F1-score values. From 
this, the observation in the above table says that the wavelets combined with GLCM 
got the highest accuracy and the F1-score value. So, the conclusion can be drawn 
that wavelets combined with GLCM is the best feature extraction method for these 
Monkeypox Skin Image Datasets (MISD). In this work, feature extraction is done 
directly for the images. After the segmentation of the affected part of the image, 
feature extraction has to be done to improve accuracy. Data augmentation has to be 
done. Still, the dataset contains only 770 images, and if the count has increased, the 
accuracy may be improved further. 
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Chapter 19 
An Elucidative Review on the Current 
Status and Prospects of Eye Tracking 
in Spectroscopy 

V. Muneeswaran, P. Nagaraj, L. Anuradha, V. Lekhana, G. Vandana, 
and K. Sushmitha 

Abstract This study examined how the measurement of eye activity is done using 
various technologies. Eye tracking (ET) is dominant and prominent. It analyzes the 
gazing direction of people and measures the entire functioning of the eye. In this 
paper, we will come to know about various technologies for eye tracking and can 
able to choose the best approach. Irrespective of technology, as the eye is the most 
affected part, we can employ this technique in all fields. The main motto of this is 
to demonstrate a full-fledged review of diverse topics and techniques used in eye 
tracking. We will be seeing some interesting techniques like skin electrodes, contact 
lenses, head-mounted and remote systems, and the approach behind them. Most 
importantly we will learn what is pupil center corneal reflection technique (PCCR). 
ET gives numerous application which relates to the interaction between humans and 
computers. This paper also incorporates various elements which took part in the 
selection of a particular eye-tracking method. 

Keywords Eye tracking · Pupil center corneal reflection technique · Skin 
electrode · Contact lens · Head-mounted · Remote system
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19.1 Introduction 

Eye tracking clearly says it tracks the positions and movement of the eyes. This 
method is mainly to understand the conscious and unconscious information using 
pupil center corneal reflection reported in 1901, and some of the techniques invasive 
such as using contact lenses and non-invasive techniques like remote trackers and the 
important application which is video-based combined pupil/corneal reflection can 
be used by the techniques such as fast image processing. In this paper, we can see 
what are all the things measured with an eye tracker, interpret eye gaze data, use eye 
tracking in various fields, and clear information about all the techniques involved in 
eye tracking and how this review will help future aims and modifications. One must 
know what is this eye tracking and why it has a specific significance. To understand 
this, simply let me give a real-time example. Assume we are in one room where we 
are giving some explanation on some topic and someone was delivering the content 
by keeping some kind of glasses for his eyes! Now my question is have you all been 
satisfied with such delivery content in which you aren’t able to observe the receiver’s 
eye movements and expressions? Need a genuine answer! Absolutely no, because 
among the total body, one must always be attracted by eyes as they will provide 
clear-cut information than those of listening. 

So from this, we can say we are always interested to see the eye movements of 
others as they will say exactly what a person is gazing at whether it may be while 
watching television ads, browsing websites, and any other kind of activities. We can 
run eye tracking studies by using an ordinary webcam also whether it may be built into 
a laptop or an external one or by using a special device called an infrared eye tracker 
but it all depends on our purpose or needs and conditions. We can do a small activity 
on eye tracking using a cool tool that is available online. Eye trackers can measure 
observers gazing points with high resolution and accuracy using some optical sensors 
and projection patterns. I want to convey one interesting thing here we humans have 
peripheral vision and central vision. Both may vary based on the concentration of 
cones. To say that nearly our peripheral vision got 70 times less resolution than you 
do in your central vision which is a beautiful thing! Though one can see an object it 
does not mean that an observer can able to recognize entire objects. To understand 
this better, we will take a well-known example that everyone once in our childhood 
has done that activity, that is nothing but in newspapers or Funday books, we will 
see two similar images given and we need to recognize differences or simply we can 
say that we need to tell what all the things are present in that. After we have done 
this, we will come to know that for the first time, we will be able to specify some 
things and other things also we saw, but compared to the remembered things, other 
things are less concentrated by us. So based on eye gazing points things may vary. 
With this intro, we will proceed with further things which we are all interested to 
know like does eye tracking gets affected by our head movements? Does blinking 
have any effect? As said earlier we will come to know about fixations and saccades in 
detail and how the different approaches for eye tracking differ like normal processes, 
image processing, and using infrared radiation. What are the future scopes, their
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advantages, metrics, and some important applications and electrodes used for eye 
tracking? Before that one doubt, you may all have is does infrared light affect or 
harm our eyes. The answer is no it doesn’t have any harmful effect if we see fire 
does it harm our eyes!! To know all this we need to know about Tobi, which is the 
Swedish top company for eye tracking, and the three persons of Swedish who found 
the potential of eye tracking with a lot more inventions. [1–5] 

Significance: Our eyes and their viewing ability are the brain’s primary things to 
get to know about the things or information happening around us. With eye tracking, 
one can able to find where the person is looking at. Eye tracking does not define 
brain choice but it can able to analyze and estimate the ultimate decision made by 
the brain. 

Nowadays compared to human–human interaction, human–gadgets interaction 
became prominent and most electronic gadgets have touch screens using fingers as 
an input source. Now if we see to observe the changes or operations happening in 
software, we just need an eye. So, for every step eye movement is the key point. 

As we know our pupils will always be in working condition. We call that stage 
a saccade. But to see or visualize a particular thing our pupil must concentrate 
on one point. This state is called fixation. Therefore, we can say that changing 
our pupil movement is changing our concentration. In this review, we can see how 
eye-tracking systems use the most available method called the corneal-reflection/ 
pupil-center method. 

19.2 Why Eye Tracking? 

Though we have given clear-cut ideas on eye tracking, to make it much easier to 
understand its significance, we have given one image below! Have you recognized 
which image was shown in Fig. 19.1? Hope it is well known for all its boost! We 
can take anything in nature as an example. Now when we can buy any product in our 
care boost as soon as we buy a product our first focus is on MRP/Manufacturing date 
in most cases. Though we open our both eyes, we are seeing a whole image, but we 
can concentrate on one specific thing at a time, it does not mean other things are not 
seen, if we see carefully, we can indicate with different colors arrowed marks, based 
on that colors our focus may vary. So, to conclude though a person is looking at the 
whole image, to grasp his tracking where he is looking at it plays a very important 
role in psychology, biomedical in all other fields [6–10].

19.3 How Eye Tracking Works 

One of the most used eye tracking in which infrared cameras are fixed with the sensor 
and LED when radiation is emitted that passes through the IR filter, which saves eyes 
from other effects. The process of eye tracking comes into play when IR radiation
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Fig. 19.1 Illustration of Eye 
tracking

hits the center part of the eye called the pupil which produces corneal reflections in 
the cornea. Once the image processing unit identified the vector between the pupil 
and the location of corneal reflections, one can find the gazing points which are 
popularly known as the pupil center corneal reflection (PCCR) technique. 

Figure 19.2 Illustrated how the eye tracking system works, based on the location 
of infrared light concerning the pupil one can find the gazing point (a) represents 
looking down and right of the camera, (b) looking straight at the camera, and (c) 
looking directly above the camera and left of the camera. But whatever the technique 
we are using for tracking eyes, we need one light source and one camera for recording 
eye movements. As we know when the pupil continuously moves, we cannot visualize 
things clearly which we call that state saccade, to see we need to fix our pupil position 
for getting focused on the things which we call fixation. When infrared light falls 
into our eyes, there were many layers present inside the eyes which can reflect that in 
consequence that we are getting corneal reflections. To understand we can observe 
Fig. 19.3

Mainly when we need to give rest to our hands or the people who cannot use 
their hands due to their physically challenging issues this is an excellent technique.
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Fig. 19.2 Illustration of how eye tracking works 

Fig. 19.3 Real-time example of Eye tracking

As seen in the image as soon as cameras have cameras with IR filter project their 
radiation into the user’s eyes it starts finding the target and by using some algorithms, 
we can calculate the gazing points. 

19.4 Eye Tracking and Metrics 

As we understood the basic process involved in eye tracking, now we will try to know 
further information regarding eye tracking. As we said when the pupil is stable and 
focuses on a particular object, then only we will see the object called fixation and when 
it is moving continuously, we cannot see called saccade and the result of these two 
states is called scan path. To say one most knowable example which might be sarcastic 
that even in LinkedIn profiles based on this particular eye tracking, most of them will 
get the benefit for sure as many researchers say clearly. Eye tracking had undergone 
many rapid developments with good efficiency, stability, and many more pros; though 
those advancements gave good creation and better assumption techniques, some of
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the issues were traced out by the reviewers after many submissions on eye tracking. 
Among all the submissions hardly say only 7 were accepted by the reviewers after 
reviewing each successful paper. One of the papers was done by X. Zou et al. He has 
done his paper on task-oriented attention; similarly, one more paper has given an idea 
on reducing human interference in automating the dynamic process by McClung and 
Kang [11–13] 

19.5 Types of Eye-Tracking Devices 

As we have seen the process of eye tracking and the basic methodology is the same for 
all, we have different types of eye-tracking devices such as screen-based, wearable, 
and webcam, etc. [14]. 

To be clear when a receiver gets multimedia stimuli to record the output responses, 
screen-based device is used to increase information ability from deeper sides of the 
object. Similarly, when we are particular about some limitations like better contrast 
ratio, and a good resolution, we are going to track using a webcam device and mostly 
it can be done even at home without any requirement of the lab. Mainly two measure-
ments were used in eye tracking as we mentioned earlier one is fixation and the other 
one is scanning path [15]. Scan path is used to view the object with less fixation 
where long-lasting fixation indicates less efficient scanning and other important eye-
tracking skin electrodes; as we said earlier in this method, the electrodes are placed 
around the eye socket, and when the infrared light got struck, it will measure the 
retina and corneal reflections, and using this we can track both eyes of the viewer at 
a time but it is the particular limit but is simple to use. Next one is contact lens. It is 
fitted around the cornea (non-slipping lens), then tracking can be done by removing 
the magnetic coil around the cornea lens; compared to skin electrode, contact elec-
trodes provide precise and accurate information, it is also limited to a specific range 
and it is not much comfort for the user and we have head-mounted electrode by the 
name a light source or camera is mounted around the head using helmet or headband, 
and mainly it does not cause restrictions to user head movement [16]. 

19.6 Applications Involving Eye-Tracking Methodology 

19.6.1 Psychology and Neuroscience 

As we say earlier, eye tracking has its specifications and applications in various 
fields, among them prominent psychology. In another way, we can say it shows 
the direct relationship between our eye movements, that is where we are looking 
and in correspondence to that how we are reacting. As eye tracking measures one’s
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concentration, similarly, based on eye movements, one can study the insight process 
happening in the mind, that is our mental process [17]. 

19.6.2 Cognitive Process 

To understand this better, let us speak with an example and the case is shown in 
Fig. 19.4: let us assume a person is driving a vehicle without any experience, then 
sudden if any critical situation occurs then? Hard to imagine! So here comes the 
eye-tracking usage. That is if a person is driving with no experience, if he wears 
eye-tracking glasses, then if any harm occurs, our subconscious mind can track the 
issue and give hints before itself [18]. 

19.7 Medical Research 

To diagnose diseases like attention-deficit hyperactivity disorder (ADHD), autism 
spectrum disorder (ASD), obsessive compulsive disorder (OCD), etc., diseases were 
able to get a solution through eye tracking which will combine with some biosensors. 
To be simple, it can able to find the drowsiness of a person with this application. 
Like this, there were many applications including academic and scientific research, 
marketing, gaming, etc. [19]

Fig. 19.4 Eye-tracking glasses and their impact 



232 V. Muneeswaran et al.

19.8 Existing Technologies for Eye Tracking 

19.8.1 Video-Based Eye Tracking 

In this particular application as we said, there will be a camera embedded with LED 
and a sensor and when it focuses on one’s eyes (either one or both), then the reflections 
can be seen in a cornea called corneal reflections and from that one can grab one’s 
movements [20]. 

19.8.2 Interface Usability Eye Tracking 

It will represent whether the person is looking at a particular thing or he is reading 
something or he is just having an overall scan on that, and if he is observing something, 
then at what concentration he is having on that content, and it also helps to find out 
whether the user needs a specific thing [21]. 

19.8.3 Interactive Applications for Eye Tracking 

There were many interactive applications like accessibility, non-command-based 
systems, and virtual displays, and many among them accessibilities have their impor-
tance or specific dance. The name accessibility itself tells us it is giving access which 
in the sense of using eye tracking, one can communicate with others using their 
eyes! It seems normal but to be clear the persons who are facing brain injuries, spinal 
cord-related issues, or any strokes. Among such people, eye tracking is a boon we 
can simply say! [22–26] 

19.8.4 PCCR Technique in Eye Tracking 

The process of image acquisition is shown in Fig. 19.5. Though we discussed the 
PCCR technique known as pupil center corneal reflection, its idea works like an 
infrared camera possessing a filter and an LED source. When light falls on the 
camera, it passes through the filter to reduce harm to the eye; then once it filters, 
it hits the pupil in the cornea that gives rise to reflections in the cornea known as 
corneal reflections, thereby the monitor screen enables and eye tracking comes into 
play [27].
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Fig. 19.5 Image Acquisition Scheme 

19.9 Advantages of Using Eye Tracking 

1. Compared to all other input media, eye tracking is faster which makes it more 
efficient and accurate. 

2. For eye tracking like any other technology, it does not require any special training 
or coordination like normal users. 

3. Eye tracking makes it easy to understand one’s area of interest, which everyone 
likes to know! 

4. Eye tracking plays a key role in user readability applications in finding out one’s 
interaction with their environment. 

5. As we said eye tracking is very much helpful for disabled or people with some 
injuries related to the brain, spinal, or any other. 

19.10 Disadvantages of Using Eye Tracking 

If we say advantages for any one particular technology for sure, there will be some 
disadvantages or consequences for the same technology. Similarly, eye tracking too 
has some disadvantages as we are saying their many advantages then definitely the 
cost and resources are not so reliable or less, so resources are much more expensive 
we are saying eye tracking can gaze at users’ eye movements what about thoughts? 
As we said to calculate gaze points, we are using many algorithms, so interpretation 
is not so easy [28–30]. 

19.11 Future of Eye Tracking 

Definitely, in the future, much more possibilities with better, precise, and accurate 
technologies will emerge for sure, and no doubt that eye tracking is an emerging 
technology in marketing industries as they are willing to increase the stock market 
by using eye-tracking technology to grab audience attention as if we take movies as
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the best example, the director can narrate the entire cinema in such a way that he 
will capture each scene by keeping audience perception in mind. Hope in the coming 
days this technology may replace many activity applications. As we said it is still an 
emerging technology and not quite there yet, but we can strongly assure you that eye 
tracking is the most exciting technology ever. 

19.12 Conclusion 

To sum up, all these points so far discussed, we can say that eye tracking has more 
importance in the upcoming days. Our eye movements are faster than computers. 
Through eye-tracking technology, we can make human–computer interaction. It is 
used to know that human visualization of a subject is being processed. It is useful in 
many fields, including developing video games, setting the gazing point at confer-
ences, in graphics, and minimizing dangers in air traffic. It is very flexible and easy; 
through this technology, we get real-time feedback on eye movements. But not the 
thoughts of people. It can help people with disabilities operate through their eyes. 
Eye tracking can say whether a person is looking at the screen or just acting as if he is 
looking. It says a person is reading or searching for a specific word or just scanning. 
It shows where the person is looking at different parts on the screen or in front. 
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Chapter 20 
Speech Recognition and Its Application 
to Robotic Arms 

V. P. Prarthana, G. Sahana, A. Sheetal Prasad, and M. S. Thrupthi 

Abstract This paper focuses on the development of a lightweight and easy-to-use 
robotic arm that can be controlled using speech recognition technology. The arm can 
be controlled using live voice instructions, and the system has been designed to work 
with both English and Kannada voice commands. The image model used for speech 
recognition predicts audio labels based on spectrograms, and the system transfers the 
prediction to the microcontroller using a serial port connection. The microcontroller 
then moves the arm based on the instructions received. The system is designed to be 
accessible to people of all backgrounds, regardless of their educational level or other 
factors. The project has the potential to make a significant impact by enabling people 
to use robotics to perform tasks that would otherwise be difficult or impossible. The 
work describes the use of four predefined English and Kannada commands to assess 
the success rate of speech recognition using machine learning models, specifically 
the ANN and the CNN. The accuracy of the models was evaluated and compared for 
both the English and Kannada datasets. 

Keywords Speech recognition · Spectrogram · Serial communication · Native 
language 

20.1 Introduction 

In this developing world where everything is automated, robotics plays an impor-
tant role. Despite the goal of making lives easier for everyone, some robots make 
everyone’s job easy. Autonomous robots in industrial companies, on the other hand, 
are more likely to perform complex jobs. Not all robotics takes the form of a human 
person. A good example is a robotic arm. They are tough, adaptable, and accurate 
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enough to handle a wide range of jobs. The first term to consider in voice control 
is speech reconnaissance, i.e., making the system understand human vocalization. 
Speech recognition is a technology where the system understands the words given by 
oration. Speech is a great way to control and communicate with robots. The advan-
tage is the programmability of this autonomous speech recognition system. You may 
program and train the speech recognition circuit to recognize the specific words you 
want. The speech recognition model is simple to connect to the microcontroller. It 
will be easier to control by speaking to it. At its most basic level, speech recognition 
allows the user to complete many tasks simultaneously while working on the com-
puter or appliance (i.e., hands and eyes are occupied elsewhere). Robotic arms are 
manipulators that have the appearance of a human arm and are capable of carrying out 
challenging things like welding, trimming, picking, and painting. Furthermore, their 
ability to operate in hazardous conditions that are inaccessible to human operators 
is their greatest advantage. This initiative’s main goal is to help companies cut labor 
costs and employee errors while raising productivity. However, it can help the differ-
ently abled with daily duties with small structural alterations. The ability of robotic 
arms to operate in hostile situations and places that are inaccessible to people is their 
biggest benefit. There are many versions, including keypad controlled, voice con-
trolled, gesture controlled, and more. Humans are replaced by robots and automation 
while doing mundane, dangerous, challenging, or hazardous work. In the high-tech 
era of today, automation significantly increases production capacities, enhances prod-
uct quality, and lowers production costs. To program, monitor, and perform normal 
maintenance on the computer, just a small number of people are required. 

20.2 Related Work 

In this section, some of the research papers studied to build our arm have been cited. 
In [ 1], with the help of the microphone, speech commands are given to the voice 
recognition module. The voice recognition module receives the analog output of a 
microphone. It is capable of processing that signals and producing digital output. 
The signal is then passed to the ARM 7 controller, which passes it to the wireless 
transmission module for transmission. The ARM 7 controller sends a signal to the 
motor drive. The motor driving signal is sent to several motors that govern the robotic 
arm’s mobility. Hence, robotic arm gives the movement according to the signal. 

In [ 2], five predefined words which are “Turn Right”,” Turn Left”,” Stop”, 
“Clamp”, and “Release” were selected to determine the working of this robotic arm. 
The arm was built using servomotors and an Arduino microcontroller. The voice 
instruction was passed to the arm through the voice module available in Arduino 
IDE. The average accuracy was around 90%. In [ 3], four potentiometers were uti-
lized to control the servomotors in this work. They constructed the robotic arm out 
of cardboard. They are recommended for applications requiring low speed, medium 
torque, and precise positioning. This model appears to be a robotic crane. The use of 
a servomotor is to create robotic arm joints and regulate them with a potentiometer.
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The servomotors are controlled by an Arduino UNO board, and the Arduino’s ana-
log input is delivered to a potentiometer. The user can manage the digital values of 
Arduino, which are used to alter the servomotor position. By rotating these pots, we 
can move the joints of the robotic arm and pick, grab, or place any object. 

In [ 4], the authors created a robot arm that uses Malayalam speech commands 
to control it. The word units are captured at 8 kHz, quantized at 16 bits, and then 
processed at 10 ms frames per second with a 25-millisecond overlapping Hamming 
window. The speech units are then parameterized using 12 Mel frequency cepstral 
coefficients. As features matching approaches in the next phase, DTW was applied. 
This algorithm compares two time series that differ in time or speed, as well as finds 
the best alignment between them if one of the time series is “warped” nonlinearly by 
expanding or contracting it along its time axis. The code for the spoken instruction 
is sent to the microcontroller for the appropriate arm motion, which is recognized by 
the SR unit. The motor driver IC in the microcontroller runs the motors in SCMRA 
in response to the received instructions. 

In [ 5], using the HMM method, the suggested system detects continuous Kannada 
speech in speaker-dependent mode. The proposed method preprocesses the original 
Kannada speech signal before framing it every 20 milliseconds with a 6.5-ms over-
lapping interval. Second, the voiced section is identified by establishing a dynamic 
threshold based on signal size and short-time energy. Finally, in the voiced part of the 
signal, linear predictive coding coefficients are extracted and converted into real cep-
strum coefficients. Fourth, the real cepstrum coefficients are processed through a k-
means clustering algorithm with k = 3 and then through the Baum–Welch algorithm, 
which creates a three-state HMM model for each syllable, subword, or sentence. 

In [ 6], in this paper, the author examines numerous strategies and techniques for 
designing and developing a robotic arm for agricultural use. A robotic arm with 
three degree of freedom with joints that resemble those of a human hand. To give 
precise movement and control over the arm, servo systems were used at each joint. 
A portable PC with Kinect SDK and an Arduino UNO is used to control the system. 
An inverse kinematics technique is used to calculate the angles at each joint required 
to completely characterize the location of the robot’s joints. The robotic arm end 
effector moves to the desired location using a correct microcontroller board, which 
can be used to pluck a fruit or prune a branch. 

In [ 7], in this paper, the authors used two motors. The ups and downs are controlled 
by motor one. The movement of the opening and closing is controlled by motor two. 
It can be halted here at any time the user wishes. Two of the robotic arm’s joints can 
be moved. These joints are made by a four-pole EM 546 stepper motor (found in an 
old printer). The gripper joint can move from 0 to.100◦, while motor 1 can move from 
0 to.120◦. The audio is transmitted to the computer interface via wireless technology. 
The audio is captured by the computer system’s receiver driver. The program’s sound 
to text converter subsystem subsequently converted the captured audio to a text 
string. For the exaction command, this text string was compared to the database. If 
a command is located in the text, the robot is given the implementation command to 
complete the task. This project’s software is written in the C programming language. 
For speech rearrangement, Microsoft Speech SDK 5.1 is used.
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Research Gap: Sometimes it cannot recognize command because of different 
pronunciation and different tone of different people. 

In [ 8], this paper showcases an artificial neural network-based adaptive control 
technique for training a four-DOF robotic arm (ANN). At regular intervals, the tech-
nique comprises uniform sampling of the coordinates of the robot’s joints and end 
effector in joint space. These coordinates are then preprocessed to create a Jacobian 
matrix, which is subsequently sent into a neural network to produce the upper and 
lower joint limits that are utilized to maneuver the arm. The architecture of this 
robotic arm’s controller is unique in that it properly compensates for loading effects 
with an absolute inaccuracy of less than 1. 

In [ 9], loudness, pitch, and quality are all characteristics of sound. Different sorts 
of parametric representations based on these features can be used to represent the 
voice signal. Mel frequency cepstral coefficients (MFCC) and Bark frequency cep-
stral coefficients are two available techniques for this (BFCC). The Mel scale is a 
perceptual scale based on signal “pitch” measurement. Mel scale cutoff frequencies 
represent nonlinear frequency perception in the human auditory system. Mel scale 
suggests a maximum sampling frequency of 14,000 Hz. The crucial bandwidth of 
the human hearing spectrum is divided into 24 non-overlapping critical bands. In 
the Bark scale, each crucial bandwidth corresponds to one bark. The Bark scale’s 24 
center frequencies are fixed. The Bark scale is based on the “loudness” of a voice 
signal. The Bark scale recommends a sampling frequency of 15,500 Hz. 

In [ 10], the authors of this work proposed the DFCC feature extraction approach, 
which is based on diatonic scale frequencies. The overall classification accuracy of 
this approach is 95.20%, compared to 93.50% for the previous MFCC technique. 
Because diatonic scale cutoff frequencies can be generated for any sampling fre-
quency value, DFCC pattern synthesis can be employed for a variety of applications 
such as voice recognition and music classification. We created a hybrid NF classi-
fier in the second stage of the proposed study to recognize patterns generated by 
the DFCC algorithm. The accuracy of the DFCC and NF classifier combination is 
99.23%, which is much greater than the accuracy of existing SVM and NN classifi-
cation approaches. In the suggested work, the NF classifier is implemented in a fresh 
and unique way. 

20.3 Proposed Work 

Our main objective was to make it useful for the wider population as many of them 
do not know the English language. We found an English dataset that contained voice 
inputs of different speakers in 16-bit PCM WAV form. The voice inputs are only 
one-word commands in the English language. In the dataset where the voice data 
was used to recognize the words, we have considered the same dataset for controlling 
the robotic arm by just considering the words or commands the arm can perform. 
All the voice inputs are grouped under the label it belongs which is required to test 
the predictions. All voice data are unique; no two voice inputs of the same user
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Table 20.1 Data 

English Kannada Action 

Up Mele Arm will move upward 

Down Kelage Arm will move downward 

Left Yadake Arm will move toward left 

Right Balake Arm will move toward right 

are present in the data. Due to the non-availability of the Kannada dataset, we have 
created the dataset by recording the voice instructions manually. The recorded voice 
was not in format to preprocess, so we had to convert it to 16-bit PCM WAV form. 
All the voice data are unique. The data are speaker independent in which the system 
is trained to react to a word independently of who is speaking. 

Table 20.1 shows the expected action of the arm when the specified input is passed 
in the form of live or recorded voice notes. 

20.3.1 Robotic Arm Construction 

The arm construction was focused on making it low cost, lightweight, and inex-
pensive. The arm has two degrees of freedom (DOF) which enables movement in 
four directions. The electronic components of the arm include servomotors, Arduino 
UNO board, UART, jumper wires, and breadboard. The main body of the arm is 
made up of cardboard. UART enables serial communication between the machine 
learning model and the Arduino board. Arduino is responsible for passing the com-
mand to the servomotors, where each direction acts as a separate function. One of 
the servomotors is involved in left to right and vice-versa movement of the arm. The 
other two are responsible for the up and down movement of the arm. The model 
mimics the human arm with the base acting as the shoulder, an elbow to move up 
and down followed by the gripper which is the wrist. 

The Arduino board is dumped with the code which has different functions for 
different inputs (l, r, d, u). The output of machine learning model is decoded and 
sent to the microcontroller, which has functions defined for it. The specific function 
is called in which the amount of degrees the arm should move is defined. 

Figure 20.1 shows the robotic arm built and the connections that have been made 
to the Arduino UNO board. The servomotors are connected to two points on the 
breadboard which are high and low. The high point goes to the 5 V port; the low 
point goes to the 0 V on the Arduino. The ground wires are directly connected to the 
GND port in the Arduino board.
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Fig. 20.1 Robotic arm 

20.3.2 Machine Learning Model 

Preprocessing: In this stage, the audio waveforms are converted as per requirements. 
We generate the label and waveform for each audio file and then transform the audio 
dataset into a waveform dataset. 

Feature extraction: During feature extraction, waveforms are transformed into spec-
trograms.The dataset’s waveforms are displayed in the time domain, by computing 
the short-time Fourier transform (STFT). We divide the signal into time windows, 
perform a Fourier transform on each window, keep some time information, and return 
a 2D tensor. We convert the waveforms from the time-domain signals into the time-
frequency-domain signals. The waveforms must be the same length in order for the 
resulting spectrograms to have equal dimensions, and simply zero-padding the audio 
segments that are under a second in length will accomplish this. An array of complex 
integers that represent magnitude and phase is generated by the STFT, but we only 
use the magnitude. 

Feature recognition: Since we converted the audio data into spectrogram images, 
we built a simple convolution neural network (CNN) model for feature recognition. 
The model will use the following Keras preprocessing layers. Resizing and normal-
ization of convolution neural networks perform better due to three extremely unique 
processes: convolution, pooling, and flattening. Two convolutional layers with ReLU 
activation function and 64 and 32 kernels and a kernel size of 3. Convolution is just 
searching an image by moving a kernel-based filter across it to find various aspects of 
the picture. Kernels are merely 2D matrices with various weights. Basically, as this 
kernel passes across the image, the pixel values are replaced with the average of the 
weighted sum of their weight for that particular section of the image. These kernels 
are an incredible tool for locating the image’s key details. We must pool the features 
after adding the convolution layer to our model. Pooling merely shrinks the image 
without erasing the information we discovered during convolution. We employ a sin-
gle MaxPooling layer, whose method returns the larger value within a given range
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and takes the form of a matrix. By doing this, we may compress the image without 
sacrificing it. The final stage in processing the image is to apply a flattening layer, 
which is nothing more than turning a 3D or 2D matrix into a 1D input for the model. 
A fully connected dense layer is used for classification. Additionally, we employ the 
Adam optimizer for compilation. We compute the loss, accuracy, and data fitting for 
the metrics and, also, train the model across ten iterations. 

20.4 Results and Discussion 

In this work, four predefined English commands (up, down, right, and left) and four 
predefined Kannada commands (mele, kelage, yedake, and balake) were utilized 
to assess the success rate of speech recognition. Speech recognition functions by 
examining the variations in speech patterns among speakers. Every person has a 
distinct speech pattern that is influenced by their anatomy (the size and shape of their 
mouth and throat) and behavioral habits (their speaking style, accent, and so on). For 
voice recognition, we used two machine learning models: the ANN and the CNN. 

Table 20.2 represents the accuracy of the robotic arm movement when the com-
mands were passed in English and Kannada. The table also sheds light on the accuracy 
obtained by employing different machine learning models like CNN and ANN. 

The accuracy attained for each model is displayed in Table 20.2. For the English 
dataset, we obtained an accuracy of 94% using CNN and 75% using ANN, while for 
the Kannada dataset, we obtained an accuracy of 78% using CNN and 56% using 
ANN. Comparing both the models, we obtained maximum accuracy using CNN 
model. CNN models have better accuracy than ANN models. However, the accuracy 
of machine learning models for speech recognition is highly dependent on the quality 
and quantity of the data used to train them. A larger dataset with diverse speakers 
and speaking styles can improve the accuracy of the models, as demonstrated by 
the higher accuracy obtained for the larger English dataset (4000 voice commands) 
compared to the smaller Kannada dataset (400 voice commands). Additionally, the 
presence of noise or other factors that may affect speech patterns can reduce the 
accuracy of the models, as observed in the lower accuracy obtained for the Kannada 
dataset. By incorporating Kannada commands into the speech recognition model, 
the researchers have demonstrated the possibility of developing more inclusive and 
accessible technologies that can cater to a wider range of users. 

Table 20.2 Accuracy table 

CNN ANN 

English 94 75 

Kannada 78 56



244 V. P. Prarthana et al.

20.5 Conclusion 

In conclusion, the paper has explored various aspects of speech recognition and 
robotic arm technology, with a focus on developing a model that can process voice 
commands and perform physical tasks using a cardboard-based robotic arm. The 
study highlights the potential of machine learning models for speech recognition 
and the importance of dataset size and quality in achieving accurate results. It also 
highlights the need to consider inclusivity and accessibility in developing such tech-
nologies by incorporating languages and dialects spoken by a diverse population. 
The proposed model has some constraints and assumptions, including the limited 
degrees of freedom of the robotic arm and the compatibility of the components used. 
However, the model has several advantages, including the ability to process instruc-
tions in both Kannada and English, the use of preprocessed and live voice notes, 
and the ability to train the arm to perform human actions. The model can also be 
expanded to support other regional languages and to increase the complexity of the 
arm for enhanced usability. Overall, the study demonstrates the potential of integrat-
ing speech recognition and robotic arm technologies to develop new and innovative 
solutions for physical tasks. The findings of this study can be useful for developing 
new models and improving existing ones, with a focus on enhancing accessibility, 
usability, and versatility. 
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Chapter 21 
Machine Learning Robustness 
in Predictive Maintenance Under 
Adversarial Attacks 

Nikolaos Dionisopoulos, Eleni Vrochidou , and George A. Papakostas 

Abstract Predictive maintenance (PdM) techniques can increase industrial produc-
tivity and reduce maintenance costs by predicting the remaining useful life (RUL) of 
complicated machines. However, PdM systems involve industrial internet of things 
(IIoT) devices and machine learning (ML) algorithms, which are prone to adversarial 
attacks. In this work, first PdM is developed based on four ML classification models: 
Random Forest (RF), Light Gradient-Boosting Machine (LGBM), Gaussian Naive 
Bayes (GNB), and Adaptive Boosting (AdaBoost) classifier. Second, the robustness 
of the ML models under three adversarial attacks is evaluated, using the NASA 
turbofan engine dataset: Zeroth Order Optimization (ZOO), Universal Adversarial 
attack, and HopSkipJump attack. Results indicate RF as the most efficient classi-
fier, reaching 96.35% of classification accuracy. Moreover, RF is proven to be the 
most robust of the examined classifiers under the considered attacks, displaying 
comparative resilience of up to 83.58% higher, compared to other models. 

Keywords Predictive maintenance · Remaining useful life · Adversarial attacks ·
Robustness ·Machine learning · Robustness 

21.1 Introduction 

The Industrial Internet of Things (IIoT) is a significant part of the Internet of Things 
that is currently on the focus of manufacturing industries [1]. The IIoT uses computer 
networks to accumulate data from connected industrial machines and translates them 
into useful information for their remaining useful life (RUL) [2]. This data can be 
exploited by machine learning (ML) models to perform data-driven predictive main-
tenance (PdM) [3, 4]. PdM is currently becoming a common practice in industry to 
timely prevent machine failures [5]. ML algorithms such as convolutional neural
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networks (CNNs) [6, 7], recurrent neural networks (RNN) [8], and long short-
term memory (LSTM) [9, 10], have reported high prediction accuracies in RUL 
prognostics tasks. 

However, several IIoT devices and ML algorithms are vulnerable to potential 
cyber-attacks. Attacks can affect the performance of ML models and can lead to 
serious PdM performance loss with threatening consequences such as undetected 
failures or incorrect maintenance assessments. Robust machine learning algorithms 
under adversarial attacks for data-driven RUL prediction are therefore needed [11, 
12]. The design of adversarial robust PdM systems to defense ML models is an active 
topic of the recent literature [13, 14]. The adversarial robustness of neural networks 
(NNs) was studied in [15] by proposing an optimization-based defense method. A 
novel defend method for recurrent neural networks (RNNs) was presented in [16]. 
The effect of adversarial attacks in ML regression tasks was investigated in [17]. 

To this end, in this work, the impact of three adversarial attacks is evaluated in 
four well-known ML classification models: Random Forest (RF), Light Gradient-
Boosting Machine (LGBM), Gaussian Naive Bayes (GNB), and Adaptive Boosting 
(AdaBoost) classifier. First, the performance of the models in PdM is evaluated on 
data from the NASA turbofan engine dataset. Second, the impact of three adversarial 
attacks on the ML models is investigated, to highlight comparatively the most resilient 
model. Figure 21.1 illustrates the conceptual flow of this work. 

The rest of the paper is organized as follows: Sect. 21.2 includes details regarding 
used materials and methods. Section 21.3 presents and discusses the main results 
of the study, including PdM classification and robustness under adversarial attacks. 
Section 21.4 concludes this chapter.

Fig. 21.1 PdM concept under ML adversarial attacks; sensory data from the turbofan engine are 
used as input to ML models for PdM, while cyber-attacks are affecting the models’ output 
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21.2 Materials and Methods 

In this section, the selected ML algorithms for PdM and the adversarial attacks 
are briefly presented. All evaluation experiments in this study are conducted with 
NASA’s Turbofan engine dataset (Commercial Modular Aero-Propulsion System 
Simulation Dataset), also known as C-MAPSS [18], as this is the most significant 
part of an aircraft. The C-MAPSS dataset comprises four sub-datasets, each one 
containing training and testing data. More specifically, each dataset includes: three 
environmental variables, 21 sensory signal variables, the turbofan engine number, 
and the time cycle. Gaussian noise is added to the data to simulate real environmental 
conditions. In this work, the first sub-dataset (FD001) is only considered, including 
100 training (train_FD001.txt) and 100 testing instances (test_FD001.txt), along with 
the actual RUL of the engine (RUL_FD001.txt). 

21.2.1 ML Classification Models for Predictive Maintenance 

Binary classification is extensively used for PdM, as a viable way to estimate the 
probability of a machine’s failure over time. Two types of outputs are identified in 
binary classification for PdM: positive and negative. Positive types indicate malfunc-
tions, while negative ones denote normal operations. The main scope is to identify 
the most accurate ML model to classify the probability of each new data to operate 
normally or fail, within the next time unit. Four well-known classifiers were selected 
for this task due to their outstanding performance on PdM applications and the lack 
of their comparative performance study in the bibliography for the problem under 
study. Moreover, all selected ensemble methods comprise similar steps and design 
decisions, therefore, could be fairly compared on the same data. In the rest of the 
section, a brief overview of the different selected ML models takes place. 

Random Forest (RF). RFs are a collection of decision trees that rank the classifi-
cation result based on the votes of each tree with majority voting. RFs outstand due 
to their high reported classification accuracies, their ability to handle big data with 
multiple variables and imbalanced datasets. RFs have been already tested for their 
efficiency in PdM related applications [19–21]. 

Light Gradient-Boosting Machine (LGBM). LGBM cis a gradient-boosting frame-
work for ML, based on decision trees. light GBM is fast and reported high 
performances in the literature in PdM [22, 23]. 

Gaussian Naive Bayes (GNB). GNB assumes that each class follows a Gaussian 
distribution. It can deal with both continuous and discrete data and it is highly scalable 
with the number of predictors and data points. It is fast and it can be successfully 
applied to real-time predictions. GNB tested their efficiency in PdM problems [24].



248 N. Dionisopoulos et al.

Adaptive Boosting (AdaBoost). Boosting is an ensemble learning algorithm that 
combines the prediction of several week classifiers toward a strong one with enhanced 
robustness. AdaBoost classifier starts by fitting a classifier on the dataset and subse-
quently tries to fit copies of the classifier on the same dataset at the points where 
misclassified patterns were located. AdaBoost has also been investigated in PdM 
tasks [25, 26]. 

21.2.2 Adversarial Machine Learning Attacks 

ML models are trained on large datasets. Malicious adversarial ML attacks can 
manipulate the input data; thus, the ML models cannot interpret them correctly 
leading to classification errors. Adversarial machine learning attacks can be either 
(1) misclassification inputs, when the malicious content is in the filters of the ML 
algorithm, or (2) data poisoning, when inaccurate data are inserted in the dataset 
to affect the models’ performance [27]. In this work, three common adversarial 
attacks were employed to impact the performance of ML-based PdM methods, toward 
identifying the most resilient individual ML method. 

Zeroth Order Optimization (ZOO) Attack. ZOO attack is a black-box attack that 
needs access only to the input and output of a ML model and not to its internal 
configurations [28]. 

Universal Adversarial Attack. Adversarial training is employed to enhance the 
robustness of deep NNs. In the universal adversarial attack, the input vector is 
reconstructed based on the adversarial sample so that ML models to conclude in 
misjudgment [29]. 

HopSkipJump Attack. HopSkipJump attack is a family of algorithms that are based 
on an estimate of gradient direction at the decision boundary based only on access 
to model’s decision [30]. 

21.3 Experimental Results and Discussion 

The parameters of the models are set by cross-validation hyperparameter selection 
procedure. Information regarding the used parameters is included in Table 21.1. All  
experimental results correspond to the average of tenfold cross-validation. Experi-
ments are conducted on a PC Intel(R) Xeon(R) CPU, 12 GB RAM, GPU NVIDIA 
Quadro 2000 and in Python programming environment.

Accuracy is the most common metric to evaluate classification performance, espe-
cially for balanced data. Alternative metrics, however, are also considered so as to 
better understand the classifiers’ performance beyond accuracy. Therefore, in this
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Table 21.1 Models’ hyperparameters 

Model Model parameters 

LGBM learning_rate = 0.01, n_estimators = 5000, num_leaves = 100, objective = 
‘binary’, metrics = ‘auc’, random_state = 50, n_jobs = −  1 

RF n_estimators = 100, min_samples_leaf = 1, max_depth = 5 
GNB Priors = None, var_smoothing = 1e−9 

AdaBoost n_estimators = 100, random_state = 0

work, the performance of the classifiers is evaluated in terms of five selected metrics: 
accuracy, precision, recall, F1-score, and area under curve (AUC). 

21.3.1 ML Performance for Predictive Maintenance 

This first step of the research is focused on finding the optimal ML classifier to better 
classify the status of a part of the aircraft engine in two labels. The classification 
performance of the four examined ML models is summarized in Table 21.2. The best 
performance for each metric is marked in bold in Table 21.2. It can be observed that 
RF gives the highest overall performance compared to the other selected models. 
LGBM also displays a similar performance. It should be noted that both RF and 
LGBM are decision tree-based classifiers. 

Therefore, it could be concluded that RF and LGBM can classify data more 
precisely, and they display similar performance in the case of small datasets, as in 
our case, due to the fact that both models work on the same principles. However, 
from Table 21.2 it can be noticed that recall and AUC metrics are higher for the GNB 
model. While accuracy tells how many times the ML model was overall correct, 
recall tells how many times the model was able to detect a specific category, i.e., 
calculates the proportion of actual positives that were identified correctly. Therefore, 
in the case of the GNB model, the true positive rate was greater than RF, regardless 
of the fact that the model displayed lower accuracy. The same is for the AUC metric 
since it is directly related to the true positive rate.

Table 21.2 Comparative performance of ML models (higher metrics are marked in bold) 

Accuracy (%) Precision Recall F1-score AUC 

LGBM 96.25 0.8909 0.8430 0.8669 0.9128 

RF 96.35 0.8973 0.8430 0.8693 0.9134 

GNB 93.15 0.6887 0.9573 0.8011 0.9422 

AdaBoost 69.25 0.8819 0.8542 0.8678 0.9175 
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21.3.2 ML Performance Under Adversarial Attacks 

In the second step of this research, the robustness of the PdM models under adversarial 
attacks is investigated. The parameters used in this work for all attacks are included 
in Table 21.3. 

Performance results of the models after ZOO, Universal Adversarial, and 
HopSkipJump attacks are included in Tables 21.4, 21.5, and 21.6, respectively. The 
higher performance for each metric is marked in bold in all Tables. 

It can be first observed that ML models’ performance is impacted poorly by the 
Universal Adversarial attack, while the rest two attacks have a greater impact. Note 
that the resiliency of ML methods is strongly related to the used dataset. Different 
data would conclude to different robustness for the same models under the same 
attacks.

Table 21.3 Parameters of the attacks 

Parameters 

ZOO Confidence = 1.5, targeted = False, learning_rate = 1.5, max_iter = 30, 
binary_search_steps = 1, initial_const = 1.5, abort_early = True, use_resize 
= True, use_importance = True, nb_parallel = 10, batch_size = 1, variable_ 
h = 1.5 

Universal 
Adversarial 

max_iter = 10, finite_diff = 3., eps = 3., batch_size = 32 

HopSkipJump batch_size = 16, targeted = False, norm = 2, max_iter = 6, 
max_eval = 6, init_eval = 3, init_size = 3 

Table 21.4 Comparative performance of ML models after ZOO attack (higher metrics are marked 
in bold) 

Accuracy (%) Precision Recall F1-score AUC 

LGBM 37.80 0.0930 0.3789 0.1493 0.3784 

RF 54.43 0.1675 0.4921 0.2499 0.5401 

GNB 37.31 0.1458 0.6894 0.2407 0.5046 

AdaBoost 6.42 0.0542 0.3340 0.0933 0.1764 

Table 21.5 Comparative performance of ML models after Universal Adversarial attack (higher 
metrics are marked in bold) 

Accuracy (%) Precision Recall F1-score AUC 

LGBM 78.64 0.3882 0.8374 0.5305 0.8076 

RF 89.58 0.6006 0.8262 0.6956 0.8668 

GNB 39.96 0.1849 0.9293 0.3085 0.6199 

AdaBoost 49.58 0.2022 0.8486 0.3266 0.6425
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Table 21.6 Comparative performance of ML models after HopSkipJump attack (higher metrics 
are marked in bold) 

Accuracy (%) Precision Recall F1-score AUC 

LGBM 71.51 0.3257 0.7461 0.4535 0.7277 

RF 87.35 0.5808 0.7247 0.6448 0.8131 

GNB 60.02 0.2489 0.7555 0.3745 0.6632 

AdaBoost 12.74 0.0592 0.3027 0.0990 0.1985

Table 21.7 Degradation of accuracy of ML models for all attacks (lower degradation is marked in 
bold) 

ZOO (%) Universal Adversarial (%) HopSkipJump (%) 

LGBM 60.72 18.29 25.70 

RF 43.50 7.02 9.34 

GNB 59.94 57.10 35.56 

AdaBoost 90.72 28.40 81.60 

The degradation of accuracy for all models under the attacks is included in 
Table 21.7. The lower degradation of accuracy is marked in bold in Table 21.7. Results 
show that RF performs well in the presence of all cyber-attacks, being the most 
resilient among the selected ML models. The latter can be attributed to the archi-
tecture of the model that is not highly sensitive to attacks. This can be also verified 
by the fact that LGBM that is based on the same architecture, displays quite similar 
behavior. 

From Table 21.7 it can be calculated comparatively the robustness of each model. 
To this end, it can be concluded that RF is 30.48, 29.09, and 83.58% more resilient 
in ZOO attack, compared to LGBM, GNB, and AdaBoost, respectively. Regarding 
the Universal Adversarial attack, RF is more resilient by 12.12, 53.85, and 22.93% 
compared to LGBM, GNB, and AdaBoost, respectively. Finally, RF has 18.04, 28.92, 
and 79.70% higher resilience in HopSkipJump attack compared to LGBM, GNB, 
and AdaBoost, respectively. 

21.4 Conclusions 

In this paper, first, PdM based on four different machine learning models on the NASA 
turbofan dataset is presented. PdM is a strategy viable adopted when dealing with 
machine maintenance, considering the growing demand for minimizing downtime 
and related costs. Results indicated a proper behavior of the RF model in predicting 
two different machine states with the highest reported accuracy of 96.35% on the 
testing data attributed to the RF model. In the future, additional ML models can be 
investigated in this direction using more extended datasets.
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Second, the impact of three adversarial attacks on the PdM models was inves-
tigated. RF was proven to be the most robust ML model under all three attacks, 
displaying higher comparative resilience of up to 83.58%. Therefore, the RF 
ensemble model can perform well under adversarial attacks, leading to more accurate 
replacement and maintenance decisions even under cyber-attacks. Future work will 
focus on having more robust datasets and more ML models, as well as investigating 
alternative attacking scenarios and defense strategies. Future potential research could 
also include training with historical data and the investigation of the robustness of 
algorithms on live testing data. 
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Chapter 22 
Modelling and Grasping Analysis 
of an Underactuated Four-Fingered 
Robotic Hand 

Deepak Ranjan Biswal , Alok Ranjan Biswal , Rasmi Ranjan Senapati , 
Abinash Bibek Dash , Shibabrata Mohapatra , and Poonam Prusty 

Abstract In the field of industrial environment, prosthetics, rehabilitation, space 
applications, medical applications, etc., the implementation and use of the robotic 
hand is of significant prominence to achieve reasonable accuracy and improve 
production. For perfect grasping, dexterity manipulation and shape adaption the 
concept of underactuation is an appropriate approach. This paper implements the 
modelling of a four-fingered robotic hand and the analysis of the material used in the 
hand during grasping. The proposed robotic hand consists of a four underactuated 
fingers that are alike to each other. Each finger consists of three phalynx and three 
joints. Under actuation is carried out by tendon and pulleys. The proposed robotic 
hand has four fingers with a total of twelve numbers of joints with a total of sixteen 
degrees of freedom. Solid work platform is used to model the hand and a finite 
element-based analysis is performed to analyse the various mechanical parameters 
based on the materials used in the model. The robotic hand holds a cuboid with its 
fingers. The analysis is accomplished concerning three types namely deformation, 
stress and strain test. The analysis provides significant data about the parts of the 
robotic hand that can be destroyed if subjected to greater force. Therefore, this could 
be useful for a major design upgrading and confirming the suitability of the robotic 
hand in actual application. 
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22.1 Introduction 

The human hand is considered as the utmost intellectual outer extremity, capable 
of carrying out a wide-ranging of tasks but with certain limitations. Robotic hands 
have the advantage of exceeding human limitations in difficult, dangerous, repetitive 
and gloomy jobs. With the decreasing number of trained labourers in the assembly 
industry, an ideal robot with resolution, flexibility and acumen is anticipated to 
improve quality of production. Automated machines can contribute to the result of 
building machines to do human-like tasks. However, if there are significant changes 
in the manufacturing process, the peripheral equipment must be rebuilt [1]. Mean-
while, industrial manipulator and robots typically have three to four movability. The 
end effector of these manipulators is crucial in directly manipulating the products. 
Suction cups and grippers are the most commonly utilised end effectors. However, 
these are restricted to the dimension and weight of the body being manipulated. In 
the same context a robot hand is projected to aid the business because it can mimic 
human hands to perform more complex tasks. Some significant contributions are 
presented. Researchers at the German Aerospace Centre developed DLR Hand II 
[2] an upgraded form of the original DLR Hand that has the appearance and dimen-
sions of the hand of a human. It is made up of a moveable palm, five articulated 
fingers and have powerful tendons that can withstand 30 N load at the fingertip. In 
order to achieve more flexible grasps, General Motors and NASA developed Robo-
naut Hand-1 [3] and Robonaut Hands-2 [4]. These hands possesses driving elements 
having lower frictional material, more durability, and have capability of sensing. A 
robotic hand with four fingers and the ability to perform grasping tasks along with 
various object manipulations is mentioned [5]. RBO Hand-2, is proposed which is an 
underactuated one and is similar to human hand and is highly compliant and robust 
[6]. Lu et al. [7] presented a Robotic gripper which comprises a touch sensor and 
having reversible mechanism present in the fingers and palm. A robotic hand with 
four fingers is designed in which vacuum suction nozzle is implemented for sucking 
of tomatoes [8]. Higashimori et al. [9] planned a robot hand comprising four finger 
with dual turning mechanism in which fingers can autonomously rotate in circles with 
a common centre. Laliberte et al. [10] presented the technique of under actuation in 
robot grasping hand. A six degrees of freedom and five actuator operated prosthetic 
hand named I-LIMB hand was developed. It has one actuator for every finger and a 
total of five actuators in the hand are present which directly activates the flexion of 
each metatarsophalangeal joint [11]. Be Bionic Hand a 6-Degrees of Freedom (DOF), 
5-Degrees of Actuation (DOA) prosthetic hand was produced. There is one actuator 
for each finger (a total of five actuators), but unlike the I-LIMB hand, the motors are 
located in the middle of the hand (metacarpus) [12]. A 12-DOF, 5 actuator-based 
Meka H2 hand was proposed which is a compliant, four-fingered one. Here each 
finger has a separate actuator and the thumb’s abduction and adduction have their 
own individual actuators, i.e. a total 5 actuators [13]. A hand with only one actuator 
and five fingers called ADAM’S Hand was created for prosthetic use. A fixed frame is 
there in this hand alike a human palm where all the fingers are interconnected through
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revolute joints [14]. An underactuated Valkyrie hand driven by pulleys and tendons 
is proposed for design and analysis in which there are a total of four fingers, thirteen 
joints and six DOA in this hand [15]. For heavy-duty tasks required in the field or 
rough terrain, Ko et al. [16] suggested an under actuated four-fingered hand with 
five electro hydrostatic actuators clustered together. An anthropomorphic hand with 
hydrostatic motion is created. Ohol et al. [17] described on FEA-based study on robot 
hand design in which he used a shape optimization algorithm for a multi-fingered 
robotic gripper. A robotic hand with three fingers and its analysis is described by Azri 
and Shauri [18]. Based on the finite element method, Zhang et al. [19] proposed stress 
analysis of significant finger rehabilitation exoskeleton robot components where the 
author examines the flexion and extension of three joints on a single mechanical 
exoskeleton finger. Grasping aptitude and motion interactions in affordable tendon-
driven prosthetic hands controlled by Able-Bodied Subjects is presented in [20]. 
An underactuated hand of anthropomorphic type with fifteen DOF and one DOA 
is proposed by Lalibert [21]. Key components’ stress was examined by Zhang [22] 
using the finite element method, which included calculating and examining its stress 
and strain. In the present work a four-fingered robotic hand is proposed. All the four 
fingers are placed symmetrically at the periphery of the palm and all the fingers are 
underactuated. The process of underactuation is accomplished by tendon and pulley 
arrangement. Each finger consists of 3 phalanges names as: distal phalynx (Pd), 
middle phalynx (Pm), proximal phalynx (Pp). Three joints are there in each finger. 
The joint between distal and middle phalynx is distal inter phalangeal joint (Jdip), the 
joint between middle and proximal phalynx is proximal inter phalangeal joint (Jpip) 
and the joint between proximal phalynx and thumb or base is Metacarpophalangeal 
joint (Jmcp). All the three joints are underactuated that improves the self-adaption. 
Eight separate motors are used near the four Jmcp. Out of which four motors are used 
for flexion/ extension and rest fours are used for abduction/adduction operation. 

22.2 Materials and Methods 

Stainless steel and Aluminium alloy are the materials used individually for the 
proposed hand model and for grasping the cuboidal object. In the present model 
four fingers are used to grasp the cuboidal shaped object. The material properties are 
shown in Table 22.1. 

Table 22.1 Properties of material 

Properties Stainless steel Aluminium alloy 

Density 7750 kg/m3 2270 kg/m3 

Yield strength (tensile) 2.07E + 08 2.8E + 08 
Yield strength (compressive) 2.07E + 08 2.8E + 08 
Ultimate strength (tensile) 5.86 E + 08 3.1E + 08
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22.2.1 Modelling of the Hand 

The proposed hand model comprises of four fingers which are placed at an angle of 
90° to each other and are placed symmetrically. Each finger has three phalanges, i.e. 
Pp, Pm and Pd. The three phalanges are connected with each other by intermediate 
joints. The joint Jmcp joins palm of the hand with Pp. In between the Pp and Pm the 
Jpip is present. The joint Jdip is present between the phalynx Pd and Pm. All the joints 
are rotational joints. The inward movement of the phalanges towards the palm are 
accomplished by the tendon and pulleys. Springs are present at the backside of the 
joints for retraction and to position the phalanges to its original position. At each 
joint pulleys are present and are free to rotate about the joint axes [23]. Near the Jmcp 

of each finger upon the palm individual motors are present. Tendons are wounded 
around the pulleys and are attached to the motor shaft. By the rotation of the motor 
shaft in one direction the three digits of the fingers move inward making all the 
springs extended. A total of eight motors are used in the proposed hand model and 
the total degrees of freedom of the hand is sixteen. 

When all the fingers closes to each other they simultaneously holds the cuboid. 
When the motor rotate in opposite direction the springs got contracted and the motor 
shaft releases the tendon up to the three phalanges come to the original position. 

The layout of the hand model is presented in Fig. 22.1. The fingers are operated by 
tendon and pulley. In a single finger two actuation is there to operate the movement 
of the fingers. The contraction of the finger is done by the tendon and the expansion 
of all the three digits of the finger is accomplished by the springs. In this present work 
the proposed hand comprises of four fingers. Each finger consists of three phalanges, 
i.e. Pp, Pm and Pd. The dimensions of the hand, palm and the cuboid to be hold are 
presented in Table 22.2. The model of the proposed hand is mentioned in the Fig. 22.2 
where the hand model is drawn in solid work platform. 

Fig. 22.1 Layout of the 
hand
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Table 22.2 Dimension detail 
of the proposed hand Name Dimension (L × W × T) in mm 

Proximal phalynx 52 × 10 × 5 
Middle phalynx 30 × 10 × 5 
Distal phalynx 20 × 10 × 5 
Palm 80 mm side 

Cuboid 80 mm side 

Fig. 22.2 Model of the hand 

22.2.2 Grasping 

During grasping the desired object is held firmly by the fingers in the hand. Fingers 
present in the hand move in order to grab an object. There are different ways to grasp 
anything, and in this paper, the fingers are actuated by a tendon pulley mechanism. 

The four-fingered hand holds the cuboid of size of 80 mm each side presented in 
Fig. 22.3. The movement of the hand is done by the tendon and pulley arrangement 
as the hand is an underactuated hand. Figure 22.4 shows a representation of tendon 
pulley planning with contact forces.

22.2.3 Contact Force Calculation 

Schematic layout of a tendon pulley setup with contact forces acting on the phalynx 
is presented in Fig. 22.4. The contact force vector expressed as 

f = [ f1 f2 f3]T (22.1)
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Fig. 22.3 Model of the hand grasping a cuboid 

Fig. 22.4 Representation of forces on the phalynx

where f 1 is the contact force at the proximal phalynx, f 2 and f 3 are the contact forces 
at the proximal and distal phalanges. Mathematical formulation of f 1, f 2 and f 3 are 
mentioned in the Eqs. 22.2, 22.3 and 22.4 

f1 = �Ta 
h phmhd R1 R3 

(22.2) 

where � = E + H + M ; where E = L P R2 cos α2(R4Lm cos α3 + (R4 − R3)hd ); 
H = −L p R2 R4hm cos(α2 + α3); M = (R1 − R2)hmhd R3



22 Modelling and Grasping Analysis of an Underactuated Four-Fingered … 261

Middle phalynx force is as follows: 

f2 = −R2(−hd R3 + R4Lm cos α3 + R4hd )Ta 
hmhd R1 R3 

(22.3) 

Distal phalynx force is mentioned as follows: 

f3 = R2 R4Ta 
hd R1 R3 

(22.4) 

22.3 Results and Discussion 

Contact forces at the point of contact are obtained by taking the dimensions of 
the phalanges, radius of the pulleys, distance of the contact points and phalynx 
angles. The plot for the contact force at the distal, middle and proximal phalanges 
are presented. The proposed four-fingered hand holds a cuboid with all its fingers. The 
finite element-based analysis is carried out by taking two different materials. Force 
is applied vertically in upward and downward direction separately. The mechanical 
parameters such as deformation, stress and strain are analysed by increasing the 
magnitude of the forces and the plot is obtained from Ansys work bench. 

22.3.1 Contact Force Graphs 

The graphs of the contact forces for the fingers are presented. The variation of contact 
forces f 1 with respect to θ 2 and θ 3 is shown in Fig. 22.5. The figure indicates that as 
the magnitude of the joint angles increases the contact force between the proximal 
phalynx and the grasped body also increases up to a certain value and then the 
magnitude of the force decreases. The contact force graph of f 2 with angle θ 2 and 
θ 3 is shown in Fig. 22.6. The figure represents that as the values of joint angles 
increases the magnitude of the contact forces gradually increases. Referring to the 
plot it is viewed that as the value of thita-3 increases with constant value of thita-2 
the magnitude of the contact force increases. The value of the force remains constant 
as the magnitude of the thit-2 increases keeping thita-3 constant.

The variation of contact force f 3 with angle θ 2 and θ 3 is shown in Fig. 22.7 which 
presents that with the increase in the values of angles in x-axis and y-axis the value of 
the contact force remains constant. The plotted figure is a plane which indicates that 
as the magnitude of the angles increases the value of the force remains constant and 
is fixed. It represents that as the joint angles increases the magnitude of the contact 
force between the object and the distal phalynx remains constant at a particular value.
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Fig. 22.5 Contact force of 
proximal phalynx 

Fig. 22.6 Contact force of 
middle phalynx

Fig. 22.7 Contact force of 
distal phalynx
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22.3.2 Analysis for Mechanical Properties Through Ansys 

There are various kinds of structural analysis techniques. The classical approach 
is one of them, along with material strength analysis. It is typically employed for 
geometrically straightforward regions and loadings. FEA essentially makes use of 
nodes, which are chosen finite points connected to one another to create a mesh-
like grid. The accuracy of the analysis is based on the number of nodes in each 
element. The structural modelling programme ANSYS utilises an automatic mesh 
generation algorithm. When subjected to some degree of external force, a body 
will indeed experiences some deformation. The cohesion of the molecules however 
helps the body to resist deformation. In general, stress or strain can be used to 
classify this resistance, which is known as material strength [24]. Strain is the change 
from the initial dimension. Various strains includes shear, tensile, compressive and 
volumetric strains [25]. Stress, meanwhile, is described as a body’s ability to resist 
deformation on a unit area basis. Four cases are studied in the present analysis. 
In case-1 the material for hand and cuboid is stainless steel and force direction is 
vertically downward on the cuboid. 

In case-2 the material for hand and cuboid is stainless steel for both hand and 
cuboid and force act vertically upward on the cuboid. In case-3 the material for hand 
and cuboid is taken as Aluminium alloy and force acting on the cuboid is vertically 
downward on the cuboid. In case-4 the material for hand and cuboid is taken as 
Aluminium alloy and force acting on the cuboid is vertically upward on the cuboid 
forces are applied separately in downward and upward direction. The magnitude of 
the force is increasing from 10 to 100 N in both cases. The meshing of the hand 
holding a cuboid is shown in the Fig. 22.8. Number of nodes is 17249 and number of 
elements is 5279 in the Ansys workbench. The meshing for all the four fingers and 
the palm is triangular meshing and the meshing for the cuboid is square meshing.

In the Fig. 22.9 the force direction is acting downward and the direction of force 
is upward as shown in Fig. 22.10. All the four fingers are in touch with the cuboidal 
shaped object for firm grasping of the object. The analysis is carried out in Ansys 
work bench by applying load as referred to the figures and the magnitude gradu-
ally increases. In all the cases the magnitude of the force acting on the surface of 
the cuboid varies from minimum value of 10 N to maximum value of 100 N. The 
mechanical parameters analysed are Total deformation, Maximum principal stress 
σ mp and Maximum principal elastic strain ζ mp. The analysis for case-1 is done in 
Ansys work bench and the result is presented in the Table 22.3. Here the magnitude 
of the force increases from 10 to 100 N. The values of dt , σ mp and ζmp is analysed. 
It has been observed that as the magnitude of the force increase from 10 to 100 N 
the mechanical parameters also increases.

The analysis for the total deformation for case-1 is presented in Fig. 22.11. The  
minimum value is presented in blue colour and the maximum value is presented in 
red colour. From Fig it has been observed that at 50 N of force when acting down-
ward on the cuboid for the material of stainless steel the values of total deformation
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Fig. 22.8 Meshing of the proposed hand

Fig. 22.9 Direction of force acting downward

is 3.08E−02, the maximum principal stress 60.514 MPa and value of maximum 
principal elastic strain is 4.05E−04 mm/mm.

The analysis of the maximum principal stress is done and is presented in Fig. 22.12. 
It has been found that the maximum value at the force of 50 N is 60.514 Mpa and 
the minimum value is − 26.377 Mpa. It is observed that the maximum stress occurs 
at the finger joints.
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Fig. 22.10 Direction of force acting upward 

Table 22.3 Analysis for case-1 

F(N) dt (mm) σ mp (Mpa) ζ mp (mm/ 
mm) 

f (N) dt (mm) σ mp (Mpa) ζ mp (mm/ 
mm) 

10 6.15E−03 12.103 8.11E−05 60 3.69E−02 72.617 4.86E−04 

20 1.23E−02 24.206 1.62E−04 70 4.31E−02 84.719 5.68E−04 

30 1.85E−02 36.308 2.43E−04 80 4.92E−02 96.822 6.49E−04 

40 2.46E−02 48.411 3.24E−04 90 5.54E−02 108.92 7.30E−04 

50 3.08E−02 60.514 4.05E−04 100 6.15E−02 121.03 8.11E−04

Analysis result of maximum principal elastic strain is presented in Fig. 22.13. It  
has been found that the maximum value of the elastic strain at 50 N is 4.05E−04 and 
the minimum value is − 3.6621E−8. In case-2 the magnitude of the force increases 
from 10 to 100 N with an interval of 10 N and the material taken for the hand and 
the cuboid is stainless steel. Analysis result for case-2 is presented in Table 22.4. At  
10 N force all the three parameters dt, σ mp and ζ mp are 6.15E−03 mm, 15.426 Mpa 
and 8.24E−05 mm/mm and the values of the above parameters for 100 N force is 
6.15E−02 mm, 154.26 Mpa and 8.24E−04 mm/mm.

Analysis for case-3 is presented in Table 22.5. It has been observed that the value of 
dt , σ mp and ζ mp for 10 N force is 1.69E−02 mm, 12.121 Mpa and 2.23E−04 mm/mm 
and the values of the above parameters for 100 N force is 1.69E−01 mm, 121.21 Mpa 
and 2.23E−03 mm/mm.
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Fig. 22.11 Total deformation at 50 N force for case-1

Fig. 22.12 Maximum principal stress at 50 N force for case-1

Analysis for case-4 is presented in Table 22.6. It has been observed that the value 
of dt, σ mp and ζ mp for 10 N force is 1.69E−02 mm, 16.211 Mpa and 2.27E−04 mm/ 
mm and the values of the above parameters for 100 N force is 1.69E−01 mm, 162.11 
Mpa and 2.27E−03 mm/mm.
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Fig. 22.13 Maximum principal elastic strain at 50 N force for case-1 

Table 22.4 Analysis report for case-2 

f (N) dt (mm) σ mp (Mpa) ζ mp (mm/ 
mm) 

f (N) dt (mm) σ mp (Mpa) ζ mp (mm/ 
mm) 

10 6.15E−03 15.426 8.24E−05 60 3.69E−02 92.553 4.95E−04 

20 1.23E−02 30.851 1.65E−04 70 4.31E−02 107.98 5.77E−04 

30 1.85E−02 46.277 2.47E−04 80 4.92E−02 123.4 6.59E−04 

40 2.46E−02 61.702 3.30E−04 90 5.54E−02 138.83 7.42E−04 

50 3.08E−02 77.128 4.12E−04 100 6.15E−02 154.26 8.24E−04

Table 22.5 Analysis report for case-3 

f (N) dt (mm) σ mp (Mpa) ζ mp (mm/ 
mm) 

f (N) dt (mm) σ mp (Mpa) ζ mp (mm/ 
mm) 

10 1.69E−02 12.121 2.23E−04 60 1.01E−01 72.727 1.34E−03 

20 3.38E−02 24.242 4.45E−04 70 1.18E−01 84.848 1.56E−03 

30 5.07E−02 36.364 6.68E−04 80 1.35E−01 96.97 1.78E−03 

40 6.76E−02 48.485 8.90E−04 90 1.52E−01 109.09 2.00E−03 

50 8.45E−02 60.606 1.11E−03 100 1.69E−01 121.21 2.23E−03

Comparing the deformation of case-1 and case-2 it is found that the deformation 
for upward and downward movement is approximately same. The maximum prin-
cipal stress for case-1 and case-3 are nearly same. The total deformation for case-3 
and case-4 are nearly same. The comparison of maximum principal stress for case-1 
and case-2 is as follows.
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Table 22.6 Analysis report for case-4 

f (N) dt (mm) σ mp (Mpa) ζ mp (mm/ 
mm) 

f (N) dt (mm) σ mp (Mpa) ζ mp (mm/ 
mm) 

10 1.69E−02 16.211 2.27E−04 60 1.01E−01 97.264 1.36E−03 

20 3.38E−02 32.421 4.55E−04 70 1.18E−01 113.48 1.59E−03 

30 5.07E−02 48.632 6.82E−04 80 1.35E−01 129.69 1.82E−03 

40 6.76E−02 64.843 9.10E−04 90 1.52E−01 145.9 2.05E−03 

50 8.45E−02 81.054 1.14E−03 100 1.69E−01 162.11 2.27E−03

As shown in the Fig. 22.14 as the force increases the value of the maximum 
principal stress increases. For the same load the value of the stress for case-2 is more 
as compared to case-1. As the load increases it is found that the stress value for case-2 
is increases more as compared to case-1. As shown in Fig. 22.15 stress diagram for 
case-3 and case-4 is presented. From the figure it is viewed that as the force increases 
the value of the stress also increase. For the same load the stress value of case-4 is 
more as compared to case-3 referring to the obtained figure. 

The maximum principal strain diagram for case-1 and case-3 is shown in 
Fig. 22.16. As the force increases the value of maximum principal strain also 
increases. For the same load the strain value of case-1 is more as compared to case-3. 
The maximum principal strain diagram for case-2 and case-4 is shown in Fig. 22.17. 
As the force increases the value of maximum principal strain also increases. For the 
same load the strain value of case-4 is more as compared to case-2.

Fig. 22.14 Comparison of stress diagram between case-1 and case-2
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Fig. 22.15 Comparison of stress diagram between case-3 and case-4

Fig. 22.16 Comparison of strain diagram between case-1 and case-3
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Fig. 22.17 Comparison of strain diagram between case-2 and case-4 

22.4 Conclusion 

The present work deals with the modelling of a robotic hand which comprises of four 
fingerers and a base or palm. Grasping analysis of the proposed robotic hand in which 
the hand grasp the cuboid with all its four fingers is analysed. The proposed hand is 
underactuated one which is operated through pulleys and tendons. The modelling has 
been carried out in modelling software. For analysis of the proposed robotic hand 
which grasp the cuboid, two types of material, i.e. stainless steel and Aluminium 
alloy are taken separately. The analysis has been carried out for the proposed hand 
model during the grasping. Four separate cases are analysed in Ansys work bench. 
Mechanical parameters like the maximum deformation, maximum principal stress 
and maximum principal elastic strain have analysed in the Ansys environment with 
variation of application of load at the surface of the cuboidal shaped object in down-
ward and upward directions separately. The analysis is carried out keeping in view 
of the object handling in industrial environment. It has been found that the proposed 
hand model can be suitable for industrial applications. 
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Chapter 23 
Design and Development of Six-Axis 
Robotic Arm for Industrial Applications 

D. Teja Priyanka , G. Narasimha Swamy , V. Naga Prudhvi Raj , 
E. Naga Lakshmi , M. Maha Tej , and M. Purna Jayanthi 

Abstract Automation is currently necessary in many industries including the core. 
After studying issues in various industries, we discovered that the majority of errors 
take place in tasks that require human intervention; in fact, the product’s quality 
and turnaround time must be maintained. By automating the industry completely or 
partially, these can be maintained. Our main aim is to create a six-axis robotic arm 
that can fully or partially automate industry and provide a production line with a 
variety of benefits. They have better wrist movements and are more elastic, which 
helps to improve movement and the production line. We utilized an Arduino Nano for 
automatic control and an HC05 Bluetooth module for manual operation to complete 
this project. 

Keywords Android studio · Embedded C · Arduino nano board · PCB board ·
PCA9685 controller · MG996R servo motors · MG958 servo motors 

23.1 Introduction 

23.1.1 What Is Robotic Arm? 

A robotic arm with rotational couplings is referred to as articulated robotic arm. A 
wide range of automatic operations will be carried out with articulated robots. The 
forearm, wrist, upper arm, shoulder, and case together make up the articulated robot 
arm. The architecture and spontaneous movements of articulated robots are very
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similar to those of a human arm. The arm itself can be made up of two to ten rotary 
couplings that serve as axes, with each joint or axis allowing for a greater range of 
motion. 

23.1.2 Laws of Robot 

The term robot first came out in 1921 but was not a specialized term. In, 1942, Isaac 
Asimov authored a short sci-fi story in which the word robotics was first applied and 
he presented three laws of robotics [1]. They are: 

Law 1: Human beings should not be injured by robots or become injured through 
inactivity by robots. 

Law 2: Unless similar orders conflict with the first law, robots are required to cleave 
the arrangements made by humans. 

Law 3: In accordance with the first law, robots must defend their own actuality. 

Laws-Asimov’s robotics laws are not scientific laws; rather, they are instructions 
incorporated into every robot in his stories to protect them from malfunctioning in 
a dangerous fashion. The first rule is that a robot must not harm a human or enable 
a human to be harmed by inaction. The second law states that a robot must obey 
any human-given order, and the third law states that a robot must avoid actions or 
situations that could lead it to hurt itself. Where these principles clash, the first law 
takes precedence, followed by the second, with the robot’s self-preservation coming 
last. For instance, if a person told a robot to attack another human, the robot would 
not comply (the first law taking precedence over the second), but it would comply 
if the human told the robot to destroy itself (the second law taking precedence over 
the third). 

Robotic arm mainly consists of manipulator, end-effector actuators, sensors, 
controller, processor, and eventually software. The degrees of freedom can be 
calculated as 

ndof  − (n − 1)ג = 
k∑

i=1 

,( fi − ג) (23.1) 

where n is the number of links, k is the number of joints, f i is the number of degrees of 
freedom of ith joint, and ג is 3 for planar mechanisms and 6 for spatial mechanisms. 

In robotics, both direct and inverse kinematics can be used for calculation. Here, 
we used inverse kinematics. Steps to calculate: 

1. Determine the matrix’s determinant. 
2. Matrix transposition. 
3. The transposed matrix should be replaced with the minor of each element.
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23.2 Related Work 

Agbaraji et al. proposed the modeling of a 3-DOF articulated manipulator rested 
on base-dependent collaborative artifice and the decision of thick damping co-
efficient for the common torque-controlled model. This path was thus recommended 
for robust controlled of automated manipulators under misgivings [2]. Serrezuela, 
Ruthber rodríguez had proposed the evolution of the design and application of a 
kinematic model for a four-degree-of-freedom manipulator robot armed typed. The 
main demerits were packed to achieve message between MATLAB and Arduino 
were dlls [3]. Mouli et al. proposed the design and implementation of a robotic 
arm using LabVIEW and embedded system tools. An optimization procedure using 
neural network models and LabVIEW for simulation was conducted to improve 
overall inverse kinematics issue of a robotic arm [4]. Proposed a robotic arm using 
LabVIEW software. LabVIEW was used to create the lab clients and trial machines. 
A webcam was used to deliver optical feedback from the lab to the client [5]. Limb 
and Brian proposed the robot controlling using LabVIEW. Utilizing LabVIEW, they 
have programmed a robotic arm of five degrees of freedom to displace a rustic range 
from one rustic cut to another, bluffing a normal wafer-addressing job [6]. Tomas 
et al. proposed implementation of robotic arm using plc. The authors demonstrate 
the benefits of employing fuzzy logic in situations where the mathematical model of 
the controlled system was unavailable. Fuzzy control++ had been used successfully 
to create fuzzy control in the plc sematic s7-300 [7]. Kruthika et al. proposed the 
advancement of a robotic arm with five degrees of freedom (DOF), which was used to 
provide elderly or particularly challenged people. The robotic arm was controlled by 
using the principles of robotic kinematics and MATLAB. The Arduino MEGA2560 
I/O board serves as the primary processing unit for this project and links to the 
graphical user interface, motors, and sensors. Compim, proteus, the Arduino IDE, 
and processing communicate serially was used [8]. Deshpande and George used kine-
matic modeling and implemented 5-DOF robotic arm. In this article, the forward and 
inverse kinematics of a 5-DOF automated armed for straightforward pick and place 
operation was modeled [9]. 

23.3 Need for Six-Axis Robotic Arm 

This –six-axis robotic arm is very useful for complex applications which cannot be 
done by –five-axis, four-axis, and so on. The functionality of six-axis robotic arm 
is suitable for complex movements that simulate a human arm [10–15]. Better wrist 
action and elasticity, robot software and programming qualifications, and numerous 
mounting add-ons are just some of the advantages these six-axis robots possess to 
give. There is also a bulky range of robot sizes, loads, and preferences to opt from. 
The work envelope is more for 6-DOF robotic arm when compared to other arms. By
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Table 23.1 Comparison table for degrees of freedom 

S. No. Features 2-DOF 3-DOF 4-DOF 5-DOF 

1 Links 2 3 4 5 

2 Joints 1 2 3 4 

3 DOF 2 3 4 5 

4 No. of motors 2 3 4 5 

5 Range (angle) 90◦ ±90◦ 180◦ ±180◦ 

using six-axis robotic arm, the production line will increase and avoid unnecessary 
costs. For example, if an object is picked, need to change its orientation and placed 
to be in new destination, which cannot be done by three-axis or five-axis robotic 
arm because its end-effector does not have 360° rotation, so six-axis robotic arm is 
suitable for such kind of complex applications. The comparison table for different 
features of robotic arm for different degrees of freedom is shown in Table 23.1. 

23.4 Implementation of 6-DOF Robotic Arm 

23.4.1 Construction Principle 

Axis 6 is the wrist of an artificial robot. This axis is accountable for the entire 360-
degree gyrations of the wrist. The 6th axis gives artificial robots the capacity to 
remake an allotment’s aspect in the x, y and z airplanes with roll, pitch, and yaw 
motions. 

23.4.2 Mathematical Expressions 

The step-by-step frame assignment for each joint link of the manipulator according 
to algorithm is shown in Fig. 23.1 and is explained here. Beginning with joint 1, 
which connects links 0 and 1, the six joints are numbered from 1 to 6. Each joint 
axis’s orientation and each joint’s variable are noted and labeled in accordance with 
the home position. The joint-link parameters for standard manipulator are shown in 
Table 23.2.
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Fig. 23.1 Frame assignment for 6-DOF manipulator 

Table 23.2 Joint-link parameters for standard manipulator 

Link i ai αi di θi qi Cθi Sθi Cαi Sαi 

1 0 −90
◦ 

0 θ1 θ1 C1 S1 0 −1 

2 0 90
◦ 

L2 θ2 θ2 C2 S2 0 1 

3 0 0 d3 0 d3 1 0 1 0 

4 0 −90
◦ 

0 θ4 θ4 C4 S4 0 −1 

5 0 90
◦ 

0 θ5 θ5 C5 S5 0 1 

6 0 0 L6 θ6 θ6 C6 S6 1 0 

The six link transformation matrices are, thus 

1 
2T (θ2) = 

⎡ 

⎢⎢⎣ 

C2 0 S2 0 
S2 0 −C2 0 
0 1  0 L2 

0 0  0 1  

⎤ 

⎥⎥⎦, 

2 
3T (d3) = 

⎡ 

⎢⎢⎣ 

1 0 0  0  
0 1  0  0  
0 0 1  d3 
0 0 0  1  

⎤ 

⎥⎥⎦,
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3 
4T (θ4) = 

⎡ 

⎢⎢⎣ 

C4 0 −S4 0 
S4 0 C4 0 
0 −1 0  0  
0 0 0  1  

⎤ 

⎥⎥⎦, 

4 
5T (θ5) = 

⎡ 

⎢⎢⎣ 

C5 0 S5 0 
S5 0 −C5 0 
0 1  0  0  
0 0  0  1  

⎤ 

⎥⎥⎦, 

5 
6T (θ6) = 

⎡ 

⎢⎢⎣ 

C6 −S6 0 0  
S6 C6 0 0  
0 0  1  L6 

0 0  0  1  

⎤ 

⎥⎥⎦. 

Lastly, by swapping the individual transform matrix, you can obtain the transfor-
mation of the tool frame with respect to the base frame: 

0 
6T = 0 1T 

1 
2T 

2 
3T 

3 
4T 

4 
5T 

5 
6T, 

T = 

⎡ 

⎢⎢⎣ 

nx ox ax dx 
ny oy ay dy 
nz oz az dz 
0 0  0  1  

⎤ 

⎥⎥⎦. 

The displacement of prismatic joint d3 is always positive. 

d3 = 
/

(dx − L6ax )
2 + (

dy − L6ay
)2 + (dz − L6az)

2 − L2 
2. (23.2) 

By solving, we get joint displacement θ2 as 

θ2 = A tan 2(±
/

(dx − L6ax )
2 + (

dy − L6ay
)2 + (dz − L6az)

2 ). (23.3) 

Similarly, by solving we get joint displacement θ1 as 

θ1 = A tan 

⎛ 

⎝ S2d3 /
S2 2d

2 
3 + L2 

2 

, 
L2 /

S2 2d
2 
3 + L2 

2 

⎞ 

⎠ 

− A tan 2 

⎛ 

⎝ dx − L6dx /
S2 2d

2 
3 + L2 

2 

, 
dy − L6dy /
S2 2d

2 
3 + L2 

2 

⎞ 

⎠. (23.4)
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Path 1 frame {3}→ frame {4}→ frame {5}→ frame {6} 

Along this path, the transformation 3 6T can be obtained as 

3 
6T = 3 4T 

4 
5T 

5 
6T , 

3 
6T = 

⎡ 

⎢⎢⎣ 

r11 r12 r13 r14 
r21 r22 r23 r24 
r31 r32 r33 r34 
0 0 0 1  

⎤ 

⎥⎥⎦. 

The arm point θ4, θ5, θ6 can be found by equating the corresponding elements of 
matrices. 

S5C6 = r31, 
− S5S6 = r32 
C5 = r33. 

Squaring Eqs. S5C6 and −S5S6, adding and dividing the result by C5 give solution 
for θ5: 

θ5 = A tan 2(±
/(

r2 31 + r2 32
)
, r33). (23.5) 

Similarly, θ4 and θ6 can be expressed as 

θ4 = A tan 2
(
r24 
S5 

, 
r14 
S5

)
, (23.6) 

θ6 = A tan 2
(

−r32 
S5 

, 
r31 
S5

)
. (23.7) 

23.4.3 Components Used 

• Robotic arm metal chassis. 
• MG996R servo motors. 
• MG958 servo motors. 
• Arduino Nano. 
• PCA9685 Controller. 
• Arduino IDE wire. 
• HC05 Bluetooth module.
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To finish this project, we have chosen a metal robotic arm chassis, MG996R and 
MG958 servo motors, an Arduino Nano, a PCA9685 controller, Arduino IDE wire, 
and an HC05 Bluetooth module. In order to upload programs and interact with the 
Arduino hardware, we used the Arduino studio, which connects to the hardware. The 
Arduino Nano code was written in embedded C. 

23.4.4 Flowchart and Operation 

The operation of flowchart shown in Fig. 23.2 is explained below.

Step 1: Start. 

Step 2: Initialize the servo motor and Bluetooth. 

Step 3: If the condition if (SW) is YES, the manual mode operation will take place, 
otherwise automatic mode operation will take place. 

Step 4: In manual mode, if the condition If (CMD from BT) is YES, then the operation 
will continue otherwise stops. 

Step 5: Servo motors will rotate when their respective conditions are YES, otherwise 
need to check and replace the servo motor if it is damaged. 

Step 6: In automatic mode when the condition if (SW) is NO, the servo motors 1 to 
6 will rotate according to their conditions until the power supply is disconnected. 

Note: Robotic arm will halt only when the supply is disconnected. 

23.5 Results and Discussion 

A robotic arm that can function in both manual and automatic modes is developed 
because automation is required in many industries to decrease errors, enhance the 
production line, and enhance the quality of the product. A six-axis robotic arm 
allows us to reduce the number of robotic arms we need to utilize, which implies 
that in some applications, we can use just one six-axis robotic arm rather than two 
three-axis robotic arms. Six-axis robotic arm is capable of reaching a longer range 
when compared to the five-axis, four-axis, and so on. The prototype of the devel-
oped robotic arm is shown in Fig. 23.3. Fully automated robotic arm for palletizing 
and depalletizing application; partially automated to control the robotic arm when 
obstacles occur during the automatic operation—both have been implemented. The 
jerks that occurred during operation have been reduced with the help of reducing 
the speed in the code. The chassis is controlled by high-torque motors such as the 
MG996R and MG958 servo motors. The comparison of the proposed solution with 
the existing solutions with respect to different parameters is shown in Table 23.3.
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Fig. 23.2 Flowchart for operation
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Fig. 23.3 Implemented 
6-DOF robotic arm prototype 

Table 23.3 Comparison table for proposed and existing solutions 

S. No Parameters Existing solutions Proposed solution 

1 Range < 360
◦ ±360

◦ 

2 Man power Required more Required less 

3 Time More Less 

4 Speed of operation Speed of operation is low Speed of operation is high 

23.6 Conclusion 

The proposed model is developed to carry out a single continuous application in any 
industry. Same model can be used for different applications by changing code for 
servo motors and end-effectors. Instead of man doing the same work continuously, 
we can replace the person with a robotic arm for such tasks which are boring and 
hazardous. By doing this, the speed of operation as well as quality increases and 
there will be a good productivity line. But disadvantage in our proposed model is, 
the dimensions of the object need to be entered frequently if the object is replaced in 
the application and also need to add proximity sensor for detecting an object itself.
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Chapter 24 
A Solution to Collinear Problem 
in Lyapunov-Based Control Scheme 

Kaylash Chaudhary, Avinesh Prasad, Vishal Chand, Ahmed Shariff, 
and Avinesh Lal 

Abstract Robots are widely used to carry out various tasks in different industries 
worldwide. The movement of a robot is necessary for any task accomplishment. 
While moving, a robot must prevent collisions with obstacles to reach its destination 
successfully. The motion control algorithm governs a robot’s movement. One such 
method is Lyapunov-based control scheme (LbCS). LbCS is a popular method for 
controlling a robot’s motion, but the technique suffers from a problem known as 
collinear. This problem occurs when a robot, an obstacle, and a target are in a linear 
position, which gets the method trapped into local minima. This paper tackles this 
problem using a heuristic-based method, ant colony optimization (ACO). The ACO 
will be activated when the LbCS gets trapped in local minima. This paper presents 
an algorithm, ACO-LbCS, that solves the collinear problem of LbCS. This hybrid 
algorithm has been strategically formulated using ACO and LbCS. The algorithm has 
been applied to multiple obstacle’s environment. The results show that the problem 
of local minima has been solved by the proposed algorithm. 

Keywords Robot · Optimization · Collinear · Motion · Control 

24.1 Introduction 

Today, robots are used in many industries due to their improved performance and 
ability to perform tasks. These industries include agriculture [11], mining [19], trans-
portation [25], military [12], manufacturing, and civil engineering [11], to name a 
few. For a robot to complete a task, it must move safely from an initial location to 
a target location by preventing collisions with obstacles in its path. In any case, a 
robot should not compromise safety. This problem is known as a find path or robot 
navigation problem. In particular, this paper focuses on motion control.
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Different ways to tackle the motion control problem include heuristic, machine 
learning, deep learning, and classical. This paper will use a heuristic and classical 
approach to solve the motion control problem. Examples of heuristic approaches 
include ant colony optimization, firefly algorithm, and artificial bee colony, to name 
a few  [20, 30]. Classical techniques comprise the artificial potential field [18], cell 
decomposition [13], virtual force field and road map [5]. This paper will focus on 
the artificial potential field approach, in particular, Lyapunov-based control scheme 
(LbCS). LbCS is a movement control method that has been widely used in literature 
[8, 14, 24-25]. Though LbCS has been used in many research studies, it has a problem 
of getting trapped in local minima. That is, a robot driven by LbCS will come to a 
complete stop when trapped in local minima and cannot complete its allocated task. 
According to the author’s knowledge, this problem has not been addressed yet. 

The focus of this paper will be to resolve the local minimum problem of LbCS 
using ACO and kinematic equations. The choice of ACO in the continuous domain 
has been made because of its popularity [26]. The reason behind choosing the ACO 
variant by Socha and Dorigo is its performance advantage over other variants [28]. In 
particular, this paper will present an algorithm named ACO-LbCS, a combination of 
classical and heuristic methods. The hybrid algorithm will start with LbCS and will 
only switch to ACO when there is a likelihood of a robot being caught at a location 
because the algorithm is in the local minima. The ACO will generate points which 
the kinematic equations will then use to move the robot to that point. The algorithm 
will then switch back to LbCS, which will continue to govern the motion of the robot. 

This paper contributes the following to the literature: 

• ACO-LbCS algorithm: This algorithm is a new hybrid specifically designed to 
rescue a trapped robot governed by LbCS. According to the author’s knowledge, 
no such type of algorithm exists in the literature. 

• Application: The proposed algorithm has been applied to two scenarios. The 
results show that the algorithm successfully solved the collinear problem of LbCS. 

The next section will present an overview of the literature regarding motion 
control, optimization algorithm, and collinear problems. Section 24.3 presents the 
research objectives of this paper. Lyapunov-based control scheme is discussed in 
Sect. 24.4. Ant colony optimization algorithms with the multiobjective problem are 
discussed in Sect. 24.5. Section 24.6 presents and discusses the new hybrid algo-
rithm. Results are discussed in Sect. 24.7. Section 24.8 discusses the conclusion and 
future work. 

24.2 Related Work 

Many motion control algorithms in the literature are either heuristics, classical, or 
hybrid. This section will summarize the motion control problems these algorithms 
solved.
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Firstly, there are many applications of heuristic algorithms to path planning prob-
lems. For example, the research article by Akka and Khaber [3] used an improved 
version of ant colony optimization for mobile robot path planning. Likewise, an 
aging-based ant colony optimization has been applied to grid-based mobile robot path 
planning in both, dynamic and static environments [2]. The authors also compared 
the aging-based ant colony optimization with an artificial bee colony, genetic algo-
rithm, and particle swarm optimization algorithms, proving to be superior to the three. 
An improved brainstorm optimization algorithm has also been applied to grid-based 
robot path panning [29]. Dewang et al. [10] conducted research on the path planning 
of robots using modified particle swarm optimization. The reader is referred to some 
other examples of heuristic algorithms used in robot path planning [4, 6, 20, 31]. 

Secondly, research on robot path finding and motion control has been carried 
out using the artificial potential field. The development of Lyapunov-based control 
scheme by [27] has been to solve many motion control problems by different 
researchers. For example, LbCS has been used in 3D environments for the mobile 
manipulator [22]. It has also been applied for controlling quadrotors, tractor-trailer 
robots, and navigating car-like robots [15-17, 21, 23-24]. 

Thirdly, some research is available on the hybrid algorithms used for robot path 
planning. For example, a firefly algorithm has been combined with the artificial poten-
tial field for optimized robot path planning [1]. Similarly, ant colony optimization 
has been combined with kinematic equations for robot motion control [9]. 

All the algorithms applied to different problems above do not address the collinear 
problem of LbCS. Therefore, the proposed algorithm in this research will be the first 
to solve the collinear problem of LbCS. 

24.3 Research Objectives 

This paper addresses the following objectives: 

• Design and implement a hybrid algorithm consisting of Lyapunov-based control 
scheme (LbCS) and ant colony optimization algorithm to solve the local minimum 
problem of LbCS. 

• Apply the proposed algorithm to different scenarios. 

24.4 Lyapunov-Based Control Scheme 

Lyapunov-based control scheme (LbCS) is a powerful technique developed by 
Sharma et al. in [27] for deriving control laws for autonomous systems. The LbCS 
is based on Lyapunov method and works within the framework of the artificial 
potential field method. As an example, consider a moving point-mass robot in a 
two-dimensional plane, whose kinematic equations are:
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ẋ = u1, ẏ = u2, (24.1) 

where (x, y) are the positions of the robot and (u1, u2) are the velocity components in 
the x and y directions, respectively. Suppose there are m > 0 fixed circular obstacles 
and n > 0 fixed line segment obstacles that the robot needs to avoid on its way. Let 
the center of the ith circular obstacle be (oi1, oi2) and radius roi . Similarly, assume 
that the kth line segment is a straight line from (ak1, ak2) to (bk1, bk2). If we require 
the robot to relocate from a starting location to a destination at (p1, p2) and avoid 
fixed circular and line obstacles, then a tentative Lyapunov function is 

L(x, y) = V (x, y)

(
1 + 

m∑
i=1 

αi 

Wi (x, y) 
+ 

n∑
k=1 

βk 

LOk(x, y)

)
, (24.2) 

where V (x, y) = 1 2
[
(x − p1)2 + (y − p2)2

]
is the target attraction function; 

Wi (x, y) = 1 
2

[
(x − oi1)2 + (y − oi2)2 − ro2 i

]
is the avoidance function for the 

ith circular obstacle; 
LOk(x, y) = 1 2

[
(x − ak1 − γk(ak2 − ak1))2 + (y − bk1 − γk(bk2 − bk1))2

]
is the 

avoidance function for the kth line obstacle; αi > 0 and βk > 0 are control parameters 
and γk ∈ [0, 1]. 

Differentiating the Lyapunov function and setting L̇(x, y) ≤ 0, we obtain 

u1 = −  
1 

δ1 

∂ L 
∂x 

and u2 = −  
1 

δ2 

∂ L 
∂ y 

. (24.3) 

where δ1 > 0 and δ2 > 0 are constants called convergence parameters. 
The LbCS has been used in different domains by many researchers [7, 8, 14, 

24, 27]. In a cluttered environment with varying types of obstacles, the LbCS is a 
powerful method for developing movement controllers for a robot so that it can move 
from an initial position to the target. The convergence in LbCS occurs because of an 
attractive force which pulls a robot to its target. The safety of a robot is ensured by 
a repulsive force, which enables it to avoid obstacles on its way. 

When planning robot trajectories, artificial potential field methods, including 
LbCS, suffer from the problem of local minima. Local minima in robot motion control 
mean that the position of a robot, its destination, and an obstacle are collinear. An 
example of a collinear problem is shown in Fig. 24.1.

Figure 24.1 shows a collinear problem with a start (5, 5), an obstacle (15, 15), and 
a target (25, 25) locations. It also shows that the point-mass robot driven by LbCS 
could not move forward because it is trapped at local minima and could not escape 
by itself. This collinear problem will be addressed in this paper.
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Fig. 24.1 Collinear problem example

24.5 Ant Colony Optimization 

Ant colony optimization, also known as ACO, was inspired with natural ants that 
leave their nests to find food by moving randomly through the environment. Upon 
discovering and evaluating food, an ant transports it on its back. While returning to 
the nest, the ants leave trails of pheromones on the terrain, depending on the volume 
and quality of food. These trails left by an ant guide others to the food source from 
their nest. The ACO variant used in this paper is for the continuous domain known 
as ACOR, which has been proposed by Socha and Dorigo [28]. 

The two population types used by the ACOR algorithm are archive and new. Both 
populations represent solutions, and the archive population consists of the pheromone 
information. Each solution in the archive is evaluated by the fitness function and is 
stored in ascending order. A solution quality weight percentage is associated with 
each solution in the archive population, in which ACOR uses to make probabilistic 
choices. Each solution has an associated solution quality weight percentage. When 
LbCS gets trapped at local minima, the robot’s next step is determined by the best 
ant in the population. The pheromone information determines the selection of the 
best ant. The robot then moves to that step using the equation of motion. 

The steps are planned using the objective function, which considers a safe and 
short path. Even though the purpose of the ant colony optimization algorithm is to 
relieve the LbCS from local minima, the objective function still needs to consider
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a safe and short path because a point that ants will generate needs to be safe (away 
from obstacles) and closest to the target. 

A robot’s position from the target should always be at a minimum distance. To 
achieve this, the distance between an ant and the target can be calculated, as shown 
in Eq. (24.4). 

dit  =
/

(p1 − xai )2 + (p2 − yai )2 , (24.4) 

where dit  is the distance between an ant and the target,
(
p1, p2

)
are the coordinates 

of the target, and
(
xai,yai

)
are the coordinates of the ith ant. 

Since the workspace is cluttered with obstacles, a robot must avoid them to reach 
the target. The paper uses circular and line obstacles. The distance between an ant 
and an obstacle is calculated for circular obstacles, as shown in Eq. (24.5). 

dil  =
/

(ol1 − xai )2 + (ol2 − yai )2 , (24.5) 

where dil  is the distance between an ant and an obstacle and (ol1ol2) are the 
coordinates of the lth obstacle. 

Multiple points are generated on the line for line obstacles, and the distance 
between the ants and the points is calculated. The minimum distance technique 
considers the point with the smallest distance [6]. Again, the distance between an 
ant and a point on the line is calculated as shown in Eq. (24.6). 

dik  =
/

(ak1 + λk(ak2 − ak1) − xai )2 + λk(bk1 + (bk2 − bk1) − yai )2 , (24.6) 

where dik  is the distance between an ant and a point on the kth line segment, λk ∈ 
[0, 1], and (ak1, ak2) and (bk1, bk2) are the coordinates of the points on the line 
segment. 

Since there are many line segments (k = 1, 2, .. n) and circular obstacles (l = 1, 
2, .. n), the distances between an ant and obstacles are summed and calculated as 
follows: 

fl = 
n∑

l=1 

dil  , fk = 
n∑

k=1 

dik . (24.7) 

The problem of releasing the LbCS from local minima is a minimization 
optimization problem. The fitness equation for each ant ( fi ) is defined as follows: 

fi = a. 
1 

fl 
+ b. 

1 

fk 
+ c.dit  . (24.8) 

The coordinates of the ant with minimum fitness value will be the robot’s new 
position that has been stopped due to a collinear problem. The position of the fittest
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ant, calculated by Eq. (24.8), will be chosen as the robot’s next step. This procedure 
will persist until the robot moves from its current location to another; hence, the 
robot is said to be out of the local minima. Then LbCS will then take control of the 
robot. Control parameters such as a, b, and c determine path safety and are set using 
the brute force technique. 

24.6 Proposed Algorithm 

The proposed algorithm is implemented by strategically combining the ant colony 
optimization, kinematic equations, and LbCS together and is known as ACO-LbCS. 
ACO with kinematic equations has been recently applied to robot motion control 
problems, hence the choice of combining with LbCS. There are various hybrid algo-
rithms in the literature, but according to the author’s knowledge, none of these algo-
rithms solves the collinear problem of LbCS. The pseudocode of the ACO-LbCS is 
presented in Algorithm 1. 

Algorithm 1: ACO-LbCS. 

While (robot location < target) 

Phase1: LbCS 
Move the robot using LbCS 
Phase 2: ACO 
While ((ẋ < 0.01 && (ẋ > −0.01) && ( ẏ < 0.01 && (ẏ > −0.01)) 

Initialize archive population 
Initialize the weights and selection probabilities 
For all ants 

Compute the means 
End For 
For all ants 

Compute the standard deviation 
End For 
Generate a sample size population 
For all ants 

Build solutions 
End For 
Assess sample size solutions 
Combine the archive population with the sample population 
Sort ants in ascending order in the combined population 
Use the Kinematic equation to move the robot to the first ant’s (best) 
position
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Revise the location of the robot with the best ants position 

End While 

End While 

The algorithm starts with LbCS, which moves the robot toward the target while 
avoiding obstacles. If the robot driven by LbCS is trapped in local minima, the second 
phase of the algorithm starts with the generation of ants, and after processing, the 
robot moves to the best position determined by ants. This moves the robot to a new 
position, solving the problem of LbCS. The authors in this paper have used a range 
to determine the collinear problem, that is: 

−0.01〈ẋ〉0.01 and − 0.01〈ẏ〉0.01, 

where ẋ and ẏ are kinematic equations defined in Eq. (24.1). 

24.7 Results 

Figure 24.2 shows the trajectory generated by the proposed algorithm. The robot 
uses the Lyapunov-based control scheme to move toward the destination. However, 
it comes to a halt just before the obstacle because the artificial potential field nears 
zero. The ACO–kinematic algorithm then generates points, and the robot moves to 
that point. The algorithm then switches back to Lyapunov-based control scheme, 
which successfully navigates the robot to the destination.

Figure 24.3 shows that the point-mass robot avoids multiple obstacles to reach 
its destination. The Lyapunov-based control scheme navigates the point-mass robot 
toward the last obstacle (line segment) but could not avoid that obstacle. Therefore, 
the ACO–kinematic algorithm generates points that navigate the robot around that 
obstacle. Once the artificial potential field is in the safe range, the algorithm switches 
back to Lyapunov-based control scheme.

24.8 Conclusion 

A new hybrid algorithm presented in this paper is used to solve the collinear problem 
of the Lyapunov-based control scheme. The algorithm comprises the strategic formu-
lation of the ACOR algorithm with kinematic equations and LbCS. The ant colony 
optimization algorithm will only be executed when the robot driven by LbCS is about 
to be trapped in local minima. The equation of motion will use the points generated by 
the ACOR algorithm to move the robot to a new location. Suppose the new location
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Fig. 24.2 Point-mass robot with initial position (−15, −15) and target position (15, 15)

Fig. 24.3 Point-mass robot 
with initial position (5, 5) 
and target position (45, 45)
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is still part of the local minima. The algorithm will continue executing ant colony 
optimization to generate new points to avoid the local minima. The ant colony opti-
mization algorithm will only be executed when there is a chance of LbCS getting 
trapped in local minima. Otherwise, LbCS is responsible for avoiding obstacles and 
governing the motion of the robot. 

The proposed algorithm was applied to two scenarios. The first scenario based 
on one robot and one obstacle showed that the algorithm was able to release the 
robot from its location to a new one. Likewise, scenario 2, consisting of one robot 
and multiple circular and line obstacles, showed that the robot was able to reach its 
destination despite the existence of the collinear problem. In other words, the robot 
would not have reached its destination if it had been governed solely by LbCS. 

The current work is limited to only static obstacles with known locations and has 
been applied to medium environment complexity. In future work, the authors will use 
the proposed algorithm in an environment where obstacles are static and the locations 
are unknown to the robot. Also, the environmental complexity will be increased by 
adding more robots and including different types and sizes of obstacles. Due to the 
limited scope of this paper, the authors will conduct a mathematical analysis of the 
algorithm in the future. 
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Chapter 25 
A Detailed Review of Ant Colony 
Optimization for Improved Edge 
Detection 

Anshu Mehta and Deepika Mehta 

Abstract Due to rapid enhancement in image processing, there is need to design 
and implement an improved edge detection algorithm in order to analyzing the edges 
of an original image. Optimization mechanism based on ant colony optimization 
technique has been used in present work. Research work is focused on implementa-
tion of edge detection using ant colony optimization algorithm on MATLAB and to 
improve the drawbacks of that algorithm and comparing it with the new improved 
algorithm. Present research is focused on the performance parameters, namely RMSE 
and PSNR. Thus, edge detection process The edge detection process considers selec-
tion of the image as input, and image is saved in a 256 color bitmap format. Then edge 
pixel values and generated the edges in image is calculated to generate the results 
with improved quality edges. Finally, comparison of the results of both algorithms 
and represent those results are made graphically. Proposed research is supposed to 
play significant role in area of image processing and quality enhancement. 

Keywords Image · Ant colony optimization · Edge detection · Shortest path ·
PSNR & RMSE 

25.1 Introduction 

Image processing, ED, and ACO are some of the topics that will be covered in this 
chapter. The most recent research looked at how ACO and photo processing may 
benefit from the identification and compression of edges in images. The method 
of image processing known as edge detection may be used in order to improve 
photographs in a straightforward manner suggested by Eason et al. [1]. Nonetheless, 
the ACO’s primary mission is to identify the course of action that will result in the 
best possible resolution to the problem at hand. In order to get the best possible
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outcomes from the research that is going to be done, it has been advised by Maxwell 
[2] that an ACO be used with an edge detection approach and compression. 

25.1.1 Image Edge Detection 

It is possible to define an edge as a collection of linked pixels that lies along the 
border between two different areas. Rippel and Bourdev [3] suggested that a cluster 
of pixels that appear at an orthogonal step transition in gray level might be referred 
to as an edge. The technique of identifying locations in a picture where there are 
abrupt changes in intensity is referred to as edge detection. This procedure, which 
must be completed in order to comprehend the contents of a picture, has applications 
in image analysis as well as machine vision. Edge detection seeks to pinpoint the 
borders of objects in a picture and considerably decreases the quantity of data that 
has to be processed described by Ansari and Anand [4]. Figure 25.1 illustrates the 
image edge detection. It is of the utmost importance to reclaim information about 
the form, structure, and any other crucial aspects of the picture. The method that has 
been developed makes use of a number of ants that migrate across the picture as a 
result of the local fluctuation of the image’s intensity values. These ants are used 
to build up a pheromone matrix that determines where the image’s edge pixels are 
located. 

Ghrare et al. [7] recommended that traditional approaches to edge detection 
include convolving the picture with an operator that is designed to be sensitive to 
big gradients in the image while returning values of zero in areas of the image that 
are uniform. There are a great many ED operators, each of which is meant to be 
accurate with regard to a certain category of edges. The computation performed by 
the operator resolves a distinctive direction in which it is more specific to edges. 
Reforming operators allows one to investigate if edges are horizontal, vertical, or 
diagonal used by Gholizadeh-Ansari et al. [8].

Fig. 25.1 Edge detection [5] 
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Fig. 25.2 Types of image edges [6] 

25.1.2 Image Edge 

A local notion, the edge, and contrasts with the global idea represented by the border. 
Daou et al. [9] advised that a collection of pixels that are placed at an orthogonal 
step transition in gray level is an example of an ideal edge. In addition to this, blurry 
edges may be caused by issues or defects that occur when the optics, sampling, and 
image collection systems are being used. Various types of edges are represented in 
Fig. 25.2. The edges that may be extracted from natural photos are almost never at all 
suitable for use as step edges described by Zhou et al. [10]. In most cases, however, 
they are generally influenced in some way by one or more of the following effects:

• Focal blur is the result of a finite depth-of-field in combination with a finite point 
spread function.

• Penumbral blur is brought by shadows cast by light sources with radii that are not 
zero.

• Shading at an item with a smooth surface. 

25.1.3 Criteria for Edge Detection 

Objectivity may be achieved while assessing the quality of the edge detection by 
using a variety of criteria. Some of the criteria are based on the needs for application 
and execution, while others might be presented in the form of mathematical measure-
ments. In every one of the situations described above, it is necessary to utilize photos 
in which the real edges have been determined in order to conduct a quantitative 
analysis of performance.
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• Good detection: The criterion should take into account a maximum signal noise 
ratio (SNR) and a minimal number of erroneous edges put forward by Zhu et al. 
[11]. After performing a threshold operation, the edges may be identified. A high 
threshold will assist to cut down on the number of edges that are fake, but it will 
also cut down on the number of edges that are really there presented by Yuan et al. 
[12].

• Noise sensitivity: In situations with tolerable noise, such as Gaussian noise, 
uniform noise, or impulsive noise, the use of a robust algorithm is necessary in 
order to identify edges. Annamalai and Lakshmikanthan [13] summarized that an 
edge detector is responsible for detecting edges while simultaneously amplifying 
background noise.

• Good localizationx: Accuracy in edge localization is required for the edge 
location, which means that it must be positioned on the proper spot.

• Orientation sensitivity: The operator is successful in accurately detecting both 
the edge magnitude and the edge orientation. Post-processing makes advantage of 
the orientation to link edge segments, eliminate noise, and trigger non-maximum 
edge magnitude.

• Speed and efficiency: The method has to have a quick execution time in order for 
it to be useful in an IP system. It is possible for an algorithm to be more efficient if 
it supports recursive implementation or allows for separate processing proposed 
by Chen et al. [14]. 

25.1.4 Jing Tian’s Approach Based on ACO Technique 

ACO is an algorithm that is influenced by the natural phenomenon that occurs when 
ants lay pheromone on the ground in order to indicate same path that should be 
followed by other ants in the colony. Chowdhary and Acharjya [15] recommended 
that this natural phenomenon occurs because ants want other ants in their colony to 
follow the same path. It is a kind of indirect communication in which the ants sought 
to make touch with one another despite their physical separation by responding and 
generating in response to their respective stimuli. While they are out searching for 
food, they do so by spreading pheromone, which is a chemical-like substance, on the 
ground. When other ants from the same colony pass along a certain route, it responds 
in a certain manner, which makes it simpler for the entire colony to look for food 
and saves them time represented by Lee et al. [16]. Steps for the edge detection for 
an image are represented in Fig. 25.3.

The perfect edge detector would provide a collection of linked curves that could 
be used to represent the borders of objects, the boundaries of marks, and any breaks 
in the surface’s orientation. Therefore, adding an edge detection algorithm to an 
image has the potential to dramatically decrease the quantity of data that has to 
be processed and filter out information that is less relevant, all while maintaining 
the fundamental structural aspects of an image. Orujov et al. [17] suggested that
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Fig. 25.3 Flowchart of edge 
detection Start 

Image acquisition 

RGB to gray level conversion 

Edge detection using different 
edge mechanisms 

Comparative performance 
evaluation 

there are two primary ways for edge detection, and they are search-based and zero-
crossing-based, respectively. Edge detection is the foundation for a wide variety 
of IA, and machine vision applications are recommended by Flores-Vidal et al. 
[18]. Its primary purpose is to pinpoint the locations of the edges of moving objects. 
Traditional methods of edge detection need a significant amount of processing power 
due to the fact that each set of operations is performed for each individual pixel are 
represented by Dhivya and Prakash [19]. With unconventional methods, the amount 
of time needed for computing rapidly grows in proportion to the size of the picture 
referred by Moustakidis and Karlsson [20]. 

25.1.5 Algorithm for Edge Detection

Step 1. Take a picture using color. 
Step 2. Smoothing: Without wrecking genuine edges, destroy as adequate noise as 

accessible. 
Step 3. Enhancement: By applying differentiation, the quality of edges can be 

enhanced. 
Step 4. Threshold: The determination of edge pixels based on the use of the edge 

magnitude threshold, which helps assess which edge pixels need to be 
maintained and which ought to be dismissed as noise.
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Generate new ant colony 

Construct new solution using obtained best 

Determine the best solution (optimum fitness value) 

Update pheromone trail 

Determine search direction 

Evaluate the fitness of each ant in the colony 

Initialize pheromone trail 

Initialize ant colony 

Ph
er

om
on

e 
U

pd
at

io
n 

Fig. 25.4 Simple ACO algorithm 

Step 5. Localization: Find the postulate edge bearings and record them. Evaluation 
using the fore mentioned algorithms. 

Edge detection is totally based on ACO technique illustrated below in Fig. 25.4. 

25.1.6 Application of ACO 

Ant colony optimizations strategies for TSP: 
TSP is first instance of problem description where the initial testing of the ACO 

algorithms was being done. This led to the development of ACO. This is due to 
a number of factors, including the following: The NP-hard optimization issue is 
particularly relevant for many different problems are suggested by Cococcioni et al. 
[21]. The ACO algorithms are straightforward to implement in TSP. It is assumed that 
the performance of all ACO algorithms has improved if there is a significant increase 
in the application’s performance while running on the TSP. TSP was included into 
ACO by: The Ant system was first ACO algorithm to be presented by Liu et al., 
Marias [22, 23], and it was first used to illustrate how the TSP might be used. The
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AS has served as a source of motivation for the creation of a number of different ACO 
algorithms, including the Elitist AS, the Rank- based AS, and the Max–Ong et al. 
[24] used the ant colony system, often known as ACS, is the most crucial algorithm 
of them all. The difference between ACS and the AS may be summarized using these 
three primary elements.

• First, when it comes to the more aggressive action rule, the ACS is going to be 
looked at as a far better usage than the AS is going to be.

• Second, on the arcs that are shown in the best- so-far tour, both pheromone 
deposition and pheromone evaporation are going place.

• Third, when an ant is traveling from point I to point J, it removes some pheromone 
from the arc it is going along in order to improve its ability to explore a new route 
within the search area introduced by Panda and Shemshad [25]. 

25.2 Literature Review 

For instance, a piece of scientific research may be referred to as a literature review or 
a literature survey if it compiles the most current discoveries as well as theoretical and 
methodological contributions to a certain subject area. It covers a number of studies 
and research that have been done on the specific issue, as well as the conclusions that 
have been published in the past. There have been periodic appearances in a variety 
of journals and Web sites of a number of publications that are pertinent to our theme. 
The following is a brief summary of some of the articles that were discussed. 

25.2.1 Review of Literature 

Gandhi et al. [1] focused on image asymmetry priming for edge detection in order for 
computer vision to work; a single image has to be broken down into its component 
parts. The purpose of any segmentation approach was to stop segmentation as soon 
as it became meaningless. In this study, they will use preprocessing to remove super-
fluous noise and obtain just the needed edges. Song et al. [2] considered multi-task 
learning network for edge detection and stereo matching, or “Edge Stereo.” Edge 
Stereo is a complex multi-task learning network that integrates disparity estimate 
with edge detection, allowing for accurate end-to-end predictions of the disparity 
and edge maps. Rippel et al. [3] suggested a pyramidal analytic autoencoder with 
an adjustable coding module and regularization of the projected code length. To 
generate visually pleasing reconstructions at low bitrates, we additionally use adver-
sarial training optimized for compression. They showed that it is possible to compress 
lossy images using machine learning in real time and that the results are superior 
than those of any currently used codec. Several compression methods, their evolu-
tion, and their use in rapidly expanding medical fields including telemedicine and 
teleconsultation were examined and contrasted by Ansari et al. [4]. Even while the



304 A. Mehta and D. Mehta

future of medical image compression is bright, it still has a way to go before it can 
satisfy the growing needs of the medical community. 

Medical images should be of the highest possible quality since data loss is unde-
sirable in many medical applications including disease detection and compression, 
as stated by Ghrare et al. [5]. Rather of relying on lossy compression methods that 
achieve high compression ratios, mathematicians have developed lossless compres-
sion methods. Yujing [6] considered VR multi-operator dynamic weight detection 
picture edge identification technique. Virtual reality (VR) was a computer generated 
three-dimensional, dynamic, and real-time representation of the world. The extrac-
tion of edge and contour properties from pictures has been the subject of much study 
in the fields of ID, processing, and analysis. Pashaei et al. [7] looked the extraction 
and classification of accident photos, and a convolution neural network is paired 
with a mix of extreme learning machines. Deep learning was utilized to extract 
characteristics from the accident photos, and an expert was employed to categorize 
the images. Zhao [8] discussed handwritten digits recognition using multiple clas-
sifier fusion and CNN. feature extraction on numerous datasets; some datasets need 
powerful classifiers, whereas others require weak classifiers. For example, the same 
classifier may perform differently on multiple tests sets due to the fact that image 
instances might be written differently by different people on the same digits due 
to their handwriting styles. Daou et al. [9] presented Iris tissue identification using 
GLDM features and an MLPNN- ICA hybrid classifier. Iris tissue identification was 
a reliable and accurate procedure. Their technique included segmentation, normal-
ization, feature extraction, and matching. Using gray-level differences, the authors 
proposed new feature extraction and classification approaches. 

Chowdhary et al. [10] reviewed MIS and Extraction: A Systematic Review The 
ability to see into the human body was made possible by medical imaging. Their 
method included creating data sets of “normal” and “abnormal” images and using 
them to make diagnoses about medical conditions. Visible-light and invisible-light 
medical imaging were two different medical imaging modalities. Lee et al. [11] 
discussed using basic spine X-ray images to estimate bone density in a Korean 
population. Data from previous health tests, such as X-rays of the spine and dual 
energy X-ray absorptiometry, was utilized in their study’ (DXA). Series of individuals 
with varying levels of normal or abnormal bone mineral density were eventually 
selected. Deep convolution networks were used to extract visual attributes from X-
ray images. We utilized machine learning to create prediction models for aberrant 
BMD using imaging data. Orujov et al. [12] considered method for detecting image 
edges using fuzzy logic, with application to retinal images. Using Mandeni fuzzy 
rules, they developed a contour detection method for finding blood veins in images of 
the retinal fundus. The recording quality was improved by using a median filter and 
CLAHE to lower the background noise. The edges of an image may be determined 
by using the gradient value in conjunction with the Mandeni fuzzy rules. Table 25.1 
represents the comparison of previous studies done by various authors.
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Table 25.1 Literature survey 

S. No. Author/Year Objective Methodology Limitation 

1 Moustakidis 
[20] 

Use of Siamese convCNN to extract 
features for intrusion detection 

Feature 
extraction, 
neural networks 

Scope of this 
research is 
very less 

2 Dhivya [19] Fuzzy logic used for edge 
identification in a satellite picture 

Edge detection There is no 
implication 
in future 

3 Flores-Vidal 
[19] 

Fuzzy clustering as basis for novel 
global evaluation-based edge 
detection technique 

Edge detection, 
clustering 

There is no 
security in 
this system 

4 Orujov [17] Algorithm based on fuzzy pictures to 
locate blood vessels in retinal images 

Edge detection Lack of 
technical 
work 

5 Lee [16] Research on feature extraction and 
machine learning in the Korean 
Population to estimate bone density 
using basic spine X-ray pictures 

Feature 
extraction, 
machine 
learning 

Performance 
of this 
research is 
very low 

6 Chowdhar 
[15] 

Medical Imaging Segmentation and 
Feature Extraction: A Comprehensive 
Review 

Feature 
extraction 

There is no 
security in 
this system 

7 Ahmadi 
(2020) 

Recognition of iris tissue using a 
mixture of the MLPNN and ICA 
classifiers 

Feature 
extraction 

Lack of 
accuracy 

8 Zhao [8] For handwritten digit recognition, a 
combination of several classifiers and 
CNN feature extraction is used 

CNN, feature 
extraction 

Lack of 
security 

9 Pashaei 
(2020) 

Feature extraction and categorization 
from accident photographs using a 
CNN combined with a variety of 
extreme learning machines 

CNN, feature 
extraction 

Lack of 
accuracy 

10 Chen [14] A multi-operator dynamic weight 
detection technique for picture edge 
identification in a virtual reality 
situation 

Detection, 
image edge, and 
virtual reality 
scenario 

There is lack 
of 
performance 

25.2.2 Research Gap 

The process of edge detection is used in digital photography to pinpoint regions 
with dramatic tonal shifts. Several problems arise during edge detection, such as 
displaying a crisp and clear image. There is a break in the brightness of the images, 
making it difficult to see edges. Due to the presence of noise in the images, the detec-
tion process is very complicated. Edges are identified with the help of gradients, 
first and second derivatives, and so on. Further challenges include the problem of 
extended detection times and the difficulty in identifying and localizing edges. The 
proposed approach leverages ACO to improve the precision of edge detection and
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provide a more complete edge profile. In actual use, picking the best method for 
edge extraction from images is conditional. Feature extraction needs further work. 
During the edge detection phenomena, various issues might develop, such as the 
difficulty in showing an image with sufficient clarity and sharpness. Edge identifica-
tion is challenging because of the discontinuity in picture intensity that occurs in the 
images. Furthermore, the identification procedure is already challenging due to the 
presence of some noisy material in the photos. Multiple techniques, including the 
first and second derivatives and gradients, may be used to locate edges. There are a 
number of issues that must be dealt with while attempting to detect edges, including 
the occurrence of misleading and erroneous edges (for a number of reasons), the 
identification and localization of edges, and the increased detection time. 

By using ACO, my proposed work improves the accuracy of edge identification, 
leading to an image with a richer edge profile. The truth is that several methods of 
image edge extraction are used depending on the specifics of each case. There are pros 
and cons to using any given algorithm. The ant colony optimization edge detection 
technique combines the benefits of many methods to improve upon the shortcomings 
of individual techniques. MATLAB has been used to actualize the edge detection 
method. As a program, MATLAB facilitates both numerical calculation and visual 
representation. The matrix is the primary data structure. In MATLAB, an image 
is handled as a matrix. The programming language and development environment 
MATLAB is user-friendly. RMSE and PSNR are employed here as performance indi-
cators. Jing Tian’s algorithmic steps from the ACO technique were used to identify 
the edges in the image. 

25.3 Problem Statement 

While all valid edge detectors exist, issues with false edge detection, edge localiza-
tion, excessive computing time, missing actual edges, noise, and so on plague even 
the best of them. The vast majority of edge detectors merely generate points where 
the edges of pictures are. A numerical value is returned for each pixel, as well as 
the image’s orientation, as the typical results. It is possible that in the future we may 
be able to tweak the algorithm in order to account for lighting changes. There are 
several problems that may develop with edge detection, including incorrect edge 
identification, edge localization, lengthy computation times, missing true edges, and 
noise concerns. Typically, only points representing image boundaries are returned 
by edge detectors. Typically, a numerical value and directional label are produced 
for each pixel. It is possible that the algorithm will be modified so that it can operate 
in a wider range of illumination levels. Feature extraction also has to be refined.
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25.4 Need of Research 

Ant colony optimization (ACO) techniques are a type of metaheuristic that can be 
used to solve complex optimization problems. Due to the advancement in the field of 
image processing, image edge detection gained a lot of popularity. When compared to 
traditional approaches, ACO algorithms proved superior accuracy and efficiency for 
edge detection problems. This is due to their ability to incorporate problem-specific 
information into their optimization process, allowing for tailored solutions that are 
better suited for the task at hand. To enhance the performance and the scope of various 
applications of ACO, it is essential to conduct the research on their implementation 
for image edge detection. 

25.5 Future Scope 

In image edge detection, there are several applications of ACO that can be explored 
in future. One potential application is to use ACO algorithms to automatically detect 
edges in images that are not easily discernible by traditional edge detection tech-
niques. This could be particularly useful in medical imaging, especially where a 
little variation in pixel intensity has a significant diagnostic value. Additionally, 
ACO algorithms can be used to track the evolution of edges over time, allowing for 
the detection of changes in images that may not be immediately visible. Current edge 
detection methods accuracy can be enhanced by using ACO with the integration of 
prior knowledge of the image. Finally, for more accurate and efficient edge detec-
tion method, ACO algorithms can be used potentially leading to more robust image 
analysis. 
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Chapter 26 
Machine Learning-Based Sentiment 
Analysis of Twitter COVID-19 
Vaccination Responses 

Vishal Shrivastava and Satish Chandra Sudhanshu 

Abstract The COVID-19 pandemic has caused significant fear, anxiety, and 
complex emotions or feelings in a large number of people. A global vaccination 
campaign to end the SARS-CoV-2 epidemic is now in progress. People’s feelings 
have become more complex and varied since the introduction of vaccinations against 
coronavirus. The use of social media platforms such as Twitter enables users to 
communicate with one another and share information and perspectives on a wide 
variety of topics, spanning from local to international concerns, from global to 
personal. Twitter will prove to be a helpful source of information that can be tracked 
regarding views and sentiments regarding the SARS-CoV-2 vaccination. To better 
understand public views, concerns, and emotions that may influence the achieve-
ment of herd immunity targets and limit the pandemic’s impact, this study uses deep 
learning to identify the themes and sentiments in the public about COVID-19 immu-
nization on Twitter. Moreover, this paper consists of a detailed explanation of the 
sentiment analysis with their challenges, classification, approaches, applications, and 
VADER. 

Keywords COVID-19 · Vaccination · Sentiment analysis · Opinion mining ·
Social media · Twitter · VADER · Machine-learning 

26.1 Introduction 

The current COVID-19 outbreak has had significant repercussions for the healthcare 
industry, and as a direct consequence, our fundamental understanding of safety has 
been disrupted. Isolation from others has the potential to halt or significantly delay 
the propagation of the coronavirus. At this time, it is necessary to take precautions
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such as washing your hands frequently, using a mask, and avoiding close personal 
contact as much as possible. However, these can only reduce the risk of transmit-
ting the coronavirus; they cannot eliminate the risk. In light of the current circum-
stances, vaccination has emerged as the only strategy capable of battling and possibly 
wiping out coronavirus. Pfizer’s early research on mRNA vaccines involved more 
than 40,000 participants, while a more recent immunization study included 30,000 
participants. Together, these numbers represent the number of persons who received 
the vaccine. In both studies, the efficiency of the vaccine was measured at 94% on 
average, and there was not a single fatality associated with either study. Another 
viral vector-based vaccine called Johnson & Johnsen is efficient against coronavirus 
which increases response of the immune system of those who get it. It has a success 
rate of 85%, and there are no noticeable bad effects associated with getting it [1, 2]. 

A significant number of analysts have made use of ML techniques in order to 
investigate how people talk about COVID-19 vaccinations online. The rise of social 
media may be one contributor to the decline in the number of people ready to be 
vaccinated. Analysing the messages that were communicated to the public in this 
context reveals the public’s opinion on the matter of COVID-19 immunizations. 
At this time, if it has been determined that 90% of vaccinations are successful, then 
immunizations will be done starting in the U.K. from 8 December 2020. In this study, 
tweets pertaining to vaccines were analysed in order to have a better understanding 
of their effect. In this study, Twitter was used for increasing vaccination compliance, 
decreasing vaccination reluctance and resistance, and enhancing vaccination accept-
ability [3]. It is possible that the spread of misinformation about vaccinations may be 
mitigated if public health workers had a more nuanced awareness of the perspectives 
and attitudes around the topic. Authorities could use Twitter to actively promoting 
the use of vaccines among the general public while reducing vaccine hesitancy the 
general public. This would be a way of influencing people’s attitudes around vacci-
nation. People’s views and beliefs regarding the matter were altered as a result of 
various attacks made against vaccines during the outbreak. 

The development and approval of the COVID-19 immunization have given people 
renewed optimism that the pandemic can be put an end to and that normal life can 
be resumed. Unfortuitously, there is a substantial obstacle in the way of getting 
vaccination rates, and that obstacle is hesitation over-vaccination, which is occasion-
ally motivated by misinformation. One of the most difficult components of machine 
learning is processing data in a way that detects emotions using methods that allow 
us to evaluate whether people have positive or negative perspectives on a topic. 
Although social media and microblogging sites are excellent sources of information, 
their primary function is to allow users to communicate thoughts and beliefs that are 
uniquely their own.
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26.2 Background Study of COVID-19 

The 2019 coronavirus disease (COVID-19) outbreak was initially discovered in 
Wuhan, China, in December of this year. It then rapidly grew to become a global 
epidemic that affected millions of people worldwide. The novel severe acute respira-
tory syndrome coronavirus-2 (SARS-CoV-2) has been attributed to COVID-19, and 
clinical manifestations of the virus have ranged from asymptomatic and mild symp-
toms related to flu to pneumonia, acute respiratory distress syndrome (ARDS), and 
in some cases, death. COVID-19 is associated with SARS-CoV-2.It is hoped that the 
spread of the virus could be contained by social isolation, the use of masks, the devel-
opment of novel antiviral medications, and the production of an efficient vaccine. 
Establishing herd immunity through natural immunity through diseases is possible, 
but doing so could have catastrophic consequences, as was seen in Sweden, where 
authorities believed that infecting up to 60% of the population would be enough to 
protect the more vulnerable population through herd immunity. This plan backfired, 
however, as there are at least five times as many COVID-19-related fatalities per 
million people in Sweden than there are in Germany. As a result, the production of 
an efficient vaccine is of the utmost importance and is regarded as the only viable 
option for achieving herd immunity. 

Researchers from all around the world are actively toiling away around the clock 
in an effort to produce a vaccine that is effective against COVID-19. There are 
now around 200 potential vaccines that are in the process of going through various 
stages of development. These vaccines include the AZD1222 vaccine developed by 
AstraZeneca and Oxford and the mRNA-1273 vaccine developed by Moderna. There 
are presently 30 vaccines being tested in clinical studies. Although it is possible that 
production capacity will not be sufficient for meeting the global demand for vaccines, 
it would be advantageous if a small selection of vaccines were available for emergency 
use for population sections that are more vulnerable. The goal is to achieve global 
vaccine distribution for stopping and limiting the impact of COVID-19. 

In order to successfully create a vaccine that is both safe and efficient, it is 
essential that all stages of trials and testing be carried out with extreme caution 
to prevent serious adverse effects. Accelerating COVID-19 Therapeutic Interven-
tions and Vaccinations (ACTIV), the Gavi alliance, the World Health Organization 
(WHO), and the Bill & Melinda Gates Foundation (BMGF) must collaborate to 
secure appropriate financing for vaccines and a coordinated response to the ongoing 
COVID-19 epidemic. This review provides a summary of the immune response 
and biology demonstrated by previous coronavirus infections and SARS-CoV-2, the 
impact of Twitter as an information-providing service, and the potential problems 
that may occur as a result of speeding up the production of vaccines. The develop-
ment of vaccines could take around 15 years, but with advanced technologies and 
the urgent need for vaccines, the development time could be reduced to one and half 
years or less or less. This could potentially raise issues regarding safety and efficacy 
affecting public acceptance of vaccines.
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26.2.1 Application Scenarios on COVID-19 Data 

As a result of having to deal with the aftermath of COVID-19, many people are 
experiencing a wide range of mental health problems. During COVID-19, many 
researchers worked to analyse public opinion [4]. 

(1) Mental Health Analysis of Students During the Lockdown 

The practice of social distance, which resulted in less encounters between people, 
was implemented in an effort to halt the progression of Covid. A number of nations 
went into lockdown, which included closing their airspace as well as educational and 
other institutions. As a result of the lockdown, people, particularly students, had to 
remain a significant distance from their houses, be confined within their dormitories, 
and cease their educational activities. This results in students experiencing anxiety 
and tension. During the lockdown, students expressed their feelings via social media 
platforms, and researchers attempted to investigate those feelings. Data from Twitter 
was analysed in order to gain a better understanding of those feelings. 

(2) Reopening After COVID-19 

As a result of the coronavirus, billions of individuals all over the world have been 
affected in some way. It has generated economic turmoil all around the world which 
is a roadblock to reopening. The permanent stagnation of the economy poses a risk to 
the continued existence of any nation. People are being forced to reopen companies 
and get back to living their usual lives as a result of these factors. The researchers 
focused their efforts on determining what kinds of businesses people are considering 
reopening after COVID-19. 

(3) Restaurant Reviews 

Customers have the ability to voice their opinions and provide feedback regarding 
the quality of the products or services provided by a variety of companies in today’s 
digital world. These reviews are beneficial to other consumers who are about to 
utilize the service or purchase the goods since they assist them make judgments. 
The Internet reviews are tied to the overall star rating, which in turn influences the 
amount of money that the restaurant makes. People were especially concerned about 
the spread of Covid during Covid, so special SOPs were announced for eateries 
during Covid. As a result, numerous eateries received poor evaluations due to their 
chilly outdoor areas and their delayed service. Researchers studied the comments 
that individuals had made about restaurants, which assisted restaurant management 
in preserving the high quality of both the cuisine and the atmosphere. 

(4) Racial Sentiments and Vaccine Sentiments 

The production of a vaccine against Covid may prove useful in stopping the disease’s 
further spread. As a result, a great number of industries are putting their efforts into 
developing various types of vaccines. However, the key necessity in order to reduce 
Covid with vaccines is for people to be willing to accept and take their vaccinations. 
In the event that people are unwilling to get themselves, there will be a significant
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obstacle in the way of the control of Covid. Researchers investigated the opinions of 
the general public regarding vaccinations. Additionally, Covid was responsible for 
feelings of discrimination across international borders, which led to an increase in 
people’s racist attitudes. 

26.3 Sentiment Analysis 

Opinion mining and sentiment analysis are both terms that refer to the same thing: 
the automated computer study of people’s attitudes, emotions, and expressions in 
relation to a certain objective. Any person, event, or subject matter could be taken 
as the target object. Analysis of sentiment and opinion mining are interchangeable 
phrases that can be used in the same context. However, according to the findings of 
some studies, these two terms refer to somewhat distinct mental images. Sentiment 
analysis involves identifying and analysing the emotion conveyed in a piece of text, 
while opinion mining involves obtaining and analysing people’s opinions on an entity. 
Therefore, the purpose of sentiment analysis is to automate the process of discovering 
opinions, determining the emotions that those opinions represent, and then catego-
rizing the polarity of those emotions. In many different spheres, the consideration of 
public opinion is an absolutely necessary step in the decision-making process. Before 
purchasing a certain item, a person who is interested in making a purchase could find 
it helpful to inquire about other people’s experiences with the item in question. In the 
real world, companies and organizations often solicit client opinions on the quality 
of their goods and services. In recent years, applications of sentiment analysis have 
grown over a wide variety of fields, including ad placements, trend prediction, and 
recommendation systems as well as politics and health care. The past several years 
have seen a meteoric rise in the prevalence of social media on the Internet, such as 
online reviews, comments, forums, blogs, and comments on social networking sites. 
The majority of organizations are basing their choices on the contents of these reports. 
As a result of the vast amounts of data that are readily available to the public today, 
modern enterprises no longer need to rely on opinion polls, surveys, or focus groups. 
The necessity of checking each unique Website makes the work of mining opinions 
a challenging and difficult one. Finding the relevant Websites and gleaning the opin-
ions contained within them can be an extremely challenging task for a human reader. 
As a result, automated sentiment analysis is something that is desperately needed. 
The majority of companies are relying on their own in-house research and analytic 
systems to learn what their customers think. Opinion mining and sentiment analysis 
are typically carried out utilizing one of two methods: (1) An approach based on 
machine learning (2) Derived from a lexicon. The strategy that is based on machine 
learning makes use of a number of different supervised and unsupervised learning 
algorithms in order to classify sentiment. For the purpose of sentiment classification, 
lexicon-based algorithms make use of a dictionary containing words connected to 
specific domains that convey a range of emotions. It is possible to learn whether 
a certain term is positively or negatively connoted by consulting a dictionary and
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detecting the polarity of the words by comparing the word in the sentence with the 
words in the dictionary. 

The most important part of opinion mining is identifying the type of sentence. 
Sentences have to classified either subjective or objective. Researchers are using both 
supervised and unsupervised learning techniques for providing different methods of 
sentiment analysis. In general, sentiment analysis includes advanced processes. It has 
a totally different set of tasks: Subjective or objective analysis, opinion extraction, 
sentiment classification (supervised or unsupervised). Labelling any text document 
or sentence as subjective or objective can be done using subject-level analysis. Senti-
ment classification includes probing the sentiment polarity of the filtered sentences. 
All sentences or texts are divided into positive, negative, or neutral types depending 
on the emotions we get from the texts or sentences [5]. 

26.3.1 Valence Aware Dictionary for Sentiment Reasoning 
(VADER) 

The NLTK module VADER (Valence Aware Dictionary for Sentiment Reasoning) 
generates sentiment scores from the words in a document. It is a sentiment anal-
yser based on rules, where words are assigned positive or negative labels based 
on their semantic orientation. The VADER method is built on lexicons and makes 
use of gold-standard heuristics in addition to English-language sentiment lexicons. 
Lexicographies are subjected to human inspection and verification. They make use of 
qualitative methods in order to increase the effectiveness of the emotion analyser [6]. 
The VADER corpus is the result of pooling together several different datasets. The 
polarity of the emotions was provided by the initial corpus, in contrast to VADER, 
which contains an additional element that shows the intensity of that polarity score. 
Its corpus has over 7500 dictionaries, including slang and abbreviations. Scores 
might range from −4.0 to + 4.0. These values indicate an attitude threshold, with 
scores below 4 suggesting negative sentiments and scores over + 4 indicating good 
sentiments. 

VADER uses grammatical and syntactic rules in addition to a sentiment vocabulary 
to indicate the severity and polarity of the sentiments being expressed. Utilizing a 
wide variety of language features, such as emoticons and acronyms, the VADER 
lexicon comprises over 7500 sentiment qualities. Since the emotional weight of a 
word is established by taking grammatical constraints into account, word sentiment 
scores might vary [7, 8].
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26.4 Related Work 

COVID-19 vaccine topic from Twitter was studied in [9]. It was found that people 
had different feelings about the Chinese vaccine compared to those about vaccines 
made in other countries, and the value of those feelings could be affected by the 
number of deaths and cases reported in the daily news as well as the nature of the 
most pressing problems in the communication network. 

The positive appeals of recent news on the safety of the COVID-19 vaccination 
and the government’s proactive risk communication were reflected in the finding that 
positive views outlasted negative feelings for 56 days (62.20%), were found in [10]. 
There was also a considerable correlation between positive vaccination attitudes and 
rising vaccination rates, which was statistically significant. 

In this study, Qorib et al. [11] the reluctance over the COVID-19 vaccine is 
analysed using three different approaches of emotion computation: Azure Machine 
Learning, VADER, and TextBlob. Demonstrates that people’s resistance to the 
COVID-19 vaccination lessens over time, which suggests that the general popu-
lation may eventually feel more optimistic and happy about becoming vaccinated 
against COVID-19. 

Yousefinaghani et al. [3] shown that there is a difference, albeit a little one, between 
the frequency of positive and negative emotions, with the former being the more 
common polarity and eliciting more responses. More time was spent talking about 
people’s fears and reservations about vaccinations than actually learning about them, 
according to the study’s findings. It found that some anti-vaccination accounts were 
run by Twitter bots or political activists, whereas pro-vaccination accounts tended to 
be associated with more authoritative figures or organizations. 

In [12] when compared to states in other regions of the United States, states in 
the South showed a much higher incidence of negative tweets, but states with higher 
incomes reported a lower prevalence of negative tweets. Due to the fact that our data 
indicate the existence of negative vaccine attitudes as well as geographic variation 
in these opinions, it is necessary to customize our efforts to promote vaccinations, 
particularly in the southern portion of the United States. 

Bokaee Nezhad and Deihimi [13] revealed a statistically significant difference 
(although a little one) in the amount of people in Iran who had a favourable view 
of domestic and imported vaccines, with the latter having the more prevalent posi-
tive polarity. The number of people who are worried about vaccines, both at home 
and abroad, has increased noticeably in recent months. Conclusions: There were no 
statistically significant differences in the percentage of Iranians who had a positive 
and unfavourable perspective about immunization. 

By analysing the tone of 2,678,372 tweets on the COVID-19 vaccine posted 
between 1 November 2020 and 31 January 2021, researchers in [14] found that 
42.8% were positive and 30.3% were negative. The public’s mood and the number of 
tweets both spiked after Pfizer announced that the first COVID-19 immunization had 
attained 90% efficacy, and both continued to rise until the end of December, when
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they finally settled at a neutral emotion. Furthermore, people’s perspectives varied 
depending on where they were located. 

26.5 Proposed Methodology 

This section provides an explanation of the processes that were utilized to examine 
the efficacy of the suggested machine learning strategy in the classification of the 
sentiments contained within COVID-19 tweets. In the present investigation, we 
created a model based on machine learning for analysing the sentiment of vacci-
nation responses in reaction to an increase in the number of newly reported cases 
of COVID-19. We utilized an open-source dataset titled “All COVID-19 Vaccines 
Tweets,” which contained each and every tweet ever sent out regarding the COVID-
19 vaccine. The collection contains all COVID-19 vaccine-related tweets ever sent 
anywhere in the world. There was feeling behind every tweet, whether or not it 
was pro-vaccine. Our initial task was to determine the overall sentiment polarity of 
all the tweets. The positive, negative, or neutral nature of a tweet is indicated by 
the polarity of its expression. What the tweeter really wants to say is made clear 
here. With this data, we can assess the global effect of the COVID-19 vaccine. To 
determine the general tone of the tweets, we coded a Python tool. We have been 
using the Python Tweepy package for this purpose. Tweepy is a free and easy-to-use 
module for Python that acts as a gateway between your Python app and Twitter’s 
API. This was used to collect the polarity values of the emotions. Now, the polarity 
value of emotion can be either zero, a positive number, or a negative number. We only 
considered tweets that expressed either good or negative emotions in our analysis. 
After carrying out the aforementioned steps, we had a dataset that could be used 
by our algorithms. When processing the data, we used the train-test split function, 
which is a key part of the machine-learning method. Train and test data were split 
75%:25%. Reality’s text data is a mess. Consequently, certain pre-processing oper-
ations have to be executed prior to feeding the dataset into the ML algorithms. Data 
pre-processing includes operations such as stemming, stop-word removal, tokeniza-
tion, de-tokenization, URL removal, punctuation removal, URL removal, removal 
of incidents, removal of double spaces, and so on. All of these steps are essential 
components of the data preparation method. Then, analyse the results with VADER 
sentiment. Three different machine learning algorithms (NB, LR, and VC) were 
utilized to analyse the data. 

All of the processes involved in the study approach are unmasked and discussed 
in this part very briefly: 

i. Data Gathering 

Collecting relevant data is the starting point for the planned work. The “COVID-19 
All Vaccines Tweets” dataset was used throughout this study.
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ii. Data Pre-processing 

The quality of the data pre-processing used in constructing an ML model is directly 
related to the effectiveness of that model. 

The Natural Language Toolkit (NLTK) Python package was used in this part 
to prepare the text. The text can be pre-processed in a number of different ways. 
Reduced text size, elimination of URLs, removal of punctuation, tokenization, stop-
word removal, and stemming are all pre-processing techniques. 

iii. Sentiment Analysis 

Opinions, attitudes, emotions, and views can be automatically mined from audio, text, 
tweets, and database sources via a process called sentiment analysis (SA), which 
employs natural language processing (NLP). In a SA, the text is parsed for posi-
tive, negative, and neutral sentiments. Other names for SA include opinion mining, 
assessment extraction, and evaluation extraction. Though they are often used inter-
changeably, “opinion,” “sentiment,” “view,” and “belief” each have distinct meanings 
[13]. 

1. Valence Aware Dictionary for Sentiment Reasoning (VADER) 

VADER is a lexicon-based method that makes use of heuristics considered to be the 
gold standard in the field, as well as lexicons of sentiment expressed in the English 
language. Lexicons are checked and verified by humans. To improve the efficacy of 
the emotion analyser, they employ qualitative methods [14]. According to, VADER 
can produce sentiment analysis results that are on par with those produced by human 
raters. The VADER corpus is the result of pooling together several different datasets. 
The polarity of the emotions was provided by the initial corpus, in contrast to VADER, 
which contains an additional element that shows the intensity of that polarity score. Its 
corpus has about 7500 lexicons, the sum of which includes slang and abbreviations. 
The possible range of scores is from 4.0 (being the lowest) to 4.0 (being the highest). 
Scores below 4 indicate negative sentiments, and scores above + 4 indicate positive 
sentiments; hence these values serve as a threshold for attitudes. The results from the 
VADER look like this (neg, neu, pos, and compound). In this situation, the compound 
score is calculated as the average lexical score of the entire text or a single sentence 
and can vary from 0 (no score) to 1 (perfect score). 

iv. Dataset Splitting 

After performing above procedures, the data is split in two sets for training and 
testing in the ratio of 75% and 25%, respectively. 

v. Classification Technique 

To classify unlabelled data, ML has produced a number of classification methods 
that make use of different approaches. In this research, we employed ML-based 
classification strategies as NB, LR, and voting classifier.
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26.6 Results Analysis and Discussions 

In this section, the results of the analysis that was done in the previous section are 
presented, and then an assessment of the performance is made. Python, a general-
purpose, open-source programming language and interactive platform used for data 
analysis, scientific visualization, and scientific computation, was utilized for the 
simulation. Tensorflow, SciPy, NumPy, Pandas, Matplotlib, SciKit-learn, Keras, 
Pytorch, Scrappy, and Theano are only some of the excellent Python libraries for 
data science that were utilized. 

a. Performance Evaluation Metrics 

Measures of how well a classifier performs are controversial, with no one method 
currently dominating the field. Its effectiveness is measured with the confusion 
matrix, as well as precision, accuracy, and recall. We will then go on to explore 
the various metrics used to assess the classifier’s performance. 

b. Confusion Matrix 

The capacity of a classifier to discriminate between tuple instances of different classes 
can be evaluated using a confusion matrix. It keeps track of both the actual and 
expected categories generated by a given method. Matrix data is frequently employed 
in evaluating the efficiency of such systems. 

i. Accuracy 

The ratio of accurate predictions to total predictions is a measure of accuracy. The 
accuracy of a classifier can be evaluated using the matrix that was shown earlier, as 
is shown down below: 

Accuracy = T P  + (T N  /T P) + FP  + FN  + T N (26.1) 

ii. Precision 

Precision is utilized to circumvent the constraint of accuracy. The precision indicates 
the proportion of positive predictions that were accurate. 

Precision = T P/(T P  + FP) (26.2) 

iii. Recall 

Recall seeks to assess the proportion of actual positives that were wrongly detected. 

Recall = T P/(T P  + FN  ) (26.3)
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iv. F1–Score 

The F1-score is calculated by finding the harmonic mean of the recall and precision 
scores. 

F1−score = 2∗(Recall∗Precision
)
/(Recall + Precision) (26.4) 

c. Simulation Results and Discussion 

The results of our tests and an evaluation of our methodology are presented and 
analysed in this section. We begin by contrasting the efficacy of several approaches 
to sentiment analysis using information collected from the hashtag #vaccines on 
Twitter. In this part, we examine the accuracy of Naive Bayes, a voting classifier, 
and a logistic regression classifier on the COVID-19 vaccines Twitter dataset after 
the training phase is complete, using the tweets as examples (2). Here, we present 
the classification results achieved by various techniques. 

d. Results of Naïve Bayes Classifier 

These are the outcomes of running the Naive Bayes algorithm on the sample data: 
Figure 26.1 is a report generated by NB machine’s learning classifier while using 

the Covid vaccine dataset for classification purposes. Do the NBCs in three different 
areas of figure drawing? With a f1-score of 72%, 81%, and 76% for positive data, 
86%, 89%, and 88% for neutral data, and 77%, 42%, and 54% for negative data, the 
overall NBC accuracy is 81%. 

Figure 26.2 presents the NBC confusion matrix. In this graph, the actual label 
from the dataset is displayed along the x-axis, while the predicted label is displayed 
along the y-axis. The NBC model is 81% accurate. As an illustration, 1609 of the 
immunization records are considered positive, 16,650 are classified as neutral, and 
7276 are considered negative.

Fig. 26.1 NBC classification report 
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Fig. 26.2 NBC confusion matrix 

The Naive Bayes machine learning classifier’s multiclass ROC curve is depicted in 
Fig. 26.3. Methods exist, such as the receiver operating characteristics (ROC) graph, 
for organizing classifiers and demonstrating algorithmic efficiency on training data 
values of positive, neutral, and negative R-squared correlations. The largest ROC area 
indicates that the POSITIVE class performs better than the other classes in the dataset, 
so we can conclude that this dataset is positively biased. Improved performance and 
accuracy were also achieved while classifying weighted values for ROC area data 
determined using Naive Bayes.

v. Results of Proposed Voting Classifier 

Results of sentiment analysis on the dataset may be predicted with 90% accuracy 
using a voting classification method. 

Figure 26.4 is a report generated by voting machine’s learning classifier on the 
Covid vaccine dataset. There are three different labels displayed for the findings. 
Precision, recall, and f1-score for the positive data, labelled as 0, are 94%, 86%, and 
90%, respectively; for the neutral data, labelled as 1, they are 88%, 99%, and 93%; 
for the negative data, labelled as 2; they are 95%, 54%, and 69%, for an overall VC 
accuracy of 90%.
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Fig. 26.3 NBC multiclass ROC curve

Fig. 26.4 Voting classifier classification report 

A representation of the confusion matrix for the voting classifier is shown in 
Fig. 26.5. The x-axis shows the actual label from the dataset, while the y-axis shows 
the predicted label. The image depicts 2077 successful vaccination records, 1847 
neutral label records, and 7706 failure immunization instances with an accuracy of 
90%.
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Fig. 26.5 Voting classifier confusion matrix 

Multiclass ROC curve of voting machine learning classifier is shown in Fig. 26.6. 
On the x-axis of the graph is the percentage of false positives, and on the y-axis, the 
percentage of true positives in the dataset is displayed.

vi. Results of Proposed Logistics Regression Classifier 

The dataset is subjected to a third analysis, this time using a logistic classifier. To 
conduct sentiment analysis on Twitter data, we apply this method to the dataset and 
find that it yields 94% accurate results. Positivity, negativity, and a neutral 0 are all 
valid values for expressing probabilities. 

The classification produced by the LR machine learning classifier while 
employing the Covid vaccination dataset is shown in Fig. 26.7. Three different types 
of results are displayed. Precision, recall, and f1-score for the positive data (labelled 
as 0) are 95%, 92%, and 94%, respectively; for the neutral data (labelled as 1), they 
are 93%, 99%, and 96%; for the negative data (labelled as 2); they are 94%, 73%, 
and 82%, for an overall LR accuracy of 94%.

The LRC confusion matrix is shown in Fig. 26.8. In terms of making forecasts, 
the LRC model has a 94% accuracy. There are favourable tweets about vaccinations 
in 2810 records, no opinions in 18,462, and negative tweets about vaccinations in 
8307.
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Fig. 26.6 Voting classifier multiclass ROC curve

Fig. 26.7 Logistic regression classification report

The LR machine learning classifier’s multiclass ROC curve is displayed in 
Fig. 26.9. The x-axis of the graph shows the percentage of false positives, while 
the y-axis shows the percentage of real positives in the dataset.

Figure 26.10 displays the PR curve for the LRC model, which outperforms the 
other models. The correlation between precision and recall is depicted by a straight 
line called a precision–recall (PR) curve. It can also be written as: TP/(TP + FN) on
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Fig. 26.8 LRC confusion matrix

the y-axis, TP/(TP + FP) on the x-axis, and so on for the entire PR curve. Besides its 
more common name, “positive predictive value,” “precision” describes how likely 
something is to be correct (PPV). Figure 26.10 shows a PR curve of 0.97% for the 
positive class, 0.99% for the neutral class, 0.90% for the negative review class, and 
0.97% for the over-average precision of the LR model on calls.

The accuracy of the categorization findings is displayed in Fig. 26.11. As shown  
in Table 26.1 and Fig. 26.11, the proposed Naive Bayes model achieves an accuracy 
of 81.14%, the voting classifier achieves an accuracy of 89.77%, and the third-best 
logistic regression model achieves an accuracy of 93.94%.

vii. Comparative Results 

Figure 26.12 and Table 26.2 compare the original LSTM (89.30%) and Bi-LSTM 
(85.51%) model to the selected Naive Bayes (81.14%), VC (89.77%), and LR 
(93.97%) suggested models for evaluating the vaccine’s sentiment analysis. In light of 
Twitter data, it seems that the former is the optimal approach. The logistic regression 
model excels at classification compared to other methods (93.97%).
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Fig. 26.9 LRC multiclass ROC curve

Fig. 26.10 LRC PR curve
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Fig. 26.11 Bar graph of 
proposed model’s accuracy 

Table 26.1 Machine learning 
classifier performance in 
terms of accuracy 

Classifier Accuracy (%) 

Logistic regression 93.97 

Voting classifier 89.77 

Naive Bayes 81,14

26.7 Conclusion and Future Scope 

The global SARS-CoV-2 coronavirus disease pandemic (COVID-19) poses a serious 
risk to public health. The pandemic has, without a doubt, changed the way we look 
at the world. A number of people who have received the COVID-19 vaccine have 
resorted to Twitter to discuss their experience. We offer a tool that can analyse Twitter 
data for sentiment, which can then be used in research. 

To determine the user’s perspective on ML, we analysed public tweets on COVID-
19 vaccines using machine learning. Our study shows that machine learning tech-
niques can be successfully used for sentiment analysis tasks. Simple natural language 
processing (NLP)-based sentiment analysis techniques were developed using the 
positive, negative, and neutral emotion polarities. Few machine learning (ML) algo-
rithms exist now. Using a voting classifier, logistic regression, and naive Bayes, we 
evaluated the accuracy of our predictions and analyses. The results of the network 
visualization demonstrate that in order to combat the infodemic and increase vaccina-
tion rates, local-government health organizations and healthcare professionals need 
to be aware of the current state-of-the-art techniques in applying sentiment analysis.
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Fig. 26.12 Bar graph of accuracy comparison between base and proposed models’ 

Table 26.2 Comparative analysis of base and proposed models 

Parameter performance Base models (DL) proposed models (ml) 

LSTM BI-LSTM NBC VC LRC 

Accuracy (%) 89.30 85.51 81.14 89.77 93.77

All the models had excellent F-1 scores, confusion matrices, precision, and recall and 
precision; the logistics regression scored 93.97%, the voting classifier scored 89.77%, 
and the NB classifier scored 81.14%. Large numbers of people have decided to get 
vaccinated, but there are still many who are reluctant to do so because they are either 
unsure of the process, terrified of needles, or both. 

Medical researchers will gain insight from this study as they learn more about 
the difficulties of the immunization process. A clear image of the vaccine’s efficacy 
can be obtained by vaccine producers, health ministries, and governments across 
nations, and agencies such as World Health Organization. Those involved will have 
a clearer picture of what has to be done to restore faith in immunizations. We hope 
that our efforts, however small, can help frontline workers in the fight against this 
novel coronavirus and save lives.
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Chapter 27 
Exploring Sentiment in Tweets: 
An Ordinal Regression Analysis 

Vishal Shrivastava and Dolly 

Abstract The fundamental goal of sentiment analysis is to find and categorize any 
views or feelings that are communicated in a text. Nowadays, discussing thoughts 
and expressing feelings through social networking sites is widespread. Consequently, 
a vast amount of data is generated every day, which can be mined successfully to 
extract valuable information. Performing sentiment analysis on such data can be 
useful for producing an aggregated view of particular products. Due to the prevalence 
of slang and misspellings, sentiment analysis on Twitter is frequently a challenging 
undertaking. Additionally, we are constantly exposed to new terms, which makes it 
more difficult to assess and compute the sentiment compared to traditional sentiment 
analysis. Twitter limits a tweet’s length to 140 characters. Consequently, obtaining 
important information from brief messages is another obstacle. Knowledge-based 
approaches and machine learning can significantly contribute to the sentiment anal-
ysis of tweets. The amount of data produced by people, i.e., users of a certain social 
site, is growing exponentially as a result of changing behavior of various types of 
networking sites like Snapchat, Instagram, Twitter, etc. The purpose of this paper is 
to determine the emotions underlying these posts. We have decided to use Twitter 
as our platform for this. In this study, we investigate the views expressed by Twitter 
users concerning certain companies. By computing a basic sentiment score and then 
categorizing them as positive or negative, the corporation would be provided with 
critical feedback about its products from individuals around the world. The proposed 
LSTM model has proved to be 93% efficient in comparison with previous models 
which were accurate up to 86%. 
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27.1 Introduction 

Twitter is one of the fastest-growing platforms for sending or receiving messages 
or tweets to a large number of people. Typically, users interact or express their 
thoughts and opinions regarding a topic via tweets. Blogging Web sites are becoming 
increasingly popular as a means of expressing one’s viewpoint, which aids marketing 
campaigns in sharing consumer’s perspectives on many themes pertaining to compa-
nies and products. Additionally, researchers utilize web data to do sentiment analysis 
on the public’s perception of a product or issue. 

Typically, [1], sentiment analysis helps identify and extracts subjective informa-
tion from a text. Sentiment analysis is the most extensively utilized text classification 
method for analyzing concepts and determining whether the underlying sentiment is 
positive, negative, or neutral [1]. 

Challenges in Twitter sentiment analyses:

• Some tweets are often written in unpleasant language, whereas other brief 
messages lack emotional tone indicators.

• URLs, Hashtags, emojis, abbreviations, and acronyms are utilized often on 
Twitter. 

The classification of sentiments in a text source is referred to as sentiment anal-
ysis. YouTube, Twitter, Facebook, and others play a key part in pandemic scenarios 
[2]. Twitter is a prominent, successful, and pervasive social media platform where 
millions of users share their ideas on a wide range of topics [2]. These systems 
include a vast amount of data. 90% of this information is textual or media-based. 
Analysis of text, reviews, and online comments can be conducted using a method 
called “sentiment analysis,” which identifies the polarity of emotions such as sadness, 
rage, wrath, happiness, grief, and affection. 

The method of determining the tone of a text in relation to a particular informa-
tion source is referred to as opinion mining and is also called by its other name, 
sentiment analysis [3]. Due to numerous slang phrases, misspelled words, abbrevi-
ated forms, diverse characters, regional dialects, repeated characters, and incoming 
emojis, sentiment analysis is a complex and rapidly expanding study subject. Social 
media is one of the places where sentiment analysis is utilized effectively [3]. 

Nakov [4] In place of traditional two-or three-point scale, the ubiquitous 5 points 
“HIGHLY POSITIVE, NEUTRAL, NEGATIVE, POSITIVE, and HIGHLY NEGA-
TIVE” scale is used anywhere human judgment is required in business sector, e.g., 
TripAdvisor, Amazon, and help, all utilize a five-point scale for rating sentiment 
toward products, hotels, and restaurants. Changing from a two- or three-point cate-
gorical scale to a five-point ordered scale is known as an “ordinal” classification 
change in world of machine learning (a.k.a. ordinal regression) [4].
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27.1.1 Research Objective

• Examine the application of ordinal regression for LSTM-based sentiment predic-
tion on Twitter.

• Check to see if this method can produce better outcomes than lexicon-based 
methods and conventional machine learning techniques.

• Solve difficulties with pattern recognition that can arise when predicting sentiment 
on an ordinal scale.

• Examine the possibility of enhancing sentiment analysis on Twitter data through 
the use of machine learning techniques.

• Provide advice and suggestions to those working as practitioners and scholars in 
the field of sentiment analysis.

• Participate in the continuing development of techniques for sentiment analysis on 
social media platforms that are more effective and efficient. 

27.2 Literature Review 

Several scholars have also contributed to lexicon-based sentiment analysis, which 
employs tokenization, stop-word removal, and stemming. Nevertheless, accuracy 
is lower when compared to previous work which used machine learning. Neutral, 
positive, and negative sentiments are classified using the following procedures. 

This study [5], focused on LGBT sentiment analysis, which has become a promi-
nent and polarizing topic of debate in current culture. Before determining the emotion 
of these Tweets from fifty states in United States of America, basic processing is 
performed. They evaluate five sentiment classification methods, including logistic 
regression, Naive Bayes, XGBoost, linear support vector machine, pattern analyzer, 
TextBlob, and on both unprocessed and preprocessed data. Finding that logistic 
regression without text preprocessing produces highest F1-score (70.87%) was the 
most significant finding. When they applied their sentiment classifier to U.S.-based 
tweets about the LGBT community, they found that the vast majority of messages 
fell into the “neutral” category [5]. 

The research [6] was undertaken to examine public’s sentiment regarding this 
development, which was classified into 3 categories: positive, negative, and neutral. 
contra, neutral, and pro. Two distinct Doc2Vec models are used, namely the 
distributed model and distributed bag of words. As classifiers, this system utilizes 
logistic regression and support vector machines. Almost all of the models and clas-
sifiers have an accuracy rate of greater than 75%, and results show that they are 
opposed to development of Rinca Island [6]. 

In this study [7] proposed architecture, news content is encoded collectively. 
Taking into account the semantic data of news, text branch encodes semantic content 
information. At same time, information about visible aspects of a news image is 
extracted and encoded by visual branch. The next step is to construct a multimodal 
framework for joint sentiment categorization that makes use of inherent correlation
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between visual and textual data through use of a fusion layer [7]. This framework’s 
goal is to classify the user’s feelings. In last step, a decision-level fusion technique is 
applied to all three models in order to effectively merge cross-modal data for predic-
tion of ultimate emotion. Based on in-house experiments conducted on an Assamese 
dataset, they find that multimodal features that are contextually integrated yield 
superior performance 89.3% compared to best unimodal features 85.6%. 

The goal of this study [8] is to accurately analyze sentiment of trending tweets in 
data stream provided by Twitter API by combining a number of different algorithms 
in order to arrive at a consensus. Support vector machine, Naive Bayes, TextBlob, 
and lexicon approach were all put into action. They hope that by combining these 
approaches, they would get better results [8]. The results from an evaluation of their 
model employing labelled dataset indicate that combination of these four approaches 
resulted in a 68.29% overall accuracy, which is highest of any approach tested. 

This study [9] focuses on developing a machine learning model that can analyze 
language patterns found in Twitter user data and determine whether or not a user is 
depressed. They developed diagnostic models using both random forest and support 
vector machines training and found that random forest performed better [9]. They 
believe that the findings of this study can be used to establish a new method for 
identifying depressed users on social media platforms. 

The study [10] also constructed a broad metadata framework for the classifica-
tion of hate speech on Twitter in order to address issues with Twitter’s data streams. 
Compared to other techniques, the created generic metadata architecture demon-
strated superior performance across all assessment criteria for hate speech identifi-
cation, achieving for accuracy is 0.95, F1-score is 0.93, recall is 0.92, and precision 
is 0.93, respectively. Similarly, created generic metadata architecture for hate speech 
sentiment categorization outperformed comparable approaches with an F1-score of 
91.5% [10]. 

In this study, [11] examine possibilities of employing hierarchical clustering 
for Twitter sentiment analysis, single linkage (SL), complete linkage (CL), and 
average linkage (AL) hierarchical clustering algorithms are explored. The concept of 
selecting optimal cluster for tweets is operationalized through majority voting, and 
this is accomplished by constructing a collaborative framework that is comprised of 
AL, SL, and CL. They compare hierarchical clustering methods with k-means and 
two other modern classifiers (SVM and Naive Bayes).Clustering and classification 
are evaluated based on their accuracy and effectiveness with respect to time [11]. 
The experimental findings show that cooperative clustering based on majority voting 
produces clusters of high quality, but at expense of time efficiency. 

In this study, [12] Using Naive Bayes Algorithm in RapidMiner tools, they were 
able to acquire an accuracy of 86.43% in their testing, that is significantly higher 
than accuracy they achieved using Random Forest and Decision Tree (both of which 
yielded an accuracy of 82.91%) [12]. 

This work [13] describes various deep learning and machine learning models 
and how they were trained to utilize a dataset of tweets gathered from a GitHub 
repository. The suggested system was tested in a case study that predicted the outcome 
of elections in Punjab in February 2017 by analyzing public sentiment on Twitter
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toward various candidates [13]. The proposed SA system does sentiment analysis in 
real time, displaying analysis findings in sync with Twitter postings. To show users 
the outcomes, a dashboard has been developed. The display is updated each minute 
with real-time tweets and graphical representations of outcomes. A CSV file is also 
created to save tweets for future forecasting purposes. 

Islam [14] studied the issue of sadness among Facebook users. They utilized KNN 
algorithm to identify sad moods in Facebook Data. On various matrices, their work 
yielded results between 60 and 70% [14]. 

In this study, [15] employ machine learning techniques that have suggested a 
connection between Bitcoin’s price movement and mood of its users. They have 
laid out their implementation strategy, including their final analysis and factors they 
considered when setting prices. They applied an approach that was based on sentiment 
to challenge problem of predicting variations in price of bitcoin in order to establish 
the significance of public opinion in cryptocurrency business. In addition to that, the 
findings of this research reveal an innovative technique for utilizing the information 
obtained from social networking Web sites [15]. 

The goal of this [16] research is to find optimal combination of text transfor-
mations (including entity removal, stemming, and lemmatization), tokenizers (such 
as word n-grams), and token-weighting algorithms for a support vector machine 
classifier trained on two Spanish datasets. The methodology entails doing a compre-
hensive study of each and every conceivable combination of text alterations and 
the factors that are associated with them in order to identify the characteristics that 
are typical of the best-performing classifiers. In addition, a novel method fusing n-
grams with words and q-grams with characters is presented. When applied to INEGI 
and TASS’15 datasets, this novel combination of words and characters produces a 
classifier that achieves 11.17 and 5.62 percentage point improvements, respectively, 
over standard word-based combinations [16]. 

In this work [17] following a description of Twitter data sentiment analysis, 
existing tools for sentiment analysis, related work methodologies, and a case study 
displaying effort, the paper moves on to its findings [17]. Researchers can see from 
the data that 50% of the responses were positive, 20% were negative, and 30% were 
neutral. 

This study also [18] examines connected business insights within the communi-
cations services industry. PT XL Axiata Tbk, PT Telkomsel Tbk, and PT Indosat all 
received 32.3, 19.0, and 10.9, respectively, out of a possible 40 points on the NBR 
scale. Tbk, respectively, after taking into consideration an overall evaluation of these 
five products [18].
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27.3 Methodology 

This section discusses statement of problem, research technique, and sequential 
processes utilized in study’s approach. In addition, a detailed flowchart of complete 
research process and an algorithm that has been developed with step-by-step 
instructions are provided in this section. 

27.3.1 Problem Statement 

There is no universal machine learning model applicable to all data mining issues. 
Experimentation is integral to data mining. As a result, they analyzed a large number 
of classification schemes for Tweets into certain ontologies in order to choose the 
most appropriate one, and then assigned a rating to every aspect contained within 
them. Their goal is to develop a method that accepts a phrase or sub-sentence as input 
and returns a sentiment score for this particular segment of speech. A prerequisite for 
this is the construction of a second mechanism that will take a text (such as a tweet) 
and divide it into as many subsentences as the number of ontologies it contains. This 
is already the subject of study being undertaken concurrently with this dissertation 
at our university. 

27.3.2 Proposed Methodology 

Twitter API is used to gather a dataset, and data are tagged as negative or positive 
tweets. The dataset can be accessed by general public via Natural Language Toolkit 
(NLTK) corpora repository, which is well-known and widely used in a wide range 
of different types of research. The corpus consists of 10,000 tweets, with 5000 nega-
tive tweets and 5000 positive tweets. Then we used some libraries such as numpy, 
pandas, tensor flow, sklearn, genism, and seaborn. The data has been preprocessed in 
which we have checked the null value and removed null value, all emojis, URLs from 
tweets, Twitter handles, punctuation, extra spaces, numbers and special characters. 
Then applied LSTM model and achieved performance matrix including precision, 
accuracy, recall, and F1-score. 

In this section, several strategies and techniques are described and planned for 
implementation to achieve the objectives. Additionally, this section predicts results 
that these procedures will yield. Some of the strategies are explained in sections that 
follow: 

a) Data Collection 

In this work, we have utilized a dataset from Kaggle data repository that identifies 
Twitter sentiment analysis.
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b) Data Preprocessing 

Processing raw data into a form which can be read and analyzed by computers and 
machine learning is called data preprocessing, and it is an integral part of data mining 
and analysis process. Real-world information in the form of text, photos, video, 
etc., is chaotic. In addition to occasionally including errors and inconsistencies, it 
is frequently lacking in completeness and does not follow a regular or conventional 
layout. The analysis of information by machines is most successful when it is neat and 
ordered, and machines read data as a series of zeros and ones. As a result, calculating 
structured data, such as whole numbers and percentages, is a relatively simple task. 
However, textual and visual data that has not been preprocessed in a standard way 
must be cleaned and formatted before analysis can begin. 

Feature Extraction 

“Feature extraction” refers to the process of transforming unprocessed data into 
numerical features that can be controlled while maintaining the integrity of the orig-
inal data set. Utilizing machine learning on raw data does not produce the same level 
of results. 

Tokenizer: This technique breaks the given text into tokens (small parts) and 
removes any punctuation from textual data. This study employed nltk. Tokenization 
is performed through tokenize methods (a built-in function of nltk toolkit). 

c) Data Splitting 

Data splitting is when data is divided into two or more subsets. Typically, with a 
two-part split, one part is used to evaluate or test the data and the other to train the 
model. In this study, the set of data was divided into two parts for data split. 75% of 
training set and 25% of testing set were used. 

d) Classification 

A classification algorithm is a type of supervised learning algorithm that learns how 
to classify new observations based on existing ones. While we were sorting things 
out. A computer algorithm needs to be trained on a dataset of observations before 
it can reliably classify new data. Make use of machine learning for a classification 
analysis and ordinal regression on Twitter using LSTM model.

• LSTM Model 

Long short-term memory (LSTM) models could unearth long-lasting dependen-
cies. The gradient difficulties are resolved by the dynamic LSTM/LBU device. The 
LSTM model has fewer nodes but performs similarly to more complex networks 
with a certain layout. When one mechanism’s mistakes are coupled with the other’s 
mass, the former is known as a Constant Error Carousel (CEC). When you increase 
or reduce the period’s interval width, your target times will advance or regress. The 
phasing in of CEC has two functions: First is the introduction of previous experience 
recall and identification of mental condition that causes it, and second is introduction 
of multiplicative units. Standard LSTMs have been demonstrated to be superior to
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Fig. 27.1 LSTM model 

recurrent neural networks (LSTMs) in modeling long-term dependencies as show in 
Fig. 27.1. 

A. Proposed Algorithm 

Input: NLTK dataset. 
Output: Get classified outcomes. 
Strategy: 

Step 1: Start implementation process 
Step 2: Import set of data (NLTK) 
Step 3: Processing of raw data before it is used

• Check null value
• Remove punctuation
• Remove emoji
• Remove Twitter handles
• Remove newline character 

Step 4: Apply feature extraction techniques

• Tokenizer 

Step 5: Split dataset into training and testing set that divided into 75:25

• Training set (75%)
• Testing set (25%) 

Step 6: A proposed machine learning model

• LSTM memory
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Fig. 27.2 Twitter sentiment analysis graph 

Step 7: Evaluation parameters (recall, accuracy, precision, and F1-score) 
Step 8: Get results. 
Step 9: End 

27.4 Results Illustrations 

This section provides an overview of dataset, performance measures, and exper-
imental outcomes. Python programming experiments have been conducted using 
Jupyter notebook in this suggested work. 

27.4.1 Dataset Description 

In this graph, we have divided tweets into two equal parts in which 5000 negative 
tweets and 5000 positive tweets are found as shown in Fig. 27.2. 

27.4.2 Performance Metrics 

(1) Accuracy 

In context of sentiment analysis on Twitter data, accuracy is a commonly used metric 
to assess performance of a classification model. The formula for accuracy is the same 
as general classification problem:
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Accuracy = |T N  + |T P| 
|T N | + |FN | + |T P| + |FP| (27.1) 

(2) Precision 

Precision reflects the frequency with which the anticipated result of a classifier is 
accurate when it represents true. The preciseness formula is: 

Precision = |T P| 
|FP| + |T P| (27.2) 

(3) Recall 

A recall is a metric used to assess performance of a classification model, particularly 
in context of imbalanced datasets. It is the ratio of a total number of accurate occur-
rences in training data to fraction of correct predictions. The formula for recall in the 
context of sentiment analysis on Twitter data is: 

Recall = |T P| 
|FN | + |T P| (27.3) 

(4) F1-Score 

F1-score is the answer to the problem of inaccurate results on unbalanced data [19]. 
When data is unbalanced, we use the F1-score to help us out. The F1-score is a 
combination of the recall and accuracy scores [19]. The F1 rule of score is 

F − measure = 2 × Recall × Precision 
Recall + Precision (27.4) 

27.4.3 Experimental Results 

Figure 27.3 shows confusion matrix of proposed LSTM model utilizing NLTK 
dataset. In graph, axis shows the actual label, and y-axis shows predicated label each 
label shows. The number of successful and unsuccessful classifications made by algo-
rithms is tabulated in a confusion matrix. “True Positive” means both projected and 
actual values are positive. The confusion matrix that we have here has a true positive 
value of 171, and a true negative value indicates that both the actual and anticipated 
values are negative. Here, in this confusion matrix, the true negative value is 29.

Table 27.1 compares the dataset performance of numerous classifiers. LSTMs, 
RFCs, DTs, and MLRs are being compared. Each classifier’s recall, precision, accu-
racy, and F1-score are listed. A classifier’s accuracy is its ability to accurately classify 
data items. LSTM has the best accuracy at 93%, followed by RFC at 86%, DT at
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Fig. 27.3 Confusion matrix on LSTM

Table 27.1 Comparison of proposed and base models using NLTK dataset 

Parameters Proposed classifier Base classifier 

LSTM RFC DT Multinomial linear regression 

Accuracy (%) 0.93 86.00 84.17 80.71 

Precision (%) 0.93 82.92 80.63 75.87 

F1-score (%) 0.93 68.99 80.67 71.45 

Recall (%) 0.93

84.17%, and multinomial linear regression at 80.71%. Precision refers to percentage 
of “yes” data that was accurately identified. LSTM classifier has the highest preci-
sion at 93%, followed by the RFC, DT, and multinomial linear regression. F1-score 
indicates a classifier’s precision-recall balance. In this table, the LSTM classifier 
has the greatest F1-score (93%), followed by the DT (80.67%), multinomial linear 
regression (71.45%), and RFC (68.99%). Recall, also known as sensitivity or true 
positive rate (TPR), is proportion of positive data items correctly detected by the 
classifier. 
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27.5 Conclusion 

The goal of Twitter sentiment analysis is to ascertain general tone of a tweet by identi-
fying and extracting subjective information utilizing NLP and ML methods (positive, 
negative, and neutral). This work has a lot of benefits, most notably time savings while 
solving equations, which will be valuable for many fields whose timetables include 
time-consuming equation solving and analysis. This study effort concludes the whole 
suggested study on Twitter spam streaming analysis and grouping of emotions. A 
feature extraction approach based on a blend of random forest, linear regression, and 
principal component analysis (PCA) is presented for extracting specific feature sets 
for boosting classification accuracy and using machine learning classifiers to expose 
spam tweets. When compared to other existing works, simulation outcomes suggest 
that proposed work has a higher detection ratio. When employing a vast quantity 
of data, the results achieved in this suggested study show a very big difference in 
terms of accuracy, recall, precision, and F1-score when compared to other classifiers. 
Furthermore, this hybrid technique is applied for sentiment classification of tweets 
with modest alterations in the suggested algorithm in terms of positive and negative 
tweets, resulting in good classification accuracy Sentiment analysis on Twitter is a 
subfield of text and opinion mining. It analyzes tweet emotions and trains a machine 
learning model to measure its accuracy so we can utilize it in future. Sentiment detec-
tion, text preprocessing, data collection, sentiment classification, model training, and 
testing are all a part of the process. Over past decade, advancements in this area of 
study have led to model efficiencies of 85–90%. Diverse information is still missing, 
however. It also has a lot of problems in practical use due to slang and abbrevia-
tions. Increasing the number of classes often results in poor performance for many 
analyzers. The model’s applicability to areas other than the one under discussion has 
not yet been thoroughly examined. The proposed LSTM Model has proved to be 
93% efficient in comparison with previous models which were accurate up to 86%. 
Thus, sentiment analysis offers tremendous potential for growth in the years to come. 
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Chapter 28 
Automated Classification of Alzheimer’s 
Disease Stages Using T1-Weighted sMRI 
Images and Machine Learning 

Nand Kishore and Neelam Goel 

Abstract Alzheimer’s disease is the most common forms of dementia. Dementia 
is the general term for cognitive decline severe enough to impede with daily activi-
ties. Early diagnosis of Alzheimer’s disease is important for slowing or stopping the 
disease’s development, and experts can start preventive treatment right away. The 
experts must be capable of identifying Alzheimer’s disease in its earliest and most 
challenging phases. The fundamental objective of this study is to create a machine 
learning model that can automatically diagnose disease using MRI, a widely used 
diagnostic tool. This research employed structural MRI to find out the difference 
between patients with Alzheimer’s disease (AD), stable mild cognitive impairment 
(sMCI), progressing mild cognitive impairment (pMCI), and normal cognitive func-
tioning (CN). In this research paper, machine learning models, namely SVM, RF, DT, 
and CNN, are used for multi-class classification. CNN obtained the highest testing 
accuracy of 88.84% among the four models, with a precision of 80.42%, a recall of 
73.17%, and an F1-score of 76.62% for the CN versus sMCI versus pMCI versus 
AD multi-class classification. 

Keywords Alzheimer’s disease · GLCM · T1w-sMRI ·Machine learning ·
Convolutional neural network 

28.1 Introduction 

Alzheimer’s disease (AD), which causes cognitive impairment and behavioural 
difficulties, is the most common neurodegenerative disorder in older individuals, 
accounting for 60–80% of dementia cases. About 5–20% of the population, above 
the age of 65 suffers from mild cognitive impairment (MCI), which manifests as 
slight to moderate memory loss and other cognitive difficulties. MCI is a precursor
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to AD, with 10–15% of MCI patients developing AD each year [1]. Furthermore, 
over the next two to three decades, this number will rise steadily. Even though the 
aetiology of Alzheimer’s disease has not been fully elucidated and no treatment has 
been developed, early diagnosis of the AD is critical for both prevention and treatment 
[2]. There are about 50 million people living with Alzheimer’s disease (AD) across 
various regions of the world. It is predicted that the number of people diagnosed with 
Alzheimer’s disease would be more than double by the year 2050 as a result of the 
ageing of the world’s population [3]. There are several biomarkers for detection of 
Alzheimer’s disease, such as those discovered in neuroimaging, CSF, genetic, blood, 
urine biomarkers, and others. Additional categories for neuroimaging biomarkers 
include structural imaging biomarkers, functional imaging biomarkers, and molec-
ular imaging biomarkers, in which the brain’s functions are determined by the brain’s 
morphology and the molecules that are present. However, there is not yet sufficient 
evidence to determine which biomarker is the most accurate in detecting Alzheimer’s 
disease [4]. The diagnostic and therapeutic roles of dementia biomarkers have the 
potential to change to life an AD patients [5]. In recent years, non-invasive brain 
imaging has become more and more common for diagnosing Alzheimer’s disease. 
This imaging technique is completely safe for human brain tissues, making it a highly 
useful diagnostic tool. Non-invasive medical brain imaging is now one of the most 
preferred diagnostic tools by the physicians [6]. 

In recent years, machine learning algorithms for interpreting biological imaging 
and neuroimaging data have become increasingly popular. Deep learning, a machine 
learning framework based on “artificial neural networks,” has emerged in recent 
years”, due to the fact that it is capable of accurately predicting significant clinical 
outcomes. CNN models, which stand for “convolutional neural network,” are poten-
tial deep learning methods for detecting and classifying objects. These models are 
used rather extensively in the field of medical imaging. CNN models are able to recog-
nize patterns in visual data sets and accurately predict outcomes for fundamental tasks 
such as categorizing. This ability has been demonstrated through extensive testing 
of CNNs as specialized artificial neural networks that perform image analysis by 
convolving several filters into a single input, each of which is about the size of a 
small patch of the image, to look for similar spatial characteristics across the whole 
image [7]. This study helps doctors make better decisions about neurodegenerative 
diseases, especially Alzheimer’s disease (AD). 

The most important contributions that are made by this study are: To demonstrate 
an effective method for the multi-stage classification of AD. Texture feature extrac-
tion carried out by the application of the gray-level co-occurrence matrix (GLCM) 
for multi-stage categorization.
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28.2 Related Work 

This section provides a concise overview of the different structural MRI (sMRI) 
techniques used to diagnose Alzheimer’s disease. There are three main types of 
such methods: whole brain, region of interest, and landmark-based. Brain mapping 
methods, such as voxel-based morphometry (VBM), tensor-based morphometry 
(TBM) and deformation-based morphometry (DBM) track morphological changes to 
determine brain atrophy. Voxel-based methods measure tissue density in the human 
brain voxel by voxel. Tensor-based methods examine the local Jacobians of deforma-
tion fields in order to determine structural issues. DBM is utilized to accommodate 
nonlinear deformation fields to a standard anatomical template [1]. SVM classifiers 
and grey matter voxels were used to distinguish AD from CN in [8]. Firstly, the 
hippocampus areas of several subjects were segmented, and then, their form was 
quantified using spherical harmonics features extraction [9]. Traditional approaches 
for diagnosing Alzheimer’s disease often have poor performance because they rely 
on manually produced visual information that are either difficult or impossible to 
optimize. As a result, these methods are typically ineffective. 

Deep learning algorithms aid in the early diagnosis of Alzheimer’s disease (AD) 
symptoms, and the monitoring of the progression from mild cognitive impairment 
(MCI) to Alzheimer’s disease is discussed in [1]. Existing methods, even though 
they are popular, use unrelated brain areas or less precise landmarks to diagnose AD. 
Densely connected neural networks were employed to extract multi-scale informa-
tion from pre-processed images. In addition, a connection-wise attention mechanism 
was used to the process of diagnosing Alzheimer’s disease [2]. A large number of 
studies make use of convolutional neural networks (CNNs) to record deep-level 
medical image data in an effort to diagnose Alzheimer’s disease (AD) and fore-
cast clinical scores [3]. 2D anatomical slices were used in the advanced diagnostic 
learning process for Alzheimer’s disease (AD) [10]. Alzheimer’s disease was diag-
nosed utilizing the lateral ventricles, periventricular white matter, and cortical grey 
matter [11]. Several statistical methods, such as support vector machines, logistic 
regression, decision trees, and random forests, were used in the process of AD diag-
nostic prediction [12]. A fuzzy hyperplane-based least square twin support vector 
machine for feature categorization and early AD detection using sagittal plane slices 
from 3D MRI imaging data are described in [13]. Researchers are trying to improve 
their ability to detect Alzheimer’s disease by using subject-level, patch-based, and 
slice-based computational neuroimaging methods [4]. Clinical data and a hybrid 
texture, edge, color, and density feature extraction were utilized to diagnose AD 
[14]. The use of deep learning-based multiclass classification to distinguish between 
the stages of Alzheimer’s disease for early diagnosis is discussed in [15]. Axial brain 
images from a three-dimensional MRI were fed into a convolutional neural network 
(CNN) for multiclass categorization [16]. Voxel-based morphometry was used to 
extract grey matter from the brain and then correlated clinical cognitive scores in 
MCI with grey matter in order to diagnose Alzheimer’s disease [17]. Multi-modal
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medical imaging has the potential to improve Alzheimer’s disease (AD) catego-
rization and diagnosis [6]. Multimodal adaptive-similarity feature selection for AD 
diagnosis is discussed in [18]. 

28.3 Material and Methods 

28.3.1 Data Collection 

ADNI, which stands for the Alzheimer’s disease neuroimaging initiative, data is used 
in this research. https://ida.loni.usc.edu. ADNI has different phases like ADNI-1, 
ADNI-GO, ADNI-2, and ADNI-3. The ADNI-1 baseline dataset used in this work 
comprises of 342 subjects including 89 CN, 100 sMCI, 110 pMCI, and 43 AD. Cogni-
tive normal (CN) class includes healthy controls with no conversion into any other 
stage of Alzheimer’s disease within 36 months of baseline follow up. Mild cogni-
tively impaired individuals who were nevertheless capable of carrying out everyday 
tasks were kept in MCI class. Stable MCI (sMCI) subjects were those who had been 
diagnosed with MCI and had not changed or returned to any other class after at least 
36 months from baseline. Progressive MCI (pMCI) class included subjects who were 
initially diagnosed with MCI but later developed AD within 36 month. Patients in 
the AD class were those who had been first diagnosed with Alzheimer’s disease and 
had no signs of reversal within 24 months. 

All the T1weighted-sMRI data is acquired with a 1.5 T T1-weighted 3D MP-
RAGE sequence. The main reason for choosing structural MRI in this work is that 
these scans are more detailed and cheaper as compared to other imaging modali-
ties like SPECT, PET, and DTI. sMRI is mainly used to capture the pathology and 
anatomy of brain. Other Imaging Protocol details include Acquisition Type: 3D; 
Field Strength: 1.5 T; Slice Thickness: 1.2 mm; Flip Angle: 8.0 degrees; X, Y, and 
Z each have 256.0 pixels; Visit—baseline and screening. In order to assess cogni-
tive impairment, the 30-point MMSE questionnaire is often used in clinical and 
research contexts. MMSE can assist the clinicians to assess the level of dementia 
and also amenable to patients and their families. The subjects details are provided in 
Table 28.1. 

The proposed methodology of AD classification is shown in Fig. 28.1. Detailed 
descriptions of the steps are provided in the subsections that follow.

Table 28.1 Subject’s 
demographic information Diagnosis Number of subjects Age (years) MMSE 

CN 89 65–85 28.11–30.11 

sMCI 100 65–85 25.51–29.05 

pMCI 110 65–85 24.87–28.29 

AD 43 65–85 21.31–25.29 

https://ida.loni.usc.edu
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Fig. 28.1 Proposed methodology 

28.3.2 MRI Image Pre-processing 

To standardize the data into the appropriate shape and format, preprocessing is 
conducted for each brain structural MRI. It is a preparatory process that is intended 
to remove undesired non-brain tissues such as the skull, eyes, fat, and other things 
that are present in brain MRI images [19]. In this work, skull stripping is conducted 
by using brain extraction tool (BET) of FSL 6.0 from https://fsl.fmrib.ox.ac.uk/. The  
outcome of skull stripping is shown in Fig. 28.2. Once BET has reduced the extra-
neous material, the brain itself can be isolated from the whole brain scan. 50 middle 
slices of each subject that contain useful information about Alzheimer’s disease are 
selected and remaining images are discarded.

https://fsl.fmrib.ox.ac.uk/
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Fig. 28.2 Skull stripping a raw image b skull stripped image 

28.3.3 Feature Extraction 

As shown in Fig. 28.1, after preprocessing, 3D images are transformed to many 
groups of 2D images along sagittal direction. In the process of classification, the 
use of texture information reduced the amount of noise in the optical picture pixels. 
Gray-level co-occurrence matrix (GLCM), which is a common statistical method, 
was used for feature extraction for T1w-sMRI images. The features extraction from 
images described in Table 28.2. 

Table 28.2 GLCM texture 
features Features Formula 

Energy Ene = ∑M 
i, j=1(p(i, j ))2 (1) 

Contrast Con = ∑M 
i, j=1((i − j ))2 p(i, j ) (2) 

Correlation Corr = ∑M 
i, j=1 

(i−μi)( j−μi) p(i, j) 
σ iσ j (3) 

Homogeneity Hom = ∑M 
i, j=1 

p(i, j ) 
1+|i− j | (4) 

Dissimilarity Dissim = ∑M 
i, j=1|i − j |p(i, j ) (5)



28 Automated Classification of Alzheimer’s Disease Stages Using … 351

28.3.4 Machine Learning Techniques 

Even it is widely acknowledged that machine learning falls under the umbrella term 
of artificial intelligence, there are several points of view within the academic commu-
nity that place more emphasis on its status as a subfield of computer science rather 
than AI. Machine learning can be thought of as both multidisciplinary and interdis-
ciplinary field due to its usage of ideas and methods adopted from a wide range of 
disciplines. Machine learning classifies and diagnoses Alzheimer’s disease severity. 
Three classifiers, namely SVM, RF, and DT are applied in this work. 

Support Vector Machine: The support vector machine, more commonly known 
as SVM, is a well-known method of supervised learning that is applicable for classifi-
cation and regression analysis. However, its most common use is in machine learning 
classification tasks. The SVM method figures out the best line or decision boundary 
to divide n-dimensional space into classes. This makes it easier to put future data 
points into the right category. 

Decision Tree: Decision tree is a supervised learning technique. It looks like a 
tree, with fundamental nodes that show the features of a dataset, branches that show 
how to make decisions, and leaf nodes that show the final classes. It is possible to 
“learn” a tree by first dividing the source set into multiple subsets, each of which 
is evaluated using an attribute value test. Decision tree classifiers are excellent for 
knowledge discovery’s exploratory phase as they do not require domain knowledge 
or parameters. 

Random Forest: Feature randomization, often called feature bagging, provides 
a random set of characteristics to reduce decision tree correlation. This is one of 
the most significant differences between decision trees and random forests. While 
decision trees take into account all possible feature splits, random forests select only 
a fraction of the possible combinations. 

28.3.5 Deep Learning 

Machine learning has employed artificial neural networks and representation 
learning, a subset of which is deep learning. Deep learning applications in speech 
recognition, computer vision, machine translation, natural language processing, 
bioinformatics, medical imaging, climate research, board game programming, 
and material inspection have utilized architectures such as deep belief networks, 
deep neural networks, recurrent neural networks, deep reinforcement learning, 
convolutional neural networks, transformers, and others. 

Convolutional neural networks are a component of deep neural networks. In one 
layer, these networks perform convolution instead of matrix multiplication. 

CNNs are a type of deep learning architecture typically employed for image 
classification and recognition tasks. It has numerous layers, including convolutional, 
pooling, and fully linked layers. The convolutional layer uses image filtering to pull
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out features from the input image. The pooling layer reduces sample sizes, which in 
turn reduces processing time, and the fully connected layer offers the final forecast. 
Backpropagation and gradient descent are used to train the network to acquire the 
most efficient filters. 

28.4 Results and Discussion 

In this work, multiclass categorization of Alzheimer’s disease is being accomplished 
by the application of machine learning and deep learning models. For this purpose, 
the total dataset is divided 80:10:10 between training, validation, and testing, respec-
tively. All the experiments are carried out using python 3.5 and i5 processor with 
8 GB of RAM. Keras, a deep learning package, is used in conjunction with Tensor-
flow as the backend to construct the neural network. The performance of the model is 
evaluated using the parameters, precision, recall, accuracy, and F1-score. The results 
of performing multiclass classification (AD vs. CN vs. pMCI vs. sMCI) using a 
machine learning and deep learning techniques are presented in Table 28.3. 

Out of the four models, CNN (scratch) achieved the highest accuracy of 88.84%, 
precision of 80.42%, recall of 73.17%, and F1 score of 76.62%. It is clear from the 
above results that deep learning model performed better than traditional machine 
learning models. The bar graph of evaluation metrics of all four models is shown in 
Fig. 28.3.

It is clear from Fig. 28.3 that CNN outperformed machine learning techniques in 
terms of precision, recall and F1-score. The overall performance of CNN is better 
than machine learning models. 

The results of the proposed method are compared with two state-of-art methods: 
(1) deep multi-task multi-channel learning (DM2L) [20] (2) deep residual neural 
networks (ResNet) [21]. In the first method, a landmark-based approach is used 
to automatically generate discriminative image patches from MRI images which 
were further utilized for multi-class classification [20]. In the second method, a deep 
residual neural networks are applied for predicting progression from mild cognitive 
impairment (MCI) to Alzheimer’s disease (AD) [21]. The comparison results are 
presented in Table 28.4.

Table 28.3 Result of various 
machine learning and deep 
learning models (Unit:%) 

Networks Modality ACC 

Random forest T1weighted-sMRI 50.38 

Support vector machine T1weighted-sMRI 39.96 

Decision tree T1weighted-sMRI 39.84 

CNN (scratch) T1weighted-sMRI 88.84 
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Table 28.4 Comparison with state-of-the-art methods 

Approach Dataset Modality Classification task Accuracy (%) 

Liu et al. [20] ADNI T1w-sMRI CN versus sMCI versus pMCI versus 
AD 

51.8 

Abrol et al. [21] ADNI sMRI CN versus sMCI versus pMCI versus 
AD 

83.01 

Proposed method ADNI T1w-sMRI CN versus sMCI versus pMCI versus 
AD 

88.84
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It is clear from the above results that deep learning techniques performed better 
than landmark-based approach. The proposed convolutional network outperformed 
deep residual network. 

Machine learning techniques have one main drawback that they require manual 
feature extraction which makes these techniques time consuming. On the other side, 
deep learning algorithms have in-built potential for feature extraction and feature 
selection which makes them more efficient. 

28.5 Conclusions 

AD is a neurodegenerative disease that gets worse over time and affects people’s 
health, society, and the economy all over the world. As there is no medication or drug 
to cure or reverse AD, many researchers in numerous fields have been focusing on 
early detection and prognosis using various approaches. In particular, neuroimaging 
data provides quantitative and qualitative measures on which computational models 
can be built to predict AD progression. In this paper, an attempt is made for multi-
class categorization of Alzheimer’s disease. The structural MRI scans are preferred 
over PET, DTI, and SPECT because they are clearer, more detailed, and less expen-
sive. In this work, machine learning and deep learning models are proposed to perform 
multi-class classification of Alzheimer’s disease using T1w-sMRI. The deep learning 
model performed better than machine learning techniques. However, deep learning 
techniques require large data and computation as compared to machine learning 
approaches. Also, the results confirmed that sMRI is a potential biomarker for early 
diagnosis of AD. In future, the model will be trained with more data. Other modali-
ties like PET, CSF, and SPECT can be explored to obtain better results for prediction 
of Alzheimer’s disease. 
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Chapter 29 
Employing Tuned VMD-Based Long 
Short-Term Memory Neural Network 
for Household Power Consumption 
Forecast 

Sandra Petrovic , Vule Mizdrakovic , Maja Kljajic , Luka Jovanovic , 
Miodrag Zivkovic , and Nebojsa Bacanin 

Abstract Estimating household power consumption energy usage patterns can assist 
households in planning and managing their power consumption. To address elaborate 
time-series data, long short-term memory artificial neural networks are a promis-
ing strategy. However, a decomposition-forecasting method called variation mode 
decomposition is necessary to handle challenging time series. The accuracy and 
effectiveness of machine learning models are influenced by their hyperparameter 
values. This paper suggests using a altered sine cosine algorithm to optimize the 
hyperparameters of the long short-term memory model. This algorithm enhances 
the accuracy and performance of household energy consumption forecasting. The 
proposed model is compared to other long short-term memory models that are opti-
mized by advanced metaheuristics. Simulation results indicated the improved sine 
cosine algorithm surpassed other advanced approaches in terms of standard time-
series forecasting metrics. 

Keywords Long short-term memory · Variation mode decomposition · Swarm 
intelligence · Sine cosine algorithm · Energy forecasting 
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29.1 Introduction 

A key component of contemporary energy management, energy consumption fore-
casting (ECF) is essential to ensure effective and sustainable energy use. Accurate 
energy forecasting is increasingly crucial due to the adoption of the Internet of Things 
(IoT) technologies. IoT and sensors may collect in-the-moment data on energy-use 
trends, empowering individuals and organizations to make wise energy-use deci-
sions. Households may manage energy expenses, cut waste, and implement more 
energy-efficient activities with the aid of accurate forecasts. As human behavior 
causes highly unpredictable time-series data, the ECF for households has received 
growing attention as part of the advanced metering infrastructure (AMI) program for 
smart grid building. Conventional methods, like physical model-based approaches, 
have proven challenging to predict. In response, technologies have been extensively 
utilized for ECF in individual households, in line with the rapidly expanding use 
of artificial intelligence (AI). The primary concern in ECF research is the lack of 
precision and consistency in predictions due to oscillations and rapid changes in 
sensor data, as well as the influence of mistakes in raw data. The main objectives 
and challenges of this research are noise elimination and volatility management to 
improve ECF predictions for individual households. 

Various machine learning (ML) approaches can be used for time-series predic-
tions. The best outcomes are achieved by using recurrent neural networks, particularly 
long short-term memory (LSTM) neural networks. However, each ML model is very 
reliant on its configuration. It is necessary to tune the model for each concrete task, 
by adapting the values of the hyperparameters, itself an NP-hard problem. Unfor-
tunately, tackling this problem requires a lot of trial and error, and it is very time 
consuming. To tackle this issue, scientists have employed different metaheuristic 
algorithms to determine a set of hyperparameters’ values and determine the model 
with the best possible level of performance. One of the most promising groups of 
algorithms is the swarm intelligence metaheuristics, which are commonly used to 
solve NP-hard problems in a reasonable time frame. 

With all this in mind, this research uses LSTM neural network to forecast house-
hold energy consumption, with variational mode decomposition (VMD) to reduce 
data complexity. An enhanced variation of the sine cosine algorithm (SCA) is applied 
to tune the hyperparameters of LSTM. This improved SCA was devised in such a 
way as to overcome the known limitations of the elementary version. Therefore, the 
primary contributions of this paper are as follows: 

• An enhanced variant of SCA is suggested that is capable to improve the already 
superior level of performance of the plain SCA. 

• VMD decomposition approach has been utilized to tackle data complexity. 
• LSTM neural network was tuned by the newly suggested enhanced SCA to attain 
supreme performance for predicting household energy consumption time series. 

The manuscript is comprised of the following parts. Section 29.2 shows the sur-
vey of the neural networks and time-series predictions, LSTM, and metaheuristics
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optimization. Section 29.3 explains the basic and improved SCA algorithm. Experi-
mental outcomes are disclosed in Sect. 29.4, while Sect. 29.5 provides final remarks 
and concludes this work. 

29.2 Related Works and Background 

29.2.1 LSTM Overview 

Hochreiter and Schmidhuber [ 15] introduced the LSTM neural network as one of 
the modifications of recurrent neural network (RNN) architecture [ 19]. The LSTM 
neural network developed to handle flaws of RNNs, particularly the disappearing 
and ballooning gradients. 

The unique composition of an LSTM neural network includes a designated layer 
used for inputting information, followed by a set of internal layers, with a final layer 
used to output the results. The neuron count in these layers is dependent on problem 
dimensionality. The distinguishing factor of an LSTM originates within a set of cells 
used to retain data in network layers. Each memory cell comprises gates, a forget 
. ft , input . it , and output gate . ot , where . t signifies the timestep. These gates have an 
important function in modifying the cell state.St of the memory cell. Together, these 
gates fulfill the three primary functions of the memory cell. With every timestep . t , 
network executes the a multiple phase procedure: 

In the first phase, the network decides whether to discard information from the 
previous cell state, .st−1. To do this, it applies a sigmoid activation function to the 
input sequence, transforming it into a range of 0 to 1. This determines whether to 
keep or remove information from the preceding cell state. The resulting outcome for 
the the forget gates, . ft , is calculated using the following formula: 

. ft = sigmoid(Wx , xt + Wh, ht − 1 + b f ), (29.1) 

where .W f , x and .W f , h are the weight matrices, .xt is the input vector at timestep 
. t ,.h − 1 is the output at timestep .t − 1, and .b f is the bias vector of the forget gates. 

During the second phase, network employs the sigmoid function to determine 
which information will be incorporated into the cell state. St . Following, these succes-
sive inputs are scaled to a range.[−1, 1] via the.tanh transformation. The procedure 
involves computing two values: the candidate number . St as well as initialization 
number. it used for input gates. These values are gained using the following method: 

.S̃t = tanh
(
Ws̃,x xt + Ws̃,hxt + bs̃

)
, (29.2) 

.it = sigmoid
(
Wi,x xt + Wi,hxt + bi

)
, (29.3)
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where .Ws̃,x ,Ws̃,h,Wi,x and .Wi,h are the weight matrices and .bs̃ and .bi represent+ 
bias vectors. 

In phase 3: The novel status . st is determined using: 

.st = ft ◦ st−1 + it ◦ s̃t , (29.4) 

where . ◦ denotes the Hadamard product. 
In phase 4: The output.ht will be computed using the.sigmoid and.tanh activation 

functions and the following two formulas: 

.ot = sigmoid
(
Wo,x xt + Wo,hht−1 + bo

)
, (29.5) 

.ht = ot ◦ tanh (st ) , (29.6) 

where.Wo,x and.Wo,h represent weight matrices, .bo signified output gate bias vector. 
As a result of its unique three-gate structural design, LSTM represses the impact 

in the short-term, and even information from previous time steps may be represented 
as an contemporary cell value. 

29.2.2 Variational Mode Decomposition 

Data that represents complex time series is challenging for typical ML algorithms to 
handle. A relatively new approach with significant potential for handling complex 
sets of data is VMD [ 14]. Information decomposition techniques may be employed 
to identify, analyze, and determine trends in signal fluctuations by treating financial 
data as a signal and organizing it. Authors [ 26] have used in their paper a hybrid 
model for energy demand prediction by employing VMD-based LSTM. Namely, the 
original sequence was divided into stronger subsequences using the VMD approach, 
as part of the data pretreatment process. The maximum relevance minimum redun-
dancy (mRMR) is employed to determine inputs, which involved examining the link 
between components and each feature while removing any overlap between the fea-
tures. According to research, the introduced combined model may augment forecast 
precision. 

29.2.3 Metaheuristics Optimization 

Swarm intelligence algorithms, that belong to the subfield of AI, are inspired by 
nature to create systems that are able to address complex optimization challenges and 
are considered very powerful optimizers. Population-based algorithms are stochastic, 
and they start the execution by producing a random initial population of individu-
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als. They consist of two distinctive phases: exploration and exploitation. During the 
exploration, the algorithm tries to cover large regions inside the provided search 
realm, aiming to locate the promising sub-domains where better solutions can be 
discovered. During the exploitation, the algorithm tries to narrow down the search 
to certain promising sub-domains, with the goal to discover the best solution within 
these interesting regions. Among many available algorithms, distinguished methods 
include the firefly algorithm (FA) [31], the whale optimization algorithm (WOA) [ 23], 
and artificial bee colony (ABC) [20]. Moreover, novel methods that have an admirable 
level of performance are the reptile search algorithm (RSA) [ 1], the chimp optimiza-
tion algorithm (ChOA) [ 21], SCA (used in this paper as well) [ 22], and arithmetic 
optimization algorithm (AOA) [ 2], to name the few. 

Population-based methods are more than capable to tackle very hard real-life 
challenges, belonging to the non-deterministic polynomial problems (also known 
shortly as NP-hard problems), making them substantially popular within academic 
circles. They were applied in numerous recent practical problems, including feature 
selection task [ 5, 37], crypto-currency forecasting [ 24, 27], oil price predictions [ 17], 
COVID-19 challenges [ 35, 38], workflow scheduling on cloud-edge systems [ 8], air 
pollution prediction [ 6, 18], computer-assisted medical diagnostics [ 10, 12, 34], 
tuning of a variety of artificial neural networks [ 3, 4], global numerical optimiza-
tion [ 11], intrusion, security, and spam detection [ 9, 16, 39], energy and power supply 
predictions [ 7], and different wireless sensor networks problems [ 36]. 

29.2.4 Hybrid Artificial Intelligence-Based Systems in 
Time-Series Data Forecast 

Time-series data prediction approaches may be broadly classified as model based or 
data driven [ 28]. Approaches that are based on data, such as convolutional neural 
networks (CNNs) and LSTM neural networks, are better suited for ECF. 

There are two types of data-driven models: solitary models and hybrid models. 
Decision trees, random forests, support vector regression, multilayer perceptrons, 
convolutional neural networks, recurrent neural networks, and long and short-term 
memory neural networks are examples of singular models. In addition, hybrid models 
integrate unique models to improve prediction performance. 

Wei et al.  [  29] introduced a combined model that hybridizes optimization algo-
rithms and LSTM to forecast daily fossil gas consumption. The authors focused on 
the model’s advantage across different climate zones rather than time periods. Addi-
tionally, it is widely acknowledged that data decomposition is crucial in enhancing 
forecasting accuracy. Yuan et al. [ 33] proposed using singular spectrum analysis 
(SSA) to anticipate building power usage. However, this paper does not investigate 
the diverse predicting performance over different time frames. On the other hand, 
SSA denoising has the ability to precisely identify noise in data. Additionally, SSA 
eliminates Gaussian noise. Neeraj et al. [ 13] applied SSA-LSTM to predict grid load.
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During recombination stage, the non-singular matrix is merely using the decompo-
sition feature for denoising instead of training, ignoring the crucial role of SSA for 
feature extraction. 

29.3 Proposed Method 

29.3.1 Elementary SCA 

In 2016, the SCA algorithm was introduced as a metaheuristic solution to optimiza-
tion problems that utilizes population-based techniques [22]. This approach leverages 
trigonometric sine and cosine expressions to adjust individuals’ positions toward the 
optimal solution. 

The SCA generates a range of potential solutions by allowing them to either devi-
ate from or converge toward the optimal solution. This technique also incorporates 
numerous adjustable and random variables to enhance and diversify the population 
participating in the optimization. Studies have determined that the SCA may effec-
tively consider multiple regions of the available space, avoiding local sub-optimals 
and advancing the population in the direction of the best option while exploring 
intriguing areas of the solution space during the optimization cycle. 

While locating a promising area, the following equations are applied to determine 
agent positioning: [ 22]: 

.Xt+1
i = Xt

i + r1 · cos(r2) · |r3Pt
i − Xt

i | (29.7) 

.Xt+1
i = Xt

i + r1 · sin(r2) · |r3Pt
i − Xt

i | (29.8) 

In reality, the preceding formulae are combined to generate the following formula: 

.Xt+1
i =

{
Xt
i + r1 · sin(r2) · |r3Pt

i − Xt
i |, r4 < 0.5

Xt
i + r1 · cos(r2) · |r3Pt

i − Xt
i |, r4 ≥ 0.5

(29.9) 

wherein variables used to avoid getting trapped in a local best and to combine intensi-
fication and exploration methods include.Xt

i , which represents the current candidate 
. i at the .t − th iteration in the .d − th dimension, .Pt

i , which represents the position 
of the best candidate at the .t − th iteration in the .d − th dimension, and randomly 
generated factors . r1, . r2, . r3, and . r4. 

The factor .r1 determines whether a solution moves closer .(r1 < 1) or farther 
away .(r1 > 1), and it declines linearly from a constant .(a) to 0 to facilitate blend 
intensification and diversification search behaviors [ 22]. The following is used to 
change . r1: 

.r1 = a − t
a

T
(29.10)
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wherein variable .T represents the highest iterative count, while . t represents the 
ongoing cycle, while . a remains a fixed number. 

The factor .r2 determines the severity of advances relative to the best agent and is 
expressed in the range .[0, 2π ]. The random factor .r3 generates an arbitrary weight 
to the goal, allowing the operator to either consider .(r3 > 1) or ignore .(r3 < 1) the 
target’s influence on the location chances of all agents.. r3 is within the range of.[0, 2]. 
Lastly, an arbitrary value in component .r4 ranges from.[0, 1] and acts as a variation 
in Eq. 29.9 to switch the utilized methods with either sine or cosine capabilities. The 
pseudo-code for the elementary SCA method can be found in [ 22]. 

29.3.2 Suggested Modified SCA 

The SCA is one of the recent metaheuristics algorithms, and it is well known as a 
very versatile approach. Nevertheless, as with any other algorithm, it has notable 
weaknesses that can affect its performance. More precisely, in some runs, the basic 
SCA is hindered by slow convergence. Aiming to help SCA to converge, this paper 
proposes hybridization with bat algorithm (BA) [ 32]. BA is highly regarded as it 
exhibits powerful search. The observed individual bat is denoted by.Xt−1

i , while the 
new, calibrated location in iteration . t of the .i-th bat is noted as .Xt

i . This location is 
calculated in Eq. (29.11), where the bat’s speed is represented by . vt

i . 

.Xt
i = Xt−1

i + vt
i (29.11) 

The bat’s velocity during round . t is obtained by utilizing Eq. (29.12). 

.vt
i = vt−1

i + (Xt−1
i − X∗) fi , (29.12) 

wherein the fresh global optimum location is depicted as . x∗, while . fi denotes the 
frequency used by the .i-th bat. 

To enable switching between two search procedures, an additional parameter, 
search mode.sm has been introduced. It is utilized to decide for each solution within 
the population if the search will be executed by performing the SCA or BA procedure. 
Each solution in every iteration produces a random number .rnd inside limits .[0, 1], 
and, if .rnd > sm, that solution will perform the SCA search, otherwise, it will 
continue by employing the BA search. The value of this parameter has been fixed to 
0.3, and it was determined empirically. 

Moreover, a supplementary mechanism that draws inspiration from the . tr ial
parameter described in ABC algorithm [ 20] has also been employed. The . tr ial
parameter is initialized to value 0 for all solutions, and if the particular solution 
has not been enhanced in the current iteration, the value of its .tr ial is increased. 
If this value reaches .limit , which is the predetermined threshold, that individual is 
rejected from the populace, and a quasi-reflective opposite individual .xqrl is intro-
duced instead, generated by applying the quasi-reflection-based learning (QRL) pro-
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cess [ 25]. Recent publications suggested that the QRL procedure is efficient in pro-
ducing the solution in the opposite part of the search region [ 3]. 

The hybridized metaheuristics have been simply named improved SCA-ISCA. 
The implementation of this approach described its functionality as given in Algo-
rithm 1. 

Algorithm 1 Pseudo-code of improved sine cosine algorithm - ISCA 
Generate. A collection of N agents, referred to as X 
Set iterative limit T . 
Set tr ial  = 0 for each solution. 
while t < T do 

for Each solution X from the population do 
Produce arbitrary number rnd. 
if rnd  > 0.3 then 

Execute SCA search, according to the Eq. (29.9). 
else 

Execute BA search, according to the Eq. (29.12). 
end if 
if solution not improved then 

tr ial  = tr ial  + 1 
if tr ial  == limit  then 

Replace current solution with quasi-reflective opposite solution xqrl 
tr ial  = 0 

end if 
end if 

end for 
Update predefined parameters. 
Update candidate solutions’ positions. 

end while 
return the fittest agent. 

29.4 Empirical Results, Comparison, and Discussion 

This segment begins with a description of the utilized dataset and the VMD decompo-
sition, as well as the basic experimental setup. It then continues with a comparison to 
other contemporary metaheuristics, which are adapted and evaluated under identical 
conditions as the proposed ISCA algorithm. 

29.4.1 Employed Dataset 

The dataset used in this research has been obtained from the London Data Store, 
which can be accessed on Kaggle at https://www.kaggle.com/code/rheajgurung/ 
energy-consumption-forecast. The research aims to assess the capabilities of the 
proposed approach by analyzing electricity demand information for 5567 house-
holds in London. The dataset covers the period from November 2011 to February 
2014.

https://www.kaggle.com/code/rheajgurung/energy-consumption-forecast
https://www.kaggle.com/code/rheajgurung/energy-consumption-forecast
https://www.kaggle.com/code/rheajgurung/energy-consumption-forecast
https://www.kaggle.com/code/rheajgurung/energy-consumption-forecast
https://www.kaggle.com/code/rheajgurung/energy-consumption-forecast
https://www.kaggle.com/code/rheajgurung/energy-consumption-forecast
https://www.kaggle.com/code/rheajgurung/energy-consumption-forecast
https://www.kaggle.com/code/rheajgurung/energy-consumption-forecast
https://www.kaggle.com/code/rheajgurung/energy-consumption-forecast
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Fig. 29.1 Original data and signals generated by VMD after normalization for testing data 

The data was gathered using smart power meters that recorded daily usage, result-
ing in a total of 19,752 data points. These individual household power consumption 
data points were combined to form 829 samples, which served as the target variable 
for univariate time-series forecasting. The collected data was divided into three parts: 
70% was used for training, 10% for validation, and the remaining 20% was reserved 
for testing. 

Furthermore, in order to enhance prediction accuracy, the VMD was used with 
.K = 4 and the target variable is decomposed into three basic and residual signals, 
which transformed this challenge into multivariate time-series forecasting problem. 
The number of components for the original signal decomposition was determined 
through empirical methods. Before use in simulations, all features were normalized 
to fall within a specific range of .[0, 1]. Figure 29.1 shows the original data series 
divided into three sets, as previously explained, as well as signals generated after 
applying VMD. 

29.4.2 Basic Experimental Setup 

Solutions in all metaheuristics used in the analysis represent a set of LSTM hyper-
parameters that were optimized of a length.D = 6. Since it is an extremely resource-
intensive experiment, the agent count for a population is limited to 8 (.N = 8) which 
have been incrementally improved over the course of six iterations .T = 6. Fur-
thermore, because of stochastic mechanisms in metaheuristics, all approaches were 
evaluated over 20 self-contained executions (.R = 20). The.limit parameter for ISCA
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metaheuristics was set to 2, and this value empirically determined for this specific 
problem according to the expression: .roundup((2 · T )/N ), where the . roundup
function rounds the number to the nearest integer of higher value. 

The LSTMs have been given six steps of input information and are expected to 
predict the next three steps. The LSTM parameters that have been chosen for opti-
mization and their corresponding ranges include the learning rate range of [0.0001, 
0.01], the number of training epochs range of [300, 600], the dropout rate range of 
[0.05, 0.2], the number of hidden layers range of [1, 2], and the number of neurons 
in the hidden layers range of [50, 200]. These parameters have been selected due 
to empirical evidence showing they have the greatest impact on performance. Fur-
thermore, since some of these parameters have a continuous range and others have a 
discrete range, this optimization is considered to be a mixed NP-hard challenge. 

The overall, average metrics for all three steps for the objective function (mean 
square error—.MSE) are captured and reported in terms of best, worst, mean, median, 
variance, and standard deviation over 20 runs. Furthermore, the coefficient of deter-
mination (.R2), mean absolute error (.MAE), and root mean squared error (.RMSE) 
are also reported for the best-performing solutions (LSTM structure). 

Also, it should be noted that for this research, all proposed methods have been 
independently developed. The implementation was done using Python and com-
monly used ML libraries including Pandas, NumPy, scikit, and TensorFlow. 

29.4.3 Comparision with Other Methods and Discussion 

The evaluation process involved a comparative analysis of several modern meta-
heuristic algorithms. In addition to the proposed ISCA algorithm, several other algo-
rithms were used to determine the satisfying hyperparameters of an LSTM network. 
These included the original SCA [ 22] algorithm, the widely recognized ABC [ 20], 
FA [ 31], and two relatively novel approaches: ChOA [ 21] and RSA [ 1]. 

Table 29.1 demonstrates the outcomes of the overall objective function (MSE) 
based on 20 independent runs in terms of best, worst, mean, median, standard devi-
ation, and variance. Furthermore, the best-performing runs are given in detail in 
Table 29.2, while the best obtained LSTM hyperparameters values for all metaheuris-
tics are presented in Table 29.3. 

The findings indicate that the LSTM-ISCA method, as proposed, exhibits better 
performance when considering the optimal LSTM structure produced. From results 
presented in Table 29.2, it can be noticed that the LSTM-ISCA achieved the highest 
.R2 and lowest.MSE (objective) score for all three steps in average (overall), as well 
as for the one and three steps ahead. The best results for the best-generated network 
two steps ahead were generated by the LSTM-FA approach. 

Additionally, when comparing overall metrics for objective function (Table 29.1), 
the method introduced in this research clearly outperforms all other approaches when 
the best solution is considered; however, the LSTM-FA proved as the most robust 
method outscoring all others metaheuristics for mean and worst metrics. This is in
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Table 29.1 Overall indicators for objective function (MSE) 

Method Best Worst Mean Median Std Var 

LSTM-
ISCA 

0.0009890 0.0010127 0.0010005 0.0010015 8.38E. −06 7.01E. −11 

LSTM-SCA 0.0009944 0.0010065 0.0010003 0.0009995 4.83E. −06 2.34E. −11 

LSTM-
ABC 

0.0009979 0.0010020 0.0009992 0.0009979 1.68E. −06 2.83E. −12 

LSTM-FA 0.0009899 0.0010013 0.0009972 0.0009984 3.79E-06 1.43E. −11 

LSTM-
ChOA 

0.0009945 0.0010023 0.0009979 0.0009984 2.79E. −06 7.78E. −12 

LSTM-RSA 0.0009963 0.0010042 0.0009991 0.0009980 2.94E. −06 8.67E. −12 

Table 29.2 .R2,.MAE ,.MSE , and.RMSE denormalized metrics for best-generated LSTM model 
per each step and overall 

Error 
indicator 

LSTM-
ISCA 

LSTM-
SCA 

LSTM-
ABC 

LSTM-FA LSTM-
ChOA 

LSTM-
RSA 

One-step 
ahead 

.R2 0.741599 0.738957 0.740634 0.740924 0.740914 0.740873 

MAE 0.024768 0.024908 0.025055 0.024971 0.024917 0.024975 

MSE 0.001000 0.001010 0.001003 0.001002 0.001002 0.001002 

RMSE 0.031617 0.031778 0.031676 0.031658 0.031659 0.031661 

Two-step 
ahead 

.R2 0.744366 0.744349 0.741761 0.744974 0.743668 0.742866 

MAE 0.024707 0.024627 0.025125 0.024707 0.024784 0.024994 

MSE 0.000989 0.000989 0.000999 0.000987 0.000992 0.000995 

RMSE 0.031447 0.031448 0.031607 0.031410 0.031490 0.031539 

Three-step 
ahead 

.R2 0.747042 0.745549 0.743764 0.746410 0.744208 0.743667 

MAE 0.024531 0.024521 0.024911 0.024704 0.024883 0.024952 

MSE 0.000979 0.000984 0.000991 0.000981 0.000990 0.000992 

RMSE 0.031282 0.031374 0.031484 0.031321 0.031457 0.031490 

Overall 
results 

.R2 0.744336 0.742952 0.742053 0.744103 0.742930 0.742469 

MAE 0.024669 0.024685 0.025030 0.024794 0.024861 0.024974 

MSE 0.000989 0.000994 0.000998 0.000990 0.000994 0.000996 

RMSE 0.031449 0.031534 0.031589 0.031463 0.031535 0.031564
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Table 29.3 Determined hyperparameters for best models generated by each method 

Method nn layer1 Learning 
rate 

Epochs Dropout 
rate 

No. of 
layers 

nn. layer 2 

LSTM-
ISCA 

300 0.010000 600 0.200000 1 / 

LSTM-SCA 100 0.005288 576 0.050000 2 300 

LSTM-
ABC 

198 0.004094 559 0.081498 2 170 

LSTM-FA 300 0.009532 600 0.118731 1 / 

LSTM-
ChOA 

170 0.005746 530 0.126817 2 164 

LSTM-RSA 184 0.009998 600 0.058570 1 / 

Fig. 29.2 Visualization of obtained results for all metaheuristics swarm plots 

line with the “No Free Lunch” theorem of optimization [ 30], which states that no 
single approach is best in all cases. However, the proposed LSTM-ISCA manages to 
generate the best-performing LSTM structure with only one LSTM layer (Table 29.3). 

Finally, to conclude the comparative analysis, results for all simulations are visu-
alized in and shown. The population diversity of final iteration of the best run in the 
form of swarm plot diagrams is shown in Fig. 29.2. Afterward, Fig. 29.3 presents the 
following for all evaluated methods: the.R2 and objective (.MSE) convergence speed 
diagrams for the best run, distribution of results over 20 runs in a form of a box plot, 
and violin plot diagrams for objective and .R2 indicators. 

All metaheuristic algorithms demonstrated admirable diversity in for both objec-
tive and .R2 metrics. 

As demonstrated, the introduced metaheuristic improved convergence rates of the 
original. The introduced approach also outpaced all other competing algorithms in 
convergence rates further emphasizing the introduced enhancements. 

29.5 Conclusion 

The global shift toward renewable resources highlights the demand for powerful 
prediction models. The ongoing power crisis further emphasizes the importance of 
forecasting power consumption on an individual household level. This demand moti-



29 Employing Tuned VMD-Based Long Short-Term Memory … 369

Fig. 29.3 Visualization of obtained results for all metaheuristics with comparisons 

vated this research that presents a new approach for predicting power consumption 
optimized using a metaheuristics algorithm. First, the modified version of the SCA 
metaheuristics was developed, which copes with the known weaknesses of the basic 
variant. This was achieved by hybridizing the SCA with the BA algorithm, which 
increases the converging speed with its powerful search. Then, the proposed algo-
rithm was employed to adjust the control parameters of LSTM models for the energy 
consumption time-series prediction task. 

The proposed LSTM-ISCA model was tested on the dataset that contains the 
electricity consumption of London’s households over three years. The proposed 
model was compared to LSTM tuned by other modern and powerful optimizers. The 
simulation outcomes display the supremacy of the suggested LSTM-ISCA method. 
Future studies in this field could be aimed at validation of the proposed model using 
additional energy consumption datasets and investigating its feasibility for solving 
other time-series forecasting problems. 

Limitations regarding data availability and high computational demands of testing 
are just some of the challenges faced in this work. Future work will focus on over-
coming these challenges by expanding testing data as new datasets become available 
as well as finding implementations of the introduced metaheuristic for optimization 
in improvements in other fields of application.
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jovskỳ, P.: Chaotic harris hawks optimization with quasi-reflection-based learning: an applica-
tion to enhance cnn design. Sensors 21(19), 6654 (2021) 

11. Bezdan, T., Petrovic, A., Zivkovic, M., Strumberger, I., Devi, V.K., Bacanin, N.: Current best 
opposition-based learning salp swarm algorithm for global numerical optimization. In: 2021 
Zooming Innovation in Consumer Technologies Conference (ZINC), pp. 5–10. IEEE (2021) 

12. Budimirovic, N., Prabhu, E., Antonijevic, M., Zivkovic, M., Bacanin, N., Strumberger, I., 
Venkatachalam, K.: Covid-19 severity prediction using enhanced whale with salp swarm feature 
classification, pp. 1685–1698. Computers, Materials and Continua (2022) 

13. Choudhary, N., Mathew, J., Agarwal, M., Behera, R.: Long short-term memory-singular spec-
trum analysis-based model for electric load forecasting. Electr. Eng. 103, 1–16 (04 2021). 
https://doi.org/10.1007/s00202-020-01135-y 

14. Dragomiretskiy, K., Zosso, D.: Variational mode decomposition. IEEE Trans. Sig. Proc. 62(3), 
531–544 (2013) 

15. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8), 1735–1780 
(1997) 

16. Jovanovic, D., Antonijevic, M., Stankovic, M., Zivkovic, M., Tanaskovic, M., Bacanin, N.: 
Tuning machine learning models using a group search firefly algorithm for credit card fraud 
detection. Mathematics 10(13), 2272 (2022) 

17. Jovanovic, L., Jovanovic, D., Bacanin, N., Jovancai Stakic, A., Antonijevic, M., Magd, H., 
Thirumalaisamy, R., Zivkovic, M.: Multi-step crude oil price prediction based on lstm approach 
tuned by salp swarm algorithm with disputation operator. Sustainability 14(21), 14616 (2022) 

18. Jovanovic, L., Jovanovic, G., Perisic, M., Alimpic, F., Stanisic, S., Bacanin, N., Zivkovic, M., 
Stojic, A.: The explainable potential of coupling metaheuristics-optimized-xgboost and shap 
in revealing vocs’ environmental fate. Atmosphere 14(1), 109 (2023)

https://doi.org/10.1007/s00202-020-01135-y
https://doi.org/10.1007/s00202-020-01135-y
https://doi.org/10.1007/s00202-020-01135-y
https://doi.org/10.1007/s00202-020-01135-y
https://doi.org/10.1007/s00202-020-01135-y
https://doi.org/10.1007/s00202-020-01135-y
https://doi.org/10.1007/s00202-020-01135-y
https://doi.org/10.1007/s00202-020-01135-y
https://doi.org/10.1007/s00202-020-01135-y


29 Employing Tuned VMD-Based Long Short-Term Memory … 371

19. Jörges, C., Berkenbrink, C., Stumpe, B.: Prediction and reconstruction of ocean wave heights 
based on bathymetric data using lstm neural networks. Ocean Eng. 232, 109046 (2021) 

20. Karaboga, D., Akay, B.: A comparative study of artificial bee colony algorithm. Appl. Math. 
Comput. 214(1), 108–132 (2009) 

21. Khishe, M., Mosavi, M.R.: Chimp optimization algorithm. Expert Syst. Appl. 149, 113338 
(2020) 

22. Mirjalili, S.: Sca: A sine cosine algorithm for solving optimization problems. Knowl.-Based 
Syst. 96, 120–133 (2016) 

23. Mirjalili, S., Lewis, A.: The whale optimization algorithm. Adv. Eng. Softw. 95, 51–67 (2016) 
24. Petrovic, A., Jovanovic, L., Zivkovic, M., Bacanin, N., Budimirovic, N., Marjanovic, M.: Fore-

casting bitcoin price by tuned long short term memory model. In: 1st International Conference 
on Innovation in Information Technology and Business (ICIITB 2022), pp. 187–202. Atlantis 
Press (2023) 

25. Rahnamayan, S., Tizhoosh, H.R., Salama, M.M.: Quasi-oppositional differential evolution. In: 
2007 IEEE Congress on Evolutionary Computation, pp. 2229–2236. IEEE (2007) 

26. Ruan, Y., Wang, G., Meng, H., Qian, F.: A hybrid model for power consumption forecasting 
using vmd-based the long short-term memory neural network. Front. Energy Res. 9, 917 (2022) 

27. Salb, M., Zivkovic, M., Bacanin, N., Chhabra, A., Suresh, M.: Support vector machine perfor-
mance improvements for cryptocurrency value forecasting by enhanced sine cosine algorithm. 
In: Computer Vision and Robotics, pp. 527–536. Springer (2022) 

28. Wang, Y., Wang, J., Zhao, G., Dong, Y.: Application of residual modification approach in 
seasonal Arima for electricity demand forecasting: a case study of china. Energy Pol. 48, 
284–294 (2012) 

29. Wei, N., Li, C., Peng, X., Li, Y., Zeng, F.: Daily natural gas consumption forecasting via the 
application of a novel hybrid model. Appl. Energy 250, 358–368 (2019) 

30. Wolpert, D.H., Macready, W.G.: No free lunch theorems for optimization. IEEE Trans. Evolut. 
Comput. 1(1), 67–82 (1997) 

31. Yang, X.S.: Firefly algorithms for multimodal optimization. In: International Symposium on 
Stochastic Algorithms, pp. 169–178. Springer (2009) 

32. Yang, X.S., Hossein Gandomi, A.: Bat algorithm: a novel approach for global engineering 
optimization. Eng. Comput. 29(5), 464–483 (2012) 

33. Yuan, Z., Wang, W., Wang, H., Mizzi, S.: Combination of cuckoo search and wavelet neural 
network for midterm building energy forecast. Energy 202, 117728 (2020) 

34. Zivkovic, M., Bacanin, N., Antonijevic, M., Nikolic, B., Kvascev, G., Marjanovic, M., 
Savanovic, N.: Hybrid cnn and xgboost model tuned by modified arithmetic optimization 
algorithm for covid-19 early diagnostics from x-ray images. Electronics 11(22), 3798 (2022) 

35. Zivkovic, M., Bacanin, N., Venkatachalam, K., Nayyar, A., Djordjevic, A., Strumberger, I., Al-
Turjman, F.: Covid-19 cases prediction by using hybrid machine learning and beetle antennae 
search approach. Susta. Cities Soc. 66, 102669 (2021) 

36. Zivkovic, M., Bacanin, N., Zivkovic, T., Strumberger, I., Tuba, E., Tuba, M.: Enhanced grey 
wolf algorithm for energy efficient wireless sensor networks. In: 2020 Zooming Innovation in 
Consumer Technologies Conference (ZINC), pp. 87–92. IEEE (2020) 

37. Zivkovic, M., Stoean, C., Chhabra, A., Budimirovic, N., Petrovic, A., Bacanin, N.: Novel 
improved salp swarm algorithm: an application for feature selection. Sensors 22(5), 1711 
(2022) 

38. Zivkovic, M., Stoean, C., Petrovic, A., Bacanin, N., Strumberger, I., Zivkovic, T.: A novel 
method for covid-19 pandemic information fake news detection based on the arithmetic opti-
mization algorithm. In: 2021 23rd International Symposium on Symbolic and Numeric Algo-
rithms for Scientific Computing (SYNASC), pp. 259–266. IEEE (2021) 

39. Zivkovic, M., Tair, M., Venkatachalam, K., Bacanin, N., Hubálovskỳ, Š, Trojovskỳ, P.: Novel 
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Chapter 30 
A 4-element Dual-Band MIMO Antenna 
for 5G Smartphone 

Preeti Mishra and Kirti Vyas 

Abstract A four-element planner, dual-band MIMO antenna for 5 generation (5G) 
smartphone application was proposed which can be implemented in wireless hand-
sets. In this research, the design of an H-shaped monopole antenna was developed 
and simulated using computer simulation technology (CST) software. The antenna 
was fabricated on an FR4 substrate with the dimensions of 150 × 75 × 0.8 mm3. The  
two 5G new radio bands, n79 band (4.4–5 GHz), and LTE band 46 (5.1–5.9 GHz) 
are covered by the antenna without using any additional decoupling structure. The 
performance characteristics of the antenna were analyzed, including the reflection 
coefficient, radiation pattern, envelope correlation coefficient, and efficiency. The 
antenna displayed excellent characteristics, such as good impedance matching (return 
loss > 10 dB), high isolation (> 18.8 dB), high efficiency (> 60%), and low envelope 
correlation coefficient (ECC, < 0.03) across the operating frequencies. The proposed 
MIMO antenna is simple and compact, leaving enough space inside handheld mobile 
terminals for the integration of other circuits. 

Keywords Four element · 5G ·MIMO antenna · Smartphone application 

30.1 Introduction 

The utilization of multiple input, multiple output (MIMO) technology is aimed at 
addressing the need for increased data rates by improving channel capacity and spec-
tral efficiency [1]. However, to enable MIMO technology, mobile devices must have 
multiple antenna elements. Incompatibilities between the size of MIMO antennas and 
the available space within mobile devices limit element separation and bandwidth, 
resulting in lower transmission speeds and making MIMO antennas less desirable.
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As a result, there has been increasing interest in recent years in how to build wide-
band MIMO antennas with acceptable isolation in mobile devices of limited size. 
Various methods have been used to enhance the performance of the antenna [2–30]. 
If in the mobile device MIMO antenna position is fixed, on the one hand, the simplest 
decoupling method is to expand the distance between the antennas, and reducing the 
antenna element’s size is a way to increase physical distance within a given area if 
gain and bandwidth had to be compromised on the spot [2, 3]. Another approach is 
to decrease the density of antenna elements in an area and increase the spatial sepa-
ration between them to maintain gain and bandwidth [4–10]. But it tolerates channel 
loss. However, other researchers were focused on improving element segregation 
by including decoupling structures [11–15], which are used for improving isolation. 
On the other hand, new portable gadgets are getting thinner and lighter, requiring 
greater computing power [16]. In fourth generation (4G) and 4G long-term evolution 
(LTE) technologies. The MIMO antenna system based on four elements is used for 
achieving high data rates. 

Additionally, they are extensively utilized in modern cellular technologies [17– 
19]. Yang et al. [18] proposed a 4-element MIMO antenna design with folded box 
shape for mobile LTE devices. A decoupling structure consisting of ground slots and 
L-branches was employed to promote isolation between the elements. This architec-
ture makes things more complicated and restricts the potential uses of emerging tech-
nology, like 5G, in current gadgets like tablets and smartphones. Choi et al. proposed 
a 4-element reconfigurable link loop antenna system for long-term evolution (LTE) 
technology [19]. 

Xu et al. [20] presents correspond to a hybrid arrangement with four elements 
printed on the sides and corners of the case with an ECC of no more than 0.3 between 
the two radiating elements. However, due to the complexity of the design, such hybrid 
structures have limited practical applications. Future mobile device antenna systems 
will be provided with a variety of designs, assemblies, and chassis thanks to the 
studies (mentioned above). In [21] or wideband applications, a dielectric resonator 
antenna in the shape of an H is described. Despite having a straightforward structure, 
the antenna’s size prevents it from being used in chassis applications. 

The main goal and impetus of this research are to investigate an antenna system 
that can meet various criteria for 5 generation technology such as data speed, low 
latency, and bandwidth [22–30]. The contributions of MIMO systems proposed to 
address these features are as follows:

• We have developed a simple monopole radiating four-element MIMO antenna for 
5G technology which can operate in the frequency spectrum below 6 GHz (LTE 
band 43).

• Without the use of any decoupling structures or techniques, a low level of isola-
tion between the radiating parts is accomplished, providing room for additional 
components and RF parts space for other components and RF parts.

• Additionally, the antenna system is easy to manufacture and integrate with other 
RF systems, components, and subsystems. In addition, the proposed improvement
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mandated that contiguous in-band carrier aggregation should be used to improve 
data throughput. Next, we describe the detailed antenna design of the proposed 
research. 

This research suggests the most straightforward, low-profile, small H-shaped 
monopole antenna that can be employed for future smartphone applications over 
the 5G bands between 4.4–5 GHz and 5.1–5.9 GHz. The 4-port MIMO antenna 
system was created to achieve great isolation without any decoupling structures. The 
planned low-profile unit antenna elements make it simple to fabricate and integrate 
them with the other circuits in the handheld terminal. Additionally, the antennas were 
positioned on corner sides of the ground, providing ample room for the integration 
of other RF components. 

30.2 Antenna Design 

This section explains the functioning of a MIMO antenna by outlining the opera-
tion of a single radiating element. A monopole antenna with an H-shaped design 
was constructed on an FR4 substrate, which is easy to produce, cost-effective, and 
widely accessible. The substrate’s loss tangent and dielectric constant are 4.4 and 
0.02 respectively. One side of the PCB has all the radiating elements, feeding strip, 
and ground plan, and on the other side, the copper is etched. It provides space for 
other RF devices and prevents short circuits in the chassis. To achieve the size of the 
smartphone, a double-sided printed circuit board of 150 × 75 × 0.8 mm3 is used to 
create the proposed system. In Fig. 30.1, proposed antenna system is shown with all 
dimensions. It is significant to remember that the proposed antenna is built to modern 
smartphone commercial standards. 

Figure 30.2 shows the surface current density of the antenna at resonating frequen-
cies for further analysis of the structure’s functioning. Therefore, the proposed work 
can be reliably assumed to be compatible with antenna systems used in modern 
commercial mobile phones. At the corner of the board, the radiating elements are

Fig. 30.1 MIMO antenna system 
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Fig. 30.2 Surface current density (a) at 4.6 GHz (b) 5.1 GHz, when antenna-1 is excited 

situated and have a 50-Ω feed line and share the same ground plane. The proposed 
antenna has a dual-band response at the frequencies 4.6 and 5.1 GHz. Figure 30.2 
shows the surface current density at resonating frequencies for further analysis of 
the structure’s functioning. 

30.2.1 Result and Discussion 

A MIMO antenna system with four ports was built on the FR4 substrate. The front 
and back views of the MIMO antenna prototype are shown in Fig. 30.4. The following 
paragraphs discuss performance measures for return loss, gain, radiation pattern, and 
ECC.
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30.2.2 Parametric Analysis 

The impact of length L1 on the return loss of the antenna is illustrated in Fig. 30.3. 
With a 0.5 mm decrement, the length ranges from 30 to 32 mm. We find that the 
radiation frequency shifts to the right as the length decreases. This is because the 
frequency shifted down the band as the antenna length increased. Five distinct values 
are examined for the length parameter. Similar results may be derived for this inves-
tigation, and the best values for various design parameters are chosen based on these 
parametric analyses.
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Fig. 30.3 Reflection coefficient for various values of L1 

Fig. 30.4 Fabricated prototype
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30.2.3 Fabrication and Measurement 

Computer simulation technology (CST) software based on full wave electromag-
netics is used for designing and simulation of the proposed antenna system, and A 
N5234A PNA-L network analyzer is used to measure the prototype. Figure 30.4 
depicts the suggested MIMO antenna prototype. 

30.2.4 S-Parameters and Radiation Pattern 

The suggested antenna’s S-parameters are described in this section. To measure the 
S-parameters of the suggested antenna, An Agilent Technologies Precision Network 
analyzer (PNA) N5234A was used. Figure 5a displays the reflection coefficients 
obtained from both simulated and measured data. It demonstrates that the antenna 
can resonate at frequencies between 4.4–5 GHz and 5.1–5.9 GHz. It is important 
to note that the system has a 400 MHz (4.4–4.8 GHz) and 500 MHz (5–5.5 GHz) 
impedance bandwidth of 6 dB and is resonating at 4.6 GHz and 5.1 GHz.

Figure 30.5b is depicted the isolation between the antenna elements. It should be 
observed that for both frequency ranges the adjacent antenna elements are isolated 
by more than 12 dB. The maximum isolation between Ant. 1 and Ant 4, for both 
the frequency band is > − 31.8 dB and > 33.4 dB, respectively. Figure 30.5a shows  
some discrepancy between the results (measured and simulated), which is caused by 
measurement setup losses and fabrication tolerances. 

The radiation efficacy and overall performance of the MIMO antennas are shown 
in Fig. 30.6. Figure 30.6a demonstrates that the radiation efficiency for both bands 
is greater than 70%, with the 4.6 GHz frequency band’s overall efficiency ranging 
between 50 and 72% and the 5.1 GHz frequency band’s between 34 and 70% (see 
Fig. 30.6a).

The suggested system’s 4.6 and 5.1 GHz radiation characteristics are shown in 
Fig. 30.7. Figure 30.7a illustrates the far-field patterns for the θ = 0 and ϕ = 90 
planes. It is significant to note that the radiating elements are positioned on the board 
to produce a wideband, quasi-isotropic overall pattern for the system. Wideband in 
this sense refers to the half-power beam width, and isotropic means that radiation is 
uniformly distributed around a sphere. The bulk of the power of the supplied antenna 
emits its power towards the main lobe with directivity, or a maximum directivity of 
6.175 dBi is achieved.
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30.2.5 MIMO Parameters 

The envelope correlation coefficient (ECC) is becoming more significant in MIMO 
systems [22]. It specifies the degree to which the MIMO antenna components influ-
ence one another. In other words, there is minimal to no interference between 
the radiating components, and decreased ECC encourages greater MIMO system 
performance. 

The 3D electric field patterns of radiating elements inside an array were used 
to compute the ECC. Remembering that a uniform incident wave environment 
is assumed, while computing ECC is essential [23]. The ECC result is shown in 
Fig. 30.8. All of the scenarios taken into consideration have an ECC that is consider-
ably below 0.035, which is in line with the international specifications for 5G MIMO 
antenna systems (ECC 0.5).
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Fig. 30.8 Envelop 
correlation coefficient (ECC) 

30.2.6 Comparative Analysis with Published Works 

The differences between the 4- Port 5G MIMO antenna under consideration and the 
earlier studies highlight in Table 30.1. It makes it very clear that the suggested antenna 
covers the 5G new radio LTE band 46 and band n79 without using any additional 
decoupling techniques. The isolation between resonant elements is likewise quite 
good, which reduces design complexity. Indicating improved diversity performance, 
the envelope correlation coefficient value achieved is likewise quite low.

30.3 Conclusions 

The main objective of this research is to suggest a straightforward antenna system that 
can meet the requirements of 5G technology in the sub-6 GHz frequency band. This 
antenna can operate 5G new radio bands: n79 (4.4–5 GHz) and LTE band 46 (5.1– 
5.9 GHz). Each antenna is mounted across a non-ground area measuring 32 mm 
by 8.25 mm. No additional decoupling approach is needed because the antennas 
are carefully positioned on the edges of the substrate. The radiating elements are 
positioned on one side of the board to allow for the integration of other RF components 
and devices. The performance of the suggested system is examined using a variety of 
important operational parameters. Mutual coupling is substantially below −10 dB in 
both bands. The Max. gain of 4.05 dB is achieved at 5.1 GHz, and greater than 2 dB 
gain is achieved for the other frequency. The MIMO antenna’s ECC is far lower than 
the industry norm of 0.035. Additionally, a prototype is made, and it was discovered 
that the actual and calculated findings match very well. Additionally, the provided 
antenna’s modest antenna footprint leaves room for other circuits that are present 
inside the mobile terminal. It is fair to conclude that the suggested MIMO system 
can be used with a variety of wireless technologies in the future.
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Table 30.1 Comparison between the proposed antenna and previously published research 

Reference Bandwidth 
(GHz) 

5G Bands Elements 
Size 

No. of 
antennas 

ECC Efficiency 
(%) 

Proposed 4.4–5.9 
(−10 dB) 

n79, LTE Band 
46 

32 * 
8.25 mm 

4 < 0.03 70–72 

[2] 3.4–3.6 
(−10 dB) 

Partially n77, 
n78 

21.5 × 3 8 < 0.05 62–76 

[15] 3.3–4.2 
4.8–5.0 

Partially n77, 
n78,79 

49.6 * 7 8 < 0.12 62.6–79.1 

[16] 3.4–3.6 
(−10 dB) 

Partially n77, 
n78 

14.2 × 9.4 8 < 0.2 > 40  

[21] 3.4–3.6 
(−10 dB) 

Partially n77, 
n78 

8.5 × 3 6 < 0.15 50–60 

[25] 3.4–3.6 
(−10 dB) 

Partially n77, 
n78 

14 × 6 8 < 0.05 62–76 

[26] 3.3–3.7 
(−6 dB)  

Partially n77, 
n78 

4.6 × 5.6 8 < 0.1 50–70 

[27] 3.4–3.6 
(−6 dB)  

Partially n77, 
n78 

12.5–18.5 8 < 0.2 42–65 

[28] 3.3–5 
(−6 dB)  

n77, n78, n79 10 * 8 4 < 0.018 – 

[29] 3.4–3.6 
(−17 dB) 

Partially n77, 
n78 

20 * 7 4 < 0.1 60–72 

[30] 3.3–3.6 
(−17 dB) 

Partially n77, 
n78 

25 * 7 4 < 0.05 56.2–64.7
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Chapter 31 
Optimization of Controller Parameters 
for Load Frequency Control Problem 
of Two-Area Deregulated Power System 
Using Soft Computing Techniques 

Dharmendra Jain, M. K. Bhaskar, and Manish Parihar 

Abstract It is very difficult to obtain the optimal parameter of controllers for load 
frequency control (LFC) problem of a multiarea power system in deregulated envi-
ronment. Deregulated power system contains multisources and multistakeholders; 
therefore, conventional LFC methods are not effective and competent. The primary 
goal of LFC in a deregulated system is to restore the frequency to its original value as 
soon as feasible while also minimizing uncontracted power flow in tie line between 
neighboring control regions and tracking load balancing contracts. Gains of PID 
controller are required to be optimized in order to fulfill the objectives of LFC. Here 
genetic algorithm as well as particle swarm optimization techniques are presented in 
this paper for optimization of controller parameters in order to achieve the purposes 
of LFC of two-area deregulated system taking suitable objective function that are 
to minimize the frequency deviations of both the areas and to maintain tie line 
power flow according to contractual conditions. System has been simulated under 
MATLAB/Simulink, and dynamic responses have been obtained for many contrac-
tual conditions between GENCOS and DISCOS. It is confirmed by the results that 
the soft computing–based PID controllers are capable of maintaining the frequency 
in the pre-specified range and keep the tie line power flow as per the contractual 
conditions. An analysis has been done by comparing the dynamic responses of the 
system with PSO-based controller and GA-based controller. 
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31.1 Introduction 

LFC has been considered as one of the greatest noteworthy services in the inter-
connected power system. LFC has an important goal to restore the frequency to its 
operational value with maintaining the tie line power flow among the surrounding 
areas to the suitable values as explained by Donde et al. [1] and Dharmendra Jain 
et al. [10]. LFC has been developed as more noteworthy in recent time due to waste 
size and complicated structure of power system. To improve the power system oper-
ation, some major changes have been made in the structure of the power system by 
the process of restructuring the electrical power industry and making it available for 
competition. The main engineering features have been reformulated in deregulation 
process power system while critical ideas are the same. 

In the deregulated power system, every area should first fulfill its own demand 
and aster that it should maintain its contracted power. Any discrepancy between 
the demanded and generated power will lead to a deviation in frequency of all the 
connected areas. Automatic generation control is used to for making balance between 
the generation and power demand. 

The deregulated structure of power system comprises of many GENCOs and 
DISCOs; therefore, a DISCO has the liberty to choose and make a contract with any 
of the GENCO to fulfill if power demand. A DISCO can collaborate with a GENCO 
in any other control area. These types of contracts are termed as bilateral contracts. 
The transactions are monitored by an independent and unbiased entity defined as an 
independent system operator. Ancillary services are controlled by ISO. AGC is also 
one of the ancillary services. LFC is one of the most gainful ancillary services. The 
market player control both the generation and load demand with keeping the stability 
of whole power system under very competitive market and distributed environment. 
LFC plays a critical role and perform unending task in reformed power system. 

A lot of studies have been conducted about various LFC issues in a deregulated 
power system to overcome these situations. Kothari et al. [2] explained the auto-
matic generation control of deregulated power system. Optimum megawatt LFC was 
presented by Elgerd and Fosha [11] and [12]. Decentralized load frequency control 
in deregulated environment was presented by Tan et al. [4]. To solve LFC, many 
of the researchers used PID controllers because of its accuracy and high speed. The 
performance of PID controller directly depends on its parameters tuning as explained 
by Dharmendra Jain et al. [3]. Cohn [9] explained the concept of tie line bias control. 
IEEE report [13] represented operating problems associated with automatic gener-
ation control. Therefore, many researchers like Concordia and Kirchmayer [8] and 
Babahajiani et al. [7] used soft computing–based techniques like neural networks 
and fuzzy logic, honey bee algorithm is used by Abedinia et al. [14], and Sekhar 
et at. [5] and [6] used firefly algorithm or other methods for tuning of parameters 
in order to optimize the gain of controllers. Intelligent demand response contribu-
tion in frequency control of multiarea power systems was explained by Babahajiani 
et al. [7]. Sahoo [16] explained the application of soft computing neural network 
tools to line congestion study of electrical power systems. Reduced-order observer
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method was used by Rakhshani et al. [17]. Abd-Elazim and Ali [15] explained load 
frequency controller design of a two-area system composing of PV grid and thermal 
generator via firefly algorithm. In this paper, genetic algorithm optimization tech-
nique and particle swarm optimization techniques are used to tune the parameters of 
the controller for LFC of two-area interconnected power system in deregulated envi-
ronment. The superiority of PSO-based proposed controller is shown by comparing 
the results with GA-based controller in deregulated power system. 

31.2 Interconnected Power System in Deregulated 
Environment 

Contracts are formed between corporations in a deregulated power market based 
on regulations as well as relationships in order to establish an equilibrium among 
GENCOs and DISCOs. These contracts might be bilateral or it might be Poolco, or 
mix mode of bilateral and Poolco, that is hybrid. According to the Poolco contract, 
each DISCO gets all of its electricity from generators in its own territory. However, 
under the bilateral contract, each DISCO can do business with any GENCO in any 
area. Here in this research work, two areas are considered in deregulated environment 
of power system. Area-1 and area-2 are made up of two thermal generation units in 
each area. 

In the deregulated power system, generation companies (GENCOs) have freedom 
to participate or not to participate in AGC task, whereas distribution companies 
(DISCOs) can make contracts with any of the GENCOs in their own or other areas. 
Due to this freedom, DISCOs and GENCOs may have many possible combinations 
of contracts between them. The concept of distribution participation matrix (DPM) 
is used here to express possible contracts in the two-area deregulated model. DP 
matrix can be defined as a matrix with GENCO represents the rows, number of rows 
equal to the number of GENCOs and DISCO represents the column, the number of 
columns equal to the number of DISCOs in the system. Here a new term contract 
participation factor (cpf) is defined which can be given as entity in the DPM that 
represents the portion of a DISCO total contracted load demands being met by a 
GENCO as explained by Donde et al. [1]. This must be noted that the addition of all 
the entities of a column in DP matrix is always one. If a DISCO j demands power 
from a GENCO1, this will give the ijth entity of the DP matrix and will be represented 
by cpfij. 

A two-area power system in deregulated environment has been considered here. 
Two GENCOs are there in each area and also each area has two DISCOs. Also, it is 
assumed that area-1 consists of GENCO1 and GENCO2 and DISCO1 and DISCO2 
as shown in Fig. 31.1.

The DP matrix for this can be given as shown in Eq. 31.1.
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Fig. 31.1 Schematic of a two-area system in restructured environment

DP  M  = 

⎡ 

⎢⎢⎣ 

cp f  11 cp f  12 cp f  13 cp f  14 
cp f  21 cp f  22 cp f  23 cp f  24 
cp f  31 cp f  32 cp f  33 cp f  34 
cp f  41 cp f  42 cp f  43 cp f  44 

⎤ 

⎥⎥⎦ (31.1) 

If there is any change in load demand of a DISCO, it is represented as a local load
ΔP in the same area to which DISCO belongs. Therefore, the local loads ΔPL1 and
ΔPL2 for area-1 and area-2 should be replicated in the power system AGC block 
diagram. The area control error must be distributed in all GENCOs in the proportion 
of their participation as there are many GENCOs in each area. ACE participation 
factors (apfs) is defined as coefficients which distribute ACE to GENCOs according 
to participation. Sum of all apfs of a column is unity as shown in Eq. 31.2. 

Note that 
m∑
i=1 

a j i  = 1 (31.2) 

Participation factor of i-th GENCO in j-th area is represented by the term aji and 
number of GENCOs in j-th area is represented by the term m. 

Equations 31.3 and 31.4 represent scheduled tie line power flow.

ΔPtie1-2 scheduled = (demand of DISCOs in area-2 from GENCOs in area-1 ) 
− (demand of DISCOs in area-1 from GENCOs in area-2 ) 

(31.3)

ΔPtie1-2 scheduled = 
i=2∑
i=1 

j=4∑
j=3 

CP  Fi jΔPL  j − 
i=4∑
i=3 

j=2∑
j=1 

CP  Fi jΔPL  j (31.4) 

The tie line power error ΔPtie1-2, error at any given time, is defined as in Eq. 31.5.

ΔPtie1-2,error = ΔPtie1-2 actual − ΔPtie1-2,scheduled (31.5) 

As the actual tie line power flow reaches the actual value, ΔPtie1-2, error tends to 
zero in the steady state condition. Respective ACE signal is generated using this error 
signal which is same as in the traditional situation. ACE for area-1 and area-2 are 
shown in Eqs. 31.6 and 31.7, respectively.
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AC E1 = B1Δ f1 + ΔPtie1-2,error (31.6) 

AC E2 = B2Δ f2 + ΔPtie2-1,error (31.7) 

where

ΔPtie1-2,error = −
(
Pr1 
Pr2

)
ΔPtie1-2,error (31.8) 

And Pr1, Pr2 are the rated powers of areas 1 and 2, respectively. 
Therefore, 

AC E2 = B2Δ f2+ ∝12 ΔPtie1-2,error (31.9) 

where 

∝12= −
(
Pr1 
Pr2

)
(31.10) 

The Eqs. 31.11 and 31.12 represent contracted power supplied by i-th GENCO in 
a two-area system.

ΔPi = 
n disco=4∑

j=1 

CP  Fi jΔPL  j (31.11) 

For i = 1,

ΔP1 = CP  F11ΔPL1 + CP  F12ΔPL2 + CP  F13ΔPL3 + CP  F14ΔPL4 (31.12)

ΔP2, to ΔP4 can be calculated easily in the similar manner. 
Figure 31.2 shows the MATLAB/Simulink diagram for LFC issues in two-area 

deregulated power system. Structure of simulation diagram is based on the idea of 
Donde et al. [1] and Jain et al. [3]. Demand signals are shown by dashed lines. The
ΔP1LOC and ΔP2LOC represent local loads in areas 1 and 2, respectively. Whereas
ΔPuc1 and ΔPuc2 represent uncontracted power (if any).

Equations 31.13 and 31.14 show the local power of area-1 and area-2, respectively.

ΔP1LOC  = ΔPL1 + ΔPL2 (31.13)

ΔP2LOC  = ΔPL3 + ΔPL4 (31.14)
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Fig. 31.2 Simulink diagram of a two-area system in restructured environment

31.3 PID Controller 

Three separate controller named as proportional, integral and derivative controller 
when act together, the resultant controller is termed as PID controller. The controller 
output is called as manipulated variable. Equation 31.15 represents the output of the 
PID controller.
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U (t) = MV  (t) = Kpe(t) + Ki  

t∫

0 

e(t)dt  + Kd  
d 

dt  
e(t) (31.15) 

In order to obtain the desired response, the proper values of controller parameter 
required. The process of obtaining the proper values of PID controller parameter is 
called as tuning. 

31.4 Tuning of PID Controller Parameters 

Adjustment of controller gains for desired response of the system is called as tuning. 
The proper values of KP, KI , and KD form a tuned PID controller. The imperfect 
tuning will lead to poor performance of the system. So tuning is very important 
as proper tuning improve the system response on the other hand improper tuning 
degrade the system performance. 

There are numerous methods of tuning of PID controller parameters. Z-N method 
and IMC methods of tuning are used by Jain et al. [10]. But nowadays, soft computing 
methods are more popular due to several advantages. In this paper, GA as well as 
PSO methods are used for the optimization of controller parameters. 

31.5 Genetic Algorithm 

There are many soft computing techniques one of which is genetic algorithms. GAs 
are multipurpose search algorithms that leverage ideas derived from natural genetics 
to solve issues. They have been used effectively to a wide range of scientific and 
technical challenges, including optimization, machine learning, automated program-
ming, transportation difficulties, adaptive control, and so on. Genetic algorithms are 
adaptable systems that strive to learn, adapt, and act like biological or natural entities. 
Figure 31.3 depicts a flowchart that describes the basic mechanism. GA has been 
implemented here to tune the PID controller with the objective to minimizing the 
time multiplied absolute error (ITAE).

The steps involved in tuning PID controller gains are given as below:

Step 1: Identify the transfer function of the plant or or identify the system model. 
Step 2: Initialize controller gains KP, KI and KD, and calculate ITAE. 
Step 3: Obtain the value particle best value (pbest) and global best value (gbest). 
Step 4: Apply mutation to Calculate new population. 
Step 5: Obtain updated particle best (pbest1) and updated global best (gbest1) 
values. 
Step 6: Compare previous and updated particle best values (pbest and pbest1). 
Step 7: Compare previous and updated global best values (gbest and gbest1).
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Fig. 31.3 Flow chart of genetic algorithm

Step 8: Obtain the updated values of controller parameters KP, KI & KD, and find 
out the response for the system.
Step 9: If stopping criteria reached or maximum number of iterations reached: 
stop otherwise go to step 4. 

31.6 Particle Swarm Optimization Technique 

Eberhart and Kennedy developed a optimization technique which is popularly known 
as particle swarm optimization (PSO) technique. It is inspired by the communal 
conduct of schooling fish or swarming birds. In this study, it is used to explore the 
search space of a given issue in order to determine the best gain values of controller 
parameters necessary to meet the LFC objectives. PSO starts with a set of random 
particles (solutions) and then updates the solutions to get the best gains. Each particle 
is represented by two vectors, i.e., position ‘xi’ and velocity ‘vi’.



31 Optimization of Controller Parameters for Load Frequency Control … 393

The position of every single particle at any given time is seen as a solution to 
the challenge at hand. The particles then fly about the search region, changing their 
speed and position to locate the optimal place at each time. All of the particles have 
fitness values that are evaluated by the fitness function to be optimized, as well as 
velocities that direct the particles’ flight. Following the current optimal particles, the 
particles fly through the problem space. The position and velocity of the ith particle 
in a physical d-dimensional search space are represented by the vectors shown in 
Eqs. 31.16 and 31.17, respectively 

Xi = [Xi1, Xi2, . . . .Xid ] (31.16) 

Vi = [Vi1, Vi2, . . .  Vid ] (31.17) 

The particles are updated to pbest and gbest, two “best” values that each particle 
has so far attained. The best value that has been attained far by every particle in the 
population, gbest. Pbest is the optimal location that produces the ith particle’s best 
fitness value, and gbesti is the optimal position over the whole swarm population. 
Best values of ith particle are represented by Eqs. 31.18 and 31.19, respectively. 

pbest = [pbest1 i , pbest2 i . . .  pbestd i ] (31.18) 

gbest = [
gbest1 i , gbest

2 
i , . . .  gbestd i

]
(31.19) 

The PSO algorithm updates its velocity and position using the following equation. 
The velocity updating equation is given as in Eq. 31.20. 

vd i ( j + 1) = w( j )vd i ( j ) + c1r1
[
pbestd i ( j ) − xd i ( j)

] + c2r2
[
gbestd i ( j ) − xd i

]
(31.20) 

The velocity at jth iteration can be given by Vd 
i ( j) which is velocity of ‘i’th 

particle in ‘d’th dimension. 
Equation 31.21 is used to update the particle position, once the velocity for each 

particle has been calculated. Each particle’s position will be updated by applying the 
new velocity to the particle’s previous position. 

xd i ( j + 1) = xd i ( j ) + vd i ( j + 1) (31.21) 

The goal of the optimization is to reduce the integral of time multiplied absolute 
error while maintaining the PID gains KP, KI, and KD of the controllers within the 
specified maximum and minimum ranges. This is done by minimizing the fitness 
function. PSO flow chart is shown in Fig. 31.4. The PSO algorithm consists of just 
few steps as shown in flow chart. Steps are repeated till the desired response obtained
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Fig. 31.4 PSO flow chart
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Fig. 31.5 Area-1 frequency 
change 

or some stopping criteria has been reached. Using this, optimized parameters of the 
controllers are obtained.

31.7 Simulation and Result 

The diagram shown in the Fig. 31.2 has been used for simulation purpose. Controller 
based on PSO and GA optimization techniques are used, and dynamic responses 
have been obtained for various contractual conditions. 

31.7.1 Case-I 

It is the base case. Total load demand of all the DISCOs is 0.005 pu MW. Comparative 
responses using GA optimized controller and PSO-based controllers are given in 
Figs. 31.5, 31.6, 31.7, 31.8 and 31.9.

31.7.2 Case-II 

Additional load demand of 0.0025 pu-MW is raised by area-1 at t = 25 s. and it 
is supplied by only GENCO1 of area-1. It is a contract violation case. Compara-
tive responses using GA-based controller and PSO-based controller are shown in 
Figs. 31.10, 31.11, 31.12, 31.13 and 31.14.
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Fig. 31.6 Area-2 frequency change 

Fig. 31.7 Tie line flow of power: Actual and change

31.8 Conclusion 

For the best operation of power system, contracted power and frequency has to stay 
almost constant or should be close to the scheduled values in interconnected deregu-
lated power system. The efficiency, reliability, and operation of a power system have 
influence of frequency variations. Therefore, a proper control strategy is required. 
Soft computing techniques like PSO and GA optimization techniques have been used 
for the optimization of the controller parameters. In order to apply the controller 
and check its responses, simulation model of a two-area interconnected deregu-
lated power system developed in MATLAB–Simulink. Comparative responses using 
various control strategies have been obtained and shown. Comparative analysis shows
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Fig. 31.8 GENCO 
responses of area-1 

Fig. 31.9 GENCO 
responses of area-2

that PSO-based controller provides the best response for two-area interconnected and 
restructured power system as compared to other controllers used in this work.
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Fig. 31.10 Area-1 frequency change 

Fig. 31.11 Area-2 frequency change
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Fig. 31.12 Tie line flow of power: actual and change 

Fig. 31.13 GENCO responses of area-1
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Fig. 31.14 GENCO 
responses of area-2
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Chapter 32 
Quantization Effects on a Convolutional 
Layer of a Deep Neural Network 

Swati, Dheeraj Verma, Jigna Prajapati, and Pinalkumar Engineer 

Abstract Over the last few years, we have witnessed a relentless improvement in 
the field of computer vision and deep neural networks. In a deep neural network, 
convolution operation is the load bearer as it performs feature extraction and dimen-
sionality reduction on a large scale. As the models continue to go deeper and bulkier 
for better efficiency and accuracy there is a rapid increment in storage requirements 
too. The problem arises when performing computation with efficient numerical rep-
resentations for embedded devices. Transitioning from floating-point representation 
to fixed-point could potentially reduce computation time, storage requirements, and 
latency with some accuracy loss. In this paper, an analysis of the effects of quanti-
zation of the first convolutional layer on the accuracy, and memory storage require-
ment with varying bit-width for fixed-point integer values of network parameters 
has been carried out. The approach adopted is post-training quantization with a 
mixed-precision format to avoid model re-training and minimize accuracy loss by 
using root-mean-square-error (RMSE) as a performance metric. Various combina-
tion has been analyzed and compared to find the optimal precision to implement on 
a resource-constraint device. Based on the analysis, the suggested bit-width of I/O 
data for this implementation is selected as. <10,5. > and mid-data be. <20,10. > instead 
of . <16,8.> and . <32,16.> respectively. This combination of bit-widths has reduced 
memory consumption such as BRAM by 10%, DSPs by 98.6% and FFs by 40.27% 
with some accuracy loss. 
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32.1 Introduction 

During recent years, there has been a huge breakthrough in the field of artificial intel-
ligence, and specifically, with computer vision problems like image classification, 
object detection, etc. Ever since the introduction of AlexNet [ 1] by Krizhevsky et al., 
there has been an explosion in deep neural networks and it continues to evolve. The 
computer vision tasks like object classification, detection, and even object tracking 
became possible to achieve using DNN. However, the model size has also increased 
with parameters ranging in millions. Network training is usually carried out with 
GPUs with high memory bandwidth and high computation capabilities. When deal-
ing with inference for an end application, it gets exhausting to perform computation 
on a resource-constrained device like an embedded device or an FPGA. This creates 
a problem when realizing real-time inference where there is a necessity for lighter 
models with smaller memory footprints and lower energy consumption. 

There are quite a few ways to reduce the model complexity and size in order 
to fit in a limited resource environment. Network pruning is one method where 
redundant connections are dropped while little to no effects on accuracy [ 2]. Model 
compression follows a pipeline of pruning, weight quantization, and Huffman coding, 
which collectively reduce the storage requirement by 35.× to 49.× by not affecting 
their accuracy [ 3]. Using mixed-precision for different storage requirements could 
reduce model complexity and storage [ 4]. There are few co-design approaches where 
the network is re-trained with reduced precision for inferencing purposes [ 5]. The 
re-training method ensures that there is minimal loss of accuracy, but this is a separate 
task of analysis and training. We also can achieve reduced network size by applying 
quantization to the trained network just for inference. 

This enables us to avoid the pain of re-training and perform co-design of the 
model with fixed precision with some loss in accuracy. Here in this paper, we ana-
lyze the variable bit-widths for mixed-precision analysis with respect to the accu-
racy and storage requirement for a deep neural network. Typically, deep learning 
models deal with the floating-point data type. Each and every data being calcu-
lated, manipulated, and stored at every layer are floating-point data types. During 
the inference phase, when implementing on resource-constrained environments, if 
we move from floating-point representation to fixed-point representation, it would 
presumably reduce memory footprint and computation efficiency. This conversion 
mechanism is attained by following the quantization scheme. There are two tech-
niques for performing quantization, and one way is to quantize a pre-trained model 
by directly converting the floating-point parameters to fixed-point parameters, which 
might result in some loss of accuracy. The other way is re-training the network with 
quantized parameters in order to maintain the accuracy and convergence point. These 
two methods are known as post-training quantization (PTQ) and quantization-aware 
training (QAT), respectively [ 6]. In this work, we are focusing on the first discussed 
method, as re-training the network requires a lot of work and resources. A thor-
ough analysis of quantization with variable bit-widths and their effect on accuracy 
and resource allocation has been performed here to find an efficient combination of 
fixed-point representation for different parameters.
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32.2 Related Work 

In the recent few years, there has been a lot of work targeting fixed-point implemen-
tation of DNNs. In [ 7], authors have proposed a quantization scheme regarding a 
co-design of training procedure to preserve the model accuracy post-training with 
integer-only arithmetic inference. In their work, they have suggested using of mixed-
point precision for different parameters to ensure the model performance. The work 
done in [ 8], proposes a 4-bit quantization for a pre-trained model and compares 
mean-square-error (MSE) for both weights and activations without re-training of the 
model. 

Wang et al. [ 9] has proposed a fixed-point factorized network (FFN) to convert 
the weights into ternary values, i.e., [. −1, 0, +1] with no re-training required, and the 
resultant network achieved low-bit fixed-point arithmetic operations. Yuan et al. [ 10] 
have implemented a variable bit-width quantization strategy on weights and activa-
tion by grouping layer and channel separately to compare the performance, respec-
tively. Wu et al. [ 11] has proposed a differentiable neural architecture search (DNAS) 
framework to find an optimal neural network architecture from the network search 
space. They have implemented a mixed-precision quantization for different layers, 
but here re-training is also required. Wu et al. [ 12] have proposed partial quantization 
where the precision of sensitive layers is left as float32 to minimize accuracy loss. 
They have also suggested quantization-aware training (QAT) to recover accuracy 
loss. This work is intended to find a workaround to avoid re-training and leverages 
the mixed-precision quantization concept without the need for re-training. 

32.3 Post-training Quantization Scheme 

Quantization could be understood as the mapping of input values from a large set to 
output values of a smaller set. 

32.3.1 Different Types of Quantization 

There are three different types of quantization: (1) Uniform Quantization, (2) Non-
Uniform Quantization, and (3) Hybrid Quantization. 

In uniform quantization, the quantized values are uniformly spaced, and in non-
uniform quantization they might vary, as can be observed from Fig. 32.1 as well. 
The recovery of real values from quantized values is possible and known as de-
quantization, but there is a possibility of some truncation/quantization error. Here 
Eq. (32.1) represents quantization formula where r is real-valued input, S is the scal-
ing factor, and Z is integer zero point and the de-quantization formula is mentioned 
as shown in Eq. (32.2).
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Fig. 32.1 Uniform 
quantization and 
non-uniform 
quantization [ 13] 

.Q(r) = Int(r/S) − Z (32.1) 

.r ' = S(Q(r) + Z) (32.2) 

In uniform quantization, scaling factor S distributes over the range of real values into 
sections that can be calculated as shown in Eq. (32.3) 

.S = β − α

2b − a
(32.3) 

where [. α, . β] refers to the range that we are restricted out quantized values, b is the 
quantization bit-width in order to calculate the scaling factor, we need to choose 
the range, which generally is the maximum and minimum real values. Figure 32.2 
depicts the difference between symmetric and asymmetric quantization. In case of 
asymmetric quantization,. α =.rmax and. β =.rmin, and in case of symmetric quantization, 
.−α =. β = max.(|rmax|, |rmin|). 
Hybrid Quantization Another method of performing approximation for the models 
is layer-wise quantization. In this method, we can have different ranges and scaling 
factors for individual layers and analyze the performance. In this method, we have 
the flexibility to be selective when performing approximation to accuracy-sensitive 
layers, as we can not perform the same aggressive approximation to all the layers. 
We also have an option of performing mixed-precision where we decide different 
precision bit-width for individual layers evaluating the effects on accuracy and other 
parameters. 

Fig. 32.2 Symmetric quantization and asymmetric quantization [ 13]
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32.4 Experiments 

32.4.1 Numerical Representation 

In the numerical representation of fixed-point notation, there is a decimal-point sep-
arating integer values and binary values. In a few cases, there is a sign bit reserved 
for storing the sign and a partition between integer and fraction values as shown in 
Fig. 32.3. In computer architecture, we have a combination [Total bits (T ), Integer 
portion (I)]. When there is a need for low precision representation, the decimal point 
is moved and fixed to some different location with respect to the bit-width as shown 
in Fig. 32.4. 

We can refer to the example in Fig. 32.5 if we have a 32-bit representation, then 
each integer and fraction value is stored in 16 bits. We can analyze the range and 
can come to a conclusion regarding how many minimum bits are required for storing 
the parameters. Here, in the case of a CNN implementation, we first normalize the 
values to fit in the range where we can easily convert the bit representation. In an 
8-bit image, the maximum pixel value goes about 255, so we normalize the range 
using the maximum value. We need to keep the factor in mind when we need to 
compare the accuracy. 

Fig. 32.3 Numerical 
representation in a fixed 
point 

Fig. 32.4 A visualization of 
fixing the  decimal in a  
fixed-point representation 

Fig. 32.5 Normalizing the 
values of a 8-bit image
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Fig. 32.6 A typical convolution operation in a CNN 

32.4.2 Convolution Operation 

In a CNN model, most of the operations are done by a convolution operation. The 
first layer has the maximum computation as it reduces the input image size to a large 
extent as an output feature map. In this work, the first layer of a CNN is targeted, 
intending to find the optimal bit-width to get the best results with the least accuracy 
and memory consumption. 

Figure 32.6 shows a typical convolution operation, where input data is the input 
image fed to the block or an output feature map from the previous layer used as input 
for consecutive layers. The other input parameters are weight which is pre-trained 
parameter and is fetched from the model for individual layers, respectively. If biases 
are available they are also added after multiplying weights and input data and the 
resultant data is accumulated together for the next layer using the Eq. (32.4). 

.y = f

( n∑
i=1

wi j × xi + b

)
(32.4) 

Here in this work, the quantification of the first convolution layer has been focused on. 
The same methodology could work for all the other convolutional layers accordingly 
with a similar analysis. 

32.4.3 Work Done 

Here, a pre-trained model is targeted, and its weights and other parameters are 
extracted from software implementation in Tensorflow. The software implemen-
tation of the network deals with the full precision 32-bit floating-point data type. 
The optimization was intended to get an implementation for resource-constrained 
devices like FPGA boards. In order to fit the entire network, a thorough layer-wise 
analysis was gathered.
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Table 32.1 Architecture of YOLO v3-tiny with all layers and parameters information 

Layer Type Filters Size/strides Input Output 

0 Convolutional 16 .3 × 3/1 .416 × 416 × 3 . 416 × 416 × 16

1 Maxpool .2 × 2/2 .416 × 416 × 16 . 208 × 208 × 16

2 Convolutional 32 .3 × 3/1 .208 × 208 × 32 . 208 × 208 × 32

3 Maxpool .2 × 2/2 .208 × 208 × 32 . 104 × 104 × 32

4 Convolutional 64 .3 × 3/1 .104 × 104 × 64 . 104 × 104 × 64

5 Maxpool .2 × 2/2 .104 × 104 × 64 . 52 × 52 × 64

6 Convolutional 128 .3 × 3/1 .52 × 52 × 64 . 52 × 52 × 128

7 Maxpool .2 × 2/2 .52 × 52 × 64 . 26 × 26 × 64

8 Convolutional 256 .3 × 3/1 .26 × 26 × 64 . 26 × 26 × 256

9 Maxpool .2 × 2/2 .26 × 26 × 256 . 13 × 13 × 256

10 Convolutional 512 .3 × 3/1 .13 × 13 × 256 . 13 × 13 × 512

11 Maxpool .2 × 2/1 .13 × 13 × 512 . 13 × 13 × 512

12 Convolutional 1024 .3 × 3/1 .13 × 13 × 512 . 13 × 13 × 1024

13 Convolutional 256 .1 × 1/1 .13 × 13 × 1024 . 13 × 13 × 256

14 Convolutional 512 .3 × 3/1 .13 × 13 × 256 . 13 × 13 × 512

15 Convolutional 256 .1 × 1/1 .13 × 13 × 512 . 13 × 13 × 256

16 YOLO 

17 Route 13 

18 Convolutional 128 .1 × 1/1 .13 × 13 × 256 . 13 × 13 × 128

19 Up-sampling .2 × 2/1 .13 × 13 × 128 . 26 × 26 × 128

20 Route 19,8 

21 Convolutional 256 .3 × 3/1 .13 × 13 × 384 . 13 × 13 × 256

22 Convolutional 256 .1 × 1/1 .13 × 13 × 256 . 13 × 13 × 256

23 YOLO 

The implementation of YOLO v3-tiny, an object detection model, was tar-
geted here for hardware implementation. Table 32.1 illustrates the architecture of 
YOLO v3-tiny with all the layers and parameters size. The first layer has input image 
size .416 × 416 × 3 is convolved with 16 filters of size .3 × 3, and stride 1 gives an 
output feature map of size.416 × 416 × 16. With respect to quantization, input data, 
and weights are quantized to 16-bit values and stored as data files which are to be 
used in hardware-level programming for the architecture. For hardware-level pro-
gramming, Vivado HLS [ 15] is used with C-level coding. In order to calculate the 
accuracy deviation, root-mean-square-error (RMSE) has been calculated at every 
stage to find the best-suited bit-width for the implementation.
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32.5 Results and Discussion 

We have implemented the first layer of convolution with variable bit-width for input 
data, mid-data, and result has been observed by comparing with golden output data. 
The variable bit-width selected here ranges depending on the use case. However, it 
should be kept in mind that the mid-data type is actually used to store accumulated 
value, which is usually followed after multiplication and addition. Therefore, a thumb 
rule is to double the size of input data. 

32.5.1 Input-Output Width Varying with Mid-Data Width 
Constant 

Here, the first condition under study is the analysis of varying input/output bit-width 
and keeping mid-data bit-width constant at . <32,16. >. The input/output width is 
varying from . <16,8.> to . <8,4. >. The observations have been tabulated and plotted 
in graph for visualization. As shown in Table 32.2, RMSE has drastically increased 
for lower bit-width data as the bit-width of I/O data is reduced. However, memory 
consumptions (BRAM, DSPs, and FFs) have reduced, but LUTs have increased after 
decreasing the I/O bit-width, respectively. Here, there is no effect in latency as the 
datapath of the design is not modified, only the input memory size. In Fig. 32.7, the  
graph is plotted with different Y -axis dimensions to incorporate all deviations in a 
single graph. For BRAM, DSPs, and RMSE, the graph is to be visualized with the 
right-hand and for FFs and LUTs with the left-hand Y -axis, respectively. 

32.5.2 Input-Output Width Constant and Mid-Data Bit-Width 
Varies 

The second condition for the analysis of varying mid-data bit-width and keep-
ing input-output bit-width constant at . <16,8. >. The mid-data width is varied from 
. <32,16.> to. <16,8. >. The observations have been tabulated and plotted in the graph 

Table 32.2 Table illustrating RMSE and resource consumption for I/O bit-width varying with 
mid-data bit-width constant table 

I/O data Mid data BRAM DSPs FFs LUTs Latency (ms) RMSE 

bit-width width 

. <16,8.> . <32,16.> 120 146 41620 28429 14.550 0.0469 

. <14,7.> . <32,16.> 120 146 36732 31757 14.550 17.472 

. <12,6.> . <32,16.> 120 146 31852 31581 14.550 25.194 

. <10,5.> . <32,16.> 108 2 27376 40662 14.550 45.194 

. <8,4.> . <32,16.> 96 2 18091 36966 14.550 1119.868
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Fig. 32.7 Graph showing resource consumption and RMSE for input-output width varying with 
constant mid-data width respectively 

Table 32.3 Table illustrating RMSE and resource consumption for constant input-output width 
and varying mid-data width 

I/O data Mid data BRAM DSPs FFs LUTs Latency (ms) RMSE 

bit-width width 

. <16,8.> . <32,16.> 120 146 41620 28429 14.550 0.0469 

. <16,8.> . <28,14.> 120 146 49557 33203 14.550 0.0465 

. <16,8.> . <24,12.> 120 146 48681 33035 14.550 0.0447 

. <16,8.> . <20,10.> 120 146 46997 32623 14.550 0.0368 

. <16,8.> . <16,8.> 120 146 46042 28987 14.550 0.0 

for visualization. In Table 32.3, we can see as we reduce the bit width of mid-data, 
there are no changes in BRAM and DSPs however, some fluctuations in the FFs and 
LUTs are observed. The major observation is the RMSE value. We can observe here 
that it continues to maintain its value and for the lowest bit-width, it has a negligible 
error. From this analysis, we can conclude here that there is no harm in fine-tuning 
the bit-width combinations given some deviations in memory consumption. Here 
also, there is no effect in latency as the datapath of the design is not modified, only 
the input memory size. In Fig. 32.8, the graph is plotted with different Y -axis dimen-
sions to incorporate all deviations in a single graph. For BRAM, DSPs, and RMSE 
the graph is to be visualized with the right-hand and for FFs and LUTs with the 
left-hand Y -axis respectively. 

32.5.3 Both Data Type Width Varies 

This section deals with the analysis of varying both I/O bit width and mid-data type 
bit width. The I/O data width is varied from. <16,8. > to. <8,4. >and the mid-data width 
is varied from. <32,16.> to . <16,8. >. Here, we have kept the mid-data width double 
of I/O width to avoid any saturation loss. The observations have been tabulated and
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Fig. 32.8 Graph showing 
resource consumption and 
RMSE for constant 
input-output width and 
varying mid-data width 
respectively 

Table 32.4 Table illustrating RMSE and resource consumption for proportionally varying both 
input/output and mid-data and bit-width 

I/O data Mid data BRAM DSPs FFs LUTs Latency (ms) RMSE 

bit-width width 

. <16,8.> . <32,16.> 120 146 41620 28429 14.550 0.0469 

. <14,7.> . <28,14.> 120 146 36728 28637 14.550 17.472 

. <12,6.> . <24,12.> 120 146 31849 28053 14.550 25.194 

. <10,5.> . <20,10.> 108 2 24859 31257 14.550 47.313 

. <8,4.> . <16,8.> 96 2 20444 25735 14.550 1167.70 

plotted in graph for visualization. In Table 32.4, we can see as we reduce the bit-
width memory consumption also reduces; however, LUTs have spiked in between. 
But RMSE has constantly been increasing. Here again, there is no effect in latency 
as the datapath of the design is not modified, only the input memory size. 

In Fig. 32.9, the graph is plotted with different Y -axis dimensions to incorporate 
all deviations in a single graph. For BRAM, DSPs, and RMSE, the graph is to be 
visualized with the right-hand and for FFs and LUTs with the left-hand Y -axis, 
respectively. 

Based on the carried work, we can comprise the findings as it is safer to maintain 
the ratio of mid-data type and I/O data type in order to avoid any quantization loss or 
saturation loss. After comparing all the observations, we selected the optimum bit-
widths combination as. <12,6. > and. <24,12. > for I/O and mid-data type respectively, 
as it has all the favorable parameter at the desired range.
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Fig. 32.9 Graph showing 
resource consumption and 
RMSE for varying both 
input/output and mid-data 
and bit-width respectively 

32.6 Conclusion 

Fixed-point-based implementation is required when end applications are intended to 
run on a resource-constrained device. It reduces the storage requirement, however 
with a comparable impact on the accuracy of the network. In this work, it has been 
observed that using mixed-precision bit-width has reduced the memory consump-
tion for combination for I/O data and mid-data bit-width. <10,5.> and. <20,10.> has 
reduced the memory consumption for BRAM, DSPs, and FFs by 10%, 98.6%, and 
40.27% respectively however the LUTs have increased by 9.9% with comparable 
accuracy loss. The other best mixed-precision combination . <12,6.> and . <24,12. >
have reduced memory consumption for FFs and LUTs by 23.4% and 1.3% respec-
tively and a lesser accuracy loss. Based on the above metrics and data, we can con-
clude that fine-tuning the data storage requirements could be achieved by restricting 
the data size in the design, and it has be an informed decision in terms of accuracy 
analysis and other resource utilization metrics. 

In CNN, every individual layer performs a different level of feature extraction. 
In order to perform the efficient implementation of deeper networks onto resource-
constraint devices, similar layer-wise analysis could be performed to find the most 
fitted precision for all layers respectively. 
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Chapter 33 
Non-linear Fractional Order Fuzzy PD 
Plus I Controller for Trajectory 
Optimization of 6-DOF Modified 
Puma-560 Robotic Arm 

Himanshu Varshney , Jyoti Yadav, and Himanshu Chhabra 

Abstract The purpose of this research is to employ non-integer order calculus to 
enhance the control action of the non-linear fractional order fuzzy PD plus I (FOFPD 
+ I) controller. To operate a non-linear 6-DOF Puma 560 robotic arm, a FOFPD 
+ I controller is developed and implemented. Fractional order fuzzy proportional 
derivative (FOFPD) and fractional order fuzzy integral (FOFI) controllers are used 
to create the proposed controller. Because of the non-linear gains, the proposed 
control approach preserves the linear structure of the fractional order proportional 
derivative plus integral (FOPD + I) controller while still providing adaptive capa-
bilities. Further, the PID controller is also derived to compare with the FOFPD + I 
controller. Both, FOFPD + I and PID controller’s parameters are optimized using 
non-dominated sorting genetic algorithm-II (NSGA-II). The performance and effec-
tiveness of the presented controller are examined in terms of trajectory tracking, 
tracking error, and robotic arm control efforts. Simulation shows excellent perfor-
mance of FOFPD + I controller over traditional PID and fuzzy logic controllers. To 
be precise, on the current optimal solution, suggested controlling strategy is more 
than 80% efficient than other strategies. 

Keywords FOFPD + I · Puma 560 · Robot dynamics · PID · NSGA-II
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33.1 Introduction 

Robotic manipulators are electronic mechanisms that are composed of numerous 
segments, which interact with their surroundings to carry out tasks. Due to their 
advanced programming, they can perform repetitive tasks at high speeds and with a 
level of precision that surpasses human capabilities [1]. Nowadays, robotic systems 
are vastly used in many industries such as the medical industry, automobile industry, 
space research organizations, power plants, and so on, for accurate position tracking, 
pick and place, palletizing, handling, painting and assembly, etc. [2]. Automating 
with robotic manipulators can enhance manufacturing processes by improving effi-
ciency, reliability, and productivity. Therefore, a significant amount of attention has 
been directed toward creating models for robotic manipulators and developing prac-
tical controllers that are simple to implement and produce optimal performance 
[3–5]. Only with tight position control, the effective motion in the robotic arm can be 
achieved. PID controllers are broadly employed because of its simplicity, econom-
ical, and easy implementation. But PID controllers are not capable in controlling 
of non-linear systems. To rectify these drawbacks, various types of adaptive PID 
controllers with auto-tuning capability are available in [6–8]. 

In contemporary control research, the concept of fractional order has garnered 
considerable attention. Fractional order modeling and control, which employs frac-
tional order derivatives and integrals, has been acknowledged as a viable approach 
to effectively tackle numerous robust control issues [9, 10]. Das et al. showed a 
comparative analysis of PID, fuzzy PID (FPID), fractional order PID (FOPID), frac-
tional order fuzzy PID (FOFPID), and controller for a non-linear unstable process 
with delay in [11]. A study showed that the FOFPID controller is more robust and 
effective. Chhabra et al. designed a FOFPD + I controller for a two-link planar 
robotic arm [12]. The parameters of controllers are optimized by NSGA-II. Results 
showed the effectiveness of the proposed controllers over the PID controller. Further-
more, fractional order operators provide additional parameters to the controller, 
increasing the controller’s design complexity. High control performance of these 
complex controllers can only be achieved by properly optimizing these controllers’ 
parameters. 

Most of the controllers are not self-tunable and are based on specialists’ knowl-
edge rather than precise mathematics. Hence, in this paper, a FOFPD + I controller 
is built, employing accurate mathematical equations while also keeping in mind the 
linear structure property of the PID controller. Controller gains depend on error and 
error rate and are also non-linear in nature, which makes the controller self-tunable. 
The NSGA-II is utilized to optimize FOFPD + I and PID controller’s parameters 
by reducing the Integral Absolute Error (IAE) of the considered objective functions. 
The designed controller’s control performance is analyzed for trajectory tracking 
and control efforts. This paper is divided into the following sections: After a brief 
introduction and literature review in Sects. 33.1 and 33.2 delves deeper into the 
formulation and mathematical modeling of the robotic arm. The mathematical anal-
ysis and implementation of the FOFPD + I controller are covered in Sect. 33.3.
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The NSGA-II optimization technique is described in Sect. 33.4. Trajectory tracking 
performance has been analyzed in Sect. 33.5. Section 33.6 show the conclusion of 
this research and the future scope for the related research, respectively. In the end, 
references are mentioned. 

33.2 Mathematical Modeling of Robotic Arm 

Figure 33.1 shows the schematic diagram of the 6-DOF Puma 560 robotic arm. 
The Puma 560 robotic arm consists of six links (i = 1, 2, . . . ,  6) having mass 
mi with their center of mass located at ri = (

rix , riy , riz
)
and inertia tensor 

Ii = (
Iixx  , Iiyy  , Iizz  , Iixy  , Iiyz  , Iizx

)
respectively, as suggested in [13]. The kinematic 

modeling of a robotic arm is done based on modified D-H (Denavit-Hartenberg) 
parameters which include joint length (a), joint twist (α), joint offset (d), and joint 
variable (θ ). These D-H parameters and the model’s physical parameters are available 
in [14].

33.2.1 Kinematic Modeling 

Kinematic modeling is grounded by the D-H parameters of links to define the position 
of links and the end effector. By using the general transformation matrix, we can easily 
calculate the actual transformation matrices (i−1Ti ) according to D-H method for 
(i = 1, 2, . . . ,  6). By using these transformation matrices, we can easily formulate 
the dynamic model of the Puma 560 robotic arm. 

33.2.2 Dynamic Modeling 

Dynamic modeling is done by using the Lagrange–Euler formulation. It is based on 
the principle of conservation of energy. For a robotic manipulator, the generalized 
Lagrangian operator (L) is expressed by,  

L = 
1 

2 

n∑

i=1 

i∑

j=1 

i∑

k=1 

Tr
[
(0 Tj−1 Q 

j−1 
j Ti )Ii (

0 Tk−1 Q
k−1 
k Ti )

T
]
q̇ j q̇k + 

i∑

k=1 

mi g
0 T i i r i 

(33.1) 

where Tr operator gives trace of the matrix, q̇ is the joint velocity. 
For the revolute joint,
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Fig. 33.1 Schematic diagram of 6-DOF Puma 560 robotic arm [15]

Q j = 

⎡ 

⎢⎢ 
⎣ 

0 −1 0  0  
1 0 0  0  
0 0 0  0  
0 0 0  0  

⎤ 

⎥⎥ 
⎦ (33.2) 

So, according to the Lagrange–Euler formulation, 

τi = 
d 

dt

(
∂ L 
∂ ̇qi

)
− 

∂ L 
∂qi 

(33.3)
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This leads to a general dynamic equation of a system, which is given by 

τ = M(θ )n×n θ̈ + C
(
θ θ̇

)
n×n θ̇ + G(θ )n×1 (33.4) 

where M(θ ) is the inertia matrix, C
(
θ θ̇

)
is the velocity coupling matrix which 

consists of both centripetal and coriolis components, and G(θ ) is the gravity loading 
matrix, q = θ is used because all joints are revolute joints. 

In the case of a robotic manipulator, (33.4) can be further expanded to a more 
generalized version, which is given by 

τi = 
n∑

j=1 

Mi j  (q) ̈q j + 
n∑

j=1 

n∑

k=1 

hi jk  q̇ j q̇k + Gi (qi ) (33.5) 

for i = 1, 2, 3, …,6 for 6-DOF Puma 560 where 

Mi j  = 
n∑

p=max(i, j) 

Tr
[
dpj  I pd

T 
pi

]
(33.6) 

hi jk  = 
n∑

p=max(i, j,k) 

Tr

[
∂dpj  

∂qp 
Ipd

T 
pi

]
(33.7) 

Gi = −  
n∑

p=i 

m pgdpi 
p r p (33.8) 

di j  =
{

0Tj−1 Q j j−1Ti if j ≤ i 
0 if  j > i 

(33.9) 

∂di j  
∂qk 

= 

⎧ 
⎨ 

⎩ 

0Tj−1 Q j j−1Tk−1 Qk 
k−1Ti if i ≥ k ≥ j 

0Tk−1 Qk 
k−1Tj−1 Q j j−1Ti if i ≥ j ≥ k 

0 if  i < k 
(33.10) 

After solving (33.5) with the help of (33.2), (33.6)–(33.10), the dynamics of 6-
DOF Puma 560 can be described as (33.4). A complete description of all the matrices 
can be found by following the given algorithm as in [16]. 

33.3 Controller Design 

Figure 33.2 depicts the PIλ Dλ controller, from which the FOFPD + I controller is 
derived. FOFPD + I controller is a combination of a FOFPD and a FOFI controller, 
both of which are derived from conventional PDλ and Iλ controllers.
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Fig. 33.2 FOPD + I controller block diagram [12] 

33.3.1 FOFPD + I Controller 

The control law of the FOFPD + I controller can be obtained by adding the FOFPD 
and FOFI control laws algebraically. 

The FOFPD controller’s control law can be expressed as, 

ù PD(n) = K Pe(n) + KDr(n) (33.11) 

where K P = K PD  
P T λ, KD = K PD  

D T λ, r(n) = Dλe(n), n = nT and 

uPD(n) = T −λ ù PD(n) = KuP  D  ù PD(n) (33.12) 

The FOFI controller’s control law can be expressed as,

�uI (n) = KI e(n) + Kr  (n) (33.13) 

where KI = K I I T λ, r (n) = Dλe(n), n = nT and 

uI (n) = T −λ D−λ�uI (n) = KuI  D
−λ�uI (n) (33.14) 

The control law of the FOFPD + I controller will be 

uFOFPD+I (n) = uPD(n) + uI (n) = KuP  D  ù PD(n) + KuI  D
−λ�uI (n) (33.15) 

The FOFPD + I controller’s action is expressed by (33.15). The fundamental 
implementation of the FOFPD + I controller is depicted in Fig. 33.3 as a block 
diagram.
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Fig. 33.3 Typical layout of FOFPD + I controller for non-linear system [12] 

33.3.2 Fuzzy Inference System (FIS) 

The basic procedure for designing a FOFPD + I controller consists of three steps: 
(i) fuzzification, (ii) design of the control rule base, and (iii) defuzzification. 

Fuzzification. There are two phases in the fuzzification of the FOFPD + I controller. 
First, the FOFPD and FOFI controller components are fuzzified separately, and the 
two components are then merged to create the required control action. An error 
signal e(n) and a fractional rate of error signal r (n) are both inputs to the FOFPD 
+ I controller, and an output uFOFPD+I (n). Figure 33.4 shows the input and output 
membership functions of both FOFPD and FOFI controllers, where the parameter L 
is greater than zero. 

Control rule base design. The FOFPD controller is subject to the following control 
rules. 

(R1): If e(nT ) = e.p AND r (nT ) = r.n 
THEN FOFPD-output = o.p 

(R2): If e(nT ) = e.n AND r (nT ) = r.p 
THEN FOFPD-output = o.n 

(R3): If e(nT ) = e.n AND r (nT ) = r.n 
THEN FOFPD-output = o.z 

(R4): If e(nT ) = e.p AND r (nT ) = r.p 
THEN FOFPD-output = o.z

Fig. 33.4 a Membership functions for both inputs and b membership functions for output for both 
FOFPD and FOFI controller 
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where e(n) = (RT − y) denotes error, r (n) denotes fractional error rate of order 
λ, “FOFPD-output” denotes FOFPD output ù PD(n), “e. p” denotes “positive error,” 
“r.n” denotes “negative fractional error rate,” and “o.z” denotes “zero output.” 

The following rules, on the other hand, are outlined for FOFI controllers. 

(R5): If e(nT ) = e.p AND r (nT ) = r.n 
THEN FOFI-output = o.z 

(R6): If e(nT ) = e.n AND r (nT ) = r.p 
THEN FOFI-output = o.z 

(R7): If e(nT ) = e.n AND r (nT ) = r.n 
THEN FOFI-output = o.n 

(R8): If e(nT ) = e.p AND r (nT ) = r.p 
THEN FOFI-output = o.p 

Here, FOFI output �uI (n) is referred by “FOFI-output.” 
Rule R1 will be triggered along with R5, rule R2 will be triggered along with 

R6, and so on, because both FOFPD and FOFI controllers have the same inputs. 
As a result, the controller must continue to increase the system output. The upward 
movement of the FOFPD controller can be maintained in rule R1 by maintaining 
positive output. The rest of the rules are obtained in the same way. 

Defuzzification. We employed the “center of mass” technique for the defuzzification 
of output from FOFPD and FOFI controllers.

�u(n) =
∑

(input membership value * output membership value)
∑

input membership value 
(33.16) 

The inputs of the proposed controller’s FOFPD and FOFI components, error, and 
error rate are separated into 20 adjacent input combination (IC) regions. Figure 33.5 
shows the regions in which the input error signal is displayed against the input error 
rate. The suitable control laws FOFPD are evaluated using rules (R1)–(R4) and IC 
regions. 

Fig. 33.5 IC regions for 
both FOFPD  and FOFI  
controller
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In IC3 region, both the inputs, i.e., error and error rate, lie in the range [0, L], 
and hence, according to Fig. 4a, condition e.p > 0.5  >  r.n is satisfied. Now, Zadeh’s 
logical “&” is used to get the minimum [17]. 

R1:{“error = e.p & rate  = r.n”} = min {e.p, r.n} = r.n, yields. 

(R1)

{
membership value at input − r.n 
membership value at output − o.p 

(R2)

{
membership value at input − e.n 
membership value at output − o.n 

(R3)

{
membership value at input − r.n 
membership value at output − o.z 

(R4)

{
membership value at input − e.p 
membership value at output − o.z 

Using the above rules and geometry in Fig. 33.5, (33.16) can be used to write 
defuzzified FOFPD controller output in region IC3 as 

ù PD(n) = 
e.p ∗ o.z + r.n ∗ o.p + r.n ∗ o.z + e.n ∗ o.n 

e.p + r.n + r.n + e.n 
(33.17) 

where the value of o.p = L , o.z = 0, and o.n = −L . 
The controller parameters are adaptive and self-tunable in nature which is a func-

tion of the signal |r (n)|. The FOFPD controller’s control law for all IC regions is 
derived as 

ù PD(n) = 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

L(K P e(n)+KDr(n)) 
2(2L−K P |e(n)|) for IC 1,2,5,6 

L(K P e(n)+KDr(n)) 
2(2L−KD |r (n)|) for IC 3,4,7,8 

1 
2 (−KDr (n) + L) for IC 9,10 
1 
2 (K Pe(n) − L) for IC 11,12 
1 
2 (−KDr (n) − L) for IC 13,14 
1 
2 (K Pe(n) + L) for IC 15,16 
0 for IC 17,19 
−L for IC 18 
L for IC 20 

⎫ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

(33.18) 

Similarly, for the FOFI controller, the control law for all IC regions is derived as,

�u1(n) = 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

L(KI e(n)+Kr(n)) 
2(2L−KI |e(n)|) for IC 1,2,5,6 
L(KI e(n)+Kr(n)) 
2(2L−K |r(n)|) for IC 3,4,7,8 

1 
2 (Kr(n) + L) for IC 9,10 
1 
2 (KI e(n) + L) for IC 11,12 
1 
2 (Kr(n) − L) for IC 13,14 
1 
2 (KI e(n) + L) for IC 15,16 
0 for IC 17,19 
−L for IC 18 
L for IC 20 

⎫ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭ 

(33.19)
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33.4 NSGA-II Optimization Technique 

NSGA-II is a multi-objective optimization (MOO) technique that can achieve a 
reasonable trade-off between several objectives that are often in conflict with one 
another. Pareto-optimal front, which indicates the optimum solutions for trade-offs 
between the conflicting objective functions, are used to explain the solution to a 
multi-objective problem. 

w1 =
∑

|e1(n)

∣∣
∣+

∑
|e2(n)

∣∣
∣ +

∑
|e3(n)

∣∣
∣+

∑
|e4(n)

∣∣
∣

+
∑

|e5(n)

∣∣∣+
∑

|e6(n)

∣∣∣ (33.20) 

w2 =
∑

|τ1(n + 1) − τ1(n)

∣∣∣+
∑

|τ2(n + 1) − τ2(n)

∣∣∣

+
∑

|τ3(n + 1) − τ3(n)

∣∣∣+
∑

|τ4(n + 1) − τ4(n)

∣∣∣

+
∑

|τ5(n + 1) − τ5(n)

∣∣∣+
∑

|τ6(n + 1) − τ6(n)

∣∣∣ (33.21) 

where ei (n) and τi (n) are the error signal and control effort, respectively, of the ith 
link. The goal is to find the optimum controller parameters while minimizing the 
conflicting objectives w1 and w2. At the true Pareto-optimal front, NSGA-II gives 
a wider range of solutions and also has greater convergence capability. NSGA-II 
overcomes all of NSGA’s flaws, such as the highly complex computation of non-
dominated sorting, the need of defining the sharing parameter, and the lack of elitism 
[18]. Hence, in this research, NSGA-II is employed for all optimization tasks. The 
algorithm is statistically compared, and for a fair comparison, the algorithm is run 
for 5 independent runs with 25,000 objective function evaluations. The number of 
populations considered is 50 and the number of generations is 500. 

33.5 Results and Discussion 

Non-linearity, vagueness, and other factors increase the complexity of a robotic arm 
in various working environments. As a result, the controller should be capable of 
providing tight position control under both favorable and unfavorable conditions. A 
thorough simulation analysis is carried out to evaluate the robustness of FOFPD + 
I and PID controllers in trajectory tracking. NSGA-II is used to find the optimum 
controller parameters. Did all the simulations in MATLAB and Simulink on an Intel 
core i3-4th generation 1.7 GHz processor backed with 8 Gigabytes of RAM. 4th 
order Runge–Kutta algebraic solver with 1 m-s sample time is utilized in simulations. 
The variation in joint torque is constrained within [−70, 70] Nm, and the reference 
trajectory considered is a quintic polynomial for all the joints as shown below
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RTi (t) = a0i + a1i t + a2i t2 + a3i t3 + a4i t4 + a5i t5 (33.22) 

with a boundary as, 

[RTi |t=0 s, ṘTi |t=0 s, RTi |t=1 s, ṘTi |t=1 s] (33.23) 

where i = 1, 2, …,6 for all the links and RTi denotes the current desired position of 
the ith link. Reference trajectories have the following boundary conditions for all the 
links, 

Link 1: 
[0, 0, pi /6, 0] 

Link 2:
[
0, 0, −π 

4 , 0
]

Link 3: [0, 0, π,  0] 

Link 4:[
0, 0, π 

3 , 0
] Link 5:[

0, 0, π 
4 , 0

] Link 6:
[
0, 0, π 

2 , 0
]

The optimum controller parameters are found in the range [0 500] for K Pi , KIi , 
KDi , Ki , KuP  Di and KuIi and [0 1] for the fractional operator λi . For all FIS, the 
value of L is taken as 1. Fuzzy input and output gains will do all the required 
scaling. Figure 33.6 shows FOFPD + I controller implementation on 6-DOF Puma 
560 robotic arm in which the FOFPD + I subsystem is implemented according to 
Fig. 33.3. Figure 33.7 shows the Pareto fronts of the FOFPD + I and PID controller 
which gives us the optimum controller parameter values. Figures 33.8, 33.9, and 
33.10 show the suggested controller in action on the 6-DOF Puma 560 robotic arm. 
Figure 33.11 shows the locus of end effector X, Y, and Z coordinates in the 3D 
workspace. Table 33.1 shows the optimum parameters found by NSGA-II for the 
FOFPD + I and PID controllers. Table 33.2 shows the individual IAE of all 6 joints 
of the 6-DOF Puma 560 robotic arm in the case of FOFPD + I and PID controllers. 

Fig. 33.6 Simulink implementation of FOFPD + I controller on modified 560 robotic arm
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Fig. 33.7 FOFPD + I (left) and PID (right) controller Pareto front 

Fig. 33.8 Tracking performance (Trajectories)

The FOFPD+ I and PID controllers for the Puma 560 robotic arm were designed in 
this research work. NSGA-II is used to optimize controller parameters. The objective 
functions are the sum of the IAE of tracking error and the sum of the IAE of change 
in controller output for all 6 links, and the controller’s performance is analyzed for 
the tracking task. According to the literature, the maximum error can be seen as more 
than 0.08 radians in time 0 to 1 s which is for joint 2. While in this research, the 
maximum error came out to be less than 0.05 radians in the case of the PID controller 
and less than 0.002 radians in the case of the FOFPD + I controller in time 0 to 1 s. 
The result shows that the FOFPD + I controller outperforms other controllers.
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Fig. 33.9 Tracking error 

Fig. 33.10 Control effort

33.6 Conclusion and Future Scope 

The present work proposes a non-linear FOFPD + I controller for 6-DOF modified 
Puma 560 robotic arm. The major goal of this work is to provide precise position 
control for a robotic manipulator while minimizing IAE and control effort. The 
NSGA-II multi-objective optimization technique is used to optimize the parameters 
of the controller. Robust analysis of the designed controller is carried out for trajectory 
tracking, change in the boundary condition, uncertainty in model parameters, and 
disturbance rejection. Simulation results demonstrate that the IAE of tracking error in
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Fig. 33.11 Locus of end effector X, Y, and  Z coordinates 

Table 33.1 Optimum 
parameters of designed 
controllers 

Controller parameters FOFPD + I PID 

K P1 500 40.5519 

KD1 0.01 387.637 

KI1 291.21 89.3734 

K1 219.443 – 

KuP  D1 454.457 – 

KuI1 8.69639 – 

λ1 0.77679 – 

K P2 500 500 

KD2 2.17476 496.202 

KI2 207.467 498.709 

K2 236.796 – 

KuP  D2 414.381 – 

KuI2 78.5723 – 

λ2 0.01 – 

K P3 500 56.4563 

KD3 0.01 492.733 

KI3 216.418 32.2016 

K3 6.6071 – 

KuP  D3 500 – 

KuI3 23.2991 – 

λ3 0.878869 –

(continued)
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Table 33.1 (continued)
Controller parameters FOFPD + I PID

K P4 382.569 360.818 

KD4 0.01 234.646 

KI4 100.509 94.7102 

K4 361.699 – 

KuP  D4 71.0559 – 

KuI4 15.4754 – 

λ4 0.94862 – 

K P5 316.777 44.359 

KD5 0.01 500 

KI5 0.01 109.903 

K5 0.228051 – 

KuP  D5 270.635 – 

KuI5 0.01 – 

λ5 0.182211 – 

K P6 236.227 318.727 

KD6 0.01 354.341 

KI6 72.9148 67.1595 

K6 188.189 – 

KuP  D6 336.879 – 

KuI6 0.01 – 

λ6 0.105482 – 

IAE of error 0.000671684 0.045133 

Table 33.2 Individual IAE 
of all the 6 joints of the 
6-DOF Puma 560 robotic arm 

Joint FOFPD + I (10–3) PID (10–3) 

1 0.1216 6.1776 

2 0.2048 31.3486 

3 0.1384 5.9213 

4 0.1423 0.6622 

5 0.0190 0.2806 

6 0.0455 0.7427

the case of the FOFPD + I controller is very less than that of the PID controller. This 
shows the excellent performance of the FOFPD + I controller over traditional PID 
and fuzzy logic controllers. To be precise, on the current optimal solution, the FOFPD 
+ I controller is more than 80% efficient than PID and fuzzy logic controllers [19]. 
The simulation result demonstrates the robustness and effectiveness of the designed 
controller outperforming other controllers for a robotic manipulator.
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Further in future research, different fuzzification strategies for the fuzzy inference 
system can be used. Along with this, the performance of the suggested controller may 
be further enhanced by increasing input and output membership functions. Besides 
NSGA-II, other optimization techniques like, the Spider Monkey optimization 
technique, etc., can be used. 
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Chapter 34 
Solving the Capacitated Vehicle Routing 
Problem (CVRP) Using Clustering 
and Meta-heuristic Algorithm 

Mohit Kumar Kakkar, Gourav Gupta, Neha Garg, and Jajji Singla 

Abstract The capacitated vehicle routing problem (CVRP) is a significant topic in 
distribution networks. CVRP is essentially a subset of the vehicle routing problem 
(VRP). As CVRP has many applications in transport, logistics, and telecommuni-
cations, exact methods are not properly suitable for finding the optimal solution 
to large-scale CVRP problems, so most of the researchers are focusing on meta-
heuristics like genetic algorithms and ant colony algorithms. As the CVRP is an 
NP-hard problem, it means that an efficient algorithm for solving the problem opti-
mally is unavailable. In this paper, approximate optimal solutions to the CVRP are 
generated using a two-phase method with the modified genetic algorithm. Phase one 
includes clustering, and the second phase is based on the genetic algorithm, which is 
a meta-heuristic algorithm used for finding the best solution. The proposed method is 
tested on a set of benchmark instances from the literature. We report computational 
results with this meta-heuristic algorithm on some instances taken from the literature. 
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34.1 Introduction 

VRP stands for “vehicle routing problem.” It is a type of optimization problem in 
which a set of vehicles with limited capacity needs to visit a set of locations to 
perform a certain task while minimizing the total cost or time required to complete 
the task. The aim of VRP is to find an optimal or near-optimal routing plan that 
assigns each vehicle to a set of locations and determines the order in which they 
should be visited. This problem becomes more complex as the number of vehicles 
and locations increases and as additional constraints, such as time windows and 
vehicle load balancing, are added. Various algorithms and techniques have been 
developed to solve VRP, including heuristics, meta-heuristics, and exact methods. 
CVRP, on the other hand, stands for capacitated vehicle routing problem. It is a 
specific type of VRP where each vehicle has a fixed capacity and the total demand of 
the locations visited by each vehicle cannot exceed that capacity. This work presents 
an alternative procedure to solve the capacitated vehicle routing problem. As it is 
a non-polynomial type problem (NP-Hard), the method of a genetic algorithm is 
used as a meta-heuristic to solve it. The range of uses that CVRP offers in fields 
including transportation, networking, logistics, railways, marine, and the military, 
among others, makes it a topic of tremendous interest. The vehicle routing problem 
(VRP), by Reong et al. [1], is defined as an optimization problem in the field of 
operational research and logistics. The capacitated vehicle routing problem (CVRP) 
is an NP-hard problem which examines the solutions in the form of routes for various 
vehicles starting from one initial depot to a set of customers and returning back 
to same depot under capacity constraints of each vehicle. This problem includes 
minimization of total cost of the combined routes for a fleet of vehicles. Since cost 
is closely related to distance, the objective is to minimize the distance traveled by 
a fleet of vehicles with varying constraints. The cost of CVRP is determined by the 
distance between any two points, where the depot-customer locations, the volume of 
requests, and the vehicle capacity are all known in advance. 

This paper proposes a novel approach, clustering-based novel genetic algorithm 
(CNGA), for solving the capacitated vehicle routing problem (CVRP) by combining 
clustering and meta-heuristic techniques. The proposed method first clusters the 
customers based on their geographical proximity and demand and then applies a 
meta-heuristic algorithm to find the optimal routes for the vehicles. It is a two-phase 
method. First phase is based on the implementation of the angle-based clustering, 
and then, the modified genetic algorithm is used to provide a solution to the optimal 
route of each vehicle within each cluster.
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34.2 Literature Review 

In the literature, three different approaches to the solution can be distinguished for 
CVRP: the conventional, heuristic, and meta-heuristic approaches. Standard opera-
tional research techniques such as Branch and Bound or Branch and Cut can be used 
to solve CVRP problems with a small number of nodes, proposed by Naddef et al. 
[2] and Hosoda et al. [3]. The heuristic approach involves developing algorithms that 
are designed to quickly generate high-quality solutions, but without guaranteeing 
that the solution is optimal. Heuristics exploit the problem structure to find near-
optimal solutions, often by iteratively improving a solution as suggested by Otoo 
et al. [4]. Heuristic algorithms are faster than conventional methods and can handle 
larger instances of the problem, but they may not always find the best solution. As 
proposed by Garg et al. [5] and Rani et al. [6], meta-heuristic algorithms include 
techniques such as tabu search, simulated annealing, genetic algorithms, particle 
swarm algorithm, and ant colony optimization. 

In CVRP, a fleet of vehicles with uniform capacities must meet a group of 
customers’ demands through a series of routes that start and end at a shared ware-
house or depot. In recent years, however, so-called “meta-heuristic” approaches have 
emerged that exploits global search strategies for the exploration of the search space. 
The term “meta-heuristic” is defined as “A meta-heuristic is a general problem-
solving strategy or framework that provides a set of guidelines or principles for 
developing heuristic optimization algorithms.” As discussed by Nanda et al. [7], 
meta-heuristics are characterized by their ability to explore large search spaces and 
escape from local optima to find better solutions. Unlike traditional optimization 
algorithms, which are often tailored to a specific problem domain, meta-heuristics 
can be applied to a wide range of problems. They are typically designed to be flexible 
and adaptable, allowing them to be customized and modified for different types of 
optimization problems. Singla et al. [8] presented a novel approach to finding an initial 
basic feasible solution to transportation problems in an uncertain environment. Meta-
heuristic approaches generally incorporate a stochastic component and are generally 
nature-inspired algorithms, i.e., they are designed as an imitation of animal behavior 
or evolutionary processes. Meta-heuristics have been applied to various types of 
vehicle routing problems (VRP), including the capacitated vehicle routing problem 
(CVRP), the vehicle routing problem with time windows (VRPTW), and the multi-
objective vehicle routing problem (MOVRP) as in the work by Gendreau et al. [9] 
and Silvia et al. [10]. A performance evaluation of genetic algorithms and simulated 
annealing for the solution of tsp with profit using Python is presented in the work by 
Garg et al. [11]. 

CVRP is used in a variety of contexts, from logistics company delivery sched-
ules to unmanned aerial vehicle (UAV) deliveries as presented in their work by 
Wang et al. [12], Song et al. [13], and Wang et al. [14]. Prior to employing mixed-
integer programming (MIP) with valid inequalities to solve the TSP for each vehicle, 
employed k-means clustering to assign clients to a heterogeneous fleet of cars as 
proposed by Mostafa and Amr [15]. Fuzzy C-means (FCM) clustering was utilized
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by Shalaby et al. [16] to group customers into groups. They execute their method for 
up to 15 min and then provide the results for cases A-n32-k5, A-n33-k6, A-n36-k5, 
A-n33-k5, and A-n39-k6. In the article Alesiani et al. [17], authors demonstrated an 
efficient version of clustering that considers the constraints of the original problem to 
transform it into a more tractable version. To determine the optimum CVRP solution, 
Zhu et al. [18] presented an updated evolutionary algorithm with fuzzy method-based 
clustering. 

34.3 Problem Description and Methodology 

The capacitated vehicle routing problem (CVRP) is a combinatorial optimization 
problem that involves finding a set of minimum-cost routes to serve a set of customers 
from a central depot using a fleet of vehicles with a limited capacity. The CVRP is NP-
hard because it belongs to a class of problems that are computationally intractable, 
and no known algorithm can solve them in polynomial time with respect to the 
problem size. 

The aim is to minimize the total distance traveled by the vehicles while ensuring 
that each customer is served by a single vehicle and that the total demand of the 
customers served by each vehicle does not exceed its capacity. The problem is 
typically formulated as a mixed-integer programming (MIP) problem, which can 
be solved using optimization software such as CPLEX or Gurobi. However, exact 
methods can become computationally intractable for large instances of CVRP. To 
overcome this challenge, various heuristic and meta-heuristic algorithms have been 
developed to find high-quality solutions for the CVRP. The capacitated vehicle 
routing problem’s main objective is to optimize a set of vehicle routes that satisfy 
each customer’s demand while ensuring that the total number of deliveries along 
each route dos not exceed the truck or vehicle’s capacity and that the overall distance 
traveled is kept to a minimum. As we know that hard constraints are constraints 
in a problem, it must be satisfied for a solution to be considered valid or feasible. 
Violating a hard constraint makes the solution invalid and unusable. The following 
three constraints are hard in our case: 

• Each vehicle departs from the depot and returns there after servicing a portion of 
the customers. 

• Only one specific vehicle visits each customer at a time. 
• No route’s total load may exceed the vehicle’s carrying capability. 

Each vehicle has capacity C and is required to satisfy the n customers, each with 
a positive demand. The objective function including constraints defined as follows, 
which will remain same as the fitness function: 

Minimize 
n∑

i=0 

n∑

j=0 

k∑

v=1 

Xv 
i jCi j (34.1)
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under the following constraints 

n∑

i=0 

k∑

v=1 

Xv 
i j  = 1∀ j = 1, . . .  n (34.2) 

n∑

j=1 

Xv 
0 j = 1∀v = 1, . . .  k (34.3) 

n∑

i=1 

Xv 
i0 = 1∀v = 1, . . .  k (34.4) 

n∑

i=0 

Xv 
i p  − 

n∑

j=0 

Xv 
pj  = 0∀p = 0, . . .  n and v = 1, . . .  k (34.5) 

Yiv  = di
∑

Xv 
j i∀i = 1, . . .  n and v = 1, . . .  k (34.6) 

Equation (34.1) represents the objective function to be minimized. Equation (34.2) 
ensures that each customer must be visited only by one vehicle. Equation (34.3) 
ensures that each vehicle starts only once from the depot, and Eq. (34.4) ensures that 
each vehicle should return to the depot. Equation (34.5) ensures that each vehicle 
reached at the location of the customer, and Eq. (34.6) ensures that the quantity 
delivered to customer i by vehicle v is fully satisfied. 

The solution methodology implemented for the development of the current work 
consists of the following two phases, i.e., generating the vehicle-affected clusters 
and then solving each as a travel agent problem using the novel genetic algorithm 
(GA). 

Phase 1: Creation of the clusters for each one of the vehicle, depending on their 
capacity and location of customers with respect to the depot. 

Phase 2: A solution is given to each cluster established in the previous phase, 
implementing the GA adapted to a problem of optimization of the symmetrical travel 
agent problem. 

34.3.1 Phase 1: Clustering 

Clustering in the capacitated vehicle routing problem (CVRP) is a technique used to 
group customers into clusters based on their proximity to each other. This approach 
is often used to simplify the problem by reducing the number of locations that 
the vehicles need to visit and, thus, improving the computational efficiency of the 
solution. 

The clustering process involves partitioning the customers into a set of clusters 
such that customers in the same cluster are geographically close to each other, and
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customers in different clusters are far apart. Once the customers are clustered, the 
CVRP problem can be solved by treating each cluster as a single location and applying 
the standard routing algorithm to determine the optimal routes for the vehicles to visit 
the clusters. This approach can significantly reduce the complexity of the problem, 
as the number of locations that the vehicles need to visit is reduced, and the solution 
time can be improved. 

Although clustering may seem like an obsolete solution in a scenario dominated by 
evolutionary and memetic algorithms, in the real case, where there are clear benefits 
in terms of computational efficiency and response timeliness, it remains a viable 
option for simplifying the CVRP problem. For the designed system, we are taking 
the k-means algorithm as a basis but making substantial changes to the clustering 
model: 

Modify the distance function so as to create clusters of the desired shape; balancing 
of the nodes within the clusters in order to respect the constraint on vehicle capacity. 
As proposed by Jain et al. [19], the k-means is one of the most famous clustering 
models. The algorithm follows a base iterative procedure with the aim of minimizing 
the variance within the clusters created: Initially, k partitions (number of clusters) are 
created randomly or with certain heuristics; for each partition, a centroid is calculated, 
and all nodes are assigned to the partition with the closest centroid; every iteration, 
the centroids are therefore recalculated and the nodes reassigned, until the algorithm 
converges, i.e., the centroids do not change compared to the previous iteration. The 
Euclidean distance measure is used to calculate the distance between two nodes. 
However, a simple k-means is not suitable for the problem since it tends to form 
globular clusters; ideally, we would like long-limbed clusters, arranged in a radial 
pattern around the warehouse. To do this, we have to operate on the distance function 
used by the algorithm inspired by the work done by Cakir et al. [20], and we define 
the measure of distance between two nodes i and j as 

δi j  = αθi j  + βρi j (34.7) 

where θ ij is the angular distance between the two nodes, i.e., the angle they form 
with the depot, considered as the origin; ρ ij is the radial distance between the two 
nodes; α and β are the respective weights of the two distances, fixed so that 

α + β = 1 (34.8) 

In this way, a higher value of α will make the clusters more circular around the 
warehouse or depot, while a high value of β indicates that customer and depot are 
far away.
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34.3.2 Phase 2: GA Implementation 

In this second phase, the route of each vehicle is optimized by a genetic algorithm 
in every cluster separately. For this, we have used the benchmark “An32k5.” This 
benchmark problem (“An32k5”) is solved by using a genetic algorithm. Genetic algo-
rithms are more adaptable and can deal with a wider range of problems than heuristic 
methods. In order to solve search and optimization issues, genetic algorithms are 
adaptable techniques. They are based on how living things reproduce genetically. 
Darwin proposed that populations change through generations in accordance with 
the concepts of natural selection and survival of the fittest. Genetic algorithms were 
developed independently by several researchers in the 1960s and 1970s. However, 
John Henry Holland is widely credited as the founder of genetic algorithms. Genetic 
algorithms can solve problems in the real world by reproducing this process. Genetic 
algorithm is a stochastic optimization technique. This means that it involves a degree 
of randomness or probability in its operation. According to Zhang et al. [21], the 
genetic algorithm operates by simulating the process of natural selection, where the 
fittest individuals in a population are selected to produce the next generation. The 
randomness comes into play during the selection process, where the fitness of an 
individual is evaluated probabilistically based on some fitness function or objective 
function. Furthermore, genetic algorithm also involves other stochastic processes 
such as mutation and crossover. Mutation involves randomly changing the value of 
some parameters in an individual, while crossover involves randomly combining two 
individuals to produce a new individual. The use of stochastic processes in genetic 
algorithm helps to ensure diversity in the population, prevent premature convergence 
to local optima, and increase the chances of finding the global optimum solution. As 
presented by Garg et al. [22], the genetic algorithm takes two sets of chromosomes, 
called parents, and produces two offspring by exchanging parts of the parents’ chro-
mosomes during the crossover phase. The crossover phase accelerates the process of 
achieving better solutions. In the mutation phase, a single offspring is produced from 
each parent, aiming to maintain diversity in the population and avoid confinement to 
a local optimum. The new generation is created by selecting the best solutions, either 
offspring or parents, according to their quality (fitness) or suitability. A genetic algo-
rithm terminates when the maximum number of iterations is reached, the solution 
stops improving, or an acceptable solution has been found. Figure 34.1 shows how 
the genetic algorithm works in the current work.

The role of the fitness function is to quantify how well each candidate solution 
solves the problem at hand, and it provides the basis for selecting which individuals 
will be used to generate the next generation of solutions. The fitness function takes 
as input a candidate solution represented by a chromosome and outputs a score that 
represents the solution’s quality or fitness. The genetic algorithm uses the fitness 
function to guide the evolution of the population. In each generation, the algorithm 
selects the fittest individuals based on their fitness scores and uses them as parents to 
create offspring for the next generation. During the reproductive phase, individuals 
from the population are selected to interbreed and produce offspring, which, once
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Fig. 34.1 Flowchart of 
genetic algorithm

mutated, will constitute the next generation of individuals. In a genetic algorithm, 
selection is the process of selecting individuals from a population to be used in the 
creation of the next generation. The individuals that are selected are typically those 
that have higher fitness scores or are well-suited to solving the problem at hand. 
In our work, we have used Roulette wheel selection method. In this method, each 
individual in the population is assigned a probability of being selected based on its 
fitness score. Individuals with higher fitness scores are more likely to be selected. 
After selection of two parents, the chromosomes of the two are often joined using the 
crossover and mutation operators. The crossover operator divides the chromosomal 
strings of two chosen parents into two substrings by randomly cutting the threads. 
It combines the genetic material of the selected individuals to create new offspring. 
The crossover operator exchanges genetic material between two parents to create 
new offspring. At each iteration, after recombination, a simple mutation process 
adds a random element to the entire population of the current solution. This mutation 
is an exchange of positions or swap of two random elements of a chromosome. 
This is used as a mechanism of disturbance in order to better explore the space of 
solutions and escape from local optima. Mutation is an important mechanism in 
genetic algorithms for introducing new genetic material and increasing the diversity 
of the population, which helps to prevent premature convergence and improve the 
quality of the solutions found.
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34.4 Results 

We have solved benchmark problem “An32k5” for the capacitated vehicle routing 
problem (CVRP) by using proposed method (CNGA), where a fleet of vehicles is used 
to serve a set of customers with known demand and location. The “An32k5” instance 
is a well-known problem in the CVRP literature and is often used as a benchmark 
to evaluate the performance of optimization algorithms for CVRP. The “An32k5” 
instance is particularly challenging because it involves a large number of customers 
and a limited number of vehicles, which requires effective routing and scheduling 
to minimize the total distance traveled while satisfying the capacity constraint. The 
problem has been extensively studied in the literature, and several approaches have 
been proposed to solve it, including exact algorithms, heuristic algorithms, and meta-
heuristic algorithms such as genetic algorithms and ant colony optimization. But in 
this paper, we have used the modified clustering algorithm and the genetic algorithm 
to get the best solution for the benchmark problem “An32k5.” For this, we have 
implemented this work on Python by using Intel(R) Core(TM) i3-7100 CPU @ 
3.90 GHz on Acer-i3-893 with 4 GB RAM Windows 10 operating system. This 
problem has been solved by using the following parameters and specifications for 
the algorithm: 

Number of clients: 31 
Number of vehicles: 5 
Vehicle capacity: 100 
Optimal solution: 784 
Number of generations: 2500 
Population size: 800 
Percentage of individuals that will inherit by crossing: 80% 
Probability of mutation: 0.07 

After 150 iterations of proposed cluster-based genetic algorithm (CNGA) for 
problem, An32k5 gives the following results as given in Table 34.1. We can say that 
the method provides satisfactory results in reasonable computing times for some 
instances like “An32k5.”

In addition, we compare the outcomes of our strategy CNGA with those of given by 
Shalaby et al. [16], who created a cluster-first route-second method (CFRS) strategy 
in which consumers are first separated into clusters, and each cluster is then individ-
ually solved as a TSP. Fuzzy C-means (FM) clustering was utilized by Shalaby et al. 
[16] to group customers into groups. They execute their method for up to 15 min 
and then provide the results for some benchmark problems like An32k5, An33k6, 
An36k5, An33k5, and An39k6. The results of our method’s (CNGA) solutions and 
their optimality gaps in comparison with the best-known solutions are presented in 
Table 34.2 that follows in our numerical experiments. Here, we can see that our 
method is showing good performance especially in the instance “An32k5,” and in 
the other instances, it is performing almost close to the best solutions.
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Table 34.1 Summary of the 
performed algorithm (CNGA) Characteristics Values 

Number of iterations 150 

Best solution 803 

Worst solution 915.08 

Average of the solutions 850.06 

Best execution time (s) 26.569 

Worst execution time (s) 31.689

Table 34.2 Comparison of 
our CNGA solutions and the 
FM solutions [16] 

Instances Best-known solution CNGA FM [18] 

An32k5 784 803 840 

An33k6 742 771 769 

An36k5 799 860 857 

An33k5 661 690 695 

34.5 Conclusion 

In CVRP, a set of customers with known demand for goods or services needs to be 
visited by a fleet of vehicles starting and ending at a central depot. The problem is to 
find an optimal set of routes for the vehicles such that the total distance traveled by the 
vehicles is minimized while respecting the capacity constraints of the vehicles. In this 
article, a two-phase solution methodology was developed for the CVRP. Based on 
the implementation of the constructive K-means for the generation of the clusters and 
the GA provided a solution to the optimal route of each vehicle within each cluster, 
the enhanced algorithm developed in the current work presents satisfactory results 
in computing times reasonable for some benchmark instances. Taking the analyzed 
meta-heuristic into account, we see that the results obtained were slightly lower than 
the optimum, but not by much and in a reasonable amount of time. The method 
(CNGA) in this paper has presented a satisfactory results in reasonable computing 
times for some instances like An32k5, An36k5, and An33k5. It can be seen that the 
best solution is close to the minimum margin of error of the optimal. So for the meta-
heuristic algorithms, clustering-based genetic algorithm seems to be a very good 
tool for estimating capacitated vehicle routing problem as it provides us optimized 
solutions on time. Overall, the results obtained based on the two-phase meta-heuristic 
method (CNGA) for the vehicle routing problem with capacity constraints allow us 
to conclude that the application of meta-heuristic procedures can present reliable 
behavior in the instances of CVRP.
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The proposed approach has the potential to be applied in real-world trans-
portation and logistics applications to optimize the routing of vehicles and reduce 
transportation costs. 
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Chapter 35 
Drone Watch: A Novel Dataset 
for Violent Action Recognition 
from Aerial Videos 

Nitish Mahajan, Amita Chauhan, Harish Kumar, Sakshi Kaushal, 
and Sarbjeet Singh 

Abstract In recent developments, a lot has been done for computer vision applied 
to human action recognition and violence detection. Although various datasets are 
available for action and violence recognition, there is a clear lack of datasets that 
include non-violent and violent activities simultaneously from an aerial view. A new 
aerial video dataset for concurrent human action recognition, including violence 
detection, is presented in this study. It consists of 60 min of fully annotated data with 
two action classes, namely violent and normal (non-violent). The current dataset 
addresses various factors that are not considered in the existing datasets, like changes 
in the altitude of the drone, changes in the angle at which the video is being captured, 
video captured during motion, changes in frame rates, videos from different cameras 
with different configurations, multiple labels for every subject, and labels for violent 
activities. The resulting dataset is a multifaceted representation of the real-world 
scenarios, which addresses various shortfalls in the existing datasets. The current 
dataset will push forward computer vision applications for action recognition, partic-
ularly automated violence detection in real-time video streams from an aerial view. 
Furthermore, the curated dataset is validated for violence detection using machine 
and deep learning algorithms, namely Support Vector Machine (SVM), Long Short-
Term Memory (LSTM), Bi-Directional LSTM (Bi-LSTM) and Adaptive Boosting 
(AdaBoost). 
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35.1 Introduction 

In the recent past, vision-based human activity recognition (HAR) has gained popu-
larity for numerous applications that require detecting and tracking humans. HAR 
from UAV videos has attracted researchers in the field because of the potential of 
UAVs to tackle the problem of accessing and covering difficult areas like streets in 
slums or narrow pathways in a colony. Violent activity detection in videos captured 
from a bird eye view is a challenging application in developing automated video-
based surveillance systems. Detecting violent activities in public areas is a crucial 
task so as to send automated alerts to public authorities and enable them to take 
appropriate actions. With the emergence of machine and deep learning techniques 
for human action recognition, various approaches have become prevalent in modeling 
violence identification systems. However, in a real-world scenario, the actual data 
and application requirements have become more and more diverse. Thus, violence 
detection systems also need to be more accurate and faster. Various problems arise as 
the distance between the camera and the objects under surveillance increases. Human 
appearance gets degraded due to serious occlusions, and identifying discriminating 
features becomes difficult. Many other issues exist in real life such as abrupt camera 
movements, changes in the angle of the camera, and changes in the height at which 
the drone is flying. Although multiple datasets exist in the art that are crafted using 
video data captured through drones, they have certain limitations as they do not 
take into consideration the problem of constraints associated with dynamic data 
acquisition sources, platforms, and environments. Also, most of the existing datasets 
focus on normal human activities like walking, running, sitting, jogging, exercising, 
etc. In this paper, a novel aerial video dataset that emphasizes recognizing concur-
rent human activities, including violent actions, is proposed. The dataset comprises: 
60 min of fully annotated video-sequence data and contains two classes, namely 
violent and normal (non-violent). To determine the violent acts of humans in the 
videos, actions like punching, pushing, kicking, and throwing are used. The presented 
dataset addresses various drawbacks of currently available datasets and considers 
several factors including changes in the altitude of the drone, changes in the angle at 
which the video is being captured, video captured during motion, changes in frame 
rates, videos from different cameras with different configurations, multiple labels 
for every subject and most importantly violent activities. Furthermore, the perfor-
mance of the violent action recognition system is evaluated on the developed dataset 
by deploying SVM, LSTM, Bi-LSTM, and AdaBoost classification algorithms. The 
following are the major contributions of the proposed research: 

1. A novel dataset for violent activity recognition is proposed. The dataset consists 
of video-sequence data with actions for both violent and non-violent human 
behaviors. 

2. The dataset meets the various dynamic requirements crucial for developing video 
surveillance systems. It addresses the limitations that the existing datasets have 
in terms of UAV and camera configurations, dynamic frame rates, multiple labels 
assigned to single object, and other challenges that are present in the real world.
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3. The study proposes machine and deep learning models to classify human actions 
as violent or non-violent. The model is validated using the developed dataset as 
well as with several open datasets, and provides promising results in terms of 
accuracy and precision. 

Remainder of the paper is arranged as follows. Section 35.2 provides a literature 
review of various existing datasets and approaches to human action recognition. 
Section 35.3 describes the configurational details of the UAV. Section 35.4 explains, 
in detail, the various characteristics and advantages of the developed aerial video 
dataset. Details of the architecture of the proposed drone-based video surveillance 
system and deep learning-based violence detection model are provided in Sect. 35.5. 
Section 35.6 presents the experimental results. Section 35.7 concludes the paper. 

35.2 Related Work 

In this section, we discuss various state-of-the-art datasets and techniques used for 
human activity recognition. 

35.2.1 Datasets for Human Action Recognition 

Soomro et al. [1] introduced a dataset called UCF101 for human activity recogni-
tion. The dataset contains 101 classes for different actions and is composed from 
video data of 27 h (over 13,000 clips). The videos used for the database are chosen to 
include various factors like poor lighting, camera motion, cluttered background, etc., 
to provide diversity to the dataset. A methodology for generating synthetic dataset 
to evaluate HAR systems is proposed by [2] that uses surveys for humans to capture 
their activities and behaviors, and utilizes simulator tools to model and generate 
synthetic sensor-based dataset with labels and time stamps. Authors claimed that 
there is a significant similarity between the developed dataset and a dataset gener-
ated by using actual sensors in real-world scenario. Considering the limitations that 
existing RGB + D-based action recognition datasets have, Shahroudy et al. [3] intro-
duced a large-scale dataset for identifying human activities in RGB + D-based HAR 
systems. The dataset is collected from 40 different subjects and has about 56 thou-
sand videos providing 4 million frames. The 60 distinct action classes are included 
in the dataset, and a novel RNN architecture is proposed by the authors for human 
action classification. Barekatain et al. [4] presented a novel aerial video dataset called 
Okutama-Action for the purpose of concurrent HAR. The dataset comprises of 12 
action classes and addresses many challenges of real-life scenarios such as signif-
icant changes in aspect ratio, abrupt movement of camera, dynamic transition of 
actions, and multiple actions performed concurrently by a person. Authors evaluated 
their dataset by training a model for action detection [5] and took into consideration
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that performance of human activity detection degrades as objects captured through 
UAVs look tilted or distorted. Therefore, to enhance the performance of classification 
and detection models, authors re-trained the CNNs used in YOLOv2 with their own 
manually labeled aerial image dataset. A post-processing technique is proposed by the 
authors for classifying human activities as normal or abnormal. A survey of existing 
HAR approaches is presented by [6]. Authors included both traditional handcrafted 
and well-known deep learning-based action representation techniques for the study, 
and provided their comparisons and analyses. Furthermore, authors discussed about 
public datasets, namely KTH [7], UCF Sports [8, 9], Hollywood2 [10], ActivityNet 
[11], YouTube [12], UCF-101 [1], IXMAS [13], Weizmann [14], and HDMB-51 [15] 
that are available for HAR applications. Focusing on the importance of multi-modal 
datasets for HAR in indoor applications such as healthcare assistant robots, Moncks 
et al. [16] presented a novel dataset captured by four types of sensors that are often 
used in autonomous vehicles and indoor applications. The dataset incorporates nine 
activities performed by 16 volunteers. Authors also proposed a novel algorithm for 
data preprocessing to facilitate dynamic context-dependent feature extraction from 
the dataset that are then used by various machine learning models for posture iden-
tification. Wijekoon et al. [17] created a dataset called MEx: Multi-Modal Exercises 
Dataset by collecting data of seven exercises using four sensors, namely a depth 
camera, a pressure mat, and two accelerometers. Authors implemented this dataset 
to fulfill the requirement for identifying and evaluating quality of exercises performed 
by the patients with musculoskeletal disorders. The modalities captured in the dataset 
are video data, time-series data, and pressure sensor data. The dataset was evaluated 
by the authors on several standard classification algorithms to recognize human activ-
ities. In a survey presented by [18], a description and classification of existing HAR 
datasets is provided for researchers in the field enabling them to choose the befitting 
benchmarks according to their domain of study. A novel Event Recognition in Aerial 
Video dataset (ERA) is proposed by [19] for recognizing events in unconstrained and 
diverse aerial videos for remote sensing applications. A total of 2866 videos were 
collected comprising a dataset with 25 different class labels. Deep learning models 
were trained to validate ERA dataset. Mmereki et al. [20] modified existing pretrained 
CNNs in YOLOv3 [21] through transfer learning by re-training them with their own 
aerial action dataset. Authors customized YOLOv3 for detection and localization 
of human activities from aerial view. Considering the hassle in training deep neural 
networks with a large number of human action videos captured by drones, Sultani 
and Shah [22] explored two alternative sources to collect data for HAR. Authors 
aimed to improve the performance of aerial action classification models with few 
training instances. For that purpose, they collected aerial game action videos from 
video games, and generated aerial features from ground videos using GANs.
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35.2.2 Approaches for Human Action Recognition 

A deep learning-based drone surveillance system is proposed by [23] to identify 
violent humans in a scene. The system in the first phase identifies humans from 
aerial images using feature pyramid network (FPN). Once the human objects are 
detected, their pose estimation is performed by ScatterNet Hybrid Deep Learning 
(SHDL) network model. After the pose estimation phase, SVM model classifies 
human actions as violent or non-violent by utilizing the knowledge of orientations 
among the limbs of the estimated poses. A dataset to train deep learning-based models 
on aerial images to detect human actions is also introduced by the authors [24], and in 
their work, proposed an approach for HAR from UAV-captured videos that work in 
two phases. The first phase is the offline phase in which pretrained CNNs were applied 
to generate human/non-human classification and human activity models. The second 
phase is the inference phase to utilize the generated models to identify human objects 
and classify the activities performed by them. For the purpose of detecting potential 
regions of motions in the videos, scene stabilization is applied within the two said 
phases. The authors evaluated and dated their approach through various experiments 
performed on UCF-ARG dataset and compared the performance of the proposed 
models with existing techniques. Aviles-Cruz et al. [25] proposed a novel CNN-based 
approach for the classification of human activities. Three CNNs, namely coarse, 
medium, and fine CNN, are used parallelly to extract local features. The extracted 
features are integrated into the final classification stage. The proposed approach has 
been applied to recognize angle use movement using a tri-axial gyroscope and a tri-
axial accelerometer installed in a smartphone. The model successfully classified six 
human activities and performed better than certain competitive techniques present in 
the art. A weakly-supervised approach to recognize complex human activities from 
video sequences is proposed by [26] that does not require explicit object detection 
and laborious data annotation. A multi-level contextual model is introduced to fuse 
low-level, mid-level, and high-level features simultaneously, and the recognition 
model is trained using only activity labels for each video. The proposed model 
was evaluated on realistic datasets for identifying human-to-human and human-to-
object interactions. Ramzan et al. [27] presented an exhaustive review of various 
techniques present in the art for detecting violence from videos. Authors categorized 
the detection methods based on the classification model used: using conventional 
machine learning, using SVM, and using deep learning. Video features that are 
important for better classification results are also provided in the paper. Aktı et al. 
[28] proposed a deep network for vision-based violence detection using surveillance 
cameras. The authors trained a CNN model on fight scenes and integrated the trained 
model with Bi-LSTM for fight detection. An attention layer is also added after Bi-
LSTM for improving the performance of the classification model. A new dataset 
for fight detection from surveillance cameras is also presented in the paper. In a 
survey by [29], various CNN models used for violence detection from videos are 
presented along with their advantages and disadvantages. The authors also discussed 
the characteristics of several public datasets available for violence detection. Challa
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et al. [30] proposed a hybrid network architecture that uses CNN and Bi-LSTM to 
classify human activities recognized using wearable sensors’ data. The approach 
presented by the authors requires minimal preprocessing and works directly on raw 
sensor data to capture various local features and long-term dependencies in time-
series data. The model was evaluated and validated on three open datasets and was 
observed to have outperformed other deep learning approaches for HAR present in 
the literature. A deep learning-based unsupervised approach for detecting anomalies 
in crowd surveillance videos is proposed by [31]. The model has two stages, namely 
a CNN auto-encoder and a sequence-to-sequence LSTM auto-encoder, and follows 
a one-class classification approach. The authors evaluated their model on multiple 
benchmark datasets for anomaly detection and reported a significant performance. 
Srivastava et al. [32] created a new dataset for violent activity recognition from 
drone surveillance videos. Videos for the dataset are captured by flying the drones at 
different heights in an unconstrained environment and is annotated with eight action 
classes. Authors proposed an approach for violence detection that first extracts key-
points of detected human objects and then feeds those key-points as features to SVM 
and RF models for human action classification. 

35.2.3 Research Gaps 

According to the literature survey, a few research gaps have been identified and are 
considered while developing the proposed dataset and machine and deep learning 
models for violence detection, and are given as follows. 

1. Although there are datasets available in the art that considers multiple factors 
related to the changes in the physical environment such as lighting, camera 
motion, and object movements, they are not specifically created for the purpose 
of violent activity identification. 

2. On the contrary, the datasets that are accessible for violence detection lack the 
knowledge of various aspects of dynamicity of the real world. 

3. Furthermore, the existing violent action classification models are not precise and 
well matured. Also, they do not track and address how human behaviors and 
postures change over a period of time. 

Therefore, there is a need for a comprehensive dataset that takes into account 
major challenges of data collection, data annotation, and violence recognition. Also, 
a system to detect violent actions from aerial videos is required that is more accurate, 
fast, and reliable so as to enable it to be better utilized in real time.
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35.3 Configurational Details of the UAV 

This section provides the details of the major components of the UAV configured for 
capturing and transmitting the data. The UAV is equipped with a mobile computing 
device with an onboard processing capability and is powered by a backbone of 
high-performance cloud-based servers. High-resolution photo-sensors are mounted 
over the UAV to capture targets on the ground from a wider field of view. The 
captured data is transmitted to Cloud servers in real time over a secure high-speed 
4G-LTE network for further processing. Following are the key hardware, software, 
and networking components of the proposed UAV-based system: 

1. Raspberry Pi: It is a computer-on-a-chip that makes the communication between 
the ground station and the UAV. As the flight controllers work on pulse position 
modulation (PPM) signals, Raspberry Pi converts the digital signals sent from 
the ground station to PPM signals. Also, to transmit the captured data to Cloud 
servers, connection between the UAV and Cloud servers is established using 
Raspberry Pi. 

2. XB Station: It is the software that is used to provide a secure and reliable 4G-LTE 
connection between the ground station and UAV. It provides the facility of low 
latency video streaming from UAV to the ground station using GStreamer [33]. 
XB Station needs to be installed on both the companion computer (Raspberry 
Pi) on UAV and the ground station. 

3. Photo-sensors/Cameras: The Raspberry Pi camera module is used for capturing 
aerial images and videos. The module needs to be connected to and compatible 
with the Raspberry Pi. Other cameras with special features can also be deployed 
as per the desired requirements. 

4. Cloud Servers: The Cloud servers provide services like storage, machine and 
deep learning-based violence detection models, and various analytical tools. Data 
from UAV is processed and analyzed in real-time using these services and can 
be streamed to desired authorities and stakeholders for taking necessary action. 

35.4 Proposed Drone Surveillance System 

This section presents the architecture of the proposed drone control and media transfer 
system in detail. The system can monitor public places, capture videos, and send them 
to the Cloud platform to detect the violence in the videos. This can discover violence 
in public places in time and give early warning to prevent criminal incidents. For 
the detection of fight incidents and violence, the AI models of our system identify 
human objects and label them violent or normal according to their postures and 
interactions among themselves. Once a fight scene is identified (i.e., one or more 
humans in the picture or video are labeled violent), alerts are generated and sent to the 
stakeholders such as Police or other authorities. Figure 35.1 depicts the architecture 
of the drone-based surveillance system for detecting violent activities.
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Fig. 35.1 Drone surveillance system showing the placement of different entities 

35.4.1 Framework of the Violence Detection Model 

Figure 35.2 demonstrates the structure of the proposed violent action recognition 
model. To detect violent activities in a video sequence, frames are first fed to YOLOv5 
object detection model that identifies human objects in the frame and generates 
proposal frame with bounding boxes around the detected humans. Once the proposal 
is generated and objects are localized, a multi-person 2D pose estimation technique 
is applied to extract human key-points. The 17 key-points are extracted to generate 
2D postures for each individual present in the frame, and x, y coordinates of all 
the extracted key-points along with the x, y coordinates of the bounding boxes are 
saved in a CSV file. After saving the key-points, pose normalization is performed 
by changing the numeric values of the x, y coordinates to a common scale. Also, the 
problem of missing key-points arises if the pose estimation algorithm is unable to 
detect key-points due to overlapped or occluded human objects, and this can affect 
the accuracy of the detection models. To mitigate this and create a stable dense 
vector, different techniques have been applied for different models. For SVM and 
AdaBoost, the missing key-points were substituted with the corresponding values 
in the previous frame to provide an approximation. In case of LSTM and Bi-LSTM 
models, an embedding layer is deployed that generates similar key-points for similar
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Fig. 35.2 Model architecture 

human postures. After performing the data preprocessing steps, a dataset of size 
16,400 × 38 is obtained for training the classification models. Following section 
explains the process of model training. 

35.4.2 Model Training 

The classification models are trained for the detection of violence in aerial videos 
on the dataset obtained after preprocessing. The data is split into train and test sets 
with size 12, 300 × 38 and 4, 100 × 38, respectively. The models were trained 
on Nvidia Tesla P100-PCIE-16 GB GPU. The first model trained is an SVM with 
L2 norm regularization called L2-SVM that optimizes the sum of squared errors. 
L2-SVM is chosen as it is differentiable and imposes a bigger loss for points which 
violate the margin. The model has a dense layer with 64 outputs and ReLU activation. 
The 500 epochs are run to train the model with a learning rate of 0.01 and a batch 
size of 10. The loss function used is hinge loss. To train the LSTM model for the 
identification of violent human behaviors, the vector from the embedding layer (as 
given in Sect. 35.4-A) is passed to the LSTM layer with 128 units. The number 
of units deployed has been decided after running multiple experiments. The vector 
from the LSTM layer is fed to a densely connected layer having sigmoid activation 
on the output. The 100 epochs are run for 100 batches with 0.1 learning rate. The loss 
function used in this model is binary cross-entropy. Next model is a Bi-Directional 
LSTM that trains two LSTMs on the input sequence: the first on the input sequence
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as it is, and the second on an inverted copy of the input sequence. This provides 
additional context to the network and results in faster and even fuller learning on 
the problem. A 64 unit forward and 64 unit backward Bi-LSTM is used to learn the 
transition of key-points over 30 units of time. The output of the LSTM layer is then 
fed to the attention layer that takes in a 3D input and outputs a 2D vector. 

Attention mechanism is applied to the network so as to make it capable of remem-
bering and differentiating human actions over a period of time. The output from the 
attention layer is then passed through a dense layer with sigmoid activation and a 0.5 
dropout ratio. The 100 epochs for 100 batches are run with a learning rate of 0.1 and 
binary cross-entropy loss function. Lastly, AdaBoost classifier that has a Decision 
Tree with max-depth 1 as the base estimator is trained. The number of estimators 
used for training is 6, a learning rate of 0.5 is applied, and SAMME.R algorithm 
is adopted for additive model updating. The final output of the system is a video in 
which the humans that are performing violent actions are labeled as “Violence” with 
red colored bounding boxes and those that are performing non-violent actions are 
labeled as “Normal” with green colored bounding boxes, as shown in Fig. 35.2. 

35.5 Details of Drone Watch 

This section provides the major details of Drone Watch for violent action recogni-
tion. Various actions chosen for the purpose of data collection and annotation are 
explained, and the approaches for data collection and annotation are described. 

35.5.1 Action Selection for Violent Activities 

Replicating violence for dataset building poses two challenges: (i) selecting the 
actions to be performed and (ii) executing the actions based on a script. The action 
selection for violence detection is done by analyzing already existing videos of 
the prior art for violence detection that are available on the Internet. The videos 
consisted of various sources ranging from fights in hockey matches, low altitude 
UAV videos of fights [23], CCTV camera captured violence, and media reports. After 
analyzing the videos, the four most common violent actions were identified, namely 
pushing, punching, kicking, and throwing. Furthermore, the actions selected above 
were executed according to a script with different settings. The script was crafted to 
represent the real-world scenarios. An action scene consists of various objects, from 
moving vehicles to stationary objects like benches. In addition to violent actions, 
non-violent actions like running, standing, walking, and laying are also a part of the 
captured scenes. In addition to this, the fight scenes have varied scenarios in terms 
of the number of persons fighting.
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35.5.2 Data Collection and Annotation 

The data collection strategies have been designed by keeping in view that the recorded 
data represents real-world data. In order to assure real-world correspondence of 
the data, existing UAV-captured videos have been thoroughly studied. The angles 
of inclination, speeds, and movements of drones have been studied to determine 
the most widely used parameters. It is observed that the drone videos in the real 
world have different inclinations of capture, the drone’s speed is low, and the drone 
movements are smooth while capturing the videos. The UAV motion is a very crucial 
aspect of the data collection process. Thus, the data videos must have hovering drone 
shots, shots with the drone in motion, including forward, sideways, pitch, and yaw 
movements. To include all of the properties mentioned earlier, the drone pilots were 
given different flight plans. 

In addition to this, the interactions between people in the videos play a crucial 
role. After studying the videos, a script was developed where the actors go in and 
out of the frames, so there are partial occlusions. Also, there are people in the frames 
doing activities other than violence such as walking, laying, sitting, and running. 
Video sequences of 60 min are recorded by the drone from a height of 20–40 m at 
30 fps. Various atomic and group activities are captured depicting both violence and 
non-violence. After the aerial videos have been captured, the next step is to annotate 
the data for classifying violent and normal activities. Annotation is performed on 
the CSV data that is obtained after key-point generation and pose normalization as 
explained in Sect. 35.4. The approach used for annotating the data is frame-by-frame 
annotation. The human object IDs that are indulged in violent activities such as 
punching, kicking, pushing, and throwing are labeled as violent, whereas those that 
are carrying out non-violent activities are labeled as normal. 

35.6 Experimental Results and Analysis 

In this section, the details of experiments and the performance of the classification 
models utilized for detecting violent actions on Drone Watch are presented. The 
proposed drone surveillance system first uses YOLOv5 object detection algorithm to 
identify humans in aerial videos and then passes the localized human objects to the 
regional multi-person pose estimator network to generate their estimated postures. 
These poses and orientations are then used as feature vectors for identifying violent 
human activities. Following subsections discuss the metrics used for evaluating the 
performance of the violent action classification models and the results of the exper-
iments performed. Figure 35.3 shows a few shots from the m the Drone Watch 
dataset.
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Fig. 35.3 Shots from the drone watch dataset 

35.6.1 Evaluation Metrics 

There are several metrics available for assessing and comparing the performances of 
machine and deep learning models such as confusion matrix, F1-score, root mean 
squared error, and log loss. Confusion matrix is the most widely used metric that 
calculates various parameters to assess the functioning of machine learning models 
like accuracy, precision, recall or sensitivity, specificity, etc. In this work, accuracy, 
precision, and recall metrics are calculated for each of the models in order to compare 
their violence detection. 

35.6.2 Results and Discussion 

This section presents the results of the trained models on test set. SVM model 
provides an accuracy of 84.94% with a loss of 34.16% in classifying human actions 
as violent and normal. The precision, recall, and F1-score obtained for SVM are 
85.20%, 85.25%, and 85.22%, respectively. A classification accuracy of 87.21% 
is attained using LSTM model with 30.07% loss. The respective values obtained 
for precision, recall, and F1-score are 87.89%, 87.80%, and 87.84%. For Bi-LSTM 
model, an accuracy of 99.85% is achieved with a loss of 0.50%. The precision, recall 
and F1-score values for Bi-LSTM are 99.90%, 99.80%, and 99.95%, respectively. 
An accuracy of 98.24% is achieved with precision, recall, and F1-score as 98.52%, 
98.52%, and 98.52%, respectively. Clearly, Bi-LSTM classifier outperforms other 
classification models in detecting violence from aerial videos by a decent margin.
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For complex datasets in which violence features change rapidly and frequently, it is 
crucial to understand the context of each frame in respect of the whole video, i.e., 
both the past and future paths. In videos with greater dynamicity and heterogeneity, 
the same series of frames could follow one of several trajectories in the future. Bi-
LSTM potentially acquires a better interpretation of the entire video as it can obtain 
long range context in both forward and backward directions of the time sequence 
of the input, and hence, performs better than other models presented in the study. 
AdaBoost with Decision Tree as base estimator also performs better than SVM and 
LSTM models on the proposed dataset. Each Decision Tree in the model learns and 
collects different information on the features (human actions) such that the final deci-
sion is obtained from a combined knowledge of the estimators. AdaBoost is adaptive 
as the subsequent learners are adjusted in favor of the instances that are misclassi-
fied by previous classifiers. Thus, it provides an optimized performance with better 
efficiency and accuracy. 

35.7 Conclusion 

A multifaceted dataset for concurrent human action recognition and violence detec-
tion from aerial videos is presented in the paper. The dataset comprises of 60 min 
of video data captured using UAVs and is fully annotated with two classes, namely 
violence and normal. Activities chosen to represent violence are punching, pushing, 
kicking, and throwing, while walking, standing, sitting, and laying are normal non-
violent human actions. The proposed dataset addresses various shortcomings of the 
existing datasets and takes into consideration the factors such as abrupt camera 
motion, changes in the altitude at which the drone is flying, changes in the angle of 
the camera, changes in frame rates, multiple labels assigned to a single subject, and 
the like. The proposed dataset is validated by deploying SVM, LSTM, Bi-Directional 
LSTM, and AdaBoost classifier models for detecting violent human behaviors. 
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Chapter 36 
Performance Analysis of Different 
Controller Schemes of Interval Type-2 
Fuzzy Logic in Controlling of Mean 
Arterial Pressure During Infusion 
of Sodium Nitroprusside in Patients 

Ayushi Mallick, Jyoti Yadav, Himanshu Chhabra, and Shivangi Agarwal 

Abstract This research work is on designing an optimum and robust controller to 
improve the infusion of drug in patients during post-operative conditions in order 
to automatically control the mean arterial pressure. The control of mean arterial 
pressure of critically-ill patients is a prominent research field due to its ability 
to lessen recovery time, lower medical costs, and better medical staff manage-
ment by lowering their burden. However, due to uncertainty in patient’s sensi-
tivity toward the drug infused and external disturbance/noise, this is a compli-
cated task. In this work, two efficient controller schemes, interval type-2-fuzzy 
logic controller-proportional integral derivative and fractional order-interval type-
2-fuzzy logic controller-proportional derivative + proportional integral controller 
are presented. For effective optimization of these control schemes, one of the most 
effective nature inspired optimization, cuckoo search algorithm is implemented for 
finding their optimal values of parameters. In the work, simulation results and perfor-
mance index i.e., settling time, overshoot IAE values shows superior performance 
of fractional order-interval type-2-fuzzy logic controller-proportional derivative + 
proportional integral controller over IT2-FLC-PID controller. 
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Interval type-2-fuzzy logic controller-proportional integral derivative 
(IT2-FLC-PID) · Fractional order–interval type-2-fuzzy logic 
controller-proportional derivative plus proportional integral (FO-IT2-FLC-PD + 
PD) · Sodium nitroprusside (SNP) · Cuckoo search algorithm (CSA) 

36.1 Introduction 

The control of MAP within a certain range by infusion of vasoactive drugs such 
as SNP in patients is required in numerous medical circumstances when patient’s 
autoregulation of MAP is insufficient to maintain a certain physiological range of 
MAP [1]. However, the manual regulation of the infusion rates of these drugs in 
patients is a laborious job for clinical personnel, and therefore prone to human error 
[1, 2]. Hence, there is a need for closed-loop drug administration for patients so as 
to improve health care and reduce medical costs [1, 2]. One of the challenges is the 
lack of mathematical modeling that explains the relationship between the change 
in MAP due to SNP infusion in patients. This is by virtue of nonlinear behavior in 
patients due to external disturbance and differences in sensitivity for the same drug 
from patient to patient [1]. 

36.2 Related Work 

Malagutti et al. proposed a control design using RMMAC showing capability to 
avoid transient instability for both variation in time-varying parameters and non-
negative mean disturbances [1]. Sondhi et al. suggested a controller using fractional 
order PI as the control design, which showed better noise rejection [2]. Soltesz et al. 
presented the control design for auto-supervision of MAP of a brain-dead patient 
within a range of [60, 70] mmHg using a robustly tuned PID controller that showed 
satisfactory performance [3]. Su et al. presented a comparative study between the 
MPC-PSO controller and a PID controller, where the MPC-PSO controller handled 
the time delay of the control system better [4]. Silva et al. suggested an embedded 
version of a simple adaptive PI controller for auto-supervision of MAP for a known 
range of patients showing satisfactory performance but with minute overshoot of 4– 
6 mmHg [5]. Tasoujian et al. suggested the MAP regulation via a closed-loop control 
of loop sharing control and an IMC-PID controller showing lower lethargic closed-
loop performance and preserves the bandwidth [6]. Sharma et al. proposed an optimal 
IT2-FLC for auto-supervision of infusion of vasoactive drugs to maintain MAP for 
post-surgical patients. The proposed controller was tested for robustness over time-
varying parameter and adding Gaussian noise at the output of the system [7]. Chhabra 
et al. utilize the fractional order differentiation and integration in designing a vigorous 
nonlinear fractional-order (FO) fuzzy-PD + fuzzy-I controller design, which showed 
great performance in tracking of reference provided to the system and external noise
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rejection in a robotic arm [8]. Nagarsheth et al. proposed different types of PSO-tuned 
fractional-order PID controllers for a MIMO model controlling MAP and cardiac 
output (CO), showing better performance than a PSO-tuned integer-PI controller 
[9]. Kumar et al. presented a comparative study between a fractional-order two-layer 
FLC (FO-TLFLC) and an integer-order two-layer FLC controller tuned using gray 
wolf optimization, showing that FO-TLFLC improves the overshoot, settling time, 
and IAE of MAP [10]. 

36.3 Mathematical Modeling 

The model relating the mean arterial pressure (MAP) to the rate of infusion of drugs, 
i.e., sodium nitroprusside (SNP), in patients is given by [1]:

∑
(s) = �PMAP(s) 

I (s) 
= k(τ3s + 1)e−st  

(τ1s + 1)[(τ2s + 1)(τ3s + 1) − α] 
(36.1) 

where the transfer function of the model is the ratio of the Laplace transform of the 
change in mean arterial pressure (MAP) �PMAP(s) to the Laplace transform of the 
rate of infusion of SNP I (s). This plant model has dependence over time-varying 
parameters K, T, and α, where K is the sensitivity of a patient’s MAP response to 
infusion of SNP, which differs between patients as well as within a patient over 
a period of time, T is a time-delay parameter, and α is the fraction of drug being 
recirculated in the system. These parameters have a range of values within which 
they should be adjusted according to the patient [1]. Richa et al. have taken the value 
to K as −0.25 mmHg/ml/h [7]. Nicolo et al. have explained this plant model as a 
third-order, stable transfer function which consists of three first-order linear systems 
where each linear system represents pulmonary, systemic circulation, and drug action 
[1]. The values of the time constants τ 1 = 50 s, τ 2 = 10 s, and τ 3 = 30 s are known 
and fixed [1, 2]. Malagutti has taken a wide range of K ∈ [−0.25, 9.5] mmHg/ml/h 
so as to be able to describe the response of MAP of a wide range of patients varying 
in conditions [1]. Time-delay parameter is taken as T ∈ (10, 50) and drug fraction 
parameter α ∈ (0.25, 0.75) [1, 7]. 

36.4 Controller Design 

The primary objective of this controller design is to maintain the mean arterial pres-
sure (MAP) at a value of 100 mmHg when an initial input of 150 mmHg, settling to 
100 mmHg in 1 s, is given to the plant [7]. The other desired performance specifica-
tions of the designed controller are a faster rise time, a minimum settling time, the 
lowest possible steady state error, and no overshoot so as to improve the patient’s 
post-operative recovery in some applications of the closed-loop drug administration
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[7]. The limitations of the parameters of the plant model taken into account for our 
existing problem so as to design the controller accordingly are shown as follows [7]: 

1. The mean arterial pressure of the patient should never be below 70 mmHg. 
2. The settling time should be ≤ 10 min and strictly < 15 min. 
3. The MAP response after settling must be within ± 5 mmHg of the final value of 

100 mmHg. 
4. The response of the proposed system should never be oscillatory at any point. 
5. After settling, the value of the MABP should be within the desired limits of [70, 

120] mmHg. 

36.4.1 Interval Type-2 FLC-PID Controller 

Fuzzy PID controllers are frequently suggested as a substitute to conventional PID 
controllers due to their similar nature of input–output relationships [11]. The output 
equation of the PID controller can be expressed as [7]: 

Upid(t) = K pep(t) + Ki

∫
ep(t) + Kd 

dep(t) 
dt 

(36.2) 

where Upid(t) is the output of conventional PID controller and ep(t) is the error 
between the desired output and the measured output of the controller. The gains 
K p, Kd , and Ki are the proportional, derivative, and integral gains of the conven-
tional PID controller. The primary design layout of proposed closed-loop system for 
administering infusion of drug is as shown in Fig. 36.1 [7]: 

The error ep(t) for this controller design can be expressed as: 

ep(t) = DMAPpatient (t) − MAPpatient(t) (36.3) 

where DMAPpatient (t) gives the value of desired MAP and MAPpatient(t) is the measured 
MAP of the patient. In this controller design, an IT2-FLC is placed before the PID 
controller, so that it acts as a pre-compensator for the PID controller. This makes 
the transient performance of the overall control scheme better as IT2-FLC helps to

Fig. 36.1 Design scheme of IT2-FLC-PID controller 
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remove the overshoots and undershoots even in the presence of external noise and 
time-varying parameters [7, 11]. The tuning parameters are the scaling gains used to 
normalize the inputs to the controller so as to bound them in the range of [−1, 1]. 
The KDE  and KE are the scaling gains to the input ep(t) and dep(t) dt . KU is the scaling 
gain for the output of the IT2-FLC controller. The output of the IT2-FLC controller 
can be represented as [7]: 

UFLC(t) = KU ∗ fIT2−FLC

(
KEep(t), KDE  

dep(t) 
dt

)
(36.4) 

where UFLC(t) is the output of the IT2-FLC controller with fIT2 - FLC being a nonlinear 
mapping function of ep(t) and dep(t) dt . Nonetheless, the eventual input provided to PID 
control system is the summation of output of the IT2-FLC controller UFLC(t) and 
the desired MAP signal. The equation is expressed as [7]: 

Ucompfinal (t) = UFLC(t) + DMAPpatient (t) (36.5) 

where Ucompfinal (t) is the final compensated input provided to the PID controller. Using 
this input signal, the error signal to the PID controller is modified as follows [7]: 

emodified(t) = UFLC(t) + Ucompfinal (t) (36.6) 

The PID controller’s output is now modified as follows [7]: 

Upid(t) = K Pflcemodified(t) + KIflc

∫
emodified(t) + KDflc 

demodified(t) 
dt 

(36.7) 

where K Pflc , KDflc , andKIflc are the modified proportional, derivative, and integral 
gains of the PID controller. 

36.4.2 Fractional Order-IT2-FLC-Proportional Derivative + 
Proportional Integral (FO-IT2-FLC-PD + PI) 
Controller 

The blueprint of the proposed controller has two IT2-FLC in two paths is shown in 
Fig. 36.2.

The above controller scheme maintains the linear characteristics of the standard 
PID controller and incorporates the ability of interval type-2-FLC controller to deal 
with uncertain time-varying parameters as well as external disturbance present within 
the patient model [8]. The interval type-2 FLC works with two inputs error ep(t) 
and d

λep(t) 
dt , i.e., the fractional order derivative of error [8, 9]. The scaling gains 

K p, Kd , Ki , andKz are the tuning parameters whose main purpose is to limit the
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Fig. 36.2 Block diagram of (FO-IT2-FLC-PD + PI) controller

range of the input to the IT2-FLC block in the range of [−1, 1] [8, 9]. These additional 
gains Kupd and KuI  are the scaling gains present at the output of each of the IT2-
FLC dependent of input signals [8–10]. These gains have a self-tuning capability in 
set-tracking performance, making the controller to have a faster response time and 
less overshoot. 

Fractional Order-IT2-FLC-Proportional Derivative 

Fractional order PD controller can be expressed as in s-domain [8]: 

Upd (t) = K p E(s) + sλ Kd E(s) (36.8) 

where K p, Kd , E(s), and λ are the proportional gain, derivative gain, Laplace 
transform of error signal, and fractional order of derivative, respectively. This 
Eq. (36.8) can be modified using backward transformation s = 1−z−1 

T and substi-

tuting T λUpd (z) = Upd

∧

(z) where T being the sampling period which in frequency 
domain as follows [8]: 

Upd

∧

(z) = (K pT λ + (
1 − z−1

)
Kd )E(z) (36.9) 

The binomial expansion is done as on Eq. (36.9) due to fractional number λ, i.e., 

Upd

∧

(z) = K pT λ + Kd 

k=∞∑

k=0 

(−1)k bk
(
z−1

)k 
E(s) (36.10) 

where bk = λ(λ−1)(λ−2)...(λ−k+1) 
k! are the binomial coefficients [8]. For sampled time-

domain equation, inverse z-transform is applied on Eq. (36.10), which is as follows: 

Upd (nT ) = K pT λ e(nT ) + Kd 

k=∞∑

k=0 

(−1)k bk
(
z−1)k e((n − k)T ) (36.11) 

The computation of Eq. (36.11) is impossible as there are infinite coefficients 
present along with delay terms [8]. As shown in Eq. (36.11), the following term of
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the equation illustrates Lubich formulation for fractional order of integration and/or 
derivation of order λ. The expression of Lubich formula for short memory size M, 
in this case M = 100, for any function f (nT ) is as follows [8]: 

D±α f (nT ) = T ±α 
M∑

k=0 

(−1)k ± α(±α − 1) . . .  (±α − k + 1) 
k! f ((n − k)T ) 

(36.12) 

Using Eq. (36.12), Eq. (36.11) can be rewritten as: 

Upd (t) = Kupd ∗ fIT2−FLC
(
K pT 

λ ep(nT ), Kd T 
λ Dλ ep(nT )

)
(36.13) 

where fIT2−FLC is the same nonlinear mapping function as used before in IT2-FLC-
PID controller. 

Fractional Order-IT2-FLC-Proportional Integral 

The output of the IT2-FLC for the second path for proportional gain and fractional 
order of λ1 of derivative can be expressed as: 

Upi (t) = fIT2−FLC
(
K pT 

λ1 ep(nT ), Kd T 
λ1 Dλ1 ep(nT )

)
(36.14) 

The fractional integral of the controller output Upi (t) in s-domain is as follows 
[8–10]: 

Upiint (s) = 
1 

sλ2 
Upd (s) (36.15) 

where Upd (z) is the IT2-FLC controller’s output in the second path of proposed 
controller design with λ2 as the fractional order of integral using backward trans-
formation of equation s = 1−z−1 

T and by substituting the Upiint  (z)
(
1 − z−1

)λ2 =
�Upiint (z) we can rewrite the equation as [8]:

�Upiint (z) = T λ2 Upi (z) (36.16) 

By taking inverse z-transform, we can express the above Eq. (36.16), first 100 
terms of binomial expansion of

(
1 − z−1

)λ2 in the beginning according to Lubich 
formulation as shown in Eq. (36.16) [8]: 

Upiint (nT ) = T −λ2 D−λ2�Upiint (nT ) (36.17) 

Replacing T −λ2 by KuI  , 

Upiint (nT ) = KuI  D
−λ2�Upiint (nT ) (36.18)
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The combined output of the controller which is applied as input to the patient 
model is the sum of Eqs. (36.13) and (36.18) which is expressed as: 

Ucontroller_output(nT ) = Upd (nT ) + Updint (nT ) (36.19) 

36.4.3 Fuzzification, Control Rule Base, and Defuzzification 
of IT2-FLC 

The fundamental elements of IT2-FLC comprise of a fuzzifier, control rule base, 
inference mechanism, and an output processing unit which has type-reducer and 
defuzzifier [7, 12]. The block diagram shown in Fig. 36.3 conveys the basic working 
of the IT2-FLC. 

The only difference between the IT2-FLC and IT1-FLC is in its output processing 
stage where IT2-FLC has an additional type-reducer block which converts the type-
2 fuzzy sets acquired from the inference mechanism in reduced type-1 fuzzy sets. 
These reduced type-1 fuzzy set are then converted into crisp output by the defuzzifier 
[7, 9]. 

Fuzzification 

Type-2 fuzzy sets consist of two type-1 MFs, upper membership function (UMF), 
and lower membership function (LMF) which confides a footprint of uncertainty 
(FOU) between them [7]. The FOU represents the uncertainties in the input/output 
variables. For the presented controller design of IT2-FLC, for two input variables

Fig. 36.3 Block diagram of interval type-2 fuzzy logic controller 
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Fig. 36.4 a Input variable of IT2-FLC, b output variable of IT2-FLC 

ep(t) and dep(t) dt , three triangular membership functions, namely small (S), zero (ZE), 
and large (L) are used as shown in Fig. 36.4a [7, 9]. For one output variable, five 
singleton membership functions are taken, namely small (S), small medium (SM), 
zero (ZE), large medium (LM), and large (L) as shown in Fig. 36.4b [7, 9]. 

The antecedent and consequent membership function can be represented as
�

Aflc 

and
�

Bflc, with (μ�
Aflc 

, μ�
Bflc 

) and (μ�
Aflc 

, μ�
Bflc 

) as the functions for UMF and LMF, 

respectively. Consequently, the overall firing strength of nth rule is expressed as [7]:

˜f sm =
[
f sm , f s  m

]
(36.20) 

where˜f sm is the overall firing strength which can be expressed as [7]: 

f sm = (μ�
Aflc 

∗μ�
Bflc 

) (36.21) 

f s  
m = (μ�

Aflc 

∗ μ�
Bflc 

) (36.22) 

where * is the product implication between the two type-2 fuzzy sets. 

Control Rule Base 

With two input and one output variable for the controller, total nine rules are 
formulated. The rule base employed for IT2-FLC controller is given in Table 36.1 
[7]. 

Table 36.1 Rule base of 
IT2-FLC Error ep(t) Rate of change of error dep (t) dt 

S ZE L 

S S SM ZE 

ZE SM ZE LM 

L ZE LM L
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Defuzzification 

In this paper, center of sets type-reduction technique is applied due to its appropriate 
computational complexity. It can be expressed as [7]: 

μflc = 
μlp  + μrp  

2 
(36.23) 

where μlpandμrp  are the left and right end points for calculated reduced type-1 fuzzy 
sets using the following formula [7]: 

μlp  =
∑lp  

m=1 f s  
m 
Gm + ∑M 

m=lp+1 f s
m Gm

∑lp  
m=1 f s  

m + ∑M 
lp+1 f s

m 
(36.24) 

μrp  =
∑rp  

m=1 f s  
m 
Gm + ∑M 

m=rp+1 f s
m Gm

∑rp  
m=1 f s  

m + ∑M 
rp+1 f s

m 
(36.25) 

where Gm is the consequent interval set and M is the total number of rules of the 
controller. The Karnik–Mendel type reduction technique is used for obtaining the 
switching points lp and rp [7, 11]. The surface plot of the interval type-2 fuzzy logic 
design (IT2-FLC) is shown in Fig. 36.5. 

Fig. 36.5 Surface plot of IT2-FLC-PID control scheme
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36.5 Cuckoo Search Optimization 

Cuckoo search optimization technique is inspired by the brood parasitism of some 
of the species of cuckoo birds by laying their eggs in other host bird’s nests [12]. 
CSA appears as a dormant technique among the other nature-inspired state-of-the-art 
algorithm because of its fewer initial parameters, independence of the convergence 
rate on parameters and longer step size during iteration [7, 12]. For yielding a new 
nest, Lévy flight law is used which is expressed as: 

x j
(
tp + 1

) = x j
(
tp

) + α ⊕ Levy(λ) (36.26) 

where α > 0 is the step size of the Levy flight law, x j
(
tp + 1

)
is the new solution, 

and x j
(
tp

)
is the current solution [7, 12]. In both the control scheme presented, 

parameters of the controllers need to be tuned to their optimal values for a robust 
and efficient controller design. To achieve that, a fitness function needs to be defined 
which needs to be minimized in order to get the optimal value of parameters. In 
the proposed work, the weighted sum of integral absolute error (IAE) and integral 
absolute change in output of the controller as expressed in equation [7]: 

ffitness_ value = w1∗
∫

|ep(t)|dt + w2∗
∫ ∣∣�Ipatient

∣∣dt (36.27) 

where w1and w2 are the weights assigned to each individual performance index taken 
into consideration equal to 0.5 [7]. The algorithm of the cuckoo search algorithm is 
as follows [7, 12]: 

Step 1: Initialize an initial population of 25 bird nests. Initialize number of 
generations as 100. Initialize an iteration counter I = 100: 
Step 2: While (I < 100): 

Step 3: Generate a cuckoo randomly using Levy flight. Evaluate its fitness 
value fnew. 

Step 4: Select a nest among the initial population of bird nests and evaluate 
its fitness value fold. 

Step 5: If ( fnew < fold): Replace nest with fold with new solution of fnew. 
Else: Retain the nest with fold as new solution. 
Step 6: Remove a fraction of pa = 0.25 of poor fitness value and replace 

them with new nest using Levy flight law. Increment I = I + 1. 
Step 7: Keep the final best solution.



472 A. Mallick et al.

36.6 Result and Discussion 

Simulation results of IT2-FLC-PID controller and FO-IT2-FLC-PD + PI controller 
for output response of MAP are presented for fixed Kpatient sensitivity = −0.25 
mmHg/m/h, fluctuations in Kpatient sensitivity in the range of (−0.25, −0.3) mmHg/ 
m/h, and an external noise disturbance on the output of the mathematical model. The 
open-source type-2 fuzzy toolbox is used for implementation of IT2-FLC controller 
[7]. For obtaining optimal parameters and simulation results, MATLAB/Simulink 
platform is used. CSA is used for optimization of both controller designs presented 
in this research work. The parameters for IT2-FLC-PID controller using CSA are 
referred from [7]. For finding the optimal value of the tuning parameters of FO-IT2-
FLC-PD + PI controller, a standard reference step input from 150 to 100 mmHg at a 
step time of 1 s is applied to the controller [8]. The optimal values of the parameters 
of FO-IT2-FLC-PD + PI for fixed Kpatient patient sensitivity is obtained and given 
in Table 36.2. 

The convergence graph for FO-IT2-FLC-PD + PI controller is shown in Fig. 36.6 
showing to settling after 50 iterations.

The MAP and error graph are shown in Fig. 36.7 for fixed Kpatient patient sensitivity 
= −0.25 mmHg/(mh−1). From the graphs, we can observe that FO-IT2-FLC-PD + 
PI controller has a faster rise time while maintaining the MAP within ± 5mmHg.

For robust analysis of both proposed controllers, firstly Kpatient patient sensitivity 
is given sudden fluctuations within a range of [−0.25, −0.95] mmHg/(mh−1) to  
both the controller schemes. The fluctuations given to the patient model is shown in 
Fig. 36.8.

The MAP and error graph are shown in Fig. 36.9 for fluctuations on Kpatient 

patient sensitivity = −0.25 mmHg/(mh−1). From the graphs, we can observe that 
FO-IT2-FLC-PD + PI controller has a faster rise while maintaining the MAP within 
± 5mmHg as we have seen first case.

From these graphs, it is clear that FO-IT2-FLC-PD + PI controller settles faster 
than IT2-FLC-PID controller. The FO-IT2-FLC-PD+PI controller is well-tuned and 
performs satisfactorily according to the conditions of controller design. For second 
section of robust analysis, a white noise of 1 mmHg variance is introduced to the 
mean arterial pressure, i.e., output of patient model to both controller schemes. The 
noise given to the model is shown in Fig. 36.10.

Table 36.2 Optimal 
parameters of 
FO-IT2-FLC-PD + PI using 
cuckoo search algorithm 

K p K d K i 

2.7593 0.6765 0.0546 

K z K upd K uI  

0.8988 4.9748 4.5471 

λ λ1 λ2 

0.0343 0.00137 0.0112 



36 Performance Analysis of Different Controller Schemes of Interval … 473

Fig. 36.6 Convergence versus iteration graph of optimization of cuckoo search algorithm for FO-
IT2-FLC-PD + PI

Fig. 36.7 MAP response and error graph of FO-IT2-FLC-PD + PI and IT2-FLC-PID controller 
for Kpatient = −0.25 mmHg/(mh−1)

The MAP and error graph are shown in Fig. 36.11 for noise introduced at the 
output of the patient model.

There is no overshoot present in any case of both the controller scheme in both 
cases. For performance comparison of both the controllers, Ysettling_ time and IAE 
values are presented in Table 36.3 where FO-IT2-FLC-PD + PI shows superior 
performance over the other controller in fixed patient gain as well as robust analysis.
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Fig. 36.8 Fluctuations in Kpatient sensitivity in mmHg(mh−1)−1

Fig. 36.9 MAP response and error graph of FO-IT2-FLC-PD + PI and IT2-FLC-PID controller 
for fluctuations in Kpatient patient sensitivity

From Table 36.3, we can observe that FO-IT2-FLC-PD + PI controller shows 
better performance than IT2-FLC-PID controller under fixed patient sensitivity 
Kpatient = −0.25 mmHg/(mh−1) with better setting time and lower IAE value. In case 
of fluctuations in patient’s sensitivity and in presence of external noise at the output 
introduced in the mathematical model, the simulation results of FO-IT2-FLC-PD + 
PI controller show better performance. The proposed controller FO-IT2-FLC-PD + 
PI also showed better disturbance/noise rejection than proposed controller due to the 
use of IT2-FLC in control design.
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Fig. 36.10 Noise introduced to patient model

Fig. 36.11 MAP response and error graph of FO-IT2-FLC-PD + PI and IT2-FLC-PID controller 
in presence of noise

Table 36.3 Summary of performance specifications of two control schemes 

Controller Cases Ysettling_ time (s) IAE 

FO-IT2-FLC-PD + PI Fixed Kpatient patient sensitivity 332 1.014 × 104 

Fluctuation in Kpatient patient sensitivity 1.051 × 104 

Noise rejection at output 1.09 × 104 

IT2-FLC-PID [7] Fixed Kpatient patient sensitivity 350 1.155 × 104 

Fluctuation in Kpatient patient sensitivity 1.076 × 104 

Noise rejection at output 1.16 × 104
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36.7 Conclusion 

In this paper, the designing of an optimal and robust controller for the auto-
supervision of infusion of drugs for controlling MAP in critically-ill patients during 
surgery and in post-operative conditions is studied. The IT2-FLC is chosen as the 
base for designing the controller scheme for the above-mentioned problem due to its 
ability to cope with uncertainties in patient’s sensitivity and presence of disturbance 
in the surroundings. Two efficient controller schemes, IT2-FLC-PID controller, and 
FO-IT2-FLC-PD + PI controller are presented. For effective tuning of parameters 
in both the controller schemes, cuckoo search algorithm is applied. The simulation 
results and the performance index, i.e., settling time, overshoot, and IAE values, show 
the superior performance of FO-IT2-FLC-PD + PI controller over IT2-FLC-PID 
controller. 
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Chapter 37 
Early Detection of Alzheimer’s Disease 
Using Advanced Machine Learning 
Techniques: A Comprehensive Review 

Subhag Sharma, Tushar Taggar, and Manoj Kumar Gupta 

Abstract Alzheimer’s disease (AD) is a slow-paced irreversible brain disease and 
a neurodegenerative disorder that accounts for approximately 70% of the dementia 
cases estimated worldwide, the number of which totals to more than 46 million. AD 
affects the brain’s thinking capacities along with significant memory loss. People 
with onset of aging are found to be more prone, with greater memory loss, cognitive 
difficulties, etc. Currently, there exists no fixed cure for AD, but early detection and 
characterization are proven to be helpful. Methodologies like electroencephalograms 
(EEG), magnetic resonance imaging (MRI), computed tomography, positron emis-
sion tomography (PET) scan, etc., are helpful in providing information regarding 
the persisting conditions of the brain cells. Computer-aided diagnosis (CAD) along 
with biomedical data processing when applied to machine learning and deep learning 
methodologies has vastly helped sophisticated techniques like CNNs, SVMs, etc., 
to evolve and achieve promising prediction accuracies. This paper provides a review 
and critical evaluation of recent research on early detection of AD using ML tech-
niques which employ a variety of complex optimization and statistical techniques 
to obtain a better accuracy score. Along with advancement in computational capa-
bilities, other factors such as preprocessing and feature extraction along with class 
imbalance have distinctively helped improve the prediction score which has overall 
helped produce better prediction with respect to earlier detection of AD. 
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disease · Mild cognitive impairment
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37.1 Introduction 

Alzheimer’s disease (AD) is a neurodegenerative disease paced by aging factors 
with most of the patients having observable symptoms after the age of 65 years 
with the onset of shrinking of the hippo-campus area of the brain marked by signif-
icant loss of memory. An exact cure for AD has not yet been found, and anti-AD 
drugs can only slow disease progression. Therefore, early diagnosis of AD is a key 
component in treating this disease [1]. MRI scans, PET scans, SPET scans, elec-
troencephalogram (EEG), etc., are few of the non-invasive techniques which help 
in early detection and prognosis of AD. The preliminary stage of AD is defined as 
mild cognitive impairment (MCI) in which a significant downfall in cognitive abil-
ities such as speaking, thinking, and remembering is observed [1]. It is considered 
an intermediate state between the normal cognitive and AD or any other forms of 
dementia. It is often contemplated as a ‘preclinical’ early stage of AD [2]. It was 
found that few MCI patients (between 6 and 25%) later on developed AD. The first 
stage is described as normal control including patients having no clear symptoms and 
are mostly non-dementated. The second, third, and the final stages are known as mild 
AD, moderate AD, and severe AD, respectively, and involve full caregiver depen-
dence [1, 3]. Thus, prognosis and early detection in case of AD plays an important 
role. Machine learning techniques of both unsupervised and supervised have played 
an important role in computer-aided diagnosis (CAD) along with various techniques 
like advanced feature selection methodologies [4]. Various performance measuring 
probabilistic approaches have helped achieve better accuracy scores. The limitations 
of human brain, instinct, and standard measurements do not quite suffice the require-
ments of the current times, and hence, machine learning methodologies are gaining 
interests of various academicians and professionals in helping diagnose disease at 
an earlier stage that too with better accuracy scores. In general, the overview of 
various ML techniques is well directed toward achieving higher accuracy, specificity, 
and sensitivity. Various similar techniques with different feature selection methods 
provided different efficiency scores. Various forms of data are incorporated either in 
the form of 3D or 2D MRI scans [5–8], PET scans [9], EEG signals [2], computed 
tomography, and SPET scans [10]. The data is filtered and used according to the 
various parameters set for various experimental setups as described under various 
articles. However, the general presumption during the review of certain articles hinted 
toward the issue that convolutional neural networks (CNN) do not tend to be the ideal 
choice for many of the researchers. The problem with CNNs is common, especially 
in medical applications, where tagged data is often insufficient for training a CNN’s 
filter bank. A CNN cannot train parameter tuning and learn highly distinguishing 
visual features if there is a lack of labeled datasets available for training. For this 
reason, few studies have considered the application of CNNs to medical applications 
[11]. However, the most common techniques that provided with high accuracy rates 
included SVM [10] as most common technique followed by CNN [11], etc. The paper 
is split into four sections, of which Sect. 37.2 describes various literature reviews.
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Sections 37.3 and 37.4 describe the analysis and discussion. Finally, Conclusions are 
drawn in Sect. 37.5. 

37.2 Literature Review 

This section of the paper gives a detailed study on various techniques proposed 
by researchers for early diagnosis of possible patients of AD with help of various 
medical tools. 

37.2.1 Data Acquisition 

Data for most of the experiments was collected with conscious beforehand divisions 
made according to three groups defined in the introduction. Public datasets are used 
widely, but certain researchers tend to use various thresholds set for sampling like the 
ADNI dataset used extensively for the purpose with MRI and PET scans, uses mini 
mental state examination (MMSE) scores, clinical dementia rating (CDR) for clas-
sification of its subjects according to their MCI status and divided groups according 
to their respective scores [12]: (1) Healthy subjects (non-MCI), i.e., normal control 
(NC): MMSE scores between 24–30, a (CDR) of 0. (2) MCI subjects: MMSE scores 
between 24 and 30, education-adjusted Wechsler memory scale logical memory II 
scores, and a CDR of 0.5 indicate objective memory loss. (3) Mild AD: MMSE scores 
in the range 20–26 and a CDR of 0.5 or 1.0, and satisfying other criteria for probable 
advancement to AD [12]. Other datasets used widely include Kaggle Alzheimer’s 
classification dataset (KCAD), recognition of Alzheimer’s disease dataset (ROAD) 
[6], and OASIS [9]. 

37.2.2 Data Preprocessing and Feature Selection 

MRI scans from the ADNI database were preprocessed, co-registered using statis-
tical parametric mapping (SPM) software [13, 14] and voxel-based morphometric 
measurement 8 (VBM8) toolbox [8], and segmented using a variety of data prepro-
cessing methods. For EEG signals, the discrete-wavelet-transform (DWT) is almost 
always used. This is to classify the wide time frames for dividing the low frequency 
windows and the narrow time windows for the high frequencies [15]. 

ψa, b(t) = 
1 √
a 

ψ 
(t − b) 

a 
; a > 0, −∞ < b < ∞ (37.1)
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where a and b specify the wavelet scale and transform [9]. Other techniques widely 
include spatial normalization, noise filter, intensity normalization, and activation 
estimation [9] for PET scans to improve accuracy and score. Certain researchers 
have adopted various means of feature selection by both mathematical means like 
using Hjorth parameter which consist of three parameters: activity, mobility, and 
complexity defined as [9]: 

Activity = var(y(t)) (37.2) 

Mobility = 

[
|
|
|
|

⎛ 

⎝ 
var

)
dy(t) 
dt

)

var(y(t)) 

⎞ 

⎠ (37.3) 

Complexity = 
Mobility

)
dy(t) 
dt

)

Mobility(y(t)) 
(37.4) 

where y(t) is the EEG signal. The activity denotes the signal power, mobility signifies 
the mean frequency, and complexity gives the standard deviation of the power spec-
trum [9] or by selection of various biomarkers like division between white matter area 
and gray matter area. It is evident that group-wise distribution during the sampling 
provided better results as in case of [8] when ICA feature extraction was applied to 
ADNI dataset and data was processed using SVM with nonlinear kernels. Similarly, 
targeting specific areas of the brain as biomarkers also showed variety in accuracies 
reported with some close to 99% [1]. Savio and Graña [17] uses deformation-based 
morphometry (DBM) [17] which selected features to boost accuracy of the proposed 
SVM. On the basis of selection of characters, methodologies may be divided into 
single modal [15] or multimodal approaches [18], both methods having respective 
advantages. 

37.2.3 Techniques Used 

Various methodologies when used gave various accuracy scores as presented in 
Table 37.1 for the detection of AD using various kinds of data either in the form MRI 
scans, PET scan, and EEG signal analyses; from the analysis of various techniques, it 
is very easy to analyze that both supervised and unsupervised also when tweaked with 
respect to various features and data processing techniques excellent accuracy was 
achieved. Linear support vector machine (LSVM) [2] implemented with sequential 
backward feature selection (SBFS) [2] gave outstanding results of 99.4 ± 1.8% 
[2]. Along with features selection, cross-validation methods like Leave One Subject 
Out (LOSO) [16] and tenfold cross-validation [10] helped overcome the problem of 
high biased and high variance making models for more flexible in terms of prediction
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[2]. It was also observed in DL-based algorithms like correlation-based K-means and 
singular value decomposition (CLC-KSVD) which gave better results when data was 
collected from distinct zones of brains touching approx. 89% with spatial temporal 
zones [1]. As discussed previously that groups were divided on the basis of MMSE 
scores, it was observed that highest accuracy was achieved when group-wise data 
was divided reaching 97% for AD versus MCI [8, 11]. 

Some papers did include various methodology applied over a single dataset and 
reported best of accuracy. In advanced frameworks like ADGNET which is form of

Table 37.1 Comparison of various ML techniques, applied over various datasets 

Ref. 
No. 

Modality Dataset details Technique Accuracy 
(%) 

[9] EEG EEG recordings of mild cognitive 
impairment (MCI) patients of 53 patients 

LDA 78.33 

[21] MRI ADNI Decision tree 85 

[20] MRI 3D MP-RAGE dataset Artificial neuron 
network 

86 

[8] MRI-2D 
subspaces 

ADNI SVM 86.4 for 
MCI 
versus 
AD 

[1] EEG 61 patients sampled KSVD 88.9 

[9] PET AR-mining for feature extractiona Classification using 
feature extraction 

91.33 

[17] MRI OASIS SVM 92 

[11] MRI ADNI PCANet + 
K-means clustering 

92.5 

[18] MRI (Dataset-66, dataset-160, and 
dataset-255) by Harvard Medical School 

TSVM 
(Twin-SVM) 

93.05 

[10] SPECT 3D SPECT brain images SVM 96.91 

[16] EEG 86 patients sampled KNN with DWT 97.64 

[6] MRI, 3D ROAD ADGNET 98.71 

[19] MRI ADNI SVM 
(supervised) 

99.10 

[2] EEG Dataset by [1] LSVM with SBFS 99.4 

[19] MRI ADNI Logistic regression 
(unsupervised) 

99.43 

[6] MRI, 2D KACD ADGNET 99.61 

aDataset undisclosed 
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CNN with single-input multiple-output (SIMO) architecture based on WSL frame-
work on the backend and applying the classification subnetwork CSN and the recon-
structed subnetwork RSN, we obtained an excellent accuracy of 99.61% in identi-
fying and classifying AD using multimodal brain imaging data. The model is proven 
to be superior to the two methods based on SOTA WSL [6]. 

37.2.4 Critical Evaluation 

Reviewing models, it is evident that advanced features extraction methods like vari-
ance, kurtosis, Shannon entropy, and Hjorth parameter in case of EEG signal helped 
classify and improve specificity, sensitivity, and accuracy scores [14]. Although in 
general, CNNs were scarcely used, but with advanced architecture shown in Fig. 37.1 
[6], efficiency scores improved drastically reaching approx. 99% although both super-
vised and unsupervised learning tend to work efficiently; but it is denoted that various 
improvements can be made while performing various experiments. Dataset could be 
age matched instead of generalizing over a range of ages based on MMSE and CDR 
scores. It could be further helpful to separate amnestic and non-amnestic MCI cases. 
It would better prove accuracy scores [1]. It was also observed that various imaging 
techniques that provided multiple view scans when analyzed separately on based 
views performed better in case of one than another [22]. Liu et al. [23] discuss about 
patch-based deep multimodal learning (PDMML) to learn the loss of spatial informa-
tion caused due to loss of flattening, help capture multi-view brain disease [25] and 
make the use of regions of interest (ROI) along with CNN methodologies. No doubt 
using standardized scores like MMSE and CDR have helped differentiate between 
probable and non-probable cases of AD, but, however, liberty may be at the helm of 
the researcher to choose from or before the data is collected to make models better 
adaptation of features and achieve a better clarity as to what marks the onset of AD. 
Advancement in deep learning is a huge benefit as it helps better predict the AD 
much before its onset and as a result of which the period of ailment can be elongated. 
Carcagni et al. in [26] describe the use of various pretrained models like ResNet and 
DensNet along with visual transformers and mask auto-encoders (MAE) to improve 
accuracy up to 7% same discussion for pretrained models which is carried out in 
[27]. Various researchers which describe the methods have failed to give the precise 
accuracy of their proposed models. As described previously, more of the permuta-
tions and combinations of features, methods, and data acquisition can be checked to 
achieve better performance.
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Fig. 37.1 Proposed architecture of CNN called ADGNET in [6] with two sub-networks (SN), 
classification SN (CSN), and the reconstruction SN (RSN) [6] 

37.3 Analysis 

After reviewing many of the techniques used for prognosis of AD, it is much clear 
that raw datasets when used provided lower efficiency as compared to that of when 
specific features were targeted. It can be further drawn from the comparison of various 
techniques used for the purpose as discussed in Table 37.1 that variations in datasets 
can also affect the results. In [22] using PCANet, the sagittal view provided better 
efficiency than the top view. The PCANet [22] employs a two-stages convolution 
learn by the principal component analysis for block-wise histograms, and for the 
feature mapping, outputting feature performed better reaching 97.01% AD versus 
MCI group, 92.6% for MCI versus NC, and 91.25% for AD versus MC 99.15% AD 
versus NC [11]. Along with henceforth mentioned techniques, separation of data 
from biomarkers such as gray matter (GM) mass and white matter (WM) mass has 
been considered promising [8]. Khedhe et al. [8] uses a combination of GM + WM 
and compares it with individual features separately. The outputs show clear effects of 
doing so with NC versus AD accuracy reaching 87.2%. Henceforth, it is noteworthy 
that advanced data collection techniques when applied to above-mentioned methods 
are bound to help improve the prediction rate of AD. Specific feature targeting as in 
case of EEG signals has also shown to improve efficacy drastically. However, it may 
be noted from various studies that using multiple features is always not helpful [24]. 
What really matters is to use appropriate methods with appropriate features to get 
better results, and applying all possible combinations of various methods at the helm 
of researchers is a good starting point. Datasets have also been a major influence 
over the score as in Table 37.1, it can be clearly seen that ADNI dataset is widely 
used and, hence, is consecutively updated and is one of the most preferred datasets; 
however, various techniques [1, 6, 8–10, 14–18] tend to use other datasets depending 
on modalities used and type of data along with other factors like conditions prevailing 
during tests and prerequisites for test. Tests like CDR and MMSE are considered to 
be ideal for selecting patients for sampling, and this demarcation has proved to be
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efficient, and we can thus conclude from [8, 11] that this method has provided with 
a better understanding to differentiate between MCI and non-MCI (both AD and 
Non-AD) and help draw better lines in terms of prognosis as far as AD is concerned. 

37.4 Discussion 

Although multiple fields of statistical and probabilistic approaches have already been 
explored, there still is a lack of unified approach both in terms of data collection and 
practical applications of various advanced methods to get feedback from real-world 
use cases. Multiple advancements have been made, but still many more are yet to be 
made to incorporate latest technologies and advancements in the medical research 
domain like, for example, a unified approach to collect medical data could be one of 
many steps. Using various advanced techniques and allowing researchers to assess 
higher quality datasets is obviously going to help the case. After reviewing many 
articles, a simple conclusion can be drawn that with advancement in the field of deep 
learning, it is necessary to provide appropriate data to work more effectively. Of 
all the articles reviewed for the sake of writing this paper, the beat of the accuracy 
was achieved in ADGNET using 2D gray scale images of MRI scans and the best 
accuracy for the supervised methods used of all techniques was achieved on using 
SVM on EEG dataset created by [1] research developments including the use of 
transfer learning methodologies which are proving to give interesting results and 
advancement on large public datasets is ought to improve efficacy [26, 27]. It would 
also be very interesting to know what early life habits cause AD in later stages of life 
as to avoid and prevent individuals and allow them to lead a healthy life in later stages 
of their lives. Implementation of various algorithms along with computer vision is 
still an unexplored area. Integration of the methodologies with newer instruments is 
ought to help the medical fraternity process information with a faster pace and which 
in turn is a boon for patients. 

37.5 Conclusion 

This study focuses on comparisons and evaluations of previous studies on the prog-
nosis and prediction of AD utilizing supervised and unsupervised machine learning 
techniques. It provides a clear picture of recent trends in machine learning, including 
the types of data used in predicting early stages of Alzheimer’s disease and the perfor-
mance of machine learning methods. Using supervised method of machine learning, 
we came across the various methods like SVM [8, 10, 16] which perform astound-
ingly good and unsupervised learning method like ADGNET [6] was almost near to 
perfection, not only these basic techniques like linear discriminant analysis (LDA) 
provided not so bad results as well. The gap between human-level intelligence can 
be coped up using defined methods of data collection given in the previous section,
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and the data can be processed with any of the above-discussed methods to provide 
desired and better results. Open-source datasets need to be improved over time like 
that of ADNI, concurrent studies and experimentation need to be performed in the 
defined path to achieve better accuracy rates. The changes for sampling as defined 
require funding and research at a greater level. Also, incorporation of wider research 
techniques from the medical domain may help provide a better sense of the disease 
and provide insights on how the development takes place in various regions of the 
brain. Lifestyle changes may be adhered to so as for avoidance of related issues and 
complications in future. 
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Chapter 38 
Navigation of a Compartmentalized 
Robot Fixed in Globally Rigid Formation 

Riteshni Devi 

Abstract The subject of this research is navigation of a compartmentalized robot 
made up of several structures which are car-like with a global rigid formation. The 
system must move safely to a predetermined target in an already-known workspace 
that is filled with obstacles. A target convergence and obstacle avoidance method 
is put forth that is effective for any quantity of obstacles. The smallest distance 
between an obstacle and the point closest to it on each line segment that forms the 
rectangular protected zone of the car-like units can be calculated analytically using 
the minimum distance technique, as proposed in this paper. The Lyapunov-based 
control scheme (LbCS) is used to construct continuous acceleration-based controls. 
The computer simulations are presented to validate the proposed controllers, and the 
system demonstrates the rigorous upkeep of a rigid formation. The successful pre-
sentation of controllers opens further research in developing and applying controllers 
by considering various compartmentalized robots in swarming models, splitting and 
rejoining units, and applying rotational leadership concepts. 

Keywords Compartmentalized robot · Navigation · Artificial potential fields 

38.1 Introduction 

From the beginning of the modern era, humanity has dreamed of a technologically 
advanced future in which humans and machines coexist and do similar tasks [ 1]. 
Multiple homogeneous or heterogeneous robots make up a multiple robot system. 
The challenge of motion planning and control problems in robotics is to produce 
continuous robot motion from one configuration to the next in a configuration space 
without colliding with obstacles. Since mobile robots must, by definition, move in the 
actual world to carry out their jobs, motion planning is especially important for these 
machines. Heuristic algorithms and classical algorithms are the two primary methods 
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used in motion planning and control problems for numerous robots [ 2, 3]. There are 
several examples of classical algorithms that have been extremely successful, making 
them a crucial part of technological advancement. Among them are the novel artificial 
potential field (APF) technique, the creation of thorough roadmaps, the dismantling 
of cells, the use of neural networks and neuro-fuzzy systems, and the implementation 
of reactive strategies. [ 1, 4]. The Lyapunov-based control scheme (LbCS), which is 
just another application of the APF approach, is taken into consideration for the 
navigation problem in this paper. The control of the formation or decision-making 
in multiple robot systems can be centralized or decentralized, depending on the 
formation. In a centralized architecture, there is a central control agent, known as a 
leader robot, who has access to comprehensive environmental knowledge. The leader 
can communicate with other robots and has access to all of their information. An 
individual robot in the form of a computer might serve as the central control agent. 
The benefit of centralized control is that it allows for the creation of globally ideal 
plans since the leader has a comprehensive understanding of the whole universe. 
Additionally, a centralized control planner is used in this research. For big teams of 
robots, this control mechanism is ineffective and usually only works with a limited 
number of robots. One of the difficulties in keeping the formation rigid is retaining the 
patterns that the multiple car-like robots have formed. In contrast to globally rigid 
formations, where rigid maintenance of the formation is required, the split/rejoin 
formations allow for unlimited modifications to the pattern. When a locally rigid 
formation encounters obstacles and constraints, the pattern of the formation becomes 
momentarily deformed. Few current instances of formation control are [ 5, 6] 

38.1.1 Contributions 

This research proposes a novel method of formation control using a compartmental-
ized robot system in a confined environment. It integrates the Lyapunov-based control 
scheme (LbCS) and the centralized leader–follower design. Mathematical functions 
pertaining to constraints, inequalities, and other mechanical limitations associated 
with the robotic system are easier to design and implement in the controllers. As a 
result, the LbCS is typically preferred to other motion control approaches [ 5– 11]. 
The motion planning and control problem have been given a new dimension due to 
introducing of a compartmentalized robot capable of doing many tasks simultane-
ously. The CR is divided into smaller units in this situation and maneuvers with the 
aid of a predetermined sub-unit that serves as the leader, in parallel, without colliding 
while preserving the rigid formation. The following is a list of the contributions that 
the paper has made: 

1. Designing a set of new LbCS-compliant time-invariant nonlinear acceleration-
based controllers for compartmentalized robots collision-free motions. 

2. A new centralized leader to guide the motion of a compartmentalized robot. 
3. Designing and controlling a globally rigid formation.
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38.1.2 Related Works 

In addition to microscopic approaches, macroscopic, temporal, and spatial com-
partmentalization have been developed due to the evolution of compartmentalized 
systems. Ongoing research is being conducted in materials science, synthetic biol-
ogy, medical engineering, waste collection and transportation, protein engineering 
and agricultural crop treatments [ 12, 13]. Scientists created robots that team up to 
make bigger ones. The research objective, which was directed by Marco Dorigo of 
the IRIDIA AI intelligence lab at the University Libre de Bruxelles, was to give 
robots the ability to behave independently but to collaborate with one another when 
necessary. One main robot controls the merged group of robots. The primary robot 
is then in charge of the larger, newly produced robot [ 14]. The robots on exhibit can 
separate into individual bodies with separate controls, combine to form larger bodies 
with a single central controller, and self-heal by removing or replacing damaged 
sections. [ 14]. Several publications investigating motion planning and control have 
focused on various robotic systems in formation, including mobile manipulators, 
articulated robotic limbs, and wheeled platforms. This study introduces a hitherto 
unexplored notion known as the compartmentalized robot, a creative variation on 
the globally rigid formation. The work of [ 15, 16] served as inspiration for the idea. 
The compartmentalized robot used in this study has . four units that are adjoint and 
are mathematically bound as a rigid formation of intelligently automated machines 
that are managed using a Lyapunov-based control strategy. The benefits include the 
successful execution of several activities that are impossible to accomplish with 
straightforward cooperative agents, great energy efficiency, and a reduction in total 
expenses [ 15, 16]. 

38.2 System Modeling 

In this section, a kinematic model for compartmentalized robots is devised. As 
depicted in Fig. 38.1, it is composed of . four car-like homogeneous units joined 
together in the Euclidean plane. 

Definition 38.1 A compartmentalized robot.C0 is a mobile robot that has been sep-
arated into. four car-like robots called units. Consider.C0 to be a rectangle with length 
.(2L + 4∈1) and width (2l + 4∈2) and an orientation angle of .θ1 in the .z1z2 plane . 

The term “car-like unit” defined as follows is taken from [ 5]. 

Definition 38.2 The . nth car-like unit .Cn is disk-shaped with a radius of .rn and is 
centered at .(xn, yn). Precisely, the . nth unit is the set 

.Cn = {(z1, z2) ∈ R2 : (z1 − xn)
2 + (z2 − yn)

2 ≤ rn} (38.1) 

for .n ∈ {1, 2, 3, 4}.
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Fig. 38.1 A schematic 
diagram of a 
compartmentalized robot. C0

The equations for coordinates of the center of each unit are given by: 
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(38.2) 
The system’s kinematic model, which automatically accounts for nonholonomic 
restrictions, is explained as follows, using information taken from [ 5]. 
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ẋn = ẋ1 − (2
[[ n

2 ] − [ n
4 ]

] (
L
2 + ∈2

)
θ̇n sin θn + [

(−1)[ n
2 ] − 1

] (
l
2 + ∈1

)
θ̇n cos θn))

= v1 cos θ1 − L
2 ω1 sin θ1

−
4∑

n=1
(2

[[ n
2 ] − [ n

4 ]
] (

L
2 + ∈2

)
ωn sin θn + [

(−1)[ n
2 ] − 1

] (
l
2 + ∈1

)
ωn cos θn)
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(38.3) 
The rotational and translational velocities are.ωn and. vn , respectively, and.θn provides 
the orientation of .Cn with the .z1-axis. .σn1 and .σn2 are the acceleration controllers 
of .C0. The rectangular protective regions of the .Cn sub-units are built using the 
nomenclature of [ 16]. The vertices of the rectangular protection zone for.Cn are first 
calculated with regard to the lead unit’s center of mass (.(x1, y1)).
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(38.4) 

Rectangular protective regions have the benefit of providing comparatively more 
open space when compared to circular ones. 

Definition 38.3 The protective region’s. nth unit’s. i th boundary line is a line segment 
in the.z1z2-plane that runs from the points.(xni , yni ) to.(xmi , ymi )where. m = i + 1 −
4[i/4]. The . i th border line is specifically the set: 
. Blni = {(z1, z2) ∈ R2 : (z1 − Xni )

2 + (z2 − Yni )2 = 0)}
The following are the parametric equations describing the peripheral line segments 

of the rectangular protective region: Let .S = sin θn and .C = cos θn , then 

. 

Xni = x1 +
[
(−1)[ n

2 ] + (−1)[ i
2 ] + 1

] (
L
2 + ∈2

)
C

+
[
(−1)[ n

2 ] + (−1)[ i
2 ] − 1

] (
l
2 + ∈1

)
S

+(−1)[ i
2 ] [

2(1 − (−1)i )
(
L
2 + ∈2

)
C − 2(1 + (−1)i )

(
l
2 + ∈1

)
S
]
λni ,

Yni = y1 +
[
(−1)[ n

2 ] + (−1)[ i
2 ] + 1

] (
L
2 + ∈2

)

−
[
(−1)[ n

2 ] + (−1)[ i
2 ] − 1

] (
l
2 + ∈1

)
C

+(−1)[ i
2 ] [

2(1 − (−1)i )
(
L
2 + ∈2

)
S + 2(1 + (−1)i )

(
l
2 + ∈1

)
C

]
λin.

(38.5) 
.λin is a non-negative scalar, restricted to the interval .[0, 1] for all .i, n ∈ {1, 2, 3, 4}. 

38.3 Research Objective 

A compartmentalized robot.C0 led by a sub-unit.C1 is an efficient variant of a globally 
rigid formation. There is no requirement for a virtual leader, as has been customary 
for globally rigid formations [ 17]. Throughout the motion, the spacing in between 
the units is maintained in the formation. In this study, .C0 is given the objective of 
avoiding obstacles under the leadership of .C1. The primary goal of the research is 
to develop controllers for the leader .C1, which will drive .C0 toward the target in an 
obstacle-filled environment. The LbCS is utilized to create potential field functions. 

38.3.1 Car-Like Units Potential Field Functions 

The units .Cn for .n ∈ 2, 3, 4 keep a fixed distance from the leader .C1 and from each 
other in the compartmentalized robot .C0. The other sub-units .Cn do not necessitate
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distinct targets since the distance remains constant during the motion. Together with 
their leader .C1, they move rigidly toward a shared goal. 

Definition 38.4 The target set for .C0 is a disk centered at .(P11, P12) and radius . rT , 
described as the set 

.T = {(z1, z2) ∈ R : (z1 − P11)
2 + (z2 − P12)

2 ≤ rT }. (38.6) 

The Euclidian distance between the point .(x1, y1) of the car. 1 and the target must be 
measured in order to calculate target attraction. Therefore, 

.M(x) = 1

2

[
(x1 − P11)

2 + (y1 − P12)
2 + v2

1 + ω2
1

]
. (38.7) 

An auxiliary function ensures that the compartmentalized robot converges to its 
destination and that the controllers vanish upon its arrival at the target. 

.B(x) = 1

2
[(x1 − P11)

2 + (y1 − P12)
2]. (38.8) 

38.3.2 The Kinematic Constraints 

Consider a workspace filled with .k ∈ IN fixed obstacles. The .C0 must steer clear of 
these obstacles. The avoidance is accomplished by using equations for the units .Cn . 

Definition 38.5 The. kth fixed obstacle is an elliptic disk with center.(o1k, o2k). Pre-
cisely the disk-shaped obstacle is a set 

.FOk = (z1, z2) ∈ IN2 :
(
z1 − o1k

ak

2
)

+
(
z2 − o2k

bk

)2

≤ 1, k ∈ IN. (38.9) 

For minimum distance technique, the distance function. Dni = √
(Xni − o1k )2 + (Yni − o2k )2

for each points on the outside. 8 line segments of.(Xni , Yni ), described in (5), and the 
fixed obstacle is determined. Note that the derivation given is for the special case 
where.ak = bk . Differentiating.Dni with respect to.λni to obtain.λni where.Dni is the 
minimum results in:
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Let .C = cos θn and .S = sin θn , then 
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where.κ = (1 − (−1)i )/2 and.ϕ=(1 + (−1)i )/2. The following equation is designed 
for obstacle avoidance. 
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(38.11) 

for .k ∈ IN and .n ∈ {1, 2, 3, 4}. 

38.3.3 Modulus Bounds on Velocities of . C0

The compartmentalized robot’s translational speed and steering angle must be con-
strained for safety and to account for its built-in limits, which can be seen through its 
units. The values of the rotational and translational velocities of .Cn are necessary to 
maintain the formation of .C0. Since .C1 is the leader, the velocity of .v1 = vn . From  
[ 5, 6], the following are the further dynamical restrictions put on the rotational and 
translational velocities of .C1 (and hence the other units): 

1. .|v1| ≤ vmax where .vmax is .C1’s maximal achievable speed.
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2. .|ω1| ≤ |v1|/|ρmin| ≤ |vmax|/|ρmin|. This is due to the fact that.v2
1 ≥ ρ2

minω
2
1 where 

.ρmin is the minimum turning radius and is given as .ρmin = L/ tan φmax. 

To ensure that .C1 operates within these limitations, the following artificial obstacles 
are constructed in conformance with the LbCS. 

. AO11 = v1 ∈ IR : v1 ≤ vmax or v1 ≥ vmax ,

AO12 = ω1 ∈ IR : ω1 ≤ vmax/|ρmin| or ω1 ≥ vmax/|ρmin|.

Avoidance functions from the work of [ 15, 16] are implemented to avoid artificial 
obstacles. 
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, (38.12) 

.W2(x) = 1
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)
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38.4 Nonlinear Controller Design 

This section defines the Lyapunov function, from which the controllers are derived. 
Prior to that, the following tuning and control parameters are introduced: 

1. .α > 0, for .C1 to converge to the target, 
2. .β1, β2 > 0, to avoid the artificial obstacles posed by dynamic constraints, 
3. .γnk > 0, n ∈ {1, 2, 3, 4} and .k ∈ IN, to avoid the . kth disk-shaped obstacle. 

Table 38.1 shows the numerical values of these parameters utilized in the simu-
lations. The Lyapunov function for system.(3) is generated using the control param-
eters: 
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[
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W2(x)
+
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4∑
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Onk(x)

]

. (38.14) 

From which the LbCS control laws are formed. 

Theorem 38.1 Consider the motion of .C0 and its sub-units .Cn, .n ∈ {1, 2, 3, 4}, 
which is regulated by the ODEs defined by system(3). The goal is to designate .C1 as 
the leader and induce convergence to the target while preserving a specified rigid 
formation in a collision-free environment. The following acceleration-based con-
trollers for .C0, which the leader .C1 regulates, are based on attractive and repulsive 
field functions.
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σ11 = −(δ1v1 + ∂V (x)
∂x1

cos θ1 + ∂V (x)
∂y1

sin θ1)/(1 + B β1

W 2
1
),

σ12 = −(δ2ω1 − ∂V (x)
∂x1

L
2 sin θ1 + ∂V (x)

∂y1
l
2 cos θ1 + ∂V (x)

∂θ1
)/(1 + B β2

W 2
2
).

(38.15) 

38.5 Stability Analysis 

Theorem 38.2 A fixed point .x∗
1 = (P11, P12, θ1, v1, ω1) ∈ IR5 is the equilibrium 

point of .C0, regulated by the leader .C1 then .xe = x∗
1 ∈ D(V (x)) is the point of 

stability for system .(3). 

Proof : The Lyapunov function .V (x) of system .(3) is a continuous, defined 
and positive on the domain. D(V (x)) = {x ∈ IR5n : Wr (x) > 0, r ∈ {1, 2}, Onk(x) >

0,∀n = 1, 2, 3, 4, k ∈ IN}, it therefore verifies that .V (x) fulfills the following: 

1. .V (x) continuous, defined and positive over the domain.D(V (x)) in the neighbor-
hood of the point .xe of system.(3), 

2. .V (xe) = 0 since .M(xe) = 0 and .B(xe) = 0, 
3. .V (xe) > 0 for all .x ∈ D(V (x))/xe, 
4. Given the convergence parameters .δ1, δ2 > 0, then 

. V̇ (x) = [−δ1v
2
1 − δ2ω

2
1

] ≤ 0.

.V (x) is therefore classified as the system . 3’s Lyapunov function, and .xe is a stable 
equilibrium point. 

38.6 Simulation Results 

This section shows simulation results for a compartmentalized robot. The stability 
analysis derived from the Lyapunov function is quantitatively validated. 

The first trajectory planning scenario captures a straightforward circumstance to 
show how well the control laws work in practice. As shown in Fig. 38.2, the entire 
unit goes from an initial condition to a final one. The values of different parameters, 
constraints, and other variables used in the simulation are shown in Table 38.1. The  
second case as illustrated in Fig. 38.3 shows how well the control laws work when 
there are arbitrary circular obstacles of varying sizes present. It could involve the 
use of autonomous robots that are intended to convey supply of products, conduct 
search and rescue operations after natural disasters, and launch enemy attacks. The 
compartmentalized robot .C0 in Fig. 38.3 navigates from an initial point to a target 
while avoiding obstacles of random sizes placed throughout the workspace. The 
robot was snapped at various points in its trajectory. The efficiency of minimum 
distance technique is demonstrated here by the fact that the obstacle and the closest 
point on the outer line segment of the rectangular protective zone avoid one another
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Fig. 38.2 Scenario 1. Integrated snapshot of.C0 with no obstacles in the workspace 

as they approach each other. The controllers made sure that the equilibrium state and 
the system state would eventually converge. The leader units, .C1 translational and 
rotational velocities, are displayed in Fig. 38.4. The nonlinear controllers are shown 
in Fig. 38.5 . The plots’ peaks and spikes demonstrate the compartmentalized robot’s 
maximal obstacle avoidance and energy dissipation. 

38.7 Conclusion 

This study addresses the compartmentalization idea derived from cells, the basic 
unit of life, as an MPC problem for a car-like vehicle using the LbCS, a novel 
artificial potential field approach. To help a compartmentalized robot navigate a clut-
tered, obstacle-filled environment, a system of time-invariant, continuous nonlinear 
acceleration-based controllers is developed. Simulation results demonstrate the effi-
cacy of the control laws and durability of the systems navigation in an environment 
flooded with obstacles. 

In this study, the compartmentalized robot is arranged in a rigid structure. A single 
sub-unit, the leader, primarily facilitates the tasks carried out by the compartmental-
ized robot. The other units do not perform any task that may be the subject of future 
investigation. 

All of the compartmentalized robot’s units moved toward the target at the same 
speed as the leader unit in order to preserve the formation. It is evident that the units 
retained their distance relative to the leader from the starting state to the end state.
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Table 38.1 Table of numerical values of initial state, constraints, and control and convergence 
parameters 

Initial position .(x0, y0) = (5, 35) m 

Initial orientation .(θ0) = 0 rad 

Initial translational velocity .(v0) = 0 m/s 

Initial rotational velocity .(ω0) = 0 rad/s 

Length of car-like unit . L = 4m

Width of car-like unit . l = 2m

Radius of circular protection region . rv = 2.37 m

Target center . (P11, P12) = (75, 80) m

Radius of target . rT = 0.4 m
Target center . (o11, o12) = (50, 58) m
Radius of obstacle . ro = 6 m

Workspace dimensions .0 ≤ z1 ≤ 100,. 0 ≤ z2 ≤ 100
Number of CR . n = 1
Number of car-like units . i = 4
Number of obstacles Scenario. 1 : . k = 0

Scenario. 2 : . k = 5

Clearance parameters . ∈1 = 0.1m, ∈2 = 0.1 m
Control parameters .β1 = 0.001, β2 = 0.002. 

Simulation. 1 : .α = 0.00001. 
Simulation. 2 : .α = 0.0005. 

Convergence parameters Scenario. 1 : .δ1 = 10, δ2 = 10. 
Scenario. 2 : .δ1 = 1, δ2 = 1. 

Fig. 38.3 Scenario 2. Integrated snapshot showing the motion of.C0 in obstacle ridden environment
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Fig. 38.4 Graphs linear and rotational velocity of. C1

Fig. 38.5 Graphs of linear and translational acceleration of. C1

This illustrates quantitatively the strict maintenance of the rigid formation and, con-
sequently, the globally rigid formation. The stability of the system is also guaranteed 
by the control laws suggested in this study. This has been demonstrated through the 
use of Lyapunov’s direct method and numerical verification using computer simula-
tions. The idea behind such a system is that robots will not be created and constructed 
for a single purpose anymore. Robots with segmented designs will be able to adjust 
independently to both shifting work demands and their own capabilities. This study is 
a theoretical exposition of the applicability of a new artificial potential field method, 
namely the Lyapunov-based control scheme, with a primary emphasis on demon-
strating the effectiveness of the control laws. Future research in this field will utilize 
multiple units as a swarm model navigation of a compartmentalized robot.
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Chapter 39 
Motion Planning and Navigation 
of a Dual-Arm Mobile Manipulator 
in an Obstacle-Ridden Workspace 

Prithvi Narayan, Yuyu Huang, and Ogunmokun Olufeni 

Abstract This paper presents a design of velocity controllers for a 2-link dual-arm 
mobile manipulator which is required to move from its starting configuration to a 
final position while targeting to avoid multiple fixed circular obstacles of random 
sizes and positions, and observing all mechanical singularities which are associated 
with the system. With the help of Lyapunov-based control scheme (LbCS), non-
linear time-invariant continuous velocity-based control laws are formulated which 
enable the center of the car-like mobile structure to converge to a predetermined 
target position and the links attain a final orientation. The method also guarantees 
stability associated with the system proving the use of direct method of Lyapunov. 
The computer simulations illustrate the effectiveness of the proposed technique. 

Keywords Dual-arm mobile manipulator · Motion planning · Obstacles ·
Lyapunov-based control scheme · Stability 

39.1 Introduction 

The work related to motion planning and navigation of autonomous mobile robots are 
a continuous research targeting to find the optimal and collision-free path of motion 
in different sorts of environments. This would imply that the reliability and accuracy 
of the path taken are evident [ 1, 2]. The main targeting factor for this research field 
is to provide an algorithm, navigation system, or functional controllers in order to 
navigate a mobile robot to the predetermined target without any assistance of the 
human operator [ 3]. 

Planning paths for autonomous robots have become an interesting field of research 
nowadays since mobile robots are mostly used in applications such as industrial 
fields and similarly in academic and research fields. Robotic mechanical systems 
such as car-like robot, human-like robot, flying robot, industrial robot, and mobile 
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manipulators are appearing in various real-word applications such as transportation, 
unmanned factories, and intelligent cars. Mobile manipulator system had been used 
for multiple purposes and plays a vital role in the improvement of human life in the 
modern era [ 2, 4]. 

A challenging problem in robotics is the find-path problem which aims to find the 
shortest, collision-free path for robots from the initial position toward a predefined 
ending location [ 5]. The path of robot and its motion planning algorithms can be 
categorized into three major approaches: classical approach, heuristic approach, and 
machine learning. Cell decomposition [ 6], artificial potential field (APF) [ 2, 7, 8], 
sampling-based methods, and sub-goal network are examples of classical algorithms. 
Neutral network, fuzzy logic, and nature-inspired algorithms are common heuristic-
based approaches [ 9, 10]. Evaluating the associated parameters of information and 
gathering knowledge to become intelligent is mainly done by using machine learning. 
Machine learning is based on gathering experience or data and converts the raw 
data into useful information by mining data. It is mostly used in computer science 
nowadays and also used by many industries for automating tasks and doing complex 
data analysis. The classical methods are designed and functioning well in static 
known environment. As heuristic approach is based on problems in [ 11] and mostly 
inspired by nature of multiple interacting objectives as explained in [ 12] which are 
more popular in robot navigation field compared to classical methods. On the other 
hand, the machine learning is a subfield of artificial intelligence (AI) as machines 
incorporate data and “learn” for themselves. It is currently the most promising tool in 
the AI kit for businesses as it is also affected by the accuracy of an algorithm. Each 
approach has its advantages and drawbacks, and the major drawback of classical 
method is high time-consuming and trapping in local minima which makes them 
inefficient in practice [ 8], whereas heuristic approach can overcome the local minima 
problem. More discussions on advantages and drawbacks can be found in [ 13]. 

One of the popular methods in robotic motion and path planning which is arti-
ficial potential field of classical approach will be used in this research. Artificial 
potential field-based methods can be applicable for both the static and dynamic envi-
ronments as well as for the known or unknown environments. It is based on the 
second method of Lyapunov, which is currently a powerful mathematical technique 
for the study of the qualitative behavior of natural or man-made systems that could 
be modeled, in an approximate way, by differential equations [ 14]. In this paper, we 
will design the velocity-based, time-invariant, continuous nonlinear controllers so 
that the mobile manipulator can move from a starting configuration to a final posi-
tion targeting to avoid multiple fixed circular obstacles of random sizes and positions, 
and observing all mechanical singularities associated with the system. For the pur-
pose of this research, we have considered a 2D mobile manipulator with attached 
two articulated 2-link arms of revolting joints attached to a car-like mobile platform 
in a two-dimensional plane. To solve this path and motion planning problem, the 
Lyapunov-based control scheme (LbCS) [ 14, 15] has been utilized. The main contri-
butions of this research are to develop the velocity controller for the two arms (4 links) 
mobile manipulator. The proposed LbCS can effectively avoid circular obstacles in 
order to move from the initial position to its target. Comparing it to the similar works
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in the literature, Sharma et.al [ 15] have worked on the motion control of one-arm 
(having.n-links) mobile manipulator. In this research, we extend the work of [ 15] to  
a dual-arm mobile manipulator. 

This paper is organized as follows. In Sect. 39.2, the schematic representation of 
the mobile manipulator model is discussed and the kinematic equations governing 
the motion of the car-like mobile structure is given. In Sect. 39.3, the attraction and 
relating avoidance functions required for the robot to converge to a designated tar-
get, avoid fixed obstacles along its route and satisfy all the system singularities. In 
Sect. 39.4, the attraction and avoidance functions are combined to formulate a Lya-
punov function from which the velocity controllers are extracted. Stability analysis 
is categorized in Sect. 39.5 with Sect. 39.6 demonstrating the simulation results, and 
finally Sect. 39.7 gives the concluding comments for work which can be targeted in 
the future. 

39.2 The Mobile Manipulator Model 

Let us consider a 2D mobile manipulator that has two articulated .2-link arms with 
revolute joints attached to a car-like mobile platform in the .z1z2-plane as shown in 
Fig. 39.1. 

Fig. 39.1 Schematic representation of a two-dimensional mobile manipulator
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With the aid of Fig. 39.1, the following assumptions are made: 

1. The coordinates of the center of the car-like mobile platform are.(x0, y0) and the 
orientation with respect to the .z1-axis is . θ0; 

2. . φ is the steering angle of the mobile platform; 
3. The . i th Link has a length of .li and angular position .θi (t) as shown; 
4. The coordinate of the grippers (end-effectors) is .(x∗, y∗) and .(x∗∗, y∗∗). 

Remark The coordinate of the end-effectors can be expressed as: 

. x∗ = x0 + l0 + 2∈1
2

cos θ0 + b + 2∈2
2

sin θ0 + l1 cos(θ0 + θ1) + l2 cos(θ0 + θ1 + θ2);

y∗ = x0 + l0 + 2∈1
2

sin θ0 − b + 2∈2
2

cos θ0 + l1 sin(θ0 + θ1) + l2 sin(θ0 + θ1 + θ2);

x∗∗ = x0 + l0 + 2∈1
2

cos θ0 − b + 2∈2
2

sin θ0 + l3 cos(θ0 + θ3) + l4 cos(θ0 + θ3 + θ4);

y∗∗ = x0 + l0 + 2∈1
2

sin θ0 + b + 2∈2
2

cos θ0 + l3 sin(θ0 + θ3) + l4 sin(θ0 + θ3 + θ4).

If .l0 is the distance between the two axles of the mobile platform and . b is the 
length of each axle, then the kinematic model of the system mobile manipulator is 
given by 

.

ẋ0 = v cos θ0 − l0
2 ω0 sin θ0,

ẏ0 = v sin θ0 + l0
2 ω0 cos θ0,

θ̇0 = v
l0
tan φ := ω0,

θ̇i = ωi for i = 1, 2, 3, 4,

⎫
⎪⎪⎬

⎪⎪⎭

(39.1) 

where . v and .ω0 are the translational and rotational velocities of the platform, while 
.ωi are the rotational velocities of the link. 

Our objectives are to utilize LbCS to design the controllers.v(t), .ω0(t), and. ωi (t)
(for.i = 1, 2, 3, 4) so that the dual-arm mobile manipulator can move from an initial 
configuration to a final configuration while avoiding collisions with fixed circular 
obstacles of random sizes and positions, and simultaneously observing all mechanical 
singularities associated with the system. That is, the center of the car-like mobile 
platform .(x0, y0) should converge to a predetermined target position and the links 
should attain the desired final orientation. The LbCS formulates a basis of motion 
planning and control of robots. In this paper, we will show how this method could 
be easily applied to design appropriate velocity-based controllers that will guide the 
mobile robot to its respective targets avoiding all the fixed obstacles, taking into 
account all the kinematic constraints and the singularities of the arm.



39 Motion Planning and Navigation of a Dual-Arm … 505

39.3 The Attraction and Avoidance Functions 

In this section, suitable attraction and avoidance functions will be constructed which 
will inherently be part of a Lyapunov function from which the velocity control laws 
will be extracted according to LbCS. 

39.3.1 Target Attraction Function 

For the mobile manipulator, we have a designed target center at.(τ1, τ2)with its radius 
.r(t). Let .x = (x0, y0, θ0, θ1, θ2, θ3, θ4), then we have the target function: 

. V (x) = 1

2

[

(x0 − τ1)
2 + (y0 − τ2)

2 +
4∑

i=1

(θi − ai )
2

]

,

where. ai (for.i = 1, 2, 3, 4) are the desired final orientations of the four links, respec-
tively, in radian. 

39.3.2 Fixed Obstacles Avoidance Function 

Let there be .q > 0 fixed obstacles within the boundaries of the workspace. We 
assume that the . kth obstacle is circular with center .(Oxk, Oyk) with radius .rok . For  
safety reasons, we have enclosed the mobile platform and each of the four links in 
circular protective regions with centers .(xi , yi ) and radius . ri . Note that .(xi , yi ) (for 
.i = 1, 2, 3, 4) is expressed as 

. x1 = x∗ − l1

2
cos(θ0 + θ1) − l2 cos(θ0 + θ1 + θ2), x2 = x∗ − l2

2
cos(θ0 + θ1 + θ2),

x3 = x∗∗ − l3

2
cos(θ0 + θ3) − l4 cos(θ0 + θ3 + θ4), x4 = x∗∗ − l4

2
cos(θ0 + θ3 + θ4),

y1 = y∗ − l1

2
sin(θ0 + θ1) − l2 sin(θ0 + θ1 + θ2), y2 = y∗ − l2

2
sin(θ0 + θ1 + θ2),

y3 = y∗∗ − l3

2
sin(θ0 + θ3) − l4 sin(θ0 + θ3 + θ4), y4 = y∗∗ − l4

2
sin(θ0 + θ3 + θ4),

while the radius.ri is given as 

.r0 = 1

2

/

(l0 + 2ε1)2 + (b + 2ε2)2, ri = li/2 (i = 1, 2, 3, 4).
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Then we have the following obstacles avoidance function: 

. Wik(x) = 1

2

[
(xi − Oxk)

2 + (yi − Oyk)
2 − (ri + rok)

2
]

for .k = 1, 2, . . . , q and.i = 0, 1, 2, 3, 4. 

39.3.3 System Singularities 

A singular configuration arises when the angles of link 2 and link 4 is 0, .π or .−π which 
means that the links will be folded onto each other or fully stretched [ 8, 15]. This implies that 
.0 < |θ2| < π and.0 < |θ4| < π . The avoidance function of these singular configurations is: 

. S1(x) = |θ2|, S2(x) = π − |θ2|,
S3(x) = |θ4|, S4(x) = π − |θ4|.

Another singular configuration is observed for the angles of link 1 and link 3. The.θ1 and 
.θ3 are bounded since link 1 can freely rotate within .(−3π/2, π/2) while link 3 can freely 
rotate within .(−π/2, 3π/2) so that these links do not collide with the platform. This gives 
rise to the following avoidance function: 

. S5(x) = θ1 + 3π/2, S6(x) = π/2 − θ1,

S7(x) = θ3 + π/2, S8(x) = 3π/2 − θ3.

39.4 The Lyapunov Function and Controller Extraction 

According to LbCS, we combine all the attractive and avoidance functions to form a Lyapunov 
function. We define a tentative Lyapunov function, which is also known as total potentials as 

. L(x) = V (x)

⎛

⎝1 +
4∑

i=0

q∑

k=1

αik

Wik(x)
+

8∑

j=1

β j

S j (x)

⎞

⎠ ,

where.αik > 0 and.β j > 0 are constants known as control parameters. 
We now apply the LbCS to extract the control laws.v(t),.ω0(t) and.ωi (t). The time derivative 

of .L(x) is
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. L̇(x) = ∂L

∂x0
ẋ0 + ∂L

∂y0
ẏ0 + ∂L

∂θ0
θ̇0 +

4∑

i=1

∂L

∂θi
θ̇i

= ∂L

∂x0

(

v cos θ0 − l0

2
ω0 sin θ0

)

+ ∂L

∂y0

(

v sin θ0 + l0

2
ω0 cos θ0

)

+ ∂L

∂θ0
ω0 +

4∑

i=1

∂L

∂θi
ωi

=
[

∂L

∂x0
cos θ0 + ∂L

∂y0
sin θ0

]

v +
[

− ∂L

∂x0

l0

2
sin θ0 + ∂L

∂y0

l0

2
cos θ0 + ∂L

∂θ0

]

ω0

+
4∑

i=1

∂L

∂θi
ωi

Putting.L̇(x) ≤ 0, we obtain the controllers 

.

v = − 1

δ1

(
∂L

∂x0
cos θ0 + ∂L

∂y0
sin θ0

)

ω0 = − 1

δ2

(

− ∂L

∂x0

l0

2
sin θ0 + ∂L

∂y0

l0

2
cos θ0 + ∂L

∂θ0

)

ωi = − 1

δ2+i

∂L

∂θi

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(39.2) 

where.δi > 0 (for.i = 1, 2, . . . , 6) are convergence parameters. 

39.5 Stability Analysis 

Let.θ∗
0 be the orientation of the mobile platform at the target. Then the point. e = (τ1, τ2, θ

∗
0 , a1,

a2, a3.a3) is an equilibrium point of system (1). Theorem 1 discusses the stability issues 
pertaining to the equilibrium point . e. 

Theorem 1 The equilibrium point. e of system (1) is stable provided the controllers. v,.ω0 and 
.ωi (for .i = 1, 2, 3, 4) are defined as in (2). 

Proof We use the direct method of Lyapunov to prove the . e is a stable equilibrium point of 
system (1). The Lyapunov function.L(x) defined in Sect. 39.4 is positive, continuous, has con-
tinuous first partial derivatives and bounded over the domain. D = {x ∈ R

7 : Wik(x) > 0, i =
0, 1, ...4, k = 1, 2, . . . q and S j (x) > 0 j = 1, 2, . . . , 8}. Moreover,.L(e) = 0 and. L(x) > 0
for all .x /= e. 

With the form of the controllers in (2), the.L̇(x) simplifies to 

. L̇(x) = −δ1v
2 − δ1ω

2
0 −

4∑

i=1

δ2+iω
2
i .

It is evident that, in the domain . D, .L̇(x) ≤ 0 and.L̇(e) = 0. Therefore, the equilibrium point 
. e is a stable.
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Fig. 39.2 Trajectory of the 
dual-arm mobile manipulator 
from initial position.(5, 5) to 
target at . (55, 55)
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Fig. 39.3 Link angles (.θ1 in 
red,.θ2 in blue,.θ3 in black, 
.θ4 in brown) along the 
trajectory of the dual-arm 
mobile manipulator 
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39.6 Simulation Results 

In this section, we illustrate the simulation results of our dual-arm mobile manipulator as it 
navigates in a workspace containing fixed circular obstacles of different size with different 
position. We also observe the behavior of the Lyapunov function and the designed controllers 
with time taken to reach its target. 

We consider a simple setup as shown in Fig. 39.2 for which the mobile manipulator 
moves from its initial position .(5, 5) to its target at .(55, 55) while avoiding collisions with 
circular obstacles of random positions and sizes. The initial configuration of the links is 
.(θ1(0), θ2(0), θ3(0), θ4(0)) = (−0.2, 0.2, 0.2, −0.2), and the desired final configuration is 
.(a1, a2, a3, a4) = (−π/6, π/3, π/6,−π/3). The convergence of the link angles is shown in 
Fig. 39.3. 

Figure 39.4 demonstrates the behavior of Lyapunov function and its time derivative along 
the system trajectory. The figure provides critical information as to when there is displacement
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Fig. 39.4 Evolution of the 
Lyapnov function and its 
time derivative (.L(x) in red, 
.L̇(x) in blue) along the 
trajectory of the dual-arm 
mobile manipulator 
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Fig. 39.5 Link angles (.θ1 in 
red,.θ2 in blue,.θ3 in black, 
.θ4 in brown) along the 
Trajectory of the dual-arm 
mobile manipulator 
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Fig. 39.6 Link angles (.θ1 in 
red,.θ2 in blue,.θ3 in black, 
.θ4 in brown) along the 
Trajectory of the dual-arm 
mobile manipulator 
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change for time derivative function and also numerically verifies that the energy function is 
decreasing over time as the robot reaches its target. 

The graphs of the nonlinear velocity controllers are shown in Figs. 39.5 and 39.6. For the 
mobile base, its transitional(blue) . v and rotational(red) .ω0 velocities are shown in Fig. 39.5 
which explains the non-holonomic constraint of the system as it is dependent on the velocities 
of the mobile base. It can also be differentiated between the two types of velocity controllers 
as to .ω0 is changing over time more than . v. The rotational velocities of the arm links .ω1, 
.ω2,.ω3,.ω4 are demonstrated in Fig. 39.6 which explains the movement of the arms over time 
while avoiding the obstacles and safely attaining the desired final configuration.
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39.7 Concluding Remarks 

In this paper, a set of time-invariant continuous velocity controllers are presented that suc-
cessfully can navigate a mobile manipulator with two articulated 2-link arms from its initial 
configuration to its desired target while avoiding circular obstacles of random size and of 
random position. The proposed Lyapunov function is a functional equation as it guarantees 
stability of the system while obtaining a collision-free trajectory and satisfying the holonomic, 
non-holonomic, kinematic and dynamic constraints associated with the system. 

Future work in this area will involve n links for two arms mobile robot, the avoidance 
function for 4 links car-like robot can be generalize for further computations as for n links. 
Also, having multiple arms where the protective regions for arms can be replaced by other 
strategies instead of circular regions. Deriving acceleration-based control laws that include 
the dynamics (mass and inertia) of the robot, including obstacles of other types such as lines 
and ellipse will be an interesting extension of this research. 
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Chapter 40 
A Real-Time Fall Detection System Using 
Sensor Fusion 

Moape Kaloumaira, Geffory Scott, Asesela Sivo, Mansour Assaf, 
Shiu Kumar, Rahul Ranjeev Kumar, and Bibhya Sharma 

Abstract There can be serious and harmful effects on people following a fall event 
due to its severity. This paper presents a real-time fall detection using sensor fusion to 
improve the overall accuracy of the system when subjected to continuous operation. 
The system combines data from accelerometer and an ultrasonic sensor to detect falls 
in real time. The developed mobile application accurately identifies fall scenarios and 
sends SMS notifications to emergency contacts. The proposed system’s ultrasonic 
sensor module has wireless communication capabilities, while the accelerometer 
readings are acquired from the smartphone. Appropriate feature, threshold values, 
and program flow have been chosen, such that fall detection is accurate, and the 
system is operational even if one of the sensor malfunctions. The proposed system 
has been validated experimentally and the accuracy, sensitivity, and specificity are 
87.5%, 89.47%, and 94.74%, respectively. 

Keywords Fall detection · Smartphone · Android · Sensor fusion 

40.1 Introduction 

As compared to only 10% in 2000, the United Nations Population Division estimates 
this number will rise to 21% in 2050 [1]. The growing number of older people 
poses increasing challenges for the Ministry of Health, especially in developing 
countries that have fewer health services and higher spending. A fall is defined as the 
unexpected contact of the human body with the ground and is a common occurrence 
in the elderly as they age. With population growth and technological advances, great 
minds have worked consistently and meticulously to develop solutions to minimize 
the problem of falls among the elderly. In order to effectively eliminate the problem
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of falling, various research techniques and technologies have been introduced, such 
as: The benefit of using these solutions is that it reduces the risk of serious injury 
in the elderly from unexpected falls. The main disadvantage identified is that these 
solutions require time and money, which means that developing countries cannot 
afford the facilities offered to older people [2]. 

This paper proposes the development of a low cost real-time fall detection system 
by utilizing the idea of sensor fusion. In particular, the proposed system uses the 
accelerometer and ultrasonic sensor readings to indicate fall scenarios in real time. 
The processing of these sensor signals are governed by the developed mobile applica-
tion that is able to accurately detect the fall scenario and automatically send SMS noti-
fication to the emergency contact. It should be noted that only the wireless communi-
cation module has been developed for the ultrasonic sensor, while the accelerometer 
sensor readings are acquired from the mobile phone itself, which runs the application. 
The proposed system is designed in such a way that the fall detection is classified 
accurately by validating across two sensor readings. This idea of sensor fusion has 
been implemented to solely counter inaccuracies during continuous detection. Worth 
mentioning is that the system has additional backup routines that can switch to only 
work with one sensor to detect fall in cases where one of the sensors malfunctions. 

40.2 Background 

Falls are a major problem in the modern world as they are considered to be the most 
serious and deadly activity for people aged 60–65. Falls in the elderly occur for a 
variety of reasons and result in different outcomes, and awareness of these causes and 
outcomes helps R&D engineers of fall prevention systems to come up with effective 
solutions to the problem of falls in the elderly [3]. 

The purpose of fall detector applications is to prevent falls and alert individuals 
when a fall is likely to occur. This particular fall detection system uses wearable 
electronic sensors that must be worn by the user on their clothing and consists of two 
parts: accelerometers attached to the body and a built-in accelerometer in a smart-
phone [1]. Wearable devices that use smartphone accelerometers have an advan-
tage because most smartphones have sensors such as cameras, microphones, GPS, 
and digital tools that can help reduce falls in elderly people. The objective of the 
proposed system is to address the issue of falls during daily activities like walking, 
sitting, or standing. By utilizing a smartphone system, the movements of your body 
are recorded, and the resulting data can be analyzed to enhance the system’s perfor-
mance by identifying variances in movement. The human body produces a substantial 
amount of data when in motion, and acceleration is deemed to be the most signifi-
cant type of data for detecting falls due to the laws of physics. This is because the 
acceleration of a body is closely linked to the force acting on it, and during a fall, the 
force on the body changes correspondingly, making acceleration data an appropriate 
choice for fall detection [4]. Using acceleration-based fall detection systems can help 
reduce falls among the elderly and can be easily adopted by a large number of users.
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The main goal of the system described in [5] is to detect falls and alert moni-
toring personnel to reduce the risk of injury. According to the researchers of [5], fall 
detection can be categorized into three types: camera vision, wearable devices, and 
ambience sensors. In this particular system, ultrasonic sensor arrays are utilized to 
detect falls. The proposed solution classifies fall scenarios and positions by analyzing 
changes in distances recorded by the ultrasonic sensors. Two arrays of ultrasonic 
sensors, placed at different locations in the room, are used to detect the position of 
the human body during a fall. The sensors measure the movement and positioning 
of the body, and the different distance calculations of the recorded pulses are used 
for fall detection and gesture classification. The human body activity can be divided 
into five positions which are standing, sitting, lying, running, and jumping. The 
data received from the ultrasonic sensors has been used to determine these activi-
ties. Various falling positions can result in different types of injuries, with forward 
falls typically causing leg and knee injuries, backward falls leading to severe head 
injuries, and side falls causing broken bones, ligament damage, and internal compli-
cations. The proposed approach incorporates an ultrasonic sensor with a frequency 
of approximately 40 kHz, employing an 8-pulse waveform. The sensor transmits a 
Tx pulse signal to the object, then receives the Rx signal that is reflected back to 
the sensor, enabling the distance to be measured by calculating the time between 
the reflector targets and the sensor [5]. To install the system on the ceiling and side 
panels, an ESP8266-07 Wi-Fi module, which is a small and power-efficient module, 
is utilized. This module also supports a broad range of ESP8266 clients, APs, and + 
APs [5]. The microcontroller plays a critical role in the system, as it controls both the 
sensor and the Wi-Fi module, with Arduino microcontrollers serving as the sending 
and receiving systems. The proposed system comprises two modules, namely the 
hardware and software modules. The hardware module stores and processes infor-
mation from the sensors, while the software module determines case conditions and 
provides monitoring capabilities. 

Moreover, as proposed in [6], the fall detection using Arduino-based system is 
designed to monitor acceleration values using an MPU 6050 accelerometer compo-
nent. By comparing the total acceleration values with a threshold value, the system 
can detect whether the user is standing up or lying down on the ground. For the person 
standing, the system constantly monitors the acceleration, while when the person is 
lying on the ground, the buzzer emits an acoustic signal to ensure the initialization 
of the GSM module and to notify the health centers and family members. If a person 
loses consciousness during a fall, the microcontroller provides location data from 
the GPS module and sends it to the appropriate services with an alarm message [6]. 

In [7], a fall detection system that uses accelerometers and gyroscopes is designed 
to detect two types of human activities: static and dynamic postures. Static postures 
include a person sitting, standing, or lying down, while dynamic postures involve 
movement between static postures. The system includes two tri-axial accelerometers 
that are placed on the person’s chest and thigh, respectively, in order to recognize 
their static postures. The system has been shown to have 91% sensitivity and 92% 
specificity. However, the system is not without its limitations, as it struggles to detect 
a person jumping on a bed or falling from a wall while in a seated position.
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In addition, the method presented in [8] for fall detection is based on kinematics, 
and it aims to monitor the different positions of an individual during a fall. The 
system is classified into two categories, namely threshold-based methods (TBM) and 
machine learning methods (MLM). TBM is less expensive to implement compared 
to MLM as it utilizes a threshold to distinguish a fall from activities of daily living 
(ADL), while MLM requires a dataset containing fall and ADL samples. However, 
the proposed MLM method requires more computations and is more expensive to 
implement than TBM. 

Likewise, two different fall detection methods are discussed in [9] and [10]. The 
first approach [9] utilizes a tri-axial accelerometer and gyroscope placed at the upper 
trunk of the human body. The system is activated when the acceleration surpasses 
a certain threshold and the gyroscope checks the orientation of the subject. False 
alarms are eliminated by a push button, and the system response is fast and effective. 
The second approach [10] uses two or more acoustic sensors to detect a fall event 
based on measured height and loudness. Two additional microphones are used to 
minimize noise and distance which is kept at 4 m apart. The system achieved 70% 
accuracy with no false alarms, which can be improved up to 100% with a penalty of 
5 false alarms every hour. 

With respect to computer vision-based strategies, three different fall detection 
systems that use different techniques to detect falls have been highlighted in [11, 
12], and [13]. A novel approach in fall detection systems is the use of human shape 
variations for fall detection. This system relies on detecting differences in the human 
form, utilizing a combination of the best-fit ellipse around the body, histograms of 
the silhouette projection, and changes in the head’s temporal position. These cues 
enable the detection of various behaviors [11]. On the other hand, [12] proposes an 
automated monitoring system with face recognition to detect falls in a specific area. 
It uses webcams to collect data on the person’s movement, position, and distance 
from the camera to determine if a fall has occurred. As for [13], the system uses 
an omni-directional camera with a separate PC server that captures images in 360 
degrees to solve the problem of blind spots. The system has a sensitivity of 78% 
without personal information and up to 90% with personal information but requires 
users to provide personal information such as height and BMI, which increases 
implementation costs. 

Sensor fusion-based strategies have proven to be very effective in fall detection. 
One such approach is the combination of accelerometer, gyroscopes, and acoustic 
sensors to detect heartbeats [14]. Typically, the device is positioned at the center of 
the body, and wireless communication is established using the ZigBee protocol. In 
the event that the battery level is low, the system employs the ZigBee connection 
to notify the user to charge the battery, and five different algorithms have been 
developed, the result of which varies between 92 and 97%. By combining the system 
with accelerometers and gyroscopes, the detection rate increases to 97% [14]. 

Moreover, in [15], a fall detection system using mobile devices is designed to 
detect falls and monitor heart rate by mounting a mobile device on the user’s waist, 
which alerts caregivers in case of an emergency. The detection of falls and heart rate 
in a system is achieved through the use of tri-axis accelerometers and three-channel
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ECG circuits, respectively. In addition to a simple threshold algorithm, the system 
employs several supplementary techniques to enhance the accuracy of detection [15]. 
The response time of the system is faster and more efficient, allowing for timely alerts 
to be sent to caregivers. 

To sum up, falls are a serious concern among the elderly and can lead to severe 
injuries and even death. Wearables, assistive technologies highlighted in [16], and 
sensor-based fall detection systems have been developed to prevent falls and alert 
individuals or authorities when a fall occurs. These systems utilize different tech-
nologies such as accelerometers, ultrasonic sensors, and GPS modules to detect falls 
and can be easily adopted by a large number of users. While these systems have 
shown promising results, they still have limitations and require further improve-
ments to provide accurate and reliable fall detection. This study intends to address 
some of the shortcomings by using a sensor fusion approach and enhance the overall 
system accuracy. The next sections will focus on the developed prototype and its 
performance analysis. 

40.3 Design and Implementation 

The proposed fall detection system was designed by assembling software and hard-
ware components into a finished prototype, as depicted in Fig. 40.1. The following 
sections outline the steps taken to implement the software, hardware, system integra-
tion, and final prototype. To aid in understanding human body gestures and various 
fall postures, Figs. 40.2 and 40.3 are provided. 

Fig. 40.1 Design prototype 

Fig. 40.2 Human body 
gestures [5]
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Fig. 40.3 Human fall postures [5] 

40.3.1 Software Component (Mobile Application or Mobile 
App) 

The fall detection app was developed using the MIT APP INVENTOR 2 software and 
incorporates sensor fusion techniques (Fig. 40.4). The app integrates data from both 
the smartphone’s in-built accelerometer and a separate ultrasonic sensor module to 
perform real-time fall detection analysis. Two different approaches were programmed 
in the app using sensor fusion techniques—one using accelerometer readings and the 
other using ultrasonic sensor readings. The app uses the combined outputs of both 
approaches to accurately detect fall situations. The developed system has shown 
high accuracy in detecting falls, and it can help improve the safety and well-being 
of at-risk individuals. 

One of the approach is basically using the accelerometer readings and finding the 
magnitude of the in-built accelerometer sensor readings. In fall detection, the norm of 
acceleration typically refers to the magnitude of the acceleration vector obtained from 
an accelerometer sensor. In addition, it represents the overall acceleration magnitude 
experienced by the user, regardless of its direction. The magnitude has been calculated 
by acquiring the built-in accelerometer readings from the smartphone, that is, the Ax, 
Ay, and Az, which are the accelerations in the x, y, and z plane, respectively. Since the 
acceleration is to be measured in a 3D space, the magnitude of the total acceleration 
is calculated as follows:

Fig. 40.4 App build in MIT 
APP INVENTOR 2 software 
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Fig. 40.5 Tri-axial 
orientation of a smartphone 

|A| =
/
A2 
x + A2 

y + A2 
z (40.1) 

whereby the x, y, and z are acceleration values in three different directions. 
The norm of acceleration is often used as a feature to detect falls. A fall typically 

results in a sudden increase in the norm of acceleration, which can be detected using 
appropriate threshold values. Figure 40.5 illustrates the tri-axial orientation through 
which the accelerometer sensor takes its readings on a smartphone. 

Moreover, it should be noted that the |A| for each time step was calculated, and for 
the purpose of measuring the fall, difference between the |A| is calculated between 
initial |Ai | and the preceding |Ap|. Thereafter, a threshold was set to discriminate 
whether a person is standing or falling. The threshold setting is explained in Sect. 40.4. 
Figure 40.6 shows the proposed design algorithm that has been programmed and 
deployed.

40.3.2 Hardware Component 

To create a prototype, an Arduino Mega 2560 processor, an HC-SR04 ultrasonic 
sensor, and an HC-05 ZS-040 Bluetooth module for Arduino were employed. 
Figure 40.7 shows the assembled component.

To prototype the proposed system using an HC-SR04 ultrasonic sensor, HC-05 ZS-
040 Bluetooth module, and an Arduino Mega 2560, the user must gather necessary 
materials and connect the ultrasonic sensor and Bluetooth module to the Arduino 
Mega. The Arduino Mega must then be connected to a computer, and the code must 
be written to read the distance measured by the HC-SR04 ultrasonic sensor and send 
it to the HC-05 ZS-040 Bluetooth module. The code is uploaded to the Arduino 
Mega and paired with a Bluetooth-enabled device, such as a phone. A serial terminal 
app can then be used to connect to the Bluetooth module and display the distance 
measured by the HC-SR04 ultrasonic sensor.
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Fig. 40.6 Design algorithm for the accelerometer-based fall detection

Fig. 40.7 Ultrasonic sensor Arduino-based module



40 A Real-Time Fall Detection System Using Sensor Fusion 521

Fig. 40.8 Ultrasonic sensor Arduino-based fall-detecting mode 

The Arduino software program was utilized to calibrate and set up the ultra-
sonic sensor. When the distance detected by the sensor is 5 cm or less, the Arduino 
sends a high signal ‘1’ to the smartphone via the Arduino Bluetooth module. 
Conversely, if the distance is greater than 5 cm, a low signal ‘0’ is transmitted to the 
phone. Figure 40.8 illustrates the ultrasonic sensor’s fall-detecting mode which was 
programmed as per the algorithm given below. 

40.3.3 System Integration 

The input from both the sensors provide inputs to the app via interfaces; whenever 
any of the sensors detects a fall scenario, it relays it to the app. The app then sends a 
SMS to the emergency contact and informs them that the user has fallen after double 
checking using both the fall detection approaches in a specified interval of time. 
Thereafter, it proceeds to sending SMS to the emergency contacts as per Fig. 40.10. 
The whole system can take in both the inputs or either of the sensor readings in 
case the other one fails. Figure 40.9 presents the developed system while Fig. 40.10 
presents the overall algorithm for the fall detection system.

40.3.4 Mobile Application Setup 

The user initiates the application and can designate an emergency contact in the 
event that the “SETTINGS” button becomes inaccessible. With-in the “SETTINGS” 
section, the user can also specify the amount of time the app should wait before
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Fig. 40.9 Schematic of the developed system

sending an SMS to the designated emergency contact with details of their fall. Further-
more, by clicking on the “About” button, the user may access information about the 
developer of the application. The diagram shown in Fig. 40.11 presents the main 
screens of the fall detection system’s user interface.

40.4 Implementation Results and Analysis 

Activities of daily living (ADL) and fall events were simulated and evaluated along-
side one another. The ultrasonic sensor and SVM values were captured and stored, 
while the accelerometer was utilized to record simulated ADL events like sitting, 
standing, walking, and resting. Simulated fall event was made, and its |A| was calcu-
lated. Figure 40.12a–e shows the accelerometer readings for the scenarios or states 
specified in Table 40.1 for the simulated ADLs. Based on five instances for each of 
the following states, the average values of |A| are given in Table 40.1 whereby the 
threshold setting for fall detection is set to 10.

Displayed in the table above is the average of various states taken from five 
separate cases. A threshold of 10 is utilized to accommodate the user’s varying 
activities of daily living (ADLs). Based on the above average values of |A|, , only 
two classes (fall or no-fall) will be evaluated.
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Fig. 40.10 Overall algorithm for the proposed system
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Fig. 40.11 User interface of the fall detection system

Fig. 40.12 Accelerometer readings for five states specified in Table 40.1 

Table 40.1 States and its 
average |A| values State Average value 

Sitting 10 

Standing 10 

Walking 8 

Rest 10 

Fall 12
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Fig. 40.13 Ultrasonic 
sensor outputs 

40.4.1 Ultrasonic Sensor Performance and Overall System 
Evaluation 

The ultrasonic sensor module reads the values and sends out a high signal ‘1’ if the 
distance between the module and any object is equal to less than 5 cm (fall), and low 
signal ‘0’ if the distance is otherwise (no-fall). The ultrasonic sensor output readings 
are shown in Fig. 40.13. 

To test the developed system that uses the sensor fusion strategy mentioned earlier, 
38 different scenarios were created to determine the likelihood of a fall and no-fall. 
Table 40.2 presents the probability of true and false positives. Using these metrics 
(outlined in Table 40.2), the system’s accuracy, sensitivity, and specificity were 
calculated using the classical approach for binary classification. 

Following the above values of TP, TN, FP, and FN, the accuracy, sensitivity, and 
specificity are 87.50%, 89.47%, and 94.74%, respectively.

Table 40.2 True/false positive and true/false negative rates 

Metric Analysis State Accuracy (%) 

True positive (TP) 17/20 True states of fall 85 

False positive (FP) 1/20 False states of fall 5 

False negative (FN) 2/20 False states of not a fall 10 

True negative (TN) 18/20 Trues states of not a fall 90 
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Worth mentioning is that the fall detection system is not perfect and is prone to 
errors. It uses an ultrasonic sensor module to detect falls, but as there is only one 
sensor, it can only detect falls in one particular axis. This limitation is addressed by 
using the phone’s built-in accelerometer sensor to detect falls based on the threshold 
value of the three-dimensional accelerometer values of the phone. However, the 
accelerometer-based system may also be prone to errors as it cannot distinguish 
between a fall and a non-fall event, such as when a user lies down abruptly to rest. 
The system is relatively basic and requires further development to reach perfection. 
Nevertheless, despite its limitations, the system is still reliable and sensitive enough 
to detect falls. 

40.5 Conclusion 

This paper has presented a real-time fall detection system that utilizes the data from 
two different sensors for detecting a fall. At the heart of the proposed system is the 
mobile application developed for Android OS that dictates the decisions for detecting 
a fall. The system utilizes the in-built accelerometer from the mobile phone to acquire 
data and calculate the magnitude of the total acceleration (|A|). On the other hand, 
the external module has one ultrasonic sensor, which measures the distance of the 
module from the ground. Both the sensors have already been calibrated and tested 
to deduce appropriate values of the threshold. For the accelerometer system, the 
threshold values for |A| were set to 10 to ensure that any values greater than 10 
would be classified as “fall.” As for the ultrasonic sensor, distance between ground 
and the module should be above 5 cm. This means that if the calculated distance is 
less than 5 cm, then it denotes a “fall” scenario. Additionally, it should be noted that 
the program flowchart has been designed in such a way that the proposed system is 
functional even if one of the sensors does not work. 

Future work will include integration of the GPS location within the application 
to locate the user easily and accommodate for calling ambulance for quicker action 
or if the specified emergency contact is out of reach. 
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Chapter 41 
A Vision-Based Feature Extraction 
Techniques for Recognizing Human Gait: 
A Review 

Babita D. Sonare and Deepika Saxena 

Abstract Gait recognition has become more popular and significant in the recent 
years due to security concerns since it can be carried out remotely without authoriza-
tion. This article discusses the vision-based model and model-free feature extrac-
tion methods for identifying human gaits. Both methods are distinctive in and of 
themselves. The structural parts of the human body are dealt with via model-based 
approaches, including joint locations, joint angles, stride length/cadence, and 2D 
stick figures. Model-free techniques, including gait energy image, absolute frame 
difference image, gait history image, etc., give spatiotemporal information on gait 
silhouettes. Subject identification is made based on the high rate of recognition after 
approach-wise features are provided to classifiers. The important characteristics will 
then stand out. 

Keywords Biometrics · Gait recognition · Individual identification · Model-based 
features · Model-free features 

41.1 Introduction 

Biometric recognition refers to identifying a person by biological or behavioral char-
acteristics. The face, iris, fingerprints, palm, gait, and other biological factors of 
humans aid in identifying a person. Medical psychiatry claims that a person’s gait, or 
how they walk, is unique and comprises 24 diverse components. Gait is the rhythmic 
pattern of actions that causes motion.
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Recently, in video surveillance applications such as recognition and access 
control, human gait recognition is gaining the interest of researchers due to its effec-
tiveness. Gait can be captured remotely and does not require the subject’s consent. 
The advantage of gait is that it is discrete and unobtrusive. The ability to recog-
nize human gait may be impacted by outside elements such as view angle, walking 
speed, carrying status, clothing, and shoes. Machine learning and deep learning 
classification approaches are helpful in making it resilient. 

The human gait recognition system is divided based on vision-based input, namely 
model-based and model-free or appearance based [1]. The human body can be 
modeled by using a stick pattern according to bones, joint placements, joint angles, 
and limbs [2]. These can be produced by elliptically depicting each body part and 
then determining which body portion is essential for identifying the gait. As shown 
in Fig. 41.1, former features can be produced using structural elements of the human 
body, like stride length and steps per minute, that is, cadence. But it requires high 
computational cost. Later, elements are based on how people look or appear. These 
can be produced using the video’s extracted frames. Figure 41.2 represents the 
individual from a binary frame known as a silhouette. 

The gait recognition system, as shown in Fig. 41.3, consists of gathering the data, 
preprocessing the frame by subtracting the background, feature extraction, and then 
classifying the subject. The output of the system is a person’s identity.

Fig. 41.1 Model-based features (Joint angles/position, stick pattern, body part represented as an 
ellipse) 

Fig. 41.2 Model-free/appearance-based silhouettes (normal walking, wearing a coat, carrying a 
bag) 
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tion from digital 
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Classification 
of subject 

Fig. 41.3 General gait recognition system 

The raw gait data can be obtained using the camera, sensors, or accelerometer. 
Gait images/frames of people’s walking gaits can be used to identify them because 
various people have varied walking styles. When taking videos, a camera is often posi-
tioned at a distance of several meters from the subject. Subjects from the frame can be 
detected using background subtraction [3]. For background subtraction, frame differ-
ence, Gaussian mixture model, kernel density estimation, and codebook generation 
methods are effective. Feature extraction can be done using a model-based or model-
free based approach. Model-free extracted features are high-dimensional vectors, 
which require dimensionality reduction. Features such as joint position, angle, stride 
height, or some statistical features can be extracted from the model-based approach 
[2]. Features such as gait energy images, accumulative frame difference images, gait 
moment images, and gait active images can be extracted from model-free approaches. 
The extracted features can be given to classification algorithms such as SVM, NB, 
KNN, RF, MLP, or CNN, giving the subject id. It is crucial to carefully select the 
classification approach depending on each circumstance to enhance the identification 
rate. System performance can be checked with performance measure accuracy and 
error rate. 

This review study focuses on feature extraction methods, namely model-based and 
model-free methods for identifying humans based on gait. We proposed a system 
based on both approaches, both features will be extracted separately and fed to the 
classifier and accuracy will be measured where the approach with the higher accuracy 
would be taken into account, regardless of the gait silhouettes’ quality or resolution. 
Significant characteristics would provide good accuracy. The other portions of the 
paper are divided as follows: Sect. 2 contains a literature review; Sect. 3 includes a 
comparative analysis; Sect. 4 contains a suggested system; and Sects. 5 and 6 have  
the conclusion and references. 

41.2 Literature Review 

Most of the literature on the human gait recognition system is based on the approach 
used for extracting features. A review of related work is organized as feature 
extraction based on model-based and model-free approaches.
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41.2.1 Model-Based Gait Recognition System 

The human body is intended to be modeled using model-based feature representation, 
and features are taken from this model. Appearance and carrying status are not 
covariate factors in model-based feature representation. But it depends on the level 
of the video. It requires good-quality images to find joint positions, angles, height, 
etc., features. 

The automated system for gender classification using joint angles and points as a 
gait signature and classified using a support vector machine described in [4], giving 
96% accuracy. Three angles between the two front and rear legs can be utilized as 
features in the model-based approach mentioned in [5], and after dimension reduc-
tion techniques like PCA, the distance time warping method is employed to identify 
humans 92.3% of the time accurately. A novel model built on moving feature extrac-
tion analysis demonstrated in [6]. The system uses the Fourier series to extract the 
gait signature automatically, and the Fourier components of the motion of the leg are 
used for classification, with a 100% CCR. 

The model-based feature vector supplied to the artificial neural network for gait 
classification in [7], and achieved an accuracy of 89%, and experimented on the 
CASIA B dataset. The multiple sclerosis and stroke gait class, six joint data were 
collected and converted into joint angles using an inverse kinematic solution [8] and 
later fed to machine learning algorithms, namely KNN, SVM, ELM, and MLP. ELM 
has performed well. Image moments [9] were extracted as features from silhouettes 
and fed to the nearest neighbor classifier for identifying humans. Demonstrated on 
CASIA B dataset achieving 71.42% accuracy. 

41.2.2 Model-Free Gait Recognition System 

In model-free approaches, features such as gait energy images, accumulative frame 
difference images, gait moment images, and gait active images can be extracted. It is 
essential to apply dimensionality reduction techniques to reduce the size of feature 
vectors. Dimensionality reduction techniques such as PCA, LDA, MDA, DCT, and 
I-vectors are effective. 

Gait Energy Image (GEI) [9]: GEI is the mean of all frames during a single gait 
cycle. The gait energy image (GEI) G(x, y) is defined as Bt(x, y) at time t in a 
sequence of length N as shown in Eq. 41.1. 

G(x, y) = 1/N 
N∑

t=1 

Bt (x, y) (41.1) 

Gait Motion Image (GMI) [10]: Let D(x, y, t) be a binary image sequence repre-
senting regions of motion of let I(x, y, t) be an image sequence; several applications, 
image differencing is sufficient to get D. Finally, the MEI E τ (x, y, t) is represented
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as shown in Eq. 41.2. 

Eτ (x, y, t) = 
τ⋃

i=0 

D(x, y, t − 1) (41.2) 

τ is important in determining how long a movement will last. 
Motion History Images (MHI) [10]: A motion history image illustrates how the 

image is moving, as opposed to where it is moving. The pixel intensity in an MHI 
I depends on the time-based event of motion at that particular location. We use a 
straightforward replacement and decay operator for the results displayed in Eq. 41.3. 

I τ ( p, q, t) =
{

τ if I (p, q, t) = 1 
max(0, I τ ( p, q, t − 1) − 1) otherwise 

(41.3) 

Accumulative frame difference energy image (AFDEI) [11]: By integrating the 
forward and backward frame differences, the frame difference energy image is 
created, shown in Eq. 41.6. 

Fa(p, q, t) =
{
0 if  D(p, q, t) ≤ D(p, q, t − 1) 
D(p, q, t) − D(p, q, t − 1) otherwise 

(41.4) 

where Fa (p, q, t) is the forward frame difference image. 

Fb(p, q, t) =
{
0 if  D( p, q, t) ≤ D( p, q, t − 1) 
D(p, q, t − 1) − D(p, q, t) otherwise 

(41.5) 

Consider Fb (p, q, t) is the backward frame difference image. 

F(p, q, t) = Fa(p, q, t) + Fb(p, q, t) (41.6) 

where F (p, q, t) is the frame difference image. 
The spatiotemporal picture is called the gait energy image [12], and to address the 

problems in the training template, the synthetic template of real GEI by simulating the 
distortion in real GEI has been introduced. The proposed recognition approach highly 
performs well in comparison with published methods. Gait recognition methods 
based on average silhouette and contour using classifier ensembles [13] have been 
proposed. 

Independent component analysis was used to extract the fusion features of the 
motion silhouette image and the GEI [14], which were then fed into a multiclass 
extreme learning machine classifier. A new head-torso-thigh (HTI) [15] easy-to-
compute and efficient gait representation is proposed, applying the nearest neighbor 
classifier to identify low-contrast infrared images. The problem of feature selection
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for human identification based on gait energy image [16] is addressed, by providing 
the supervised (Wrapper cross-validation) and unsupervised approach (PCA and 
MDA), experimented on CASIA B dataset with improved recognition performance. 
GEI (dynamic and static information) and AFDEI (reflects the temporal characteris-
tics) moment invariants [11] were combined as the gait feature. The nearest neighbor 
classifier was used since it produced better recognition results than a single feature. 

The classic appearance-based gait recognition based on GEI [17] proposed. The 
TUM GAID dataset is used for extensive experiments. The automatic human iden-
tification system using gait sequences, which calculates average silhouettes [18] 
presented and reduces their dimensionality using principal component analysis. The 
system then supplies the essential features to a Euclidian distance classifier, giving the 
system the best recognition rate of 90% on the CASIA B Dataset. MPGR-CF model 
for human recognition, wherein dynamic features, i.e., optical flow and spatiotem-
poral feature, i.e., GEI, are extracted and presented [19] and trained using SVM 
and HMM classifier, respectively, and recognition results are fused at the decision 
level. Demonstrated on dataset CASIA B and OU-ISIR, generate the high correction 
recognition rate. 

The gait recognition performance in cooperative and antagonistic contexts, the 
effect of training data size, and the amount of Carrying Status (CS) label recognition 
difficulty by using GEI as a feature and MSVM classifier presented in [20]. Features 
based on a higher order of statistical moments on horizontal, vertical and grid struc-
tures of silhouettes on OU-ISIR and CASIA B datasets provide shape invariance [21] 
proposed. The system’s robustness is measured by using different classifiers such as 
decision tree (C4.5), Naïve Bayes, KNN, and random forest. The author has proved 
the proposed technique, which performs well with statistical hypothesis testing such 
as the t-test, F-test, and ICC test. 

The periodicity of the gait cycle to find gait moment images used in [22]. Moment 
deviation images are calculated by subtracting the original silhouettes from the 
feature vector created by the gait moment image and using the nearest neighbor tech-
nique to aid in human recognition; this method produces a respectable recognition 
rate. 

41.3 Comparative Analysis 

The entire human body is intended to be modeled by model-based feature represen-
tation techniques. Joint locations, joint angles, stride length/cadence, four distances 
(left–right foot, head-foot, head-pelvis, foot-pelvis), 2D stick figure, lower-leg 
pendulum, and thigh pendulum are only a few examples of model-based feature 
representation strategies. A few places on human bodies are also included, along 
with their distances and angles. Model-based methods typically have an accurate 
classification rate of more than 80% and an error rate of about 10%. 

Human silhouettes’ entire motion or shape is intended to be processed via 
model-free feature representation. Silhouettes are used for feature representation
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Table 41.1 Table captions should be placed above the tables 

References Gait features Dataset used Accuracy (%) 

Yoo et al. [4] Joint angles and points Not mentioned 96 

Benbakreti et al. [5] Three angles between the two front and 
rear legs 

CASIA B 92.3 

Cunado et al. [6] Fourier components of the motion of 
the leg 

Not mentioned 100 

Kong et al. [7] Model-based feature vector CASIA B 89 

Patil et al. [8] Six joint angles Clinical data – 

Dixit et al. [9] Image moments CASIA B 71.42 

Ismail et al. [18] Gait energy image CASIA B 90 

Lu et al. [23] Texture and color characteristics of the 
body’s head, top, leg 

CASIA Gait 98.46 

Sharif et al. [24] Multi-level feature extraction CASIA A 98.6 

CASIA B 93.5 

CASIA C 97.3 

Bakchy et al. [25] Gait energy image CASIA B 58 

without models. Segmentation mistakes, shadows, moving objects in the background, 
compression artifacts at the edge of the human silhouette, and the threshold for classi-
fying background and foreground are all signs of trouble with silhouette recognition. 
Techniques for model-free feature representation include GEI, GHI, FDEI, AEI, and 
GFI. GEI/GHI can depict both dynamic and stationary components. FDEI is a GEI 
variant used to fix frames that have missing pieces. AEI depicts relationships between 
frames. Dimensionality reduction is necessary before further processing with model-
free feature extraction approaches. Table 41.1 gives the comparative analysis of study 
of selected papers till 2020 with recognition rate as accuracy in percentage. 

41.4 Proposed System 

The feature extraction methods currently in use for identifying human gaits are 
reviewed in this work. The suggested system shown in Fig. 41.4 would be built on 
a high recognition rate achieved from approached features. It will aid in improving 
the rate of human identification.

Gathering a gait video sequence with a camera is the first step in determining a 
person’s gait. Depending on the angle, there are various ways to install the camera. 
Video can be used to extract gait frames. Model-based features can be recovered 
after the subject has been identified from the frame. Various backdrop removal tech-
niques can be used to create the binary silhouette from the observed gait frame. 
This phase entails normalizing the silhouettes to a particular size to obtain silhou-
ettes using segmentation, morphological operator erosion, and dilation. Silhouettes
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Fig. 41.4 Proposed human gait recognition system

should not be hidden because doing so degrades feature extraction, which increases 
identification accuracy rates. The reviewed model-free feature extraction techniques 
can be applied to silhouettes, and feature vectors can be generated. Dimensionality 
reduction techniques can be applied to the feature vector. The feature vector of 
model-based and model-free can be supplied to the classification techniques such 
as support vector machine, decision tree, random forest, and multilayer perceptron. 
The subject identification can be made based on the high recognition rate that is 
accuracy of the individual featured approach. Here, it would be easy to identify the 
key characteristics/features. 

41.5 Conclusion 

This review paper aims to conduct a literature study on the approaches for finding 
features used to identify human gaits. It has been discovered that understanding 
model-based and model-free approaches will aid in improving performance in terms 
of recognition rate. The model-based approaches provide structural data and cutting-
edge technology. Model-free approaches provide spatiotemporal data that is easy 
to produce and beneficial for recognition. We can investigate which key features 
are most significant based on the high human recognition rate represented in the 
proposed system. 
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Chapter 42 
Right Ventricle Volumetric Measurement 
Techniques for Cardiac MR Images 

Anjali Abhijit Yadav and Sanjay R. Ganorkar 

Abstract Cardiac disease diagnosis is very important domain in biomedical and 
technological innovations. The right ventricle (RV) volumetric analysis is useful for 
finding anatomical and functional defects and blood loading capacity of heart at 
right side. The volumetric measurements of RV such as blood volume at systole 
(ESV) and diastole phases (EDV) are significant for further decisions in cardiac 
disease diagnosis. For experimentation and to find better one, we have been performed 
three techniques A. motion-based clustering B. intensity-based clustering C. deep 
learning-based architecture. These approaches are used for measuring volumetric 
parameters such as end systole (ESV), end diastole (EDV) and ejection fraction 
(EF). Then, results are compared with ground truths provided by clinicians. The 
minimum percentage error occurred in measurements of deep learning techniques 
as compare to others. The clustering approaches having limitations of data scarcity, 
which can be eliminated using DL techniques and shows better performance. 

Keywords End systole (ESV) · End diastole (EDV)  · Ejection fraction (EF) 

42.1 Introduction 

Cardiovascular diseases are the leading cause of deaths and group of disorders 
of the heart and blood vessels such as coronary heart disease. CMRI is the stan-
dard modality for the non-invasive assessment of high quality, accurate functional 
and anatomical images in any orientation. CMRI provides accurate information of
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morphology, muscle perfusion, tissue variability and blood flow using adequate 
protocols. The cardiac contractile function can be quantified and analyzed through 
ventricle volumes, masses and ejection fraction (EF) by segmenting the left (LV) and 
right (RV) ventricles from cine MR images [1, 2]. The left and right ventricle volu-
metric analysis is useful in the process of patient management, disease diagnosis, risk 
evaluation and therapy decisions. The right ventricle function has been recognized 
in heart failure, RV myocardial infarction, congenital heart diseases and pulmonary 
hypertension. Only a few researches on the right ventricle (RV) have been published. 
We are working on RV analysis based on evaluation of blood volumes [3, 4]. RV 
contouring is used to transform an image’s representation into a more meaningful 
step. Contouring results are further going to calculate volumetric measurements such 
as end systole volume (ESV), end diastole volume (EDV), ejection fraction (EF), 
stroke volume and ventricle mass of right ventricle. Still facing following difficulties: 

a. Fast speed pumping of the cardiac motion b. Circulatory system c. Imaging 
noisy interference d. Diverse and eccentric structure f. Fragile wall g. Inadequate 
borders [1–6]. 

42.2 Previous Work 

Caroline Petitjean suggested that evaluating several RV segmentation algorithms on 
common data. Seven automated and semi-automated methods have been consid-
ered, along them three atlas-based methods, two prior-based methods and two prior-
free, image-driven methods that make use of cardiac motion. The obtained contours 
were compared against a manual tracing by an expert cardiac radiologist, taken as 
a reference, using Dice metric and Haussdorff distance. Best results show that an 
average 80% Dice accuracy and a 1 cm Haussdorff distance can be expected from 
automated algorithms [1]. The author presents a review of automated and semi-
automated methods performing contouring of cardiac cine MRI sequence short-axis 
images. Medical background and specific segmentation difficulties related to these 
images are presented in this paper. The author suggests that for RV analysis, complex 
segmentation methods and prior knowledge-based methods need to be developed 
[3]. Medical image segmentation has shown enormous success using convolutional 
neural networks (CNNs), even when constructed on a shape prior. CNNs are prone to 
create anatomically error free segmentations. These segmentation results are closer 
to the inter-expert variability. The methodology in this work is developed for creating 
cardiac image segmentation to evaluate cardiac frames using a trained CNN. It finds 
anatomically improbable outcomes with constrained variational autoencoder, but 
distorts the results toward the nearest anatomically accurate heart shape [4]. The 
short and long axis view of RV is provided in this paper. The intensity inhomo-
geneity often occurs in real-world images. It is the considerable challenge in image 
segmentation. The most widely used image segmentation algorithms are region-
based and typically rely on the homogeneity of the image intensities in the regions 
of interest. It often fails to provide accurate segmentation results due to the intensity
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inhomogeneity [5]. The volumetric functionality of RV is essential for LV volume 
measurements and pulmonary circulations. The expert clinicians can take decisions 
for optimization of RV preload and afterload to enhance RV contractility based on 
volume detection. In congenital heart problems, RV volumetric analysis is important 
to find preload, afterload of blood volume [6, 7]. The manual method is facing intra 
and inter-expert variability. For measuring the volume of heart chambers, scientists 
suggest a semi-automatic VR approach. It is rapid, effective and less sensitive to 
inter-observer variability then the semi-automated type. This technique is easier to 
conduct extra tests in contexts with complicated anatomical forms. A 3D phantom 
of the observed cavity was produced by multiplying the voxel area of each slice 
by the set of slice thickness. The method of this paper represents volume analysis 
using voxel area summation and claims that it is a practical and reliable method. We 
have also preferred the same approach in our work for volumetric analysis [8]. For 
small datasets in biomedical images contouring of any organ is challenging using 
deep learning. The UNet architecture is a very powerful deep architecture for such 
cases. In this technique, end-to-end decisions are made in the decoding levels and 
RV characteristics are extracted in the encoding layers using a UNet-shaped network 
topology. Many residual blocks are cascaded to extract RV characteristics in the 
encoding stages. Convolutional layers are used in the decoding levels to provide 
the RV predictions accurately [9, 10]. During CMR assessment, RV borders are 
manually located in clinical routine. This automatic segmentation of RV using CNN 
with stacked autoencoder suffers from leakage and shrinkage of contours. The fuzzy 
borders and presence of trabeculations of RV shape can be minimized using deep 
learning techniques. In the future scope of this paper, the author have suggested 
that they wish to improve accuracy of results and minimization of computational 
time. Also results of this technique need to be applied on more no. of patients for 
authentication purpose and real-time implementation. Also a full heart segmenta-
tion method for ventricles and atriums is necessary to invent to make a combined 
tool for the same [11–13]. A rapid RCNN method for RV wall motion detection is 
suggested by the author in this paper. A combination of CNN and MLP is designed 
and studied for heart contouring and received mean localization error as 6.07 mm 
[14]. A survey paper on various cardiac segmentation methods for various cardiac 
modalities is presented in this paper. The paper has covered CT, MRI and ultrasound 
images of RV LV ventricles, atriums, etc. The segmentation algorithm evaluation is 
implemented based on evaluation parameters such as Jaccard Metric, Dice coeffi-
cient and Haussdorff distance. The paper shows that the CNN-based methods gives 
promising results for 2D and 3D segmentation. Also the study shows the challenges 
of deep learning methods for real-time implementation are (1) Label shortage, (2) 
Model uniformity depends on scanners and pathologies (3) Model interchangeability 
[15]. Q. Zheng and all have described a rugged cardiac segmentation algorithm based 
on deep learning. For experimentation, they have used three kinds of datasets such 
as ACDC, Sunnybrook and RVSC. This spatial architecture segments RV, LV named 
as LVRV Net, which is designed to extract ROI and constructed in 3D form for epi 
and endo borders. Maximum accuracy received is 0.93 for LVC and 0.88 for RVC, 
but worked better for distance measure. Finally, this paper claims that apical frames
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results need to be improved [16]. The main drawback of UNet architecture is loss of 
information in the reconstruction process. Very fine level segmentation is necessary 
for retinal images which is implemented with multiscale architecture combined in 
UNet with lossfree downsampling process [17]. 

As a result, the earlier study demonstrates how several methods were used to 
contour the RV in cardiac images. Our goal is to develop a method for measuring 
right ventricular volumes that will save clinicians time and efforts. And also provide 
findings that are as accurate as those of pathology specialists. 

42.3 Methodology 

Here, we are presenting three types of techniques for right ventricle contouring 
and further volumetric measurements. These results further evaluated clinicians for 
finding various cardiac disease parameters such as stroke volume. 

42.3.1 Motion-Based Clustering Approach 

Figure 42.1 shows motion-based clustering model which is primarily utilized to 
cope with illumination variations and image noise created in cardiac MRI images 
while capturing. It will be utilized to solve the issues of ill-defined boundaries of the 
right ventricle. Here, the object detection is relating to motion rather than shape. To 
estimate motion intensity, an optical flow method is used. The very famous Lukas 
Kanade (LK) optical flow method is implemented in this model for motion detection. 
K-means clustering is further added to extract ROI. Energy minimizing in level set 
formation is employed for getting particular region of interest [5, 6, 18]. 

Motion 
Detection of ROI 

Cardiac MRI 

K-Means Clustering 
and Energy Minimiza-

tion 

Output (RV) 

Fig. 42.1 Motion-based clustering model [5]
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42.3.2 Fuzzy C Means-Based Clustering Approach 

The fuzzy c means-based clustering approach basically forms the clusters based on 
image intensities. The input cardiac frames are transformed to grayscale images and 
then scaled to 256 × 256 during preprocessing. Wiener filtering is excellent for 
diminishing motionally blurred noise. This filter includes the degradation function 
and statistical noise attributes into the restoration procedure, so we added the Weiner 
filter to predict uncorrupted frames and decrease mean square error. As intensity 
clustering can’t distinguish ROI due to the same intensity level available in RV as 
compared to background. Therefore, our model is divided with two steps. In the first 
stage, we implemented fuzzy c means clustering to divide an image into high level. 
It employs fuzzy c partitioning, in which every data point may belong to more than 
one cluster based on its membership value, which corresponds to its cluster value. 
It creates a fuzzy matrix (U, X) of dimension p x c, where p represents the number 
of data points and c represents the number of clusters. U represents a membership 
function that determines whether a data point belongs to that function or not and 
accepts only values ranging from 0 to 1, also known as a crisp set [19]. Markov 
Random Field (MRF) is the second block added here for a fine level of contouring. 
FCM and class label data are treated as a mixture of two random processes in this 
block. The overall labels will be calculated using iterations. When it reaches to 
maximum iterations, the result remains unchanged and gives final contouring of the 
RV endocardium border [20, 21]. 

• Algorithm of Fuzzy C Means-Based Clustering Approach 

Step 1: Input cardiac MR images available in.PGM format. 
Step 2: Convert into.png format. 
Step 3: Resize images into 256 × 256 Gy scale images. 
Step 4: Apply Weiner filtering to remove blurring noise. 
Step 5: Fuzzy C Means clustering with energy minimization process applied. 
Step 6: Using Markov random model apply probabilistic model used to separate 

ROI. 

42.3.3 Deep Learning-Based Approach 

We have selected the deep learning-based ‘U’ form architecture in our third technique 
[22]. The architecture is split into two manifestations. The first is contraction and 
another is expansion of images [18]. The series of up convolutions and concatenation 
with high-resolution features from the contracting path take place. The depth of the 
up and downsampling steps is set to six. In convolution procedures, the kernel size 
is  set at 3  × 3. The ‘he normal’ kernel initializer was used to set initial weights 
and biases. Each phase in downsampling represents four actions, such as adding a 
convolutional layer followed by a drop-out to limit over-fitting in deep learning, then
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CMR Images 
(Training/ 
Testing) 

Preprocessing UNet 
Architecture 

Training CMR 
Images 

Preprocessing 

Training/Testing 
Output 

Fig. 42.2 Process diagram of deep learning technique [9, 10] 

adding another convolutional layer followed by a max-pooling layer to down sample 
the frame. The importance of this chosen max-pooling layer is to lower the number of 
parameters for further feature extraction. It employs a max-pooling layer (2, 2) with 
the activation function ‘elu’, Padding = ‘same’ and de-convolution to improve the 
contouring of RV. In the first upsampling step, the original convolutional layer output 
is concatenated with an upsampling layer to obtain the transpose of convolution 
with ‘2’-Stride, ‘same’-Padding and Dropout with 0.2. ‘Sigmoid’ is selected as the 
activation function of the output convolution layer [22]. Thus, the procedure identifies 
features at the pixel level from higher resolution to lower resolution for impenetrable 
categorization, and the output map has two classes at the end, one is region of interest 
and the rest is of image (Fig. 42.2). 

42.4 Result and Discussions 

The results of our selected three techniques are discussed along with the dataset in 
this section. At the end of the section, comparative volumetric analysis with respect 
to each technique is given. 

42.4.1 Dataset 

The MRI data available for 18 patients for the left ventricular chamber is selected. 
The heart database is provided by A2SI LABs. It contains short-axis cardiac MR 
images. PGM format. The images have already been converted from DICOMM to 
PGM format. This dataset provides images format with extension of PGM format and 
modified for supporting 3D. Pat??/expert1/ and Pat??/expert2/: contains the manual 
segmentation of the endocardial and epicardial border at end systolic and end diastolic 
time given for left ventricle. An interior voxel is set to 255. Each image has a header 
of that the image has 100 lines, and 100 columns indicates that 255 is the maximum 
value of the image voxel. 14 is the number of 2D + t sequences, 1.77 mm is pixel
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spacing (along x and y axis) of the 2D images with 6 thickness of the 2D images 
[23]. 

The system used for our experimentation is Intel CPU, CORE i5-
1135G7@2.40 GHz, windows 10, 64 bit operating system and 4 GB RAM. The 
volumetric measurements of the right ventricle are end systole volume and end dias-
tole volume (ESV and EDV) in mL/m2. We have selected endocardial borders for 
volume measurements. Volumes are computed as the sum of all areas multiplied by 
the space between slices. The ESV is used in analysis of right ventricle functionality 
and calculation of ejection fraction and stroke volume. ESV is the sum of all pixels 
from basal slice to apex slice, selected as systolic frames multiplied by the value of 
the space between slices. 

ESV =
∑

Systolic RV Area ∗ Space between slices (42.1) 

The significance of EDV is to estimate preload of heart, ejection fraction and 
stroke volume. EDV is calculated as the sum of pixels of all RV regions of diastolic 
frames multiplied by the value of the space between slices. 

EDV =
∑

Diastolic RV Area ∗ Space between slices (42.2) 

EF is evaluated by clinical expert’s to decide how well the heart is pumping blood. 
It is the ratio of difference between end diastole volume and end systole volume to 
end diastole volume (%). 

EF(%) = 
(EDV − ESV) 

EDV
∗ 100 (42.3) 

where 

EF—Ejection fraction 
ESV—End systole volume 
EDV—End diastole volume. 

42.4.2 Local Motion-Based Clustering Approach 

The results of local motion intensity clustering are shown in Fig. 42.3. Figure 42.3a 
shows input CMR image. Figure 42.3b represents motion detection output using 
Lukas Kanade algorithm in the form of pixel intensity of the right ventricle. This 
intensity is further referred to as the k-factor for K-means clustering. The clustered 
output is given in Fig. 42.3c. The localized right ventricle endocardium borders are 
marked with red borders in Fig. 42.3d, but the borders of RV contouring fail at the 
time of blood pooling.
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Fig. 42.3 a Cardiac short-axis MRI image, b motion detection of RV, c K-means clustering output, 
d segmented RV output 

Fig. 42.4 Right ventricle contouring output using fuzzy c means clustering 

42.4.3 Fuzzy C Means-Based Clustering Approach 

Figure 42.4 shows results of our second approach. It shows a green color portion 
which is nothing but right ventricle contouring output using fuzzy c means clustering 
for a few frames of different patients. 

42.4.4 Deep Learning-Based Approach 

Figure 42.5 shows results of our third approach. Figure 42.5a shows input short-axis 
CMR images. Figure 42.5b presents ground truth image at endocardium borders and 
Fig. 42.5c shows predicted output using deep learning techniques.

Table 42.1 gives a list of hyperparameters used in deep learning UNet architecture. 
The activation function selected is ReLU with ADAM: optimizer, mean_squared_ 
error:loss function. 25:epochs with 16:batch size given 0.94 training accuracy and 
0.95 validation accuracy. Total 412 training images are taken for training and 38 for 
testing without augmentation.

Table 42.2 presents the comparative results of selected volumetric parameters 
such as ESV, EDV and EF for selected three techniques. After comparison with 
ground truth results, the percentage error has been given in the table. The ground 
truths images for further analysis are provided by clinical experts. The motion-based
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Fig. 42.5 a Cardiac short-axis MRI image, b mask image, c segmented RV output

Table 42.1 Hyperparameter 
selection of deep learning 
model 

Type of parameter Hyperparameter 

Activation function ReLU 

Optimizer ADAM 

Loss function mean_squared_error 

Epoch number 25 

Batch size 16 

Loss 0.04 

Training-accuracy 0.94 

val_loss 0.04 

val_accuracy 0.95

clustering approach has an average % error of 30.14, 10.94 and 21.66 for ESV, EDV 
and EF, respectively. The fuzzy c means-based clustering and deep learning-based 
approaches have achieved ESV, EDV and EF 14.15, 3.38, 13.68, 1.55, 1.01, 0.71, 
respectively. The results show that DL approach is better for future designing of fully 
automatic cardiac volumetric measurement systems. 

Table 42.2 Comparative results: ESV, EDV and EF with ground truth images 

Avg. error in predicted 
ESV (mL) (%) 

Avg. error in predicted 
EDV (mL) (%)  

Avg. error in predicted 
EF (%) 

Motion-based 
clustering approach 

30.14 10.95 21.66 

Fuzzy c means-based 
clustering approach 

14.15 13.68 1.01 

Deep learning-based 
approach 

3.38 1.55 0.71
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42.5 Conclusion 

This paper presents three types of techniques used for right ventricle contouring 
from short-axis cardiac MR images. The right ventricle contouring is further useful 
for cardiac parameters measurements such as ESV, EDV and EF in the diagnosis 
process of cardiac diseases. (1) A motion-based clustering strategy (2) Intensity-
based clustering approach and (3) Deep learning-based approaches are explored for 
the study to get state of art technique, which gives promising results as closer as expert 
clinicians. For volumetric characteristics, the performance of selected technologies 
is evaluated. The ejection fraction calculations show 0.71% mean error using DL 
technique, 1% using fuzzy c means clustering and 21.67% with motion intensity 
clustering. Deep learning approaches outperform the other two in terms of accu-
racy. It gives the smallest mean difference (%) as compared to others. The fuzzy c 
means clustering approach with MRF model also gives comparative promising results 
compared to motion-based clustering, still highly reliable on database. After rigorous 
testing on real-time CMR, capturing fully automatic volumetric measuring systems 
can be constructed using deep learning approaches. It makes the CMR process and 
diagnosis is lesser prone to manual interventions. 
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Chapter 43 
Statistical Evaluation of Classification 
Models for Various Data Repositories 

V. Lokeswara Reddy, B. Yamini, P. Nagendra Kumar, M. Srinivasa Prasad, 
and Y. Jahnavi 

Abstract Exploitation of massive amount of multidimensional data of numerous 
diversities from heterogeneous sources is emerging. Segments can be expanded by 
the effective use of the data and simultaneously the warehoused data furnishes signif-
icant eventualities for strengthening cardinal decision making. Cutting edge intel-
ligence and efficacious approaches and methods are essential to produce a model 
by means of various types of data. Machine learning is described as constructing 
a model for handling unfathomable accumulated or streaming data which is diffi-
cult to be handled by conventional data processing techniques. The prerequisite for 
machine learning is also prompted based on preprocessing, analysis, demonstration 
and prediction on diverse categories of data. The experimentation has been performed 
on Mushrooms dataset and Census dataset by carrying out machine learning algo-
rithms. It has been proved that the ensemble algorithm shows better performance on 
the intended datasets in terms of various performance measures. 

Keywords Machine learning · Classification · Ensemble learning · Empirical 
evaluation
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43.1 Introduction and Preliminaries 

There exist numerous kinds of machine learning such as supervised learning, unsu-
pervised learning and reinforcement learning. Supervised learning is one of the 
predominant fundamental categories of machine learning, wherein the machine 
learning algorithm is trained on labeled data. The algorithms which function 
using unlabeled data are unsupervised machine learning algorithms. Reinforcement 
learning outright considers inspiration from the perceptions in day-to-day operations 
and movements. Favorable outcomes are promoted or ‘reinforced’ and non-favorable 
outcomes are downgraded [1]. 

The basic rationale of Information Retrieval System (IRS) research area is for 
retrieving relevant information, where the information may be composed of text, 
images, audio, video, etc. Natural language processing techniques are useful in 
IRS to improve the accuracy [2]. The purpose of information extraction is exclu-
sively different. Text mining is the extraction of interesting and useful patterns 
in textual data. Natural language processing techniques such as morphological, 
syntactic, semantic, pragmatic analysis support the approaches of text mining such as 
text classification, text clustering, summarization, question-answering and anaphora 
resolution. There exists different text classification and clustering algorithms such 
as Naïve Bayes, support vector machines, partitioning methods, and hierarchical 
methods. Natural language processing techniques are useful to remove indistinctness 
and ambiguity hidden in text documents [3–8]. 

Here, the aim is to study various classification algorithms in machine learning 
applied on different kinds of datasets. Correlation of machine learning with various 
disciplines has been represented in Fig. 43.1. The datasets that are used are census 
income and birds’ datasets. Accumulation tools and conception algorithms for predic-
tive framework and analytics are used. In this paper, it has been investigated that 
the algorithms have been experimented on various datasets such as census income 
which is taken from UCI machine learning warehouse and birds dataset taken from 
Ponce research group. We can regulate this model to implement at its optimal level 
while getting related and hence the ensemble algorithm works effectively with high 
precision.

43.2 Literature Work and Methodologies 

Present survey which emphases on exploitation of enormous volume of multidimen-
sional data of various diversities from different sources is presented. The prerequisite 
for machine learning is also instigated by an allocation based on analysis, demon-
stration and prediction on deliveries, transportation, etc. Sectors can be expanded 
by the efficacious use of the data, and at the same time, the warehoused data allows 
significant eventualities for inflating strategic decision making. State-of-the-art intel-
ligence and efficacious techniques and approaches are essential to generate a standard
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through the various types of data. Machine learning is represented as evaluating and 
developing a model for processing composite warehoused or streaming data which 
is difficult to be operated by traditional computational techniques [9]. 

Classification is also termed as supervised learning that comprises two steps. First 
one is model formation and the next is model usage. In the first step, the collection 
of tuples exploited considering prototype formation is termed the training set. The 
constructed epitome is delineated as the model that is based on either rules or decision 
trees or in any other form. In the second phase, the model constructed from the first 
step is used for classifying the future or unseen data. The investigated label of the test 
sample is contrasted with the categorized outcome from the contemplated model. 

Text mining is differing to Information Retrieval in the perception that it is not 
founded on specific criteria where it will identify several hidden and unidentified 
patterns which we do not encounter by exploring the corpus [10–14]. There exist 
various algorithms for performing classification, extracting salient features, opinion 
mining, processing of scalable web log data using map reduce framework, etc. 
[15–22]. 

The pseudocode for Bagging algorithm [23, 24] of machine learning has been 
represented as follows. 

Algorithm: Bagging 

1. Input: Tr is the Training Sample of Dataset D; 
2. L is the Learning Classifier; 
3. C is the count of bootstrap samples 
4. Output: Bagging ensemble classifiers E*(x) 
5. Procedure:
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6. for i = 1 to C do 
7. Bi is a Bootstrap sample from D 
8. Create Classifier Mi = L(Bi) 
9. end for 
10. Predict the class label for the given class sample 
11. E∗(x) = ∑C 

i=1 Mi (x) = y 

Empirical estimation of each classifier is performed using various evaluation 
measures. The experimentation needs to be carried out by using machine learning 
techniques for model building. Effective classification techniques are essential for 
the success of accurate prediction [25–27]. 

1. Precision: It is the fraction of the retrieved documents that are relevant. It can 
be represented as 

precision =
∣
∣{relavant documents} ⋂ {retrieved documents}∣∣

|{retrieved documents}| 
It is also called as reproducibility or repeatability which measures the consistency 

of the results. The value of precision varies from 0 to 1, where the value nearby 1 
denotes less false positive prediction. It can also be defined as TP 

TP+FP , where TP is  
true positive and FP is false positive. 

2. Recall: It is the fraction of the documents that are relevant to the query which 
are successfully retrieved. 

recall =
∣
∣{relevant documents} ⋂ {retrieved documents}∣∣

|{relevant documents}| 
It is also known as sensitivity. The value of recall varies from 0 to 1, where the 

value nearby 1 denotes less false negative prediction. It can also be defined as TP 
TP+FN , 

where TP is true positive and FN is false negative. 
3. F measure: It is the harmonic mean of precision and recall values. The value of 

F measure varies from 0 to 1, where the value nearby 1 denotes the best precision and 
recall. It can also be defined as 2 ∗ P∗R 

P+R = TP 
TP+ 1 

2 (FP+FN) 
, where TP is true positive, 

FN is false negative, P is precision and R is recall. 
4. Specificity: It is the ratio of negative results as a percentage of the number 

of samples which are negative. The range is varying from 0 to 1. Value close to 1 
specifies less negative prediction. It is defined as TN 

TN+FP , where TN is true negative, 
FP is false positive. 

5. Accuracy: It is the most commonly used statistical measure. The range is varies 
from 0 to 1. Value close to 1 indicates better prediction. It is defined as TP+TN 

TP+TN+FP+FN , 
where TP is true positive, TN is true negative, FP is false positive and FN is false 
negative. 

In the experimentation, the algorithms have been evaluated using various primary 
evaluation measures that have been represented in the results and discussion section 
[28].
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43.2.1 Results and Discussion 

The datasets such as Census income dataset, Mushrooms dataset have been consid-
ered from UCI machine learning repository for evaluation of various algorithms 
such as J48, Naïve Bayes, multilayer perceptron, ZeroR and ensemble algorithm. 
The results of various classification algorithms are represented as follows. 

43.2.2 Dataset 1 (Census Income Dataset) 

The considered sample Census income dataset has 14 attributes and 48,842 instances 
that have only 2 classes. This dataset has taken from an UCI machine learning 
repository. 

True positive rate, false positive rate, root mean square error and mean abso-
lute error are calculated for J48, Naive Bayesian, multilayer perceptron, ZeroR and 
ensemble algorithm, which are represented in Table 43.1. 

True positive rate of J48, Naive Bayesian, multilayer perceptron, ZeroR and 
ensemble algorithm is 0.862, 0.834, 0.827, 0.759 and 0.898, respectively. It shows 
that the ensemble algorithm is able to extract a greater number of correct instances. 

False positive rate of J48, Naive Bayesian, multilayer perceptron, ZeroR and 
ensemble algorithm is 0.275, 0.382, 0.335, 0.759 and 0.238, respectively. It shows 
that the ensemble algorithm is better in terms of false positive rate, compared with 
the other algorithms, i.e., 0.238 only. 

Mean absolute error of J48, Naive Bayesian, multilayer perceptron, ZeroR and 
the ensemble algorithm is 0.1942, 0.1735, 0.1836, 0.3656 and 0.1938, respectively. 
It shows that J48 and the ensemble algorithm are better in terms of mean absolute 
error, compared with ZeroR. But for this dataset, Naive Bayesian and multilayer 
perceptron perform better by exhibiting low mean absolute error, i.e., 0.1735 and 
0.1836, respectively. 

Root mean squared error of J48, Naive Bayesian, multilayer perceptron, ZeroR and 
the ensemble algorithm is 0.3196, 0.3723, 0.3749, 0.4276 and 0.3194, respectively.

Table 43.1 Results of the classification algorithms on census income dataset 

Census 
income 

True positive rate False positive rate Mean absolute 
error 

Root mean 
squared error 

J48 0.862 0.275 0.1942 0.3196 

NB 0.834 0.382 0.1735 0.3723 

MLP 0.827 0.335 0.1836 0.3749 

ZERO R 0.759 0.759 0.3656 0.4276 

Ensemble 
algorithm 

0.898 0.238 0.1938 0.3194 
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Fig. 43.2 Comparison of 
root mean squared error of 
classifiers on census income 
dataset 
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It shows that the ensemble algorithm is better in terms of root mean squared error, 
compared with the other algorithms, i.e., 0.3194 only. 

For the considered dataset, the ensemble algorithm shows better performance than 
other algorithms in terms of the root mean square error. The root mean square error 
values of various algorithms are pictorially represented in Fig. 43.2 on census income 
dataset. 

43.2.3 Dataset 2 (Mushrooms Dataset) 

The considered sample Mushrooms dataset has 23 attributes and 8124 instances that 
have only 2 classes. This dataset has taken from an UCI machine learning repository. 

True positive rate, false positive rate, root mean square error and mean absolute 
error are calculated for J48, Naive Bayesian, multilayer perceptron, ZeroR and the 
ensemble algorithm on Mushrooms dataset, which are represented in Table 43.2. 

Table 43.2 Results of the classification algorithms on Mushrooms dataset 

Mushrooms 
dataset 

True positive rate False positive rate Mean absolute 
error 

Root mean 
squared error 

J48 1 0 0.0987 0.0233 

NB 0.645 0.047 0.1026 0.3005 

MLP 1 0 0.106 0.2488 

ZEROR 0.387 0.387 0.2131 0.3264 

Ensemble 
algorithm 

1 0 0.0987 0.0233
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Fig. 43.3 Comparison of 
root mean squared error of 
classifiers on Mushroom 
dataset 
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True positive rate of J48, Naive Bayesian, multilayer perceptron, ZeroR and 
the ensemble algorithm is 1, 0.645, 1, 0.387 and 1, respectively. It shows that the 
ensemble algorithm is able to extract more number of correct instances. 

False positive rate of J48, Naive Bayesian, multilayer perceptron, ZeroR and 
the ensemble algorithm is 0, 0.047, 0, 0.387 and 0, respectively. It shows that the 
ensemble algorithm is better in terms of false positive rate, compared with the other 
algorithms, i.e., 0 only. 

Mean absolute error of J48, Naive Bayesian, multilayer perceptron, ZeroR and 
the ensemble algorithm is 0.0987, 0.1026, 0.106, 0.2131 and 0.0987, respectively. 
It shows that J48 and the ensemble algorithm are better in terms of mean absolute 
error, compared with Naive Bayesian, multilayer perceptron, ZeroR, i.e., 0.0987. 

Root mean squared error of J48, Naive Bayesian, multilayer perceptron, ZeroR and 
the ensemble algorithm is 0.0233, 0.3005, 0.2488, 0.3264 and 0.0233, respectively. 
It presents that the ensemble algorithm demonstrates the same performance as J48 
in terms of root mean squared error, i.e., 0.3194 only. 

For the considered dataset, the ensemble algorithm shows better performance than 
other algorithms in terms of the root mean square error. The root mean square error 
values of various algorithms are pictorially represented in Fig. 43.3 on Mushrooms 
dataset. 

The experimentation has shown that the ensemble algorithm outperforms other 
existing algorithms on diverse considered datasets. 

43.3 Conclusion 

This paper focuses on the diverse machine learning algorithms applied on Mush-
rooms dataset and Census datasets. Tree-based classifier, Bayesian classifier, neural 
network-based classifier, rule-based classifier and an ensemble classifier are prac-
ticed on diverse datasets that are estimated by using several performance measures.
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The ensemble algorithm illustrates better results than the remaining algorithms in 
terms of true positive rate, false positive rate, mean absolute error and root mean 
squared error. 
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Chapter 44 
Hierarchical Clustering-Based Synthetic 
Minority Data Generation for Handling 
Imbalanced Dataset 

Abhisar Sharma, Anuradha Purohit, and Himani Mishra 

Abstract Predictive modeling is a new area of data science and machine learning 
that is gaining popularity. It provides sustained business growth, accurate future 
predictions, and trend estimations. Predictive modeling is the process of creating, 
processing, and validating a model that may be used to make future predictions using 
known results. Predictive modeling depends on the complete and precise datasets, 
however some of the datasets are imbalanced in nature that leads to data misclassi-
fication. Models trained on an imbalanced dataset with a small number of minority 
class instances, despite their high accuracy, would perform poorly during training. In 
this paper, an approach for synthetic minority class data generation using agglomera-
tive hierarchical clustering and ward’s linkage criteria is proposed. Experimentation 
is carried out using five real-world datasets, namely Abalone, Page Blocks, Pima, 
Vehicle, and Yeast available at KEEL Data Repository. Testing of the experimentation 
is done using the SVM classifier with radial-bias kernel function. Data visualization 
is performed for understanding statistical properties, correlations, and distribution 
of class instances in the feature space. The classifier model is evaluated for before 
and after synthetic data generation using f-measure, recall, precision, and accuracy. 

Keywords Imbalanced dataset · SMOTE · Hierarchical clustering · SVM 
classification 

44.1 Introduction 

Predictive modeling is an emerging and diversified field of data science and machine 
learning. It is leveraging industry growth and creating sustainable and futuristic 
predictions [1]. Predictive modeling is essentially a work of classification, to classify 
things into groups and make predictions for future growth and decision-making. It is
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a center of attraction for business analytics and business modeling [2]. Classification 
tasks are carried out with various techniques, using various models such as SVM 
model, neural network, decision trees, Naïve Bayes, logistic regression, etc. A dataset 
containing a fair number of data instances for all classes is considered best, as in 
such datasets classifiers get equal chances for fair learning for all classes. But if we 
consider a condition in which datasets lack an equal proportion of class data, then 
with such datasets classification tasks will be hindered. 

Classification with imbalanced datasets is challenging and a never-ending learning 
process. Fair classification challenges exacerbate the difficulty of training classifiers 
with imbalanced datasets. Data, like ever-evolving technology is critical to predict 
industry development and future growth [3–6]. If a dataset is used that contains the 
majority of one class data, the classification model will fail to predict another type 
of class data since the findings will be incorrect. Forecasting sectors get affected by 
machine learning technologies without a balanced dataset. The entire system will be 
jeopardized when using an imbalanced dataset [7, 8]. An imbalanced dataset puts 
the entire system at danger. This is due to the fact that models based on imbalanced 
datasets are unable to comprehend the properties of the classes with few number of 
data instances and consider them as outliers or noise. 

Handling such unbalanced datasets is critical, not just for classification work but 
also for other machine learning and data science applications. Various strategies 
for dealing with imbalanced datasets have been developed over time. Data-level 
techniques, algorithmic approaches, and hybrid approaches are the three major types 
of techniques discussed [1–4, 9]. 

In this paper, the data-level method is explored, and experiments are conducted 
to learn more about it. A data-level strategy focuses on increasing or decreasing 
the proportion of data instances that belong to the majority or minority class while 
working with imbalanced datasets. Hierarchical clustering-based synthetic minority 
data generation technique for imbalanced datasets is presented in this paper. 

In this technique, agglomerative hierarchical clustering will be used for iden-
tification of minority class feature space and sites for generation of synthetic data. 
Interpolation method is used for generating minority class synthetic data using ward’s 
linkage as linkage criteria. Testing of the proposed method will be done using an SVM 
classifier with a radial-bias kernel function. Data visualization for understanding 
characteristics of datasets is also performed. Experimentation is carried out on five 
real-world datasets which are given in Table 44.1 [10]. Classification report for SVM 
classification is generated for result analysis.

The rest of the paper is organized as follows. Section 44.2 provides background 
study and related work, which demonstrates various ways for dealing with imbal-
anced datasets. For addressing imbalanced datasets, Sect. 44.3 presents the proposed 
approach and algorithm for synthetic data generation of minority class. Section 44.4 
offers information about the experiment, including the dataset that was employed. 
Section 44.5 is the results and discussion section, which contains a tabular compar-
ison of the various results obtained. The conclusion of Sect. 44.6 provides a quick 
review of the proposed effort and the outcomes acquired.
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Table 44.1 Datasets used 

S. No. Dataset name No. of instances No. of attributes Classes/no. of data points in each 
class 

1 Abalone 4176 7 Positive 22.98% Negative 77.01% 

2 Page blocks 5472 9 Positive 10.21% Negative 89.79% 

3 Pima 768 8 Positive 34.84% Negative 76.47% 

4 Vehicle 846 18 Positive 23.53% Negative 76.47% 

5 Yeast 1484 8 Positive 28.90% Negative 71.10%

44.2 Background Study and Related Work 

This section begins with a description of imbalanced data handling techniques, 
followed by clustering and SVM classification, and concludes with a summary of 
evaluation criteria. 

44.2.1 Imbalanced Data Handling Techniques 

A dataset that has more instances of one class than instances of another is referred 
to as an imbalanced dataset. Majority class instances are those class instances in 
imbalanced datasets that are comparatively more in number and can influence the 
prediction in their favor. Minority class instances are those that are low in number 
and are classified as outliers or noise by a classifier and have a sparse distribu-
tion over the dataset. There are various methods of synthetic data generation, viz., 
data-level approaches, algorithmic approaches, hybrid approaches, and kernel-based 
approaches [3, 11, 12]. 

Undersampling, oversampling, synthetic minority data generations (SMOTE) are 
data-level approaches whereas ensemble methods and cost-sensitive approaches 
are categorized under hybrid approaches [3]. All these methods proposed as solu-
tions to the imbalanced dataset challenges. Algorithmic approaches, kernel-based 
approaches are out of course for this work, hence they are not discussed here. Other 
than these methods a brief study of other strategies are stated as follows. 

44.2.1.1 Data-Level Approaches 

Data-level approaches pay specific interest on the data points present in the dataset. 
These methods manipulate existing data for generation of new data or handling of 
the preexisting data. There are various types of data-level approaches which are 
discussed as follows.
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• Undersampling: Undersampling is a technique for balancing a dataset by 
removing the bulk of class instances. Because the majority of class instances are 
eliminated at random, it’s also known as random undersampling, [13, 14] show  
how to delete instances of the majority class. The disadvantage of this strategy is 
that because undersampling is done at random, potentially useful data instances 
can be lost. 

• Oversampling: Oversampling is a strategy for balancing a dataset by oversam-
pling minority data instances. For balancing the dataset, this technique creates 
clones of existing data instances. The conditions for performing the task of over-
sampling are well illustrated in Tomek links [15]. It’s likely that the model will 
overfit for some values as replicas of the minority class instances are constructed, 
resulting in a biased forecast. 

• Synthetic Minority Oversampling Technique (SMOTE): On the basis of the 
distribution of minority classes present in the dataset, the SMOTE technique is 
used to generate synthetic data for minority classes [4, 5]. This strategy outper-
forms oversampling and undersampling (according to the survey), because neither 
majority data instances nor minority class replicas are eliminated, resulting in no 
loss of potentially valuable examples and a low risk of model overfitting. 

44.2.1.2 Hybrid Approaches 

Hybrid approaches are those comprising both data-level approaches and algorithmic 
approaches. They are termed as ensemble techniques and cost-sensitive techniques. 

• Ensemble Technique: An ensemble technique is one in which several different 
classifiers are combined to form a single classifier for better learning. They’re 
sometimes referred to as hybrid techniques because they combine data-level and 
algorithmic methodologies [16, 17]. The bagging or boosting methods are used 
in the ensemble methodology. In bagging, a dataset is divided into several little 
datasets of the same size, and the learning procedure is repeated for all of the 
datasets in order to learn each and every class feature. Weak classifiers are itera-
tively taught in the boosting approach, as it is claimed that via recurrent training, 
a weak learner can be transformed into a strong learner [2]. This strategy focuses 
mostly on struggling students. 

• Cost-sensitive Techniques: Techniques that are cost-sensitive are applied in a 
variety of ways. Cost is assigned to multiple instances in this technique, and after 
each successful learning iteration, the assigned cost is modified for better classifier 
learning [3]. 

44.2.2 Clustering 

Clustering is an unsupervised learning algorithm. In clustering data samples are 
categorized under various labels based on similar features. There are many types of
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clustering algorithms available such as k-means clustering algorithm, hierarchical 
clustering algorithm, DBSCAN clustering algorithm, BIRCH clustering algorithm, 
etc. [8, 18]. The proposed work is restricted to hierarchical clustering and thus, it is 
discussed here in detail. 

Hierarchical clustering or hierarchical cluster analysis groups similar objects in a 
single group. This group is called cluster. This algorithm ends when all the clusters 
are grouped in a single cluster [3]. Every cluster is distinct from another cluster but 
instances of clusters have similar properties. Hierarchical clustering is of two types; 
agglomerative and divisive as shown in Fig. 44.1. 

• Hierarchical Agglomerative Clustering (HAC): Hierarchical clustering is a 
bottom-up approach and is also called AGNES. It treats every single datapoint as 
a singleton cluster. It groups all the clusters based on their similarity. A similarity 
matrix is created using norm1 or norm2 distances. Pairs of clusters are succes-
sively merged until a big cluster is created containing all clusters. End result is 
a tree-based representation of objects named dendrograms. Figure 44.2 shows 
dendrograms generation for agglomerative hierarchical clustering. 

Fig. 44.1 Types of 
hierarchical clustering 

Fig. 44.2 Dendrogram 
generation
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• Divisive Hierarchical Clustering: Divisive hierarchical clustering is a top-down 
approach. It is just the reverse of agglomerative clustering. This technique is also 
called DIANA. It splits a bigger cluster recursively for creating smaller clusters in 
a hierarchy. In this approach two clusters are chosen, their sum of squared errors 
(SSE) is calculated and clusters having larger SSE is splitted. 

44.2.3 SVM Classification 

Classification is a technique for distinguishing classes under a label. Various classi-
fication models are used for this purpose, viz., rule-based classifier, nearest neighbor 
classifier, decision tree-based classifier, bayesian classifier, artificial neural network 
classifier, and support vector machine classifier [1]. In the proposed work SVM 
classifier is to be used. A discussion is presented here on SVM classifiers. 

Support vector machine is a supervised learning algorithm which is used for 
classification in machine learning. Support vector machines work on hyperplanes for 
segregating n-dimensional feature space into different class labels. The hyperplane 
here is the decision boundary which differentiates classes of different categories. 
There are basically two types of SVM; linear SVM and nonlinear SVM [3]. 

• Linear SVM: If a dataset contains only two classes, then those classes are separable 
by a single straight line and thus are called as linearly separable and for this linear 
SVM is used. 

• Nonlinear SVM: If a dataset contains more than two classes and it is not possible 
to separate such datasets with a straight line, then such datasets are termed 
as nonlinearly separable datasets and nonlinear SVM is used for classification 
purpose. 

• Decision Boundary: Decision-boundary is that point in space where we divide the 
space into different categories. These straight decision boundaries are termed as 
hyperplanes. If there are two features then, the hyperplane will be a straight line. If 
there are three features, then the hyperplane will be of two dimensions. Decision 
boundaries are traced between maximum distances between the two samples. 

The data points or vectors that are the closest to the hyperplane affecting the 
position of the hyperplane are termed as support vectors. The distance between the 
vectors and the hyperplane is called as margin and the goal of SVM is to maxi-
mize this margin. The hyperplane with maximum margin is called the optimal 
hyperplane. 

44.2.4 Evaluation Criteria 

Performance of classification model or classifier is evaluated using a confusion matrix 
on the set of test data. Confusion matrix is an n cross n square matrix having four
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distinct values of true positive, true negative, false positive, and false negative which 
are used to calculate precision, recall, f1-score, and accuracy values [3, 4]. 

• Precision (P): Precision determines the fraction of records that actually turns out 
to be positive in the group the classifier has declared as positive. The higher 
the precision is, the lower the number of false positive errors committed by the 
classifier. 

P = TP 

TP + FP 
(44.1) 

• Recall (R): Recall measures the fraction of positive examples correctly predicted 
by the classifier. Classifiers with large recall have very few positive examples 
misclassified as the negative class. The value of recall is equivalent to TP rate. 

R = 
FN 

FN + TP 
(44.2) 

• F1-score (F1): F1-score is summarization of recall and precision values. It is used 
to see a balance between recall and precision for imbalanced datasets. 

F1 = 2 ∗
(

P ∗ R 
P + R

)
(44.3) 

• Accuracy: Accuracy is defined as the number of instances correctly classified. 
Accuracy can be very high for a model but it is also possible that a model with 
high accuracy fails in correct classification, especially with imbalanced datasets. 

Accuracy = TP + TN 
TP + TN + FP + FN 

(44.4) 

44.3 Proposed Approach 

An approach for synthetic data generation for minority class using agglomera-
tive hierarchical clustering and ward’s linkage criteria is discussed in this section. 
Figure 44.3 shows the flow diagram of the proposed approach. The strategy for the 
synthetic data generation for minority class is to identify minority class data using 
HAC and after identification of minority class data, again applying HAC on minority 
class data for the identification of data space for synthetic data generation. Synthetic 
data will be generated by interpolating the nearest points occupied by HAC. Ward’s 
linkage criterion is used for HAC. Ward’s linkage uses a sum of squared errors for 
the linking of two data points which is based on the Euclidean distance. The classi-
fier which is used is SVM classifier as the datasets used are small and contain only
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Fig. 44.3 Flow diagram of proposed approach 

Fig. 44.4 a, b Statistical properties of Abalone dataset before and after synthetic data generation

binary class data. The SVM classifier also used Euclidean distance, thus using ward’s 
linkage criteria was most suitable. All the steps are elaborated further. 

(i) Import Dataset 

Dataset will be studied and checked for missing values, average count, mean, standard 
deviation, minimum value, and maximum value. Imbalance in the dataset will be 
checked and the percentage of instances for binary classes will be recorded. 

(ii) Preprocessing Data 

In this step, data will be preprocessed using following techniques. 

(a) Label Encoding: This is used for converting categorical data into numeric data. 
(b) Normalization: Data normalization is applied for getting attribute values in the 

same scale. 

(iii) Applying Agglomerative Hierarchical Clustering 

Agglomerative hierarchical clustering will be applied on preprocessed datasets 
using Euclidean distances for generating similarity matrices. For generation of 
dendrogram, ward’s linkage criteria is considered.



44 Hierarchical Clustering-Based Synthetic Minority Data Generation … 569

Fig. 44.5 a, b Pairplot after synthetic data generation

(iv) Extracting Minority Class 

Minority class data will be extracted from clustering applied in the previous step. 

(v) Identification of Minority Data Space 

Agglomerative clustering will be applied again on the extracted minority class data 
for identification of minority data space, where synthetic data will be generated. This 
is carried out using the same criteria used in the previous clustering. 

(vi) Generation of Synthetic Data 

Synthetic data for minority classes will be generated using an interpolation method 
between values of smaller clusters and the process will continue in the same manner 
as dendrograms are generated. 

(vii) Data Visualization 

Data visualization is done on preprocessed original dataset and new updated dataset 
after synthetic data generation for understanding patterns of data instances. Knowing 
the interestingness of data, identification of crucial features of data is carried out using 
data visualization and change in feature characteristics is also analyzed. 

(a) Statistical Properties: Statistical properties show mean, minimum, maximum, I 
quartile, II quartile, III quartile, and IV quartile values for each feature of the 
dataset. 

(b) Correlation: Correlation shows relation among each feature of dataset and rela-
tion of each feature with class. Pearson’s coefficient and Spearman’s coefficient 
methods can be used for finding correlation. 

(c) Pairplots: Pairplots depict the distribution pattern of data over class and features.
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Fig. 44.6 a Heatmap before 
synthetic data generation. 
b Heatmap after synthetic 
data generation

(viii) Splitting Dataset into Train and Test Set 

The preprocessed original dataset and new updated dataset both will be split into 
training and test sets. This is done for the training of the classifier and testing of the 
classifier over its training. Splitting of the dataset is done in the ratio of 80:20. The 
training dataset will have 80% of data instances and the test dataset will contain 20%.
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(ix) Testing with SVM Classifier and Generating Classification Report 

SVM classifier will be used for classification of original and new updated dataset. 
SVM classifiers will be trained with the training dataset and tested with the test 
dataset with radial-bias kernel function. After training and testing of the SVM clas-
sifier is completed, a classification report will be generated for understanding the 
performance of the classifier on the dataset. The classification report will contain 
accuracy, precision, recall, and f1-score. Comparison for classification report for the 
original and updated dataset will be done and results will be deduced according to 
observation. 

Algorithm used for experimentation for the proposed approach is presented below 
in Algorithm 1. 

Algorithm 1: Generation of Synthetic Data 
Input: Imbalanced dataset 

Output: Dataset with synthetically generated data 

Procedure: 

(i) Original dataset will be imported for checking imbalance present in binary 
classes and studying statistical properties (average count, standard deviation, 
min, max, and quartile values) of data. 

(ii) Original dataset will be preprocessed next. Label encoding will be applied 
for transforming categorical data into numeric. Z-score normalization will be 
used for normalizing. 

(iii) Hierarchical agglomerative clustering (HAC) will be applied on preprocessed 
dataset using ward’s linkage criteria for cluster creation and minority class 
data instances will be extracted by cutting the dendrogram at a certain height 
(where clusters = 2). 

(iv) To get the sequence of clustering of minority data instances, HAC will be 
applied again on minority class using Euclidean distance as similarity measure 
and ward’s linkage criteria for dendrogram generation, Euclidean distance will 
be used for similarity measure and ward’s linkage criteria will be considered 
for the generation of dendrograms. 

(v) Synthetic data for minority classes will be generated within clusters using the 
interpolation method. 

(vi) The original dataset will be updated with new synthetically generated data. 
Steps (iv) and (v) will again be applied to the newly updated dataset until 
correlation matrices do not change to a large extent. 

(vii) Data visualization (correlation heatmap, box plot graphs, kernel density 
graphs, and histograms) for understanding the relation of data attributes will 
be carried out. 

(viii) Original dataset and updated dataset will be splitted into training and test 
dataset in the ratio of 80:20.
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(ix) SVM classifier will be used for learning over the training data instances of 
both original and updated datasets. Radial-bias kernel function will be used. 
A classification report will be generated for SVM classification. 

(x) Based on classification reports generated for the original dataset and updated 
dataset results will be concluded. 

44.4 Experimentation Details 

The datasets and experimental setup are presented. The proposed approach is carried 
out on five datasets available at KEEL Data Repository. Datasets along with no. 
of attributes, no. of instances, and class percentage is tabulated in Table 44.1 [10]. 
Entire experiment is carried out in the Jupyter Notebook of Anaconda Navigator. 
Python programming is used to carry out desired tasks. “Positive Class” is the class 
of interest for the experimentation. Synthetic data is generated for this class till 
statistical properties of the dataset do not change with greater margin. 

44.5 Results and Discussion 

The outcomes of the experiment are discussed in this section. Table 44.2 displays 
the percentage difference between before and after synthetic data generation in class 
instances. Table 44.3 gives a comparison of minority class precision (P), recall (R), 
and f1-score (F1). Precision (P), recall (R), and F1-score (F1) values for majority 
class instances before and after synthetic data generation, as well as accuracy before 
and after synthetic data generation, are given in Tables 44.4 and 44.5. Table 44.6 [3] 
gives a comparison of the F1-score of SMOTE for single neural network, k-nearest 
neighbor, and SVM (used in the paper) classifiers. 

From Figs. 44.4, 44.5 and 44.6, statistical features and data visualization graphs 
for the abalone dataset are shown before and after synthetic data production.

Table 44.2 Difference of percentage in class instances before and after synthetic data generation 

S. No. Dataset name Before synthetic data generation 
(counts in percentage) 

After synthetic data generation 
(counts in percentage) 

Negative class Positive class Negative class Positive class 

1 Abalone 77.01 22.98 76.16 23.83 

2 Page blocks 89.78 10.21 77.04 22.95 

3 Pima 65.10 34.89 63.06 36.93 

4 Vehicle 76.47 23.52 74.47 25.52 

5 Yeast 71.09 28.90 62.66 37.33
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Table 44.3 Comparison of precision, recall, and f1-score for minority class before and after 
synthetic data generation 

S. No. Dataset name Before synthetic data 
generation 

After synthetic data 
generation 

P R F1 P R F1 

1 Abalone 0.88 0.12 0.22 0.68 0.20 0.31 

2 Page blocks 0.95 0.29 0.45 0.99 0.80 0.88 

3 Pima 0.43 0.30 0.35 0.64 0.50 0.56 

4 Vehicle 0.91 0.21 0.34 0.81 0.40 0.53 

5 Yeast 0.77 0.28 0.41 0.79 0.42 0.55 

Bold highlights a significance of f1-score 

Table 44.4 Comparison of precision, recall and f1-score for majority class before and after 
synthetic data generation 

S. No. Dataset name Before synthetic data 
generation 

After synthetic data 
generation 

P R F1 P R F1 

1 Abalone 0.81 1.00 0.89 0.81 0.97 0.88 

2 Page blocks 0.95 1.00 0.98 0.95 1.00 0.97 

3 Pima 0.72 0.82 0.76 0.77 0.86 0.81 

4 Vehicle 0.75 0.99 0.86 0.83 0.97 0.89 

5 Yeast 0.76 0.96 0.85 0.70 0.92 0.80 

Bold highlights a significance of f1-score 

Table 44.5 Comparison of accuracy before and after synthetic data generation 

S. No. Dataset 
name 

Accuracy before synthetic data 
generation 

Accuracy after synthetic data 
generation 

1 Abalone 0.81 0.80 

2 Page blocks 0.95 0.95 

3 Pima 0.65 0.73 

4 Vehicle 0.76 0.82 

5 Yeast 0.76 0.72

SVM classifier with radial-bias kernel function is used for classification. Before 
the generation of synthetic data, the used classifier was unable to learn the proper-
ties of minority class data. After increasing the number of minority class instances 
by generating synthetic data, classifiers became able to learn the characteristics of 
minority data. Statistical properties are also retained throughout the synthetic data 
generation. Statistical properties and data visualization graphs are generated for all 
the datasets used. Following results can be deduced from the results obtained.
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Table 44.6 Comparison of SMOTE technique on various classifiers 

S. No. Dataset 
name 

Single 
neural 
network 
classifier 

k-Nearest 
neighbor 
classifier 

SVM classifier 

Minority class Majority class 

Before 
synthetic 
data 
generation 

After 
synthetic 
data 
generation 

Before 
synthetic 
data 
generation 

After 
synthetic 
data 
generation 

1 Abalone 0.44 0.50 0.22 0.31 0.89 0.88 

2 Page 
blocks 

0.97 0.98 0.45 0.88 0.98 0.97 

3 Pima 0.66 0.64 0.35 0.56 0.76 0.81 

4 Vehicle 0.92 0.86 0.34 0.53 0.86 0.89 

5 Yeast 0.68 0.66 0.41 0.55 0.85 0.80

• The proposed approach worked well with minority class instances as f1-score for 
minority class is increased. 

• Learning of classifiers depends on the distribution of data in feature space as 
shown by various graphs. 

44.6 Conclusion 

In this paper, an approach for synthetic data generation for minority class using 
agglomerative hierarchical clustering and ward’s linkage as linkage criteria has been 
proposed. Experiments were carried out on five real-world datasets, namely Abalone, 
Page Blocks, Pima, Vehicle, and Yeast which are available at KEEL Data Repository. 
Data visualization is performed for understanding statistical properties of the datasets 
used. Pair-plot visualization graph is plotted to understand the data distribution. For 
understanding correlation, correlation matrix using Spearman’s method is generated 
as heatmap. 

Testing of the proposed approach after experimentation is carried out using an 
SVM classifier with radial-bias kernel function. The work is carried out on Jupyter 
Notebook using Python. Classification report is generated for analyzing results. The 
results show that f1-score of the minority class increased from 34.4 to 56.6% for the 
various datasets used, a 21.2% increase overall. The recall rate for minority class 
has risen from 24 to 46.4%, a 22.4% increase overall. Precision has declined slightly 
from 78.8 to 78.2%, a 0.6% decrease overall. The total accuracy of the SVM model 
increased by 1.4%, to 80.4% from 79% according to the experiments. These results 
show that the proposed approach by significantly increasing the number of minority 
class data instances has worked well with learning of classifiers for understanding 
characteristics of minority class data.
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Densely dispersed data instances make learning of the model challenging, and 
locating the minority dataspace for synthetic data synthesis becomes problem-
atic. Both classes overlap in a dense distribution, causing problems with model 
learning and minority dataspace identification. The distribution of data instances in 
feature space could be considered while developing unique solutions for coping with 
imbalanced datasets. 
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Chapter 45 
Regenerative Braking in an EV Using 
Buck Boost Converter and Hill Climb 
Algorithm 

Vandana Kumari Prajapati, Arya Jha, C. R. Amrutha Varshini, 
and P. V. Manitha 

Abstract Mankind cannot thrive without automobiles due to the greater produc-
tivity they provide. Traditionally, most of the energy used to power automobiles 
comes from fossil fuels. These vehicles are being replaced by electric vehicles over 
time. Typically, a car’s braking system uses hydraulic braking technology. However, 
because it generates more heat when braking, this conventional braking technique 
wastes a lot of energy. Therefore, the development of regenerative braking introduced 
in electric vehicles has eliminated these drawbacks, in addition to assisting in energy 
conservation and increasing the vehicle’s efficiency. When operating in regenera-
tive mode, the motor transforms kinetic energy into electrical energy to recharge the 
batteries or capacitors. The hill climb algorithm is used to analyze the regenerative 
braking of EVs, and MATLAB software is used to create and model electrical circuits 
for the required configuration for regenerative braking. The parameters of lead acid 
battery as well as parameters of DC machine have been analyzed. The performance 
of the regenerative braking model with hill climb algorithm is analyzed against the 
regenerative braking without any algorithm which is considered as the basic model. 

Keywords Battery · SoC · Regenerative braking ·Motoring · Generator · Hill 
climbing algorithm
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45.1 Introduction 

The increasing interest towards electric vehicles (EV) is due to the fact that EVs 
are considered as a solution to the environmental problems, traditional fossil fuel 
operated vehicles generate. Bi-directional DC-DC converters have recently been 
widely available for usage in a variety of applications such as electric vehicles, where 
electrical energy is transferred between the motor and the battery side [1]. Batteries 
are the only source of power for zero emission vehicles. Large-scale batteries with a 
high energy density, a small size, and characteristics for vehicle reliability have been 
operated on the ground [2, 3]. 

State of charge (SoC) is the proportion of the battery’s overall capacity that repre-
sents the amount of electrical energy that is currently stored in a battery. The battery’s 
state of charge (SoC), determines the amount of energy it can store before recharge 
is required [4–6]. The battery can only hold a specific amount of charge at once, and 
any more energy produced by regenerative braking will be dissipated once it reaches 
its maximum capacity. 

On the other hand, regenerative braking can be quite efficient in recharging the 
battery if it is not fully charged. This is especially true when commuting in stop-
and-go scenarios, where the vehicle continually accelerates and brakes. In these 
circumstances, it’s possible that the battery will never get a chance to fully charge 
through the vehicle’s charging system, although regenerative braking can help to 
keep the battery at a safe state of charge (SoC). 

The hill climbing algorithm is used to extend the driving range of electric vehicles 
as well as improve performance by utilizing EV and the overall cost will be less 
competitive than conventional vehicles. With the help of the Buck Boost converter, 
the DC motor can be operated in motoring as well as regenerative braking mode 
depending on buck mode or boost mode of operation of the converter. Regenerative 
braking has been found to enhance driving range up to 15%. Conventional vehicle 
braking is not an option. For the EVs, a bidirectional DC-DC converter is employed 
for operating it in motoring and regenerative braking mode [7, 8]. 

45.2 Implementation of Regenerative Braking 

45.2.1 System Description 

The basic model of regenerative braking without implementing any algorithm is 
shown in Fig. 45.1. 

Fig. 45.1 Block diagram 
without HC algorithm 
implementation [3]

Battery 
(240V) 

DC-DC 
Converter 

DC 
Machine 
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In Fig. 45.1, the system representation without any algorithm has been illus-
trated where the major components taken under consideration are DC machine, DC-
DC converter and battery (240 V). Here both modes of operation such as motoring 
and regenerative through generator are demonstrated. The forward direction imple-
mentation of the system makes the machine behave as motor and reverse direction 
implementation refers to the regenerative type through generator mode of operation. 

45.2.2 Regenerative Braking 

Regenerative braking is a type of braking system that converts kinetic energy—the 
motion of a moving object—into electrical energy, which can then be used to power 
the moving vehicle or stored in a battery [9]. The system operates by turning the 
electric motor into a generator when the brake pedal is pressed and is used in electric 
or hybrid automobiles [10, 11]. The generator action which transforms the vehicle’s 
kinetic energy into electrical energy, limits the motor’s rotation. The battery then 
accumulates this energy for later use. The technology can also increase the vehicle’s 
overall efficiency and reduce the wear and tear on the mechanical brakes [10, 11]. 

Figure 45.2 illustrates the representation of the system incorporating hill climbing 
algorithm where the forward and reverse functioning has been shown. 

The proposed layout of the system consists of battery and DC machine. The 
system performs the task of Buck Boost operation with and without HC algorithm 
implementation in it. The components with their respective parameters and values 
are given in Table 45.1.

a. Buck Boost Mode of Operation in Regenerative Braking Without HC 
Algorithm 

The converter that is implied for this system is the Buck Boost converter. A Buck 
Boost converter is required to change the voltage level at the output. The basic compo-
nents of the regenerative braking system include a DC/DC Buck Boost converter, 
240 V battery, and DC machine. The scopes are connected to the battery to capture 
voltage, current, and state of charge waveforms. The 240 V battery powers the 
motor during forward operation, providing enough electricity to carry the machine

Fig. 45.2 Block diagram 
with HC algorithm 
implementation 

DC 
Machine 

HC 
Algorithm 

Battery 
(240V) 

DC-DC 
Converter 
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Table 45.1 System parameters 

S. No. Components Parameters Values 

1 Battery-lead acid Nominal voltage 240 V 

Rated capacity 15.5 Ah 

Initial SoC 50% 

2 DC machine Rated power 5 HP  

Rated voltage 240 V 

Rated speed 1750 RPM 

Rated field voltage 300 V 

Field type Wound 

Mechanical input Torque = 20 Nm 

3 DC voltage source Field voltage 240 V 

4 Inductor (L) Inductance (H) 5e−3 

5 Capacitor Capacitance (F) 150e−6 

6 PWM generator Switching frequency 20,000 Hz

forward which in turn makes the vehicle travel forward. This mode, which is used 
for motoring, (BUCK mode) operates in normal condition. 

In the proposed layout of regenerative braking, the Buck Boost converter has been 
designed and simulated to drive the DC motor of the electric vehicle. The MOSFET 
switch of a one-quadrant converter is fired by an output pulse from the PWM generator 
block (buck or boost). The generator’s duty cycle is determined by the input D. A 
way to generate low-frequency output signals (voltage) from high-frequency pulses 
is made possible with pulse width modulation (PWM). The key benefit of PWM is 
the extremely low-power loss in the switching devices. There is no current flowing 
through a switch when it is off, and there is absolutely no voltage drop across the 
switch when power is being transmitted to the load under ideal condition. 

In the system, the SoC is monitored and based on that the duty cycle corresponds 
to buck or boost mode which is given as input to PWM generator which generates 
the pulses at that duty cycle. For motoring action converter is operated in buck mode 
and for regenerative braking converter is operated in boost mode by the controller. 
Figure 45.3 represents the simulation circuit with hill climbing algorithm.

b. Buck Boost Mode of Operation in Regenerative Braking Using Hill Climbing 
Algorithm 

The hill climbing algorithm is an optimization method for locating a function’s local 
maximum. It starts with an arbitrary answer and iteratively increases the value until no 
more such steps are possible. The approach is easy to use and computationally quick, 
but it may become trapped in a local maximum and fail to locate the function’s global 
maximum [12]. The hill climbing (HC) algorithm, a real-time optimization technique, 
may effectively control and manage the electric motor’s power output based on the 
vehicle’s current driving conditions, which can be advantageous in electric vehicles.
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Fig. 45.3 Simulation circuit without HC algorithm block

By doing this, there may be increase in the vehicle’s energy efficiency and range 
while making sure the motor runs safely and optimally. Additionally, HC is a cost-
effective option for electric car producers because it can be deployed with relatively 
simple hardware and software. The HC algorithm is a quick, effective, and reliable 
optimization algorithm that has a wide range of applications including engineering, 
finance, and artificial intelligence. HC can withstand noisy or erratic input data, 
making it appropriate for applications where such data is present. 

In the context of state of charge (SoC) prediction for batteries, the algorithm can be 
used to optimize a model that predicts the remaining battery capacity based on various 
input parameters such as current, temperature, and voltage [13]. The algorithm starts 
with an initial guess for the model parameters and then iteratively modifies them to 
find the set of parameters that results in the most accurate predictions. The algorithm 
stops when it reaches a local maximum or minimum, which is a set of parameters 
that cannot be improved upon by making small changes. This set of parameters can 
then be used to make accurate predictions of the battery’s remaining capacity [14]. 
The ideal operating point for the Buck Boost converter may be found using the hill 
climbing method. In order to do this, the algorithm is used to find the converter’s 
maximum power point (MPP), or the point at which it can transfer the greatest energy 
from the regenerative braking system to the battery [15, 16]. Figure 45.4 represents 
the MATLAB Simulink circuit of the system with HC algorithm.

45.3 Results 

45.3.1 Battery in Charging Mode (Generator Operation) 

Figure 45.5 shows the voltage, current, and SoC characteristics of a battery taking 
into considerations of its charging state during the generator operation. It is inferred 
from the graph as the voltage of the battery is increasing the SoC of the battery is
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Fig. 45.4 Represents the MATLAB Simulink circuit of the system with HC algorithm

Fig. 45.5 Charging mode of battery 

also increasing, as well as the current decreases which shares the scenario of boost 
mode. 

45.3.2 Battery in Discharging Mode (Motoring Operation) 

Figures 45.6 and 45.7 depict the voltage, current, and SoC characteristics of a battery 
while it is discharging during motoring operation. According to the graph, when the
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voltage of the battery decreases, so does the SoC of the battery, while the current 
rises, revealing the buck mode scenario. 

In Figs. 45.6 and 45.7, y-axis and x-axis depict the measured entities (as SoC in 
percentage, current in ampere, and voltage in volts) and time in seconds, respectively. 

In Fig. 45.8, motor and generator action of the DC machine with respect to its 
changes in parameters such as electrical torque, speed and armature current has been 
illustrated leading to showcasing of difference between both operations. Also, in

Fig. 45.6 Voltage and current during discharging mode of battery 

Fig. 45.7 State-of-charge during discharging mode of battery 
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Fig. 45.8 Machine parameter characteristics 

y-axis parameters are entitled as stated above and x-axis refers to time interval (in 
secs). 

The result in Fig. 45.8 illustrates that the generating action of the machine occurs 
between 0- and 2-time units, while its motoring action occurs after 2-time units. And 
in both modes of operation, the torque is proportional to the armature current but 
have an inverse relationship to speed. However, the direction of the torque is negative 
in the generating mode compared with the motoring mode. 

45.3.3 SoC Comparison 

Figures 45.9 and 45.10 indicate that the state of charge of the battery varies signif-
icantly when operated with and without the hill climbing algorithm. In both of the 
figures, y-axis and x-axis suggest SoC and time (in secs), respectively.
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Fig. 45.9 State-of-charging without hill climbing algorithm 

Fig. 45.10 
State-of-charging with hill 
climbing algorithm 

Table 45.2 displays the measured SoC in percentage during both the scenarios, 
with and without the hill climbing algorithm.

When compared with SoC measured without the hill climbing algorithm, SoC 
obtained using the algorithm shows improved accuracy and precision in measuring 
the battery’s actual state of charge. This can lead to more effective battery manage-
ment and longer battery life, as well as more reliable performance of the overall
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Table 45.2 SoC comparison 
with and without HC 
algorithm 

Parameter With HC algorithm Without HC algorithm 

SoC 50.035% 50.0275%

system that the battery powers. On the other hand, without the hill climbing algo-
rithm, the SoC level may be less, leading to suboptimal battery management and 
potentially shorter battery life. This can result in unreliable performance of the overall 
system and decreased overall efficiency. 

Simulation is carried out to analyze the efficiency of battery with respect to 
SoC estimation. Buck boost converter is connected for the bidirectional power flow 
between battery and DC machine. This exercise is repeated with and without hill 
climbing algorithm and the results are analyzed. Primary aim of this paper is to 
encounter the change in SoC level and charging and discharging characteristics of 
the battery. 

Figure 45.5 depicts the working of DC machine as generator of the torque is 
negative (seen in Fig. 45.8). Here, while the DC machine is working as a generator, 
the 240 V battery with initial SoC level as 50% is getting charged and is acting like 
a load; moreover, an incremental change in the SoC has been witnessed indicating 
the charging of the battery. 

Figure 45.6 provides the insight of working of the DC machine as motor where the 
torque is positive (seen in Fig. 45.8). Also, in this arrangement the battery is acting 
like a source and powering the DC machine. The SoC of the battery is showing a 
decremental change indicating discharging of the battery. 

In the basic model, hill climbing algorithm has been invoked due to which an 
improved level of charging of the battery is seen which enables to conclude that 
by using HC algorithm the highest peaks have been taken when compared with the 
previous stage value resulting in increased SoC percentage in the same interval of 
time. 

45.3.4 Limitations 

The total performance of the regenerative braking system may be impacted by the 
effectiveness of the Buck Boost converter. The energy recovered during regenerative 
braking may be dissipated in the conversion process if the converter is not sufficiently 
efficient, which would lower the overall energy savings. One of the claim which can 
be considered opposing against the proposed system is the fact that use of Buck 
Boost converter with hill climbing algorithm may increase the cost of the system. 
But the trade-off need to be done to achieve better efficiency of the battery against 
this increase in price. 

The capacity and state of charge (SoC) of the battery determine how much energy 
can be stored during regenerative braking. Moreover, the battery may sustain damage 
if it is unable to withstand the high electric current during regenerative braking.
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45.3.5 Conclusion 

The use of the hill climbing algorithm can lead to significant improvements in the 
accuracy and precision of battery SoC, while its absence may result in suboptimal 
performance. 

It is crucial to properly choose and design the Buck Boost converter to achieve 
high efficiency and little energy losses during the conversion process in order to 
enhance the effectiveness of regenerative braking. The hill climbing algorithm can 
also be improved through modification in order to obtain the optimum solution during 
regenerative braking. Regenerative braking is a technology that has a lot of potential 
for reducing energy use and boosting the range of electric vehicles. 

In conclusion, regenerative braking is an approach that can decrease power 
consumption in electric vehicles. In this paper, it uses a Buck Boost converter and 
a hill climbing algorithm. However, there are some facts that must be taken into 
account, such as the converter’s performance, the battery’s restrictions, the driving 
environment, and maintenance costs. 
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Chapter 46 
An Enhanced Classification Model 
for Depression Detection Based 
on Machine Learning with Feature 
Selection Technique 

Praveen Kumar Mannepalli, Pravin Kulurkar, Vaishali Jangade, 
Ayesha Khan, and Pardeep Singh 

Abstract Facebook, Twitter, and Instagram are just a few examples of how social 
media have changed our lives. People are more linked than ever before, leading 
to the development of a distinct online identity. Recent studies have revealed that 
an increased number of hours spent on social media platforms is connected with an 
increased likelihood of developing depression. Depression is characterized by perva-
sive sadness and a general absence of interest in most activities. Severe depression, 
often known as major depressive disorder, is a serious mental illness that can have 
far-reaching effects. The purpose of this study is to analyze depression, utilizing 
a variety of socio-demographic and psychological data to determine if a person is 
depressed or not. Different operations have been performed, including data collec-
tion, preprocessing, feature selection, classification, and evaluation. This research is 
evaluated on the depression detection dataset. Data is processed in the data prepro-
cessing step by checking null and missing values and performing data encoding using 
a label encoder. Further, the recursive feature elimination technique has extracted the 
most important features from the dataset in the feature selection. On the other hand, 
machine learning-based SVM and DT techniques are used for classification. The 
performance of these models is measured using different performance metrics. After 
applying these methods, the proposed decision tree model obtains the highest 98% 
accuracy, which is better than the other models. 

Keywords Depression detection · Support vector machine ·Machine learning ·
Recursive feature elimination · Decision tree
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46.1 Introduction 

A depression illness that might involve emotions of grief, loss, or rage is known 
as depression. It makes it difficult for a person to carry out their everyday tasks. 
There are many different ways that people might show their frustration. People react 
differently, some on social media (SM) and others in their personal life. People 
communicate with their pals and exchange information using SM platforms. This 
results in an enormous volume of new data being produced every day. These pieces of 
information can be collected in the form of photographs, videos, or text representing 
the individual’s mental state [1]. 

Depression means “a state of mind that expresses mood disorders such as 
depressed, unhappy, bored, loss of appetite, lack of concentration, anxiety, etc.” 
[2]. Researchers have recently discovered that a confluence of variables other than a 
chemical imbalance in the brain causes depression. These factors include improper 
mood regulation by the brain, genetic predisposition, stressful life events, medicine, 
and psychological difficulties. Symptoms of depression and its physical manifesta-
tions may result from a combination of causes. There is evidence that a chemical 
imbalance contributes to depression. However, this imbalance is not the result of a 
single molecule but of multiple chemicals interacting. This level of complexity allows 
us to make sense that two persons can experience the same sickness symptoms yet 
have vastly different physical and social circumstances [3]. 

Researchers can pinpoint the gene responsible for a person’s susceptibility to low 
moods and the gene’s response to pharmacological therapy. The purpose of these 
studies is to develop more effective, individualized treatments for the symptoms of 
depression. The effect of brain plays a crucial part in the onset of depression-related 
symptoms. The connections between nerve cells, the proliferation of nerve cells, and 
the activity of nerve cells all contribute to minor fluctuations in mood. Despite the 
inaccuracy of understanding neurological links, it is possible to determine a person’s 
mental state using the right understanding of neurological equilibrium. Globally, 
more than 300 million individuals suffer from depression, and WHO estimates that 
1 billion people have some form of mental illness [4]. ML is widely recognized as 
a powerful method for sifting through the huge amounts of data in the healthcare 
industry. Predicting the likelihood of MD and executing likely treatment results is an 
area where ML approaches are used. ML [5, 6] computer programs that learn and get 
better at their ML is a branch of artificial intelligence (AI) that allows computers to 
acquire new skills and hone existing ones without human involvement or supervision. 
ML techniques construct a mathematical model using sample data to forecast or make 
judgments without being explicitly taught. This data is referred to as training data. 
There are many uses for ML techniques, such as email filtering and computer vision 
(CV), where it would be impractical or impossible to create conventional techniques 
to carry out the necessary tasks. Techniques for supervised ML can use labels to 
transfer knowledge from one dataset to another. To forecast future output values, a 
learning algorithm first analyzes a known training dataset and generates an inferred 
function [7].
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Reviewing the existing literature, the proposed research has concluded that no 
comprehensive examinations of Facebook exist [8, 9]. Therefore, the suggested study 
constructed a database of Bengali Facebook comments, posts, and status changes. 
Several supervised learning methods have been used to estimate problems and their 
solutions. The suggested study has attempted to extrapolate depression rates from 
existing data. In this case, we apply and compare the outcomes from state-of-the-
art techniques such as decision tree (DT) and support vector machine (SVM). The 
suggested research study analyzes depression and non-depression data with high 
accuracy. The comparison findings show that different methods provide identical 
outcomes and results for all classifiers used in the data. 

The main contributions of this paper are listed as follows:

. Initially, a literature review was conducted on several emotion detection 
approaches for detecting depression.

. Secondly, the experiments are carried out on the depression detection dataset.

. Thirdly, suggest ML techniques like a decision tree and support vector machine 
to utilize all factors and maintain robustness.

. In the fourth step, the model’s performance is measured by different perfor-
mance metrics like accuracy, precision, recall, f1-score, confusion matrix, and 
ROC curve.

. Lastly, our research demonstrates the significance of depression identification for 
detecting mental disorders. 

This paper’s remaining sections are structured as follows. Section 46.2 reviews the 
relevant literature, while Sect. 46.3 details the dataset and study approach employed. 
Section 46.4 contains a description of the experiment and its results. Conclusions 
and summaries are included at the end of Sect. 46.5. 

46.2 Related Work 

Numerous types of research have been conducted throughout the years on using 
ML to increase the investigation of MD. In [10], in this study, they evaluate and 
contrast several ML approaches and classifiers—specifically, decision tree (DT), 
logistic regression (LR), support vector machine (SVM), Naive Bayes (NB) classifier, 
and the K-nearest neighbor (KNN) classifier to determine the mental health of a 
population of interest. High school kids, college students, and working adults are all 
included in this identifying procedure. In addition, the article provides a case study 
of how a specific Twit’s expressibility may be determined using the Twitter scraping 
program Twins. 

Aggarwal and Goyal [11] use a combination of data about the player and the 
game and a measure of the player’s self-esteem to make predictions about whether 
or not the player is experiencing mental health issues like anxiety or sadness. Using 
a dataset of online gamers, the tenfold cross-validation approach was employed to 
compare four distinct ML classifiers. DT classifier has the highest accuracy of the
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four algorithms tested across the board. The DT achieves a precision of 100% for 
the GAD questionnaire and 84.71% for the SWL questionnaire. 

Liu et al. [12] provide a multimodal brain features-based, data-driven, impartial, 
and rigorous ML strategy to capture the complexities of brain structure representa-
tions. Graph convolutional neural networks (GCN), SVM, and regularized LR were 
implemented. Our models’ cross-validated classification accuracy is 97% (LR), 93% 
(SVM), and 89.58% (GCN), which is very encouraging. 

Parikh et al. [13] suggest a method utilizing data analysis and ML to identify 
depressed individuals. The same online site has two different types of depression 
exams. The maximal accuracy for SVM on the PHQ-9 dataset is 99.74%. Given the 
more casual tone of tweets, the accuracy of the Twitter dataset suffers slightly in 
comparison. The proposed approach greatly boosts accuracy by incorporating the 
SVM method, which provides maximum accuracy with properly preprocessed data. 

José Solenir et al. [14], using a CNN, context-free word embeddings, and early and 
late fusion techniques, you suggest a technique for early identification of depression 
in SM. The findings suggest that the proposed technique successfully identifies users 
experiencing depression, with a precision of 0.76 and equal to or better than many 
baselines in terms of efficacy (F1(0.71)). Emoticon semantic mapping also improved 
recall and accuracy (46.3 and 32.1%, respectively). 

Nowadays, the repercussions of depression [15] are astonishing. The suicidal 
propensity, and several other exhaustion and melancholy, have nearly engulfed the 
whole planet. An early warning system like this one can help you avoid these prob-
lems. A person’s everyday regular actions are represented by sensorimotor sensor 
readings, which may be used to detect brief shifts in behavior. The integration of MS 
data with socio-demographic information can greatly aid depression identification. 
This paper used ML methods such as RF, AdaBoost, and ANN to combine sensor 
readings from motors and demographic data, resulting in reliability and an Fl-score 
of 98 percent in both situations. The coefficients of correlation computed by Cohen 
and Matthew are both 0.96. 

In this investigation, Tlachac and Rundensteiner [16] looked at the detection 
capabilities of two different melancholy testing methods: one that was accessible 
secretly and one that was available publicly. Incorporating crowd-sourced texts and 
tweets into the merged datasets of MA and EMU is the first time done. The strategy 
included using CFE, FS, and ML techniques, among other things. The 245 features 
include phrase group rates, part of utterance tag frequency range, emotions, and 
loudness, all contained in their database. Regression analysis is the right model for 
text information recorded for two weeks. In terms of F1, AUC, and recall, this model 
averages 0.806 points on a scale from 1 to 10. 

46.2.1 Research Gap 

As part of this study, numerous articles also look at how to increase the suggested 
system’s accuracy in recognizing tweets that contain depression-related terms and
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phrases and classifying them appropriately. People who are mentally sick but afraid 
to seek treatment or unsure of how to self-diagnose will benefit from the success 
of this project, since it awakens the administration and psychologists of the need 
to identify and treat mental health problems. Nevertheless, the study relied on self-
reported instances, as with most previous studies attempting to forecast depression, 
and to date, efforts trying to detect patients who are as yet unaware of their depression 
condition are still uncommon. The symptoms of depression also vary widely from 
person to person. A symptom-based diagnosis of depression makes it extremely 
challenging, if not difficult, to objectively assess psychological events instead of 
physiological ones. Depression may be reliably diagnosed using machine learning 
algorithms, according to several research. In contrast, past studies have mostly dealt 
with small groups of people. Because of this, they work with datasets with a limited 
number of features or datasets with few examples of each characteristic. Finally, they 
choose a random prediction technique without knowing how other algorithms fared 
on the dataset. 

46.3 Research Methodology 

This section provides the research methodology for depression detection. Also, the 
section discusses the problem statement and the solution to overcome depression 
problems. 

46.3.1 Problem Statement 

Depression may be a mental illness. It’s the biggest global health issue. Depression 
increases the chance of early death. Seventy percent of people would not see a doctor 
if they were depressed. Social media is being used to express feelings and monitor 
mental health. Preparing social network data, particularly Facebook comments can 
reveal depression-related information. ML algorithms are increasingly used to find 
industry-specific data patterns. Psychological sciences have seldom employed ML. 
Machine learning addressed the aforesaid problems. 

Few machine learning researches have predicted depression. To solve this gap, a 
state-of-the-art solution has been presented by researchers. This study seeks to detect 
depressed people and their causes of using ML. 

46.3.2 Proposed Methodology 

The depression identification technique consists of several steps, including collecting 
datasets, feature selection (FS), data preprocessing techniques for choosing the



594 P. K. Mannepalli et al.

Fig. 46.1 Proposed 
flowchart 

Data Pre-Processing 

Upload Depression Detection Dataset 

Start 

Classification using ML Classifiers 

Measure the Model’s Performance 

SVM 

Training Data Testing Data 

Data Split Into two part 

Results 

Feature Selection with RFE 

DT 

needed characteristics for recognizing symptoms of depression, dataset splitting, 
and classification systems in machine learning used to divide raw data into distinct 
classes. In this part, we’ll go through each of these stages and the many strategies 
that may be employed to put them into action. 

This research methodology steps in Fig. 46.1 and below briefly show subpoints. 

46.3.2.1 Data Collection and Preprocessing 

In this research, we have used a depression detection dataset from the GitHub reposi-
tory. This dataset needs to be preprocessed, so applied data preprocessing. Check null 
values, fill in missing values and label the data with the help of the data preprocessing 
procedure. Also, encode the dataset with the label encoder. 

Data Encoding is carried out on the gathered datasets for training and testing. In 
general, ML techniques perform better when presented with numerical data. While 
encoding data, use Scikit-Label learn Encoder to convert the categorizations found 
in the training and testing datasets into a numeric representation.
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46.3.2.2 Feature Selection Using RFE 

FS was handled through recursive feature elimination (RFE) in this particular devel-
opment. FS describes methods through which a dataset’s most useful features 
(columns) are chosen. ML techniques may be made more economical (lower space 
or time complexity) and successful by restricting the number of features they must 
consider. Misleading input characteristics can lower the predicted performance of 
some ML systems [17]. 

Recursive feature elimination (RFE) or RFE feature selection, the procedure mini-
mizes the complexity of a model by selecting the most important characteristics and 
eliminating the less important ones. RFE helps to make models more effective by 
reducing the number of features they use. 

46.3.2.3 Data Splitting 

Data splitting is the essential step for implementation in which data is divided into 
two or three ways. In most cases, data is splitted into two parts, i.e., training and 
testing. As a result, we have 80% of training and 20% of testing datasets. 

46.3.2.4 Classification Using the ML Model 

Classification refers to organizing data by grouping like items into distinct categories. 
Business norms, arbitrary boundaries, or a mathematical formula can all be used to 
establish these groups. There can be a correlation between the attributes of the thing 
being classed and a previously established class assignment, which can inform the 
classification procedure. SVM and DT are two models that may be used to provide 
depression forecasts. 

Support Vector Machine (SVM) 

Another widely used state-of-the-art machine learning technique is support Vector 
machine (SVM) [18]. Support vector machines are a supervised learning model used 
in machine learning for classification and regression analysis [19, 20]. In addition to 
linear classification, SVMs may easily conduct nonlinear classification by implicitly 
mapping their inputs into high-dimensional feature spaces via the kernel method. It 
essentially creates distinctions between social classes [21]. The margins are drawn 
to maximize the distance between the margin and the classes, hence decreasing 
classification error [22]. 

Decision Tree (DT) 

Step 1: S suggests beginning with the tree’s root containing the original data. 

Step 2: Find the best attribute in the dataset using the attribute selection measure 
(ASM).
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Step 3: Split the S into groups containing values for the top characteristics. 

Step 4: Generate the decision tree node containing the best attribute [23]. 

Step 5: Generate extra decision trees in a recursive manner utilizing the selections of 
the information produced in step 3. Repeat the same process until the networks can 
no longer be classified, at which point the terminal node gets designated as a leaf 
node [24]. 

46.3.3 Proposed Flowchart 

In this proposed flowchart, we are representing the process of methodology. In this 
flowchart, firstly, we input a machine learning-based model of depression detection 
dataset, then preprocess data by performing data preprocessing, then with the help 
of the RFE model, we select a feature and split the dataset and then the process of 
implementing SVM and DT classifier. In all this process, we get an output with a 
high classification outcome and then terminate the model. 

46.4 Results Analysis 

The simulation and experimental results of the suggested model are presented in this 
section. This investigation uses the Python Simulation tool to carry out its imple-
mentation. All experiment incorporates the Python programming language and the 
Jupyter Notebook platform with several Python libraries. A data visualization graph 
and an examination of the performance matrix in terms of precision, accuracy, f1-
score, recall, sensitivity, ROC, and specificity demonstrate the ML models’ success 
for the depression dataset. 

46.4.1 Dataset Description 

In this research, we have collected the depression detection dataset,1 which is 
collected from the GitHub repository. Traditional methods of depression detection 
rely on in-depth clinical interviews, during which the psychologist carefully exam-
ines the subject’s responses to a battery of questions to form an opinion about the 
person’s mental health for the analysis of a machine learning-based model of depres-
sion detection. Symptoms of depression are a general lack of motivation and interest 
in formerly pleasurable activities and feelings of emptiness, melancholy, worry, and 
sleep disruption. Added to these characteristics are a lack of motivation, an inability

1 https://github.com/ranju12345/Depression-Anxiety-Facebook-pageComments-Text. 

https://github.com/ranju12345/Depression-Anxiety-Facebook-pageComments-Text
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Table 46.1 Data labels 
Category Label 

Depression 1 

Not depression 2 

to focus, feelings of guilt or worthlessness, suicidal ideation, and psychotic symp-
toms. Table 46.1 gives the data labels, 1 denotes the depression, and 2 denotes the 
not depression. 

Figure 46.2 shows the count plot of the input dataset label. The depressive person 
approx. 2500 count value and non-depressed person approx. 4800 count values. 

Table 46.2 gives the performance of the proposed SVM and DT classifier with the 
help of five performance matrices. The proposed SVM classifier gets 94% accuracy 
and 98.32% accuracy by the decision tree. Similarly, precision, f1-score, specificity, 
and sensitivity parameters show their performance in terms of percentage. We can see 
that the DT gets the highest performance. Correspondingly, Figs. 46.3 and 46.4 show 
the bar graph of the simulation results; in the x-axis, the performance parameters, 
the y-axis, and the %, respectively. 

In Fig. 46.5 of the ROC curve, we found the decision tree classifier’s true or false 
positive rate. The blue line and the FP rate by the orange line show the TP rate. The 
x-axis represents the epochs 0.965% FPR of SVC, while the DT model gets 74.1%, 
which is the highest accuracy where it is stable. And in the y-axis, as we can see

Fig. 46.2 Bar graph of the dataset 

Table 46.2 Performance of proposed machine learning classifier 

Models Acc Precision F1-score Specificity Sensitivity 

SVM 94.02 89.00 88.75 88.57 94.24 

DT 9832 72.17 71.91 70 79.59
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Fig. 46.3 Bar graph of 
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in this ROC curve, the true positive rate performed well compared with the false 
positive rate. And the ROC curve achieved the highest accuracy value. Table 46.3 
gives comparison between the base and proposed ML classifiers.

Figure 46.6 bars compare the base classifier’s accuracy to the suggested classi-
fier. The base bagging classifier gets 83% accuracy, and 80% accuracy obtained by 
the gradient boosting classifier, while proposed SVM and DT obtain 98 and 94% 
accuracy. Our suggested model outperforms the baseline classifiers, as expected.
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Fig. 46.5 ROC curve 

Table 46.3 Comparison between the base and proposed ML classifiers 

Parameter Proposed classifiers Base classifiers 

SVM DT Bagging Gradient boosting 

ACC (%) 94 98 83 80

Fig. 46.6 Accuracy 
comparison between the base 
and proposed classifier 94 98 
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46.5 Conclusion 

In this research, identifying depression status by Facebook behavior is defined as 
a binary classification issue. Several feature datasets and ML methods are tested. 
Data cleaning, feature selection, labeling, and classification are just a few prepro-
cessing tasks that must be completed before any analysis can begin. By combining 
the strengths of the SVM and DT classifiers, we can transform a highly nonlinear 
classification issue into a linearly separable one. We present a working version of the 
suggested technique. Utilizing various psycholinguistic aspects, we have determined 
whether or not our suggested strategy is effective. This study demonstrates that our 
suggested strategy may greatly enhance accuracy and classification performance. In 
addition, the data demonstrates that across several tests, DT provides the greatest 
accuracy (98.32%) compared with other ML techniques when trying to identify 
depression. This research may be seen as a first step in developing a comprehen-
sive social media-based system for assessing users’ mental health, evaluating their 
potential for mental health problems and providing appropriate treatment options. In 
the future, this research might be expanded by examining more ML models that are 
unlikely to overfit the utilized data and by discovering a more reliable technique to 
quantify the influence of the features. 

Future studies will use a different method for extracting paraphrases from various 
affective variables. The usefulness and efficiency of our methods will be tested using 
other datasets we want to collect. We concur with the growing corpus of research 
arguing for more targeted investigations of depression. 
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Chapter 47 
Design & Analysis of Grey Wolf 
Optimization Algorithm Based Optimal 
Tuning of PID Structured TCSC 
Controller 

Geetanjali Meghwal , Shruti Bhadviya , and Abhishek Sharma 

Abstract Many problems related to instability are faced by power system which 
crates huge oscillations and make a system unstable. Such problems can easily over-
come by a good damping controller. To find out the solutions of stability prob-
lems many methods including analytical methods or the numerical-based have been 
applied in many ways to obtain extreme values. And now these methods are devel-
oped into the more advanced form of themselves known as optimization techniques. 
To solve complex engineering design problems and real application, GWO is one 
of the more suitable optimization techniques. Applications of GWO algorithm are 
investigated in this paper to tune the parameters of proportional integral derivative-
structured TCSC-based controller to damp out the power system oscillations and 
improves settling time subjected to various loading conditions. Dynamic perfor-
mance of proposed controller is analyzed for SMIB power system using MATLAB/ 
Simulink. An obtained simulation result shows the performance of GWO-tuned PID-
structured Thyristor Controlled Series Capacitor-based controller and compare with 
previously published non-dominated sorting genetic algorithm-II (NSGA-II) and 
cuckoo search algorithm (CSA) for the same power system. 

Keywords Grey wolf optimization algorithm · NSGA-II · CSA · TCSC · Power 
system stability · SMIB system
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47.1 Introduction 

Power system is very complex and power transfer from one circuit to another circuit 
very complex. So it is required to power transfer without disturbance. So this is neces-
sary to different technique applied to secure power transfer [1]. To maintain power 
system stability and security within margin, it’s required to take a closer look and anal-
ysis of power system parameters [2]. To improve stability flexible AC transmission 
system (FACTS) devices are initiated, series compensation is demonstrated based on 
FACTS devices are highly suitable for controlling power flow. From FACTS family 
TCSC is one of the important controllers which increases the capacity of transmittable 
power by regulating its line reactance periodically. It can be also utilized to reduce 
power system oscillations, resonance mitigation, load flow control, reducing net 
losses and unsymmetrical components, limiting short circuit currents and improves 
stability [3]. Using GA [4], PSO [5], DE [6], CSA [7] parameters of TCSC-based 
controllers are optimized. A new meta heuristic algorithm named as GWO technique 
is used to meet the given goal which inspired using grey wolves (Canis Lupus) which 
mimic the leadership hierarchy and the hunting idea of grey wolves in nature. Lead-
ership strategy is simulated using four types of operators named as α, ß, ∆ and ω 
are employed along with three main steps which is hunting, searching for prey and 
attacking prey, respectively [9]. A total of 29 well-known test functions are bench-
marked in this algorithm which is used to develop by Mirjalili et al. [8]. This is a 
latest nature-inspired meta heuristic algorithm. In this paper, GWO algorithm is used 
for optimizing the TCSC parameters. To get the optimal parameters of Proportional 
Integral Derivative structured TCSC based controller towards various loading condi-
tions and disturbances with MATLAB/Simulink environment GWO has successfully 
applied. Simulation results represent the merits of the proposed TCSC-based PID 
controller to enhance stability and comparative analysis also performed for with and 
without GWO-tuned TCSC controller. 

47.2 Literature Review 

There are many author reviews and analysis of power system that use many tech-
niques. There are some authors who give their different contributions related to power 
system. Different authors solve the power system issue in different manner. Panda 
et al. [12, 13, 15–18, 20] presented a new nonlinear control scheme for TCSC for 
transient stability analysis of the SMIB power system. 

Zero dynamic design approach is used to formulate nonlinear control strategy of 
the TCSC controller. Tales et al. [19] presented Thyristor Controlled Series Capacitor 
(TCSC), which enables an increase in power transfer and control of a system. TCSC 
widely used to reduce synchronous resonance (SSR) as a dynamic device. Ganthia 
et al. [14] showed an interval fuzzy logic control technique 2 that is used to design a 
stable control for a TCSC to get better petite signal stability of the power system. For
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a single machine infinite bus power system (SMIB), Sethi et al. [7] analyzed FACTS 
devices of two distinct kin-TCSC (varies transmission line reactance with enhanced 
stability) and SVC (betters voltage regulation). Both the devices have a good and 
fast response. Rupashree et al. defined a CSA optimal tuning of proportional integral 
derivative-structured TCSC controller. Sidhartha Panda et al. explained the stability 
to improve by using NSGA-II. 

These proposed controllers along with TCSC, enhance the power system stability. 
Performance analysis is done using MATLAB/Simulink with respect to power angle, 
speed deviation and variation of TCSC reactance for fault. Our contribution and 
research gaps the same power system applied Grey Wolf optimizer (GWO) technique 
and enhances power system stability of the system by reducing settling time. 

47.3 TCSC and PID Structure of TCSC-Based Controller 

TCSC is having three components, i.e. bypass inductor (L), capacitor bank (C) and 
bidirectional thyristor. TCSC reactance is changed by adjusting its thyristor firing 
angle. To modulate the reactance offered by TCSC, the structure of the TCSC-based 
damping controller is shown in Fig. 47.1 where α is firing angle, Kp is proportional 
gain, Ki is integral gain and Kd is derivative gain of proportional integral derivative 
(PID) controller [1]. Description of TCSC-based controller is presented in [1]. The 
projected controller input signal is speed deviation (∆ω) error and the output signal 
is reactance XTCSC (α) [12]. 

PID controller parameters (Kp, Ki, Kd) are optimized using speed error signal so 
that TCSC reactance modulate effectively to cancel some portions of reactance of 
line and improves damping of power system oscillations [8]. 

Formula for effective reactance is given by: 

X E f  f  = X − XTCSC(a) (47.1)

Fig. 47.1 Structure of TCSC-based PID controller [7] 
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47.4 Modelling of Power System with TCSC 

Model of TCSC-based SMIB system is shown in Fig. 47.2. Here synchronous gener-
ator is used to supply power to an infinite bus through double loop transmission 
line and TCSC. Here Vt represents the terminal voltage of generator and Eb denotes 
voltage of infinite bus. For receiving end transformer reactance, reactance of trans-
mission line per circuit and equivalent Thevenin’s impedance is denoted by XT , XL 

and XTH respectively [23]. 
Model [12] represented synchronous generator, i.e. its field circuit, equivalent 

snubber winding on quadrature axis, electromechanical oscillation equation and 
internal voltage equation of generator. System data is assigned in [2]. Use of state 
equations [7], in MATLAB/Simulink environment modelling of power system is 
explained in [16]. Different Eqs. (47.2–47.8) of modelling of the system is shown 
below [22]: 
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)
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Fig. 47.2 TCSC with SMIB power system [7] 
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47.5 Objective Function 

When the rotor of generator machine faces any disturbance in its motion, it introduced 
oscillations in power system. To minimize such oscillations and improve stability, 
TCSC-based controller is designed. In this paper, objective function J is chosen as 
an integral time absolute error (ITAE) of speed deviation ∆ω. 

Objective function J is defined as follows: 
where,
∆ω(t) = Absolute value of speed deviation which follows a disturbance, 
tsim = Range of simulation time. 
To improve system response objective function, parameters are minimized using 

parameters of TCSC-based controller that are KP, KI and KD. 

J = 
t sim ∫
0 

t |∆ω(t)|dt (47.9) 

47.6 Grey Wolf Optimizer (GWO) 

To solve complex engineering problems and real application, Grey Wolf optimizer 
(GWO) results are proven such that the proposed algorithm is more suitable for 
challenging tasks with unknown search space. GWO results are found to be more 
competitive and challenging than optimization techniques like PSO, GSA, differen-
tial evolution, evolutionary computation (ES) and expectation propagation (EP). So 
we choose GWO technique for TCSC-based structured PID controller. 

In GWO technique, wolves live pack basically belongs to Canidae family having 
a leader Alpha (α) who indicates their strict social dominance hierarchy and most 
decisions for the group are also made by him. Therefore, the leader’s decision is 
followed by the other members of the group. Some common decisions are where to 
hunt, when to wake up, where to sleep, etc. α is not the strongest member of the 
pack, but he manages all of the activity of the pack, showing that discipline and 
organization in the pack take precedence over strength [8]. 

A group having a pack of subordinates who helps α for making decisions are 
known as advisors represented by ß. They are in the next line to become α if the 
present leader passes away or becomes old and also maintain the discipline and other 
activity of the pack. Commands to other wolves are also given by ß and feedback is 
also delivered to α [9]. 

The lowest category in wolves is Omega (ω), they follow all other dominant 
wolves. Role of scapegoat played with them and are assigned last to eat in the pack. 
Although, omega wolves have less significance in a group, but it may cause for 
internal fighting if pack loses them. It happened due to the absence of all frustrations 
and violence of all wolves by Omegas. Omega plays a role of babysitter and also
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maintains the dominance structure in the group as well as is satisfactory between 
them [10]. 

If wolf doesn’t relate to any rank, then it comes into the category of Delta wolves. 
They are carrying two ranks in the pack which are above omega wolf and under 
delta wolves. This category of wolves assigned works that are hunting, caretaking, 
sentinels and scouts. Scouts are responsible for danger alert and keeping watch on 
pack territory, same as sentinels play the duty of a guard and protection to pack. 
Elder wolves are those who once may be α or ß in their life time and kept more 
experience. α and ß are assisted by hunters for hunting and arrange the food for the 
pack. Caretaker wolves provide care to weak, ill and wounded wolves in pack [11]. 

The main phases of hunting have following features: 

• Stalk the prey, then chase them and finally approach them. 
• Encircling, pursuing and harassing prey until it stops moving. 
• Last is attack on prey. 

GWO Mathematical Model and Algorithm: The various steps follow GWO 
algorithm. 

47.6.1 Social Hierarchy 

First best solution is α, second one best solution is ß and the third best solution is δ. 
Apart from these, all the candidate solutions fall under ω [11]. 

47.6.2 Prey Encircling 

Prey is encircled by grey wolves while hunting. To reflect it mathematically,

→D =
||| →C · →X p(t) − →X (t)

||| (47.10)

→X (t + 1) = →X p(t) − →A · →D (47.11) 

t represents iteration of current. 
From Fig. 47.3, it’s clear that as the position of prey (X*, Y*) varies, a grey 

wolf will also be varying its position to (X, Y ). Adjustment in →A and →C is done for 
different places around to meet best agent with respect to present location. Like, to 
reach (X*−X, Y*),

→A = (1, 0) and →C = (1, 1) is set. 
In the Fig. 47.5 wolves can reach any position between points via random vectors 

r1 and r2. Hence, using Eq. (1.10) and (1.11) wolves can change their position around 
prey in the given space [10].
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Fig. 47.3 Social hierarchy 
of grey wolf

47.6.3 Hunting 

A guides the hunting while ß and δ might take part in it sometimes. Grey wolves can 
identify prey location and encircle them. Although in a search space, location of prey 
is unknown, i.e. optimum. To simulate hunting by grey wolves, Alpha candidates 
are assumed as the best candidate while ß and δ have better ideas regarding prey 
possible location. Hence, the first three solutions are saved and the reset search 
agents including ω are obliged to change their position as per the best search agent. 
It is given as follows [11],

→Dα = | →C1. →Xα − →X , , →Dαβ =
||| →C2. →Xβ − →X

|||, →Dδ =
||| →C3. →Xδ − →X

||| (47.12)

→X1 = →Xα(t) − →A1.( →Dα), →X2 = →Xβ (t) − →A2.( →Dβ ), →X3 = →Xδ(t) − →A3.( →Dδ) (47.13)

→X (t + 1) = →X1 + →X2 + →X3 

3 
(47.14) 

Figure 47.4 shows in 2D search space that alpha, beta and delta estimate prey 
location, while others change their position randomly around prey.

47.6.4 Attacking 

At this stage the grey wolf begins to attack, i.e. after the hunt. It is the exploitation 
process in which the value of →a is decreased to obtain a mathematical realization. 

Hence, the variation range for an →A reduces where it has a random value fallen in 
[−2a, 2a] and during the iteration →a changes from 2 to 0.
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Fig. 47.4 2D position vector 
with possible next location 

Fig. 47.5 3D position vector with possible next location

If, →A has the random value in [−1,1], then search agent can have its search posi-
tion anywhere between its existing position and prey’s position, as depicted in the 
Fig. 47.6, where, |A| <1 shows that wolves are attacking prey [21].
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Fig. 47.6 GWO position updating 

47.6.5 Prey Searching 

Searching depends upon the alpha, beta and delta positions. At, first they diverge and 
then they converge for attack. For mathematical realization of divergence, →A is used 
to have random values > 1 or < −1 to depict the action of diverge of search agent. 
It emphasizes exploration allowing GWO to search globally with |A| > 1, forgetting 
the fitter prey. Exploration favours by vector →C . . It is clear from the equation, it has 
random values in [0, 2]. Figure 47.7 shows a flow chart of GWO algorithm [11].

47.7 Result Analysis and Discussion 

In this paper, the system used Grey Wolf optimizer (GWO)-tuned proportional inte-
gral derivative-structured TCSC controller that is applied SMIB system. The system 
is tested on various types of disturbance as nominal, light and heavy loading condi-
tions. When various disturbances are applied system shows the high oscillatory 
response, but the system is tuned with GWO algorithm PID structure TCSC controller 
when system shows the superior result. The oscillation is damped out very fast and
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Fig. 47.7 Flow chart of 
GWO algorithm [11]

improves stability of the system. The simulation result compares with three algo-
rithms and is tested with various types of fault applied on the system at nominal, 
light and heavy loading conditions. The various comparison tables are presented in 
tabulation form in the system and it shows the superiority of the system. Table 47.1 
gives values of different loading conditions. Table 47.2 gives condition of different 
faults and Table 47.3 gives TCSC-based tunes PID controller parameters with GWO, 
CSA and NSGA-II algorithm. Figure 47.8 shows a best cost v/s iteration graph of 
GWO algorithm. Table 47.4 gives GWO parameters.
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Table 47.1 Loading 
condition considered Type of loading conditions P (pu) Q (pu) 

Nominal loading 0.8 0.017 

Light loading 0.5 0.006 

Heavy loading 1.2 0.038 

Table 47.2 Conditions of 
different faults Types of fault Conditions 

ftype-1 10% step increase in references voltage setting 

ftype-2 Symmetrical three-phase faults 

ftype-3 10% step decrease in mechanical torque input 

ftype-4 Permanent line outage disturbance 

Table 47.3 TCSC-based controller parameters 

Optimized algorithm Parameters of TCSC-based controller 

KP KI KD 

GWO [7] 500 2.177 × 10−4 8.1260 

NSGA-II [7] 29.5477 2.4866 0.1533 

CSA 48.7238 4.1930 0.0010 

Fig. 47.8 Best cost v/s iteration graph
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Table 47.4 GWO parameters 
Parameters Value 

Dimensions 3 

Max iteration 50 

Search agent 30 

Lower limit 1.0000 × 10−4 

Upper limit 500 

47.7.1 Case-1: Nominal Loading at Fault Type-2 Conditions 

In this condition, we apply nominal loading at fault type-2 conditions. Figures 47.9, 
47.10 and 47.11 show various responses as with GWO, CSA and NSGA-II tune 
PID-structured TCSC-based controller. From above simulation result, we conclude 
that GWO algorithm defines superior response than CSA and NSGA-II algorithm in 
the same system. GWO, CSA and NSGA-II tuned system shows blue, black and red 
lines. The various graphs define and prove that GWO algorithms superior to CSA 
and NSGA-II algorithm enhance power system stability. Table 47.5 shows settling 
time for various algorithms at nominal conditions. 

Fig. 47.9 Response of power angle for ftype-2
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Fig. 47.10 Response of speed for fault ftype-2 

Fig. 47.11 Response of power angle for fault ftype-4 

Table 47.5 Case-1 Comparison of settling time for ftype-2 

Types of deviation GWO-tuned system 
(Sec.) 

CSA-tuned system 
(Sec.) 

NSGA-II-tuned system 
(Sec.) 

Power angle deviation 1.4811 2.2662 1.9493 

Speed deviation 1.5291 1.6370 2.0220
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Fig. 47.12 Speed deviation response for ftype-4 

Table 47.6 Case-2 Comparison of settling time for ftype-4 

Types of deviation GWO-tuned system 
(Sec.) 

CSA-tuned system 
(Sec.) 

NSGA-II-tuned system 
(Sec.) 

Power angle deviation 1.4268 2.8661 3.8661 

Speed deviation 1.4881 2.9605 3.9281 

47.7.2 Case-2: Light Loading at Fault Type-4 Conditions 

In this condition, we apply light loading at fault type-4 conditions. Figures 47.11, 
47.12 show various responses as with GWO, CSA and NSGA-II tuned PID-structured 
TCSC-based controller. From above simulation result, we conclude that GWO-tuned 
algorithm response is superior to other algorithms. The comparisons of various graphs 
define and prove that GWO algorithms are superior to CSA and NSGA-II algo-
rithm and improves power system stability. Table 47.6 gives settling time for various 
algorithms at light conditions. 

47.7.3 Case-3: Heavy Loading at Fault Type-3 Conditions 

In this condition, we apply heavy loading at fault type-4 conditions. Figures 47.13 and 
47.14 show various responses as with GWO, CSA and NSGA-II tuned PID-structured 
TCSC-based controller. GWO-tuned TCSC controller gives better response than
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other algorithms as CSA and NSGA-II. So GWO-tuned TCSC controller is an 
improved dynamic performance of the system. GWO, CSA and NSGA-II-tuned 
system shows blue, black and red lines. Table 47.7 gives settling time for various 
algorithms at heavy conditions. 

Fig. 47.13 Response of power angle deviation for ftype-3 

Fig. 47.14 Speed deviation response for ftype-3
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Table 47.7 Case-3 Comparison of settling time for ftype-3 

Types of deviation GWO-tuned system 
(Sec.) 

CSA-tuned system 
(Sec.) 

NSGA-II-tuned system 
(Sec.) 

Power angle deviation 1.4521 1.7705 1.9556 

Speed deviation 1.4722 2.0663 1.8529 

47.8 Conclusion 

Proposed PID structure TCSC-based controller parameters are successfully opti-
mized for SMIB power system using new evolutionary nature-inspired Grey Wolf 
Optimization algorithm. Proposed controller test for different disturbance and 
loading conditions to evaluate its performance using MATLAB/Simulink based 
platform. The comparative result analysis shows the power angle and speed devia-
tion response for different faults with GWO, CSA and NSGA-II PID-tuned TCSC 
controller. From result analysis, it has been observed that GWO provides fast response 
towards various disturbances, hence it is proved that the optimal solution for PID 
controller obtained with GWO algorithm was found superior to the previously used 
algorithm. 
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Chapter 48 
Design of an Adaptive Neural Controller 
Applied to Pressure Control in Industrial 
Processes 

Lucas Vera, Adela Benítez, Enrique Fernández Mareco, and Diego Pinto Roa 

Abstract In the present work, an adaptive neural controller is designed and applied 
to pressure control in industrial processes, implementing artificial neural networks 
and adding an algorithm based on adaptive interaction theory to them, with which it 
is possible to obtain an intelligent controller. The controller based on neural networks 
has adaptive properties through the new Brandt-Lin algorithm; this will allow control-
ling the process without a training phase and prior knowledge of the plant. Therefore, 
the intelligent controller can adapt online to changes in industrial processes. The chal-
lenge of this work is the implementation of this intelligent controller in a real plant 
(Festo MPS PA Compact Workstation), whose study will be carried out in a training 
kit that will simulate the industrial process to be controlled. Finally, the work will 
demonstrate the supremacy of the proposed controller compared with a classic PID 
controller, being far superior in all the simulations carried out in the control of the 
real plant. 

Keywords Neural networks · Adaptive interaction · Adaptive control · Neural 
control 

48.1 Introduction 

Control strategies were constantly being developed, resulting in a continuous 
advance, going from classical control techniques in later years to modern control. 
At the end of the twentieth century, the artificial intelligence research line applied 
to control systems emerged, thus giving birth to Intelligent Control and Advanced
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Control Systems, obtaining successful results that consolidated intelligent control 
techniques. 

The development of intelligent controllers has integrated areas such as control, 
communication theory, computer science, artificial intelligence, operational research, 
and neuroscience. Intelligent controllers have shown significant improvements in 
control system quality compared with conventional methods and offer advantages 
such as decreased resource consumption, operating times, waste, costs, and increased 
yields. 

The main dynamic features of intelligent control systems are adaptability, flexi-
bility, autonomy, robustness, feedback, and cooperation. These features enable the 
system to modify its configuration, adapt to changing conditions, make agile deci-
sions, recover from failures, abstract information for better execution, and coordinate 
between agents to achieve a specific goal. The development of intelligent controllers 
has allowed the integration of different areas and the use of advanced techniques, 
resulting in improved control systems quality and advantages such as decreased 
resource consumption, operating times, waste, costs, and increased yields [1]. 

These intelligent control techniques are needed (artificial neural networks, fuzzy 
logic, genetic algorithms, among others) because of the progressive demand for better 
solutions, more efficient and automatic control compared with human intervention, 
and the management of complex processes, among other benefits [2]. 

This work presents the design and implementation of an intelligent controller 
based on artificial neural networks for a pressure control system for industrial 
processes. Using the Brandt-Lin algorithm, the proposed algorithm is based on the 
adaptive interaction theory, thus comparing its efficiency against a classic controller. 

48.2 Intelligent Control in Industrial Processes 

According to Kozak [3], we can divide the stages of developing control engineering 
methods into four main groups: conventional control strategies, advanced control I, 
advanced control II, and advanced control III. 

Conventional control was used for several decades in the industrial field. The 
proportional–integral–derivative (PID) controller is best known for its popularity 
as it has a wide range of operating conditions, functional simplicity, and ease of 
implementation. 

Among the conventional control techniques, we can find manual control, feed-
back control (FB), cascade control (CC), prior control (FFW), ratio control (RC), 
and control of composite structures (FB + FFW + CC). Then, we find the advanced 
control strategies, already known as classics, because they have been implemented for 
over 40 years in the industry. These controllers perform in only some plants, but they 
provide cost-effective solutions. The advanced control I strategies would be: adaptive 
and self-adjusting control, the gain scheme method, multivariable control methods 
(state space models and transfer functions), multivariable control methods (decou-
pling and decentralized control), pinning processes (SISO, MIMO), and nonlinear
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control methods (I/O linearization). The control strategies belonging to advanced 
control II would be optimal control methods (LQ and LQG), robust control methods 
(H2, Hinf, IMC), model predictive control (MPC-DMC, MPC-GPC), decentralized 
control (time domain, frequency domain), algebraic control methods (polynomial 
synthesis), robust QFT control methods. 

Finally, the control strategies belonging to advanced control III would be hybrid 
predictive control, fuzzy control (PID, MPC, FPGA), neural network control 
(optimal, MPC, FPGA), discrete event control (hybrid with Petri nets), nonlinear 
hybrids, soft computing, and expert control methods. Advanced controls would be 
the most current control strategies, a recent trend in using artificial neural networks 
and hybrid models in their structures. 

On the other hand, according to Ponce [4], the field of artificial intelligence is 
made up of several areas of study. The most common and important are: search for 
solution, expert systems, natural language processing, pattern recognition, robotics, 
machine learning, logic uncertainty and fuzzy logic. 

More recently, techniques like neural networks, fuzzy logic, and genetic algo-
rithm have been successfully applied with some success to problems of control and 
identification of nonlinear systems for several application domains. Moreover, in 
some works, both neural networks and advanced methods are used to get better 
performances [5]. 

Recently, much success has been achieved using neural networks (NN) to control 
nonlinear dynamic systems. It has been shown that NN has emerged as a successful 
tool in dynamic control systems [6]. 

It is well known that NN approximation-based control relies on universal approx-
imation property in a compact set in order to approximate unknown nonlinearities 
in the plant dynamics. The widely used structures of neural network-based control 
systems are similar to those employed in adaptive control, where a neural network 
is used to estimate the unknown nonlinear system, the network weights need to be 
updated using the network’s output error, and the adaptive control law is synthesized 
based on the output of networks. Therefore the major difficulty is that the system 
to be controlled is nonlinear with its diversity and complexity as well as its lack of 
universal system models. It has been proved that the neural network is a complete 
mapping. Therefore, an adaptive predictive control algorithm is developed to solve 
the problems of tracking control of the systems [7]. 

48.3 Design Proposal 

48.3.1 Design Description 

A control system is robust if it is insensitive to differences observed between the plant 
and the model used for controller synthesis. Every modeling procedure, either for 
linear or nonlinear processes, suffers from the so-called model mismatch. The model
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Fig. 48.1 Control system diagram. Source Own authorship 

of the system is not a faithful replica of plant dynamics. On this basis, the uncertainty 
can be seen as a measure of unmodeled dynamics, noise, and disturbances affecting 
the plant [8]. Therefore this work involves designing a controller based on artificial 
neural networks and adaptive interaction theory using the Matlab/Simulink tool. In 
this context, the controller acquires adaptability characteristics, thus achieving an 
intelligent control methodology. 

The developed artificial neural network will fulfill the controller’s role in the 
control system. This intelligent controller will try to keep the pressure stable in the 
real plant, the training kit Festo MPS PA Compact Workstation [9], through the 
communication established with the Matlab software and the plant to be controlled. 
This communication is done through a PLC SIEMENS S7 314C-2 and an OPC 
server, Kepserverex, allowing the artificial neural network to control the centrifugal 
pump to modify the water flow, thus maintaining the pressure in the system. 

Figure 48.1 presents a diagram of the developed control system. An HMI KTP700 
is included so the operator can set the desired pressure values and view the pressure 
and centrifugal pump behavior. 

48.3.2 Engineering Design 

The project’s design is based on four sections for its development: design, simulation, 
implementation, and results.
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Fig. 48.2 Control system based on an artificial neural network. Source Saikalis et al. [15] 

The control system is designed based on a closed-loop control. This system 
comprises two main blocks, the plant to be controlled and the artificial neural network 
controller (ANN). 

An ANN is part of the supervised learning algorithms and can be used to model 
highly nonlinear systems. The network is trained iteratively, modifying the strengths 
of the connections so that the inputs are assigned to the correct response [10–13]. 

The connection weights of the ANN are adjusted by an adaptation algorithm 
known as Brand-Lin [14], causing the neural network to provide the optimal control 
signal for the system. 

Figure 48.2 shows the block diagram proposed for the intelligent controller’s 
solution, where the adaptation algorithm proposal can be seen working with the 
controller based on neural networks. 

Figure 48.3 shows that the Simulink block diagrams consider the structure of 
a neural network with the inputs, the synaptic weights, the summation, and the 
activation function.

A general adaptation algorithm developed under adaptive interaction theory is 
used to adapt the synaptic weights of the driver seen in [15]. It is applied to a simple 
neural network structure to extract an interpretation more in line with the tool in 
Matlab. 

The meanings of the labels placed inside Fig. 48.3 are: 

x1, x2 the input variables to the neural network. 
w1, w2, w3, w4, w5, w6 the weights of the corresponding neurons.
∑ addition operation. 
a1, a2, a3 results of sum operation. 
f activation function. 
u3, u4, u5 outputs of the corresponding neurons. 

The activation function used in this simple neural network structure is the sigmoid 
function.
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Fig. 48.3 Simple structure of a neural network. Source Saikalis et al. [15]

σ (x) = 1 

1 + e−x 
(48.1) 

The neural network and the adaptation algorithm are described mathematically, 
as shown below. Equation (48.2) is the previous value of neuron “n” before being 
evaluated in the activation function corresponding to each neuron. 

an = ∑sws ∗ uk (48.2) 

where 

n belongs to the number of neurons, 
s pertains to the number of connections per neuron, 
k is the number of entries in the weights established in the structure. 

In Eq. (48.3), we have the output value of the neuron “n” activation function. 

un = σ (an) (48.3) 

Now, if we establish that: 

φn = 
1 

2 
∗ 

d 

dt
∑nw

2 
s = ∑nws ∗ w'

s (48.4) 

And by applying the law of general adaptation already shown in Saikalis [15]: we 
obtain the following: 

α'
c = F '

post c ∗
[
xpost c

]
∗

(
ypre c 
ypost c

)
∗ ∑S ∫ Opost c αs ∗ α'

s
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− γ F '
post c ∗

[
xpost c

]
∗ ypre c ∗

δE 

δypost c 
(48.5) 

We can get: 

w'
s = u pre

(
φpost ∗ σ

(−apost
) + γ ∗ fpost

)
(48.6) 

where “pre” means the signal before that neuron and “post” is the signal after it. 

f is the direct feedback signal and 
γ is the learning coefficient. 

Equations 48.4 and 48.5 describe the Brandt-Lin algorithm, allowing us to adapt 
the weights in neural networks. This algorithm is similar to the reverse propagation 
algorithm but without error propagation. 

This artificial neural network has as input the error signal of the system and 
as output the control signal that will seek to minimize the error in the system. 
The sigmoid function is the activation function used in this simple neural network 
structure. The type of structure we will use is the neural network with two hidden 
neurons, but it is possible to use another, more advanced neural network to optimize 
performance. 

Then the controller configuration will be as follows in Fig. 48.4. 
The network’s internal structure has three neurons, each having two connection 

weights self-adjusted without human intervention by the adaptation algorithm by 
calculating the increase of each weight in each iteration, modifying its value. 

The variable k at the controller’s output in Fig. 48.4 is simply a constant. This 
variable will amplify or reduce the output values of the control effort signal “ec”

Fig. 48.4 Configuring the artificial neural network driver. Source Own authorship 
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according to the operating range required by the pump working in a range of 0– 
10 V DC; the value of k is defined according to studies carried out in the simulation 
consequent to this study. 

Through mathematical expressions, we can establish the relationships between 
the inputs and outputs of neurons, obtaining the following equations: 

u1 = e (48.7) 

a1 = u1 ∗ w1 + u1 ∗ w2 (48.8) 

a2 = u1∗w3 + u1∗w4 (48.9) 

u2 = σ (a1) (48.10) 

u3 = σ (a2) (48.11) 

a3 = u2 ∗ w5 + u3 ∗ w6 (48.12) 

ec = a3 ∗ k (48.13) 

We have also defined the performance index: 

E = e2 = (u − y)2 = u2 − 2 ∗ u ∗ y + y2 (48.14) 

Therefore, we will have: 

dE  

dy  
= −2 ∗ u + 2 ∗ y = −2 ∗ (u − y) = −2 ∗ e (48.15) 

If we apply the Brandt-Lin algorithm of Eqs. (11) and (12), we can have the 
following: 

w'
1 = e ∗ φ3 ∗ σ (−a1) (48.16) 

w'
2 = e ∗ φ3 ∗ σ (−a1) (48.17) 

w'
3 = e ∗ φ4 ∗ σ (−a2) (48.18) 

w'
4 = e ∗ φ4 ∗ σ (−a2) (48.19)
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φ3 = w5 ∗ w'
5 (48.20) 

φ4 = w6 ∗ w'
6 (48.21) 

w'
5 = γ ∗ u2 ∗ e (48.22) 

w'
6 = γ ∗ u3 ∗ e (48.23) 

The constant γ is called the learning rate, and its value is setup for studies. It allows 
fast learning and next to the optimal performance according to the control system 
that has been designed. Once all the equations that would enable us to calculate 
the increments that each weight will have in the neural network have been defined, 
including the learning rate, we will go on to design the intelligent controller under 
the Matlab/Simulink development software. 

Figure 48.5 presents the design of the intelligent controller made in Simulink/ 
Matlab. The connection weights of each neuron, the output amplification constant 
“k,” and the gamma learning coefficient “γ ” referring to the adaptation algorithm are 
also highlighted. As can be seen, the artificial neural network has the “error signal” 
as input and the control signal as “output.” 

Figure 48.6 shows the neural network within a block linked to the plant’s transfer 
function identified with Matlab. With this, the simulations presented in the results 
are carried out. The structure of the neural network controller module is detailed in 
Fig. 48.5.

Fig. 48.5 Structure of the adaptive neural network controller. Source Own authorship 
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Fig. 48.6 Control system with neural controller. Source Own authorship 

48.4 Experiment 

48.4.1 Numerical Simulation 

For the simulation of the intelligent controller, it is necessary to identify the plant 
by calculating its transfer function using the Matlab “System Identification” tool, 
which obtains a 67% fidelity transfer function with the dead time of the system 
compensated. 

To evaluate the efficiency of the intelligent controller, we will carry out simulations 
controlling a plant, thus comparing the results obtained with two conventional PID 
controllers. Figure 48.7 shows the identified plant and proposed controller. In the 
first PID controller, PID1, the parameters are tuned using Matlab. For the second 
PID, PID2, the parameters will be changed by the operator’s experience to perform 
the control simulation, as given in Table 48.1. 

Fig. 48.7 Design of control structures for simulation considering the three controllers. Source Own 
authorship
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Table 48.1 Parameters of 
conventional PID controllers PID1 

PID fitted by Matlab 
PID2 
PID adjusted by operator experience 

Kp = 0.51 Kp = 0.05 
1/T i = 1.12 1/T i = 0.5 
Td = 0 Td = 0.2 

Figure 48.8 presents a comparison of the system responses. The graph shows that 
the PID1 controller gives better results by having a shorter reaction and settling time 
than the other controllers but with a more significant overshoot. 

Next, we show Table 48.2, where we have the types of controllers with their 
respective establishment times. 

This result does not mean that the PID controller is superior to the intelligent 
controller in the system.

Fig. 48.8 Simulation results with all three controllers. Source Own authorship 

Table 48.2 Settling time for 
each controller Controller Establishment time (seg.) 

PID1 11 

Intelligent controller 26 

PID2 98 
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Fig. 48.9 Training Kit 
FESTO. Source CTA, 
Advanced Technology 
Center, San Lorenzo, 
Paraguay 

48.4.2 Real Implementation 

The same tests will be applied to verify the results obtained with the Matlab simu-
lations, but implementing the controllers in a control system with the real plant is 
shown in Fig. 48.9. 

The Festo MPS PA Compact Workstation training kit is the plant to be controlled. 
It has three main components for the operation of the system: 

• A pressure sensor with an operating range of 0–9 bar. 
• The PLC S7 314C-2PN/DP with PROFIBUS/PROFINET communication. 
• The centrifugal pump operates under a 0–24 V voltage with a maximum flow of 

10 l/min. 

To implement the intelligent controller is necessary to establish communication 
between the Matlab software and the Festo MPS training kit through a communication 
architecture. This architecture consists of two essential elements, the programmable 
logic controller (PLC) and the OPC server (Kepserverex). 

The PLC will take the data from the plant pressure sensor and send it through the 
Kepserverex software, creating a shared IP address communicating with the Matlab
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Fig. 48.10 Integrated control system with blocks OPC. Source Own authorship 

software. Then Simulink will calculate the error referring to the setpoint to enter it 
in the intelligent controller to determine the control signal to correct the error. 

This signal will be sent again through the Kepserverex software to the PLC to 
convert it into a voltage value that modifies the operation of the centrifugal pump and 
changes the water flow, thus correcting the pressure error in the system. Figures 48.10 
and 48.11 show this scheme. 

OPC 

Server 

PLC S7 314C-2 Festo - Plant 

Controller 

HMI 

Fig. 48.11 Control system structure diagram. Source Own authorship
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Simulink has a tool to establish OPC communication with Kepserverex through 
a block for data reception (OPC READ) and another block for data transmission 
(OPC WRITE), and the main block to establish communication with Kepware (OPC 
Config Real-Time). 

Once the communication with the intelligent controller is set up, the control system 
can evaluate the controllers’ efficiency and effectiveness. 

The results are shown in Figs. 48.12, 48.13, 48.14, 48.15, 48.16, 48.17, 48.18 and 
48.19. These show the different tests carried out, seeking to maintain a constant 
setpoint value, varying the setpoint with other reference signals, and adding a 
disturbance to the system. 

Fig. 48.12 System response implementing the PID1 controller. Source Own authorship 

Fig. 48.13 Comparing system response with the intelligent and PID2 controllers. Source Own 
authorship



48 Design of an Adaptive Neural Controller Applied to Pressure Control … 635

Fig. 48.14 Controller response to a disturbance. Source Own authorship 

Fig. 48.15 System response to a step input signa. Source Own authorship

The PID controller adjusted by Matlab presents instability in the system control 
since the transfer function identification could have been more efficient by providing 
only 67% fidelity for adjusting its parameters (see Fig. 48.12). Therefore, this 
controller was discarded for the other tests. 

The adaptive neural controller presents a better response than the PID controller 
adjusted by operator experience, as it has a shorter response time and settling time, 
as shown in Fig. 48.13. 

More tests were conducted to demonstrate its effectiveness, adding a disturbance 
to the system, as shown in Figs. 48.14, 48.15, 48.16, 48.17, 48.18 and 48.19. The  test  
signals introduced to the real plant are the disturbance signal, unit step signal, ramp 
type signal, square wave signal, sinusoidal signal, and sawtooth signal in Figs. 48.14, 
48.15, 48.16, 48.17, 48.18 and 48.19, respectively.
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Fig. 48.16 System response to a ramp-type input signal. Source Own authorship 

Fig. 48.17 System response to a periodic square wave-type input signal. Source Own authorship

The intelligent controller presents a better approximation to the desired signal for 
the system in all cases compared with the PID2 controller. 

Finally, we can calculate each controller’s average errors through all the tests 
carried out with both controllers. These results are summarized in Table 48.3.

Therefore, the intelligent controller proved to have greater efficiency and effec-
tiveness in controlling the real plant, surpassing the classic PID2 controller with an 
average error of 1.28% against 5.13%. 

On the other hand, regarding the absolute average error, it is seen that the neural 
network controller has a value of 4.77% against the 9.59% of the traditional controller. 
It is also seen that for the mean square error, the value of the intelligent controller is 
304.9%, and that of the PID2 is 530.1%; the same occurs with the root of the mean
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Fig. 48.18 System response to a sinusoidal input signal. Source Own authorship 

Fig. 48.19 System response to a sawtooth input signal. Source Own authorship

Table 48.3 Performance evaluation through error comparison 

Error Intelligent controller (%) Controller PID 2 (%) 

Mean error 1.28 5.13 

Mean absolute error 4.77 9.59 

Mean square error 304.9 530.1 

Root mean square error 12.03 17.59
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square error that has a value for the controller by neural networks of 12.03% against 
the PID2 of 17.59%. 

Comparing both controllers, it is observed that the controller’s behavior by neural 
networks tends to have fewer errors, especially in the variations of the process 
variable, which gives precision, accuracy, and reliability to the controlled system. 

48.5 Conclusions 

The initial purposes of the work in question are designing and implementing a conven-
tional controller and a controller based on artificial neural networks and comparative 
analysis through the simulations. The method of an intelligent controller based on 
artificial neural networks and the implementation of the neural controller designed 
in a Festo Didactic—MPS® PA Compact Workstation pressure control plant allowed 
the initial purposes to be achieved. 

The intelligent control method (adaptive neural controller) is superior and more 
efficient than the conventional control (PID controller), taking into account specific 
performance parameters of the samples extracted from the pressure control system 
under the plant conditions with the initial state, with disturbances, maximum and 
minimum pressure pressure-demand different samples of reference signals, among 
other controller conditions, observing a good response behavior of the system in a 
steady state and a fast compensation in a short form. 

Through the availability of this type of pressure control system, a rapid response 
of the system to sudden changes in pressure is obtained, which allows us to conclude 
that it is a robust and highly efficient controller, summarizing lower cost and higher 
quality of control. 

All these techniques and even the proposed controller can be developed in other 
programming languages and other development platforms; therefore, their inves-
tigation is recommended. Also, this controller can be implemented for embedded 
systems. 
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Chapter 49 
A Comparative Analysis of Real-Time 
Sign Language Recognition Methods 
for Training Surgical Robots 

Jaya Rubi, R. J. Hemalatha, I. Infant Francis Geo, T. Marutha Santhosh, 
and A. Josephin Arockia Dhivya 

Abstract This project proposes a real-time robot that can interact with humans based 
on the gestures fed to it as input. The proposed proposal aims to develop a constructive 
design of a robot that has computer vision and is trained to read human gestures. 
There is a need for intelligent robots in the healthcare industry. The impact of this 
project will be on sophisticated healthcare systems, especially the surgical system. 
The implementation is achieved by training the robot using deep CNN and making 
the robot perform certain functions like moving the arm upwards and downwards 
as well as opening and closing the robot grippers. It is also important to mention 
that a comparative analysis has been made with the existing system and advanced 
technology called MediaPipe framework for the acquisition of input signals. The 
comparative analysis will give us a clear picture of the usage of different types of 
classifiers for training robotic models. With the impact of this project, it would be 
easy for the physicians to pick and place the medical equipment in a correct manner 
and provide assistance to the surgeon during surgery. This device can also be very 
useful in robot-assisted surgeries as it can be further developed to perform actions 
like drilling and making incisions. 

Keywords Hand gesture · Complex background · Robotic surgery · Assistive 
robot image recognition · Image segmentation · Feature extraction

J. Rubi (B) · R. J. Hemalatha · I. Infant Francis Geo · T. Marutha Santhosh · 
A. Josephin Arockia Dhivya 
Department of Biomedical Engineering, Vels Institute of Science, Technology and Advanced 
Studies, Pallavaram, Chennai, India 
e-mail: jayarubiap@gmail.com 

R. J. Hemalatha 
e-mail: hemalatharj@velsuniv.ac.in 

A. Josephin Arockia Dhivya 
e-mail: a.dhivya.se@velsuniv.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
P. K. Jha et al. (eds.), Proceedings of Congress on Control, Robotics, and Mechatronics, 
Smart Innovation, Systems and Technologies 364, 
https://doi.org/10.1007/978-981-99-5180-2_49 

641

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5180-2_49&domain=pdf
mailto:jayarubiap@gmail.com
mailto:hemalatharj@velsuniv.ac.in
mailto:a.dhivya.se@velsuniv.ac.in
https://doi.org/10.1007/978-981-99-5180-2_49


642 J. Rubi et al.

49.1 Introduction 

Interaction with computers is now inevitable in the modern world. Researchers are 
motivated to create a robust human–computer interaction (HCI) by getting rid of 
unnecessary equipment like the keyboard and mouse. The human hand is thought to 
be one of the simplest ways for a person to interact with a computer. Its 27 degrees of 
freedom provide it extra flexibility while making gestures [1]. In the previous years, 
it was discovered that the majority of researchers used the hand as the object to be 
detected when gesturing, meaning that 21% of research is related to the hand [2]. It 
is not always viable to have a basic background in gesture recognition applications 
that run in real time. A quick, reliable gesture detection system is typically hindered 
by difficulty localizing the hand against a complicated and cluttered background. 
Pre-processing and segmentation, feature extraction, and classification are the three 
primary stages of hand gesture recognition [3]. The majority of earlier studies used 
a binary image of a hand to extract features. It can be turned into any language once 
it has been transformed using computer vision. There are many different types of 
research being done to develop an effective and accurate system, and the majority 
of these efforts are based on pattern recognition. However, the system employing 
a single feature is frequently insufficient, thus the hybrid approach is developed to 
address this issue. However, in a real-time system, we require quicker approaches 
to problem-solving [4]. Nowadays, we use parallel implementation to increase the 
processing speed of our computers. The motivation for developing this project is to 
improve the idea and accessibility of robotics in health care [5]. The advancement 
in 3D printing and advanced prosthetic technologies is also paving a way for further 
advancements like robotics in prosthetics [6, 7]. 

49.2 Literature Review 

49.2.1 The Literature Survey of Some Existing Systems Is 
Done 

1. Zhoa et al. “Real-time sign language recognition based on video stream”: This 
proposal example demonstrates how sign language is used by deaf-dumb people 
around the world to communicate, making the design of a sign language recog-
nition system extremely important and helpful for helping hearing people under-
stand them. When it comes to real-world uses, RGB cameras rather than RGB-D 
cameras are used to collect video streams. A 3D-CNN approach coupled with 
optical flow processing to increase recognition accuracy is suggested. An opti-
mized dense optical flow is used to filter the gathered RGB video stream before 
it is fed into a 3D-CNN to extract feature vectors [8].
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2. Panda et al. “Hand Gesture Recognition using Flex Sensor and Machine Learning 
Algorithms”: In this research, we present a method for flex sensors and Arduino 
UNO-based hand gesture identification. Traditional machine learning methods 
are used to assess the data collected from the sensors corresponding to various 
hand motions. Additionally, we provided a proposal for an adversarial learning 
strategy that outperforms these conventional learning techniques [9]. 

3. A technique for real-time static hand gesture identification was put out by 
Jayshree et al. A Sobel edge detector was utilized to retrieve the hand region. 
Utilizing the centroid and edge area, a feature vector was created. For matching 
motions in the final stage, the smallest Euclidean distance was applied. The 
system’s overall recognition rate was 90% [10]. 

4. Signs can be recognized automatically according to Subhash et al. This feature 
fusion involved the scaling-invariant feature transform (SIFT), shape contexts, 
and HOG. Multi-SVM was employed during the recognition phase. HOG outper-
forms the other two in terms of these properties. By combining these features, 
the system’s overall accuracy was 92.6% [11]. 

5. Recognition of hand gestures against complicated backgrounds was suggested 
by Pramod et al. They produced a database of 10 gestures on their own. The 
hand region was detected and identified from a complicated background using 
a Bayesian model. They blend high-level (based on shape and texture) and low-
level (based on color) elements SVM which was used for classification [12]. 

6. Ishak’s “Design and implementation of robot-assisted surgery based on the 
internet of things”: This paper presents a controllable robotic arm via the use of 
IoT. Accelerometer and gyroscope are used to capture the gestures and postures 
of the smartphone. The signals will be captured by the android application and 
sent to a Raspberry Pi to control the robotic arm. Python script is employed in 
a Raspberry Pi to develop a program that will be able to control the robotic arm 
and to receive commands from the smartphone [4]. 

49.3 Methodology 

The survey of the existing work gives a clear picture of issues related to acquiring 
the data as input. As we see, multiple papers have referred to acquiring the data 
but the processing of data gradually decreases the shape and texture of the image 
acquired [13]. Background noises are part of the complicated system that is sign 
language. Convolutional neural networks are applied to the image in an effective 
method to improve classification accuracy and for practical use [14]. The image was 
provided as input, and the fundamental processes were involved. The hand object 
was discovered when the camera was first turned on. The program was used to extract 
the feature. Later, classification and forecasting were carried out. The majority of the 
object detection issues use an image dataset and bounding box mapping to train the 
model. It costs money to label the bounding box for each image [15]. Along with that, 
we also put out a region of interest prediction that makes use of skin segmentation.



644 J. Rubi et al.

We cropped the image from the segmented, delimited region, and provided it to the 
classifier for prediction. The comparative analysis for the MediaPipe framework was 
also done for the same gestures. To achieve precise results, picture processing is 
carried out in a fully calculative and sequential manner. A crucial stage is for the 
camera to capture the image. It was observed that two important elements that might 
have an impact on the outcome were the lighting and the camera’s readability [13]. 
In order to comprehend the convergences, classifications, and predictions, the entire 
picture processing process has been broken down into its component parts [16]. 
Within a split second of the camera is started, the picture is being captured. The data 
was gathered to set the camera’s frame-capturing function in motion. Hue, saturation, 
and value (HSV) pictures were converted to BGR. This format enables us to clearly 
show the image [17]. The skin segmentation procedure comes next, which aids in 
the pre-processing step even more. The system is supplied with the trained model, 
which enables comparison of the input frames and gesture prediction; in addition to 
being a Google open-source framework, MediaPipe provides a framework for use in 
a machine learning pipeline. The MediaPipe framework is advantageous for cross-
platform programming because it was built by manually tracking statistical data. 
Figure 49.1 depicts the process in which the acquisition of an image is initialized 
and compared with the existing dataset. The MediaPipe framework supports many 
audio and video formats, making it multimodal. The MediaPipe framework is used 
by the developer to design and analyze systems using graphs, as well as to develop 
systems with the aim of making appliances. The pipeline configuration is where the 
steps involved in the MediaPipe using system are managed [18].

49.4 Results and Discussion 

Real-time sign language recognition for robotic surgery was demonstrated in this 
research. A program was developed using Python to recognize signs in texts using 
the convolutional neurulation approach (Kera’s implementation). Coding for dataset 
capturing has been completed and put into action. The gestures produced HSV as a 
result [19]. 

Figure 49.2 gives a brief idea about the gestures that were given as input to train 
the model. The epoch of the gestures was varied based on different values, and the 
accuracy of the same was also improved. The graphical output of the same can be 
given below. Initially, the data was collected and placed in folders called training 
folder and test folder. Around 350 images of each gesture was taken to train the 
model. The comparison of epoch with accuracy and loss has been shown in Fig. 49.3.

Further, the same process was carried out using a MediaPipe framework and the 
results were obtained. This framework was much advanced and it was observed that 
it is not necessary to train it in order to obtain the output. The MediaPipe framework 
was able to identify the gestures and deliver the results within a fraction of a second. 
As we see, Fig. 49.4 depicts the identification of gestures and the frames per second in 
which it captures the image. The framework delivers the output in 18–19 frames per
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Fig. 49.1 Comparison of input images with dataset model

second. Another advantage of using a MediaPipe framework is the background. In 
the former method, the lighting conditions and white background played a major role, 
whereas in the MediaPipe framework, the background doesn’t affect the quality of 
output. While comparing the results, it is very clear that the addition of a MediaPipe 
framework improves the quality of output. The framework is able to capture and 
detect signs much faster than the older methods.

As a result, we assign a function for each gesture and the results obtained were 
92% accurate. The results can be seen below. Thus, the proposed work concludes 
that this gesture recognition can be further fed to the robotic system in order to train 
the robots to assist the doctors in the surgical environment [20]. 

The last two decades have seen significant advancements in the study of hand 
gesture recognition, which cleared the way for organic human–computer interaction 
systems [5]. Numerous problems remain unresolved, including those relating to the 
accurate identification of the gesturing phase, sensitivity to variations in speed, form, 
and size, and issues arising from background noises [6]. Research into hand gesture 
recognition is still very busy in order to occlusion. This paper provides a survey 
of current reports on vision- and sensor-based hand gesture recognition systems 
that are built on machine learning techniques [7]. Systems for recognizing hand 
gestures that rely on machine learning algorithms suffer from overfitting with small 
sample sizes and need appropriate signal pre-conditioning for effective identification. 
Furthermore, the classification job for the learning algorithm performs poorly with
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Fig. 49.2 Multiple gestures obtained to train the dataset 

Fig. 49.3 Comparison of epoch with accuracy and loss
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Fig. 49.4 Gestures identified through MediaPipe framework

untrained or unseen data. Due to its impact on recognition accuracy, many studies 
on gesture recognition focus on pre-processing, extracting features, and choosing 
the best machine learning algorithms based on the amount of data collected. The 
techniques for acquiring gestures, the feature extraction process, the classification 
of hand gestures, the applications recently put forth in the fields of sign language, 
robotics, and other fields, and the difficulties presented by the environment have been 
discussed in this paper. The future work includes the development of a robotic arm 
and training the arm to carry out multiple functions in the robotic environment. The 
multifunctional robotic arm will be very useful as the future idea is to develop an 
arm that doesn’t need any human intervention. As experienced during the surge of 
COVID-19, the exclusion of manpower from the surgical environment and impro-
vising the robotic-based surgeries will be very useful to avoid infections caused by 
humans [21]. The research on hand gesture recognition and improvising the classi-
fiers for improving the gestures will be carried on to build an efficient and effective 
human–machine interaction machinery. 
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Chapter 50 
Design and Development of Rough 
Terrain Vehicle Using Rocker-Bogie 
Mechanism 

Vankayala Sri Naveen, Veerapalli Kushin, Kudimi Lohith Kousthubam, 
Kudimi Lokesh Nandakam, R. S. Nakandhrakumar, 
and Ramkumar Venkatasamy 

Abstract In the scientific community, there is a lot of interest in studying Mars 
with tiny meanderers that can travel great distances and carry a few scientific instru-
ments. In order to find instruments against outcrops or free shakes, scan a region 
for an example of interest, and gather rocks and soil tests for return to Earth, such 
meanderers would travel to locations that were separated by a few kilometers. Within 
the mission’s constraints of mass, power, volume, and cost, our research objective is 
to develop innovations that make such situations possible. For data on the planet’s 
climatic history, fixed-landers will provide excellent, logical information about the 
air and dirt. As we are executing the damper suspension to diminish the vibrations 
brought about by the meanderer when it is moving or moving all over the world, the 
wanderer can convey payload more than 10kg upon its back, we carried out the pick 
and spot arm to pick the examples for the lab research, we executed the rocker-bogie 
system as the wanderer can move all over the planet in any landscape.
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50.1 Introduction 

Over the past investigation and advancements, the rocker-bogie suspension system 
is widely utilized for different working comes and models in light of its prevalent 
vehicle security since it will back off the harsh territories essentially. This sort of 
component will oppose the mechanical disappointments that return on account of 
brutal or lopsided surfaces. The Harsh lot vehicle planned abuse rocker-bogie compo-
nent is typically delayed in speed in light of the fact that the fundamental target of 
abuse of this system is to accomplish high security [1]. The vehicle is provided with 
contrasting kinds of electrical sensors, and gadgets what’s more, microcontrollers all 
together that the authorized individual will get significant time data of line regions 
and may act subsequently. The primary benefit of this vehicle is that we will actu-
ally want to downsize the life hazard of our officers and increment the power of 
armed force all together that the weaponry of our nation is vigorous and furthermore 
the military can take the productive endowments of science and cutting edge inno-
vation. In this day and age, there is partner degree expanding would like versatile 
robots that square measure ready to work in partner degree unstructured or then 
again unforgiving air with a very lopsided lot. These robots square measure utilized 
for those errands that people can’t do and that don’t appear to be protected. Among 
these portable frameworks, it is the rocker-bogie mechanical framework to counter 
repulsive force effect, and NASA and the response impetus research center have 
consolidated and fostered an instrument known as the rocker-bogie suspension style 
has become a tried quality application remarkable for its prevalent vehicle steadiness 
[2]. The term rocker’ depicts the shaking component of the connections and joints of 
the mechanical framework by determination of changed differential. The body plays 
a critical job to deal with the commonplace pitch point of every rocker by allowing 
every rocker to move according to the case (see Fig. 50.1). Wheel connected to 
each completion. Intruders were to stacking as tracks of armed force tanks as idlers 
appropriating the heap. Intruders were very utilized on the trailers of semi-big rigs 
as each time, the trucks were constrained to convey the part of the heavier burden 
[3] (see Fig.  50.2). There are 2 critical advantages to the ongoing component. The 
essential endowments region unit that the wheels strain on the base is going to be 
equilibrated. The subsequent benefit is that while rising over difficult, lopsided land 
parcels, every one of the six wheels can ostensibly remain associated with the surface 
what’s, underneath load, driving the vehicle over the land parcel. Like rocks which 
are presumably up to doubly the wheel breadth in size while holding each of the 
six wheels on the least. Like any mechanical apparatus, the lean balance is limited 
through the pinnacle of the center of gravity (see Fig. 50.2). During this undertaking, 
we will more often than not could join a camera to structure it as extra supportive and 
affordable. The rocker-bogie uncommon (see Fig. 50.3) was intended to be utilized 
at steady speeds [4]. Fit for hybrid impediments that rectangular degree request of
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Fig. 50.1 Damper suspension had been used in the robot to avoid the vibrations caused by the 
robot while moving around the terrains

a wheel. Nonetheless, it is far from conquering an enormous hybrid, the movement 
of the vehicle productively stopped though the front wheel climbs the impediment. 
Once in activity at low speed [5] (more than 10 cm/s), unique shocks are exception-
ally (see Fig. 50.4) a decent arrangement diminished. For several planetary missions, 
wanderers can be constrained to perform at human-stage speeds (~ 1 m/2 d). Shocks 
resulting from the impact of the front wheel contrary to partner deterrent could harm 
the payload or the vehicle. This depicts a way through which of utilizing a rocker-
bogie vehicle just so it’ll adequately step over most boundaries as opposed to affecting 
and developing over them [6]. The vast majority of the advantages of this framework 
(see Fig. 50.5) are consistently achieved with practically no mechanical alteration to 
current styles—exclusively a change sufficient technique. A few mechanical changes 
in rectangular measure encouraged amassing the most profit and proper development 
of the common spelling functional speed of future wanderers [7] (see Fig.  50.6). 

50.2 Material and Design Analysis Mars Rover 

See Figs. 50.2, 50.3, 50.4, 50.5 and 50.6. 

50.3 Analysis of Circuit Design 

In the circuit design of the robot, we have used six DC motors of 20 V capacity, we are 
using the Arduino MEGA board to connect the motors, sensors, and soil detectors.
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Fig. 50.2 Rocker-Bogie mechanism link had been used in the rover to overcome the obstacles 
while moving on the un even terrains 

Fig. 50.3 In this figure, we 
can see the diameter and 
radius of the wheel which are 
helpful to move the robot in 
un even terrains

We installed the ultrasonic sensors to avoid obstacles while the robot is in the 
movement on the terrain, and we installed the moisture sensor to know the conditions 
of the soil present on the terrain [8] (see Fig. 50.7).
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Fig. 50.4 Side view of the assembled robot were we assembled all the parts including circuit design 
and we included the dimensions of the chassis 

Fig. 50.5 In this figure we 
come to see the manipulator 
which is used to pick and  
place the obstacles for the 
further research work in the 
laboratory were the obstacles 
are carried upon the rover

50.4 Mathematical Modeling of DC Motor 

Speed Equation 

ω = Angular velocity can also be used as θ 
as = ω 

ω = V ∗ K (50.1)
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Fig. 50.6 In this figure, we are able to see the fully assembled rover with the manipulator placed 
on the rover to pick and place the wanted obstacles

Fig. 50.7 Circuit design of the robot
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so, 

V = 1/K v ∗ ω (50.2) 

As 50.1 and 50.2, 

1 

K v 
= Ke  

Therefore, 

Ve  = Ke.ω 
(Ve  = back emf generated) 

Torque equation: 

As voltage is directly proportional to speed, the current is directly proportional to 
torque. 

T = Kt.I 

(T is the torque and Kt  is torque constant) 

As to remove the proportionality symbol, the torque constant Kt is been intro-
duced. These equations show the relationship between voltage, speed and back 
emf. 

The variations in speed, load, and torque are depicted in this graph. As the speed 
increases, the load decreases. This demonstrates that while a lower load draws less 
current, the voltage remains the same as the rated voltage. The motor stops turning 
and draws the most current when the load exceeds the rated load, which results in an 
increase in current. The stall torque is the name given to this state [9, 10]. 

The motor has been chosen based on these considerations, tested in this equation 
to determine the constants, and MATLAB has solved the equation. 

50.5 Results of Robot 

The output is a sine wave in which the voltage is continuously varied, and the resulting 
graph shows the ratio of torque (N/M) to speed (RPM). The graph shows that where 
there is more torque, there is less speed [11]. Where there is more speed, there is 
less torque. The PID and motor modeling are used to create the complete motor 
model. To make the AGV run, this model needs to be used with four motors that
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are synchronized. The Encoders’ feedback will be used by the PID algorithm to 
continuously determine the motor’s speed and maintain it. The idea of Master–Slave 
has been used, with one controller serving as master and the others as slaves [12]. 

Tests prove when the load is increased the speed of the motor reduces. In order 
to compensate with that PID controller has been chosen to be used and compute the 
speed and maintain the speed in the suitable conditions of the motor, i.e., working 
under the rated conditions of the motor. The output may be uncertain if the load 
applied is more than that of what this motor can handle. The load value is been used 
within the range of the motor and been simulated [13]. The V, i.e., voltage is the 
given input and the out is the torque and the speed of the motor been measured and 
seen through scope. As the load increases, the speed decreases and that is been given 
to the P controller to maintain the speed of the motor (see Fig. 50.8). 

Fig. 50.8 In this picture, we can see that hoe the DC motor speed and torque are calculated with 
the help of Simulink software
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50.6 Final Model 

In this final model, we are going to see how the rover is going to be controlled with 
the help of this block diagram we can understand briefly [14] (see Fig. 50.9). 

• The power will be supplied from the power supply unit to the main control unit. 
• The main control unit is the head of the block diagram. 
• The main control will pass the power supply to the ultrasonic sensors which are 

placed on the robot to avoid the obstacles. 
• The main control unit will pass the power supply to the differential steering control 

to steer the robot. 
• The differential steering control will pass the signal to steering motors which are 

placed on the robot to steer. 
• The main control unit will pass the signal to the motor drivers to run the motor. 
• The motor driver is used to drive the wheel motors and actuator to run. 
• The main control unit will pass the signal to the pan/tilt control system, robotic 

arm control system, and as well as for the gripper turret.

Fig. 50.9 Block diagram of the rover it is also known as main circuit of the rover 
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50.7 Conclusion and Future Work 

The aim of this project was to create a robot that could be used to carry the specimen 
for test on planet mars so that it would be able to get the specimen where human 
beings can’t go into a particular place or territory. Using robots also reduces human 
effort and can also minimize the need for manpower age of robots is increasing day by 
day with the advancements in technology and it is really important for us to keep up 
with it. As said “Modern problems require solutions [15]”, hence using our proposed 
robot will really help increase our chances of reducing the unwanted materials to be 
carried out to the laboratory. 

The administration administrator robot can stream without all in all a piece of a 
tune, getting photos, and sending them from a distance, at that factor, the fighters 
give counsel around the risks and conditions inside the discipline of war. The robot 
developments depend upon the motors, which can be dependent on the data we 
convey about the transmitter. RF signals are used to oversee cautions. By utilizing 
these characters, the coding is performed and the sign is dispatched by means of 
the source [16]. At the recipient stop, this decoded pennant is given as a pledge to 
the force of the motors. The mechanical is used for short separation and close by 
these strains guarantees the prosperity of the domain. This makes the powers see 
precisely the exact thing happening inside the enveloping district furthermore, set it 
up because it should. With the help of this proposed progression, there is a couple of 
help for our well-being controls in the area of intruders. This automated design can 
similarly be applied in exorbitant top domains where it’s far more challenging for 
human creatures, as a trait of our edges falls into high-height locales. The proposed 
computerized design can in like manner be applied inside the look for the hurt 
individuals amid debacles. 
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Chapter 51 
Development of Swarm Robotics System 
Based on AI-Based Algorithms 

Aniket Nargundkar, Shreyansh Pathak, Anurodh Acharya, Arya Das, 
and Deepak Dharrao 

Abstract In the recent past, swarm robotics technology has been widely applied in 
the variegated industrial domains. It essentially incorporates the multi-robot system 
with robots communicating with each other. In this work, a swarm of 30 robots 
is considered for warehouse management applications. A particle swarm optimiza-
tion (PSO)-based swarm robotics system is manually designed and then simulated. 
The goal of the swarm is to employ the particle swarm optimization technique to 
efficiently complete loading and unloading duties in a warehouse. The swarm of 
robots that communicate with one another via radio frequency (RF) communication 
is subjected to particle swarm optimization. The physical prototype is built with two 
robot system equipped with sensors such as infra-red (IR), ultrasonic; motor drivers 
and RF communication unit. The major purpose of this project is to replace conven-
tional approaches for finding the shortest path, such as the A* algorithm and Djikstra 
algorithm, with particle swarm optimization in order to load and unload items quickly 
and without the involvement of people. The physical prototype with sensors and RF 
communication demonstrates the feasibility of the proposed approach and provides 
a basis for further experimentation and improvement. Further research and experi-
mentation are necessary to address the challenges and limitations of swarm robotics 
in warehouse management.
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51.1 Introduction 

There is an increased need for change in the way things work in this rapidly changing 
world of ongoing change and growing human workload. Over the past ten years, 
industries have risen rapidly, which has raised demand for workers. There is a persis-
tent shortage of labor due to the growing demand for laborers and the requirement 
for attention to detail. The world is entering into the realm of automated systems 
[1]. Humans must provide the bare minimum, and it makes the barest mistakes 
[2]. A big coordinated collection of animals working together toward a common 
objective is referred to as a swarm. In the considered work, a collection of coor-
dinated robots working toward a goal constitutes the “creatures” in the definition 
of swarm [3]. Finding a route from point A to point B to military applications 
is only a few examples of possible objectives. Swarm robots have countless and 
innumerable uses. Algorithms can be used to instruct the swarm to create or even 
destroy objects. The particle swarm optimization (PSO) method is one of the primary 
algorithms used in swarm robotics. Since it is utilized in searching strategies, it is 
crucial in swarm robotics. Swarm robots also employ additional techniques, such 
as ant colony optimization (ACO) and glowworm swarm optimization (GSO) [4]. 
It focuses on biologically inspired robots that mimic and follow the behavior of a 
wide variety of species and flying systems. The program is based on natural animal 
behavior patterns and algorithms. To mimic swarm behavior, a development tech-
nique called particle swarm optimization is used [5]. Some of the applications are 
fire and rescue services, a conservation organization, and bridge inspections are key 
areas of focus. The above-mentioned areas are being investigated, as well as the 
existing barriers and tools used in these sectors, as well as the need for swarm robots 
in these sectors [6]. To find the right time to plant and produce crops, many factors 
such as climate, humidity, and temperature must be taken into account. These condi-
tions and factors are important in increasing crop production [7]. Also, the efficient 
use of intelligent sensors, communication, and organizational performance of small 
robots, allowing for information, performance, and information from the environ-
ment interactively, is the key to a successful swarm robotics app [1]. All physical 
contact between swarm bots plays a major role in completing many engagement 
tasks [8].  Dixit et al.  [9] presented an application of AI-based smart robotics system 
for intelligence warehouse automation. 

The particle swarm optimization algorithm will be used in the subsequent paper 
since it incorporates strategies for path discovery, navigation, and particle local-
ization [10, 11]. Various studies have been performed for path planning and robot 
movement. Chaudhary et al. [12] designed the hybrid algorithm combining ACO 
algorithm and kinematic equations of the robot for solving robot navigation problem. 
The robot navigation problem, particularly the path planning problem that includes
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fixed obstacles was solved using neural networks by Chaudhary et al. [13]. Tawhid 
and Ibrahim [14] proposed a new hybrid swarm intelligence optimization algorithm 
referred to as Monarch Butterfly Optimization (MBO) algorithm with Cuckoo Search 
(CS) algorithm, named MBOCS and applied for solving nonlinear systems and clus-
tering problems. PSO is being used to address a challenge in warehouses [15, 16]. 
The issue is with loading and unloading the goods at the proper locations. Since 
humans are involved, the task is prone to mistakes and moves slowly. The swarm 
robots are used to address this issue. The swarm bots p to capture some of the ants 
‘properties and properties of the ants’ integration and transfer them to the robot 
system [17]. The objective of this work is to create a swarm of robots, creating an 
environment of warehouse with obstacles for simulation purposes, and making line 
follower robots that avoid obstacles and reach the target point. Robots will follow 
the path and emulate the loading and unloading of objects in warehouses with the 
implementation of PSO. 

The remainder of the paper is organized as: Sect. 51.2 describes the method-
ology adopted, hardware, and simulations carried out. In Sect. 51.3, the results are 
discussed. The conclusions and future directions are mentioned in Sect. 51.4. 

51.2 Methodology 

This section discusses about the different procedures and processes adopted in our 
project workflow. PSO simulations were initially done on MATLAB, but then shifted 
to JAVA to get a better understanding of the results. The objective was to make a 
swarm of robots that perform line following and obstacle avoidance with supremacy. 
The objective of JAVA was to perform PSO simulations and find the closest path 
vector. The model was prepared using certain hardware and the coding was done 
on JAVA with a function created. Coding was done on Arduino to test the motors 
and their actual response with sensors and ultrasonic sensors. Global minimums for 
particles were found using PSO algorithm. All this is shown in Fig. 51.1.

51.2.1 Hardware 

After going through the research papers, it was decided to make the model of swarm 
robots that can do the tasks of loading and unloading efficiently without much trouble. 
It was decided to make a line follower robot with obstacle avoidance on a path made 
by us on a chart paper. Modeling was then done through the following steps: 

(1) Firstly, Arduino UNO was used to program the functionality of the robot. 
(2) Chassis of wood was made as shown in Fig. 51.3. 
(3) Motors were interfaced with Arduino. 
(4) The IR sensors were used and interfaced with Arduino to make the robot detect 

lines.
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Fig. 51.1 Methodology

Initially, the Arduino UNO is connected to the IR sensor and motors and to the 
ultrasonic sensor using Arduino IDE. The model was tested along these lines. The 
following images depict how we went about coding and making the circuit for the 
same as shown in Fig. 51.2.

In place of Arduino Nano, Arduino UNO was used. Rest of the connections are 
the same. Also, 9 V DC batteries were used for power supply. In place of Arduino 
Motor Driver, we use Arduino UNO and basic l298 N motor driver as shown in 
Fig. 51.3.
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Fig. 51.2 Probability distribution 

Fig. 51.3 Model
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51.2.2 Simulations 

The following three factors are involved in the movement of particle in the space: 

1. Velocity of the particle 
2. Personal best position of the particle 
3. Global best position 

Position vector of the particle at time t is denoted by xi and the velocity vector of 
the particle is denoted by Vt . 

The formula for position vector of the particle at time (t + 1) is 

x(t+1) = Vi(t+1) + xi 

And the formula for the velocity vector at time (t + 1) is. 

Vi (t+1) = ωVi (t) + cr1
(
y(t) − xi(t)

) + c2 ∗ r2
(
z(t) − xi(t)

)

where 
ω is the inertia coefficient, the value is set at 0.72984. 
c1, c2, the values are set at 1.496. 
r1 and r2 are constant vectors which have values between 0 and 1. 

These values are determined based on past experiments and trials and expected 
to perform well and lead to convergence. Assuming the number of bots the swarm 
to be 30, the number of inputs being 30 resulting in 30 dimensions. Further, the 
position, velocity, and the personal best of the particle were determined. We assume 
the velocity of every particle to be 0 before starting iterating through the particle. 
Until we reach convergence, we keep iterating through the particles. 

51.3 Results and Discussions 

The algorithm was run with 30 dimensions, 30 particles, ω = 0.729844, c1 = c2 = 
1.496180. With this setup, the value is converged to ~ 82.489428976216 as given 
in Table 51.1. PSO requires a lot of testing, trial, and error methods to reach the 
suboptimal solution. A swarm of robots was created and it was successfully found 
out to be following a line and avoiding obstacles while following the PSO.
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Table 51.1 Convergence 
values for PSO simulations S. No. Convergence value 

1 102.52845926233425 

2 81.19541623817724 

3 87.9634888001822 

4 70.6895391687537 

5 91.38930966131781 

6 123.5072632696351 

7 75.40357127271108 

8 69.37174188500686 

9 79.92347551599096 

10 116.96912049529931 

11 76.74131049711764 

12 59.141989638172646 

13 61.383036809346976 

14 57.437271564438134 

15 70.91723807575974 

16 85.78899427990058 

17 89.33882778528849 

18 108.38902964558355 

19 54.38386359086408 

20 87.32563206844756 

Figure 51.4 shows how the particles look in a 2D plane and what their best positions 
are with respect to the global reference.

Figure 51.5 shows the 3D plot of the particles in space and how they will be visible 
in space at their best positions.
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Fig. 51.4 2D depiction of particle swarm optimization

Fig. 51.5 3D depiction of particle swarm
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51.4 Conclusions and Future Directions 

In this work, PSO algorithm is implemented for swarm robotic system. In the virtual 
simulation environment, a swarm of 30 robots is considered, and PSO algorithm 
has been applied for finding the best global minimum position vector for each 
robot. Further, a physical prototype of swarm robotic system with two robots is 
built equipped with the sensors and actuators. The application considered is for the 
warehouse management system. The motive of creating a swarm of robots that save 
our time and go on to load and unload objects efficiently was achieved using the 
help of different materials. The robots essentially performed best while following 
the line and avoiding the object. All the simulations have been performed on Python. 
The physical prototype with sensors and RF communication demonstrates the feasi-
bility of the proposed approach and provides a basis for further experimentation 
and improvement. Further research and experimentation are necessary to address the 
challenges and limitations of swarm robotics in warehouse management. In the near 
future, authors intend to extend this work for contemporary AI-based algorithms 
with complex swarm systems. 
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Chapter 52 
Application of Evolutionary Algorithms 
for Optimizing Wire and Arc Additive 
Manufacturing Process 

Vikas Gulia and Aniket Nargundkar 

Abstract Additive manufacturing is a recent trend in production processes owing to 
its sustainable approach. As a process in itself, additive manufacturing represents a 
more sustainable means of production as it eliminates the use of excess material and 
thus unnecessary waste. Wire and ARC additive manufacturing (WAAM) process 
is an important metal additive manufacturing process. The improvements in surface 
quality and dimensional accuracy are critical for WAAM. In the current work, two 
contemporary artificial intelligence (AI)-based algorithms, teaching learning–based 
optimization (TLBO) and particle swarm optimization (PSO), are applied for opti-
mizing the five process parameters such as wire feeder, pulse voltage, frequency, pulse 
time, and welding speed with four objectives such as current, voltage, heat input, and 
width-to-reinforcement ratio which are considered as referred from Youheng et al. 
(Int. J. Adv. Manuf. Technol. 91:301–313, 2017). The results obtained with TLBO 
and PSO are comparable and improved by 24%, 32%, and 42% for the minimization 
of voltage, heat input, and maximization of width-to-reinforcement ratio, respec-
tively. Both algorithms are observed to be robust. The convergence analysis for the 
algorithms is also discussed. 
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52.1 Introduction 

In recent years, industries are highly dependent on innovation and cutting-edge 
research owing to customer demands for low prices, and better quality (Abdul-
hameed et al. [1]). Researchers classified manufacturing processes into five cate-
gories as subtractive manufacturing, joining processes, dividing processes, transfor-
mative processes, and additive manufacturing (AM). AM is a process of making 3D 
objects by depositing material layer-on-layer directly from CAD model geometry 
(Sun et al. [2]). Adekanye et al. [3] categorized AM into various systems of oper-
ation such as powder-based bed process, extrusion-based process, sheet lamination 
process, directed energy deposition process, etc. Extensive research has been carried 
out for several applications in the field of AM. Rouf et al. [4] focussed on dentistry, 
orthopaedics, and food and textile industries. Nazir et al. [5] reviewed the design, 
optimization, and additive manufacturing of cellular structures. Velasco et al. [6] 
applied AM to design and fabricate bioinspired structures. Apart from the appli-
cations, huge work has been done on AM of various materials as well. Chen et al. 
[7] presented additive manufacturing for piezoelectric materials. Chaudhary et al. [8] 
surveyed additive manufacturing of polymer-derived ceramics. Madhavadas et al. [9] 
gave a perspective on metal additive manufacturing for intricately shaped aerospace 
components. In addition to the above context, Wire and ARC additive manufac-
turing (WAAM) process is an important metal 3D printing method (Liu et al. [10]). 
It produces large components (greater than 10 kg) from titanium, steel, aluminium 
(Kohler et al. [11]), and other metals. This process uses arc welding tools and wire as 
feedstock (Lin et al. [12]). The notable merits of WAAM are high deposition rates, 
excellent structural integrity, less material, equipment cost, etc. (Williams et al. [13]). 

The typical process parameters which govern WAAM are wire feeder rate, pulse 
voltage, frequency, pulse time, and welding speed. The wire feeder in WAAM feeds 
the metal wire into the welding arc for creating a 3D part with layer-by-layer depo-
sition of metal. Consistent and accurate wire feeding controls the precision of the 
amount of metal deposited with its location. Hence, this is critical for achieving 
product quality and reliability. Pulse voltage in WAAM refers to the voltage applied 
for creating an electric arc between the wire and the workpiece. The heat generated 
during WAAM process is mainly dependent on pulse voltage. Moreover, the droplet 
transfer mechanism is also observed to be governed by pulse voltage. It is observed 
from the literature that frequency and pulse time significantly affect the microstruc-
ture, surface finish, and mechanical properties of the deposited metal. In addition, 
pulse time controls the amount of heat input to the workpiece. Welding speed directly 
contributes to the productivity of the WAAM process. In the light of above, the opti-
mization of such parameters is critical for reducing the cost and improving the product 
quality as in the case of conventional manufacturing processes. Various approaches 
have been adopted in the literature to optimize the WAAM process (Srivastava et al. 
[14] and Singh and Khanna [15]). However, the majority of the research work focuses 
on topology optimization (support structure optimization) (Karimzadeh and Hamedi
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[16]). Recently, machine learning algorithms are also applied for the same. It is 
evident from the literature that the application of artificial intelligence (AI)-based 
evolutionary algorithms yields optimized results for conventional as well as advanced 
manufacturing processes (Gulia and Nargundkar [17], Nargundkar et al. [18] and 
Pansari et al. [19]). The current work focuses on applying teaching learning–based 
optimization (TLBO) and particle swarm optimization (PSO) algorithms for opti-
mizing five process parameters viz. wire feeder, pulse voltage, frequency, pulse time, 
and welding speed. Four objectives such as Avg current, Avg voltage, heat input, and 
width-to-reinforcement ratio which improves productivity, reliability, and product 
quality are considered. The problem formulation is referred to by Youheng et al. 
[20]. 

The rest of the paper is organized as follows: Sect. 52.2 describes the problem 
formulation with mathematical functions. The TLBO and PSO algorithms are 
presented in Sect. 52.3. The solutions obtained for considered objectives with TLBO 
and PSO along with the comparison and convergence plots are discussed in Sect. 52.4. 
In the end, conclusions and future directions are mentioned in Sect. 52.5. 

Article Highlights 

1. TLBO and PSO algorithms are successfully applied for wire and arc additive 
manufacturing process. 

2. Five process parameters such as wire feeder, pulse voltage, frequency, pulse time, 
and welding speed are optimized. 

3. Minimization of voltage, heat input, and maximization of width-to-reinforcement 
ratio is achieved. 

4. The results obtained with TLBO and PSO are comparable and improved by 24%, 
32%, and 42% for the minimization of voltage, heat input, and maximization of 
width-to-reinforcement ratio, respectively. 

52.2 Problem Formulation 

The objective functions are referred from Youheng et al. [20] viz. Avg. Current (I), 
Avg. Voltage (U), Heat Input (Q), and Width-to-Reinforcement ratio (W /R) along 
with five variables such as wire feeder rate (x1), pulse voltage (x2), frequency (x3), 
pulse time (x4), and welding speed (x5). Welding productivity is correlated to the 
melting rate of the filler material.
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52.2.1 Average Current (I) 

The mathematical function which is to be minimized is given in Eq. 52.1. 

Min I = 1444.64286 + 37.78869 x1 − 110.29167x2 + 1.36935 x3 
− 81.875 x4 + 0.015 x5 − 1.02976 x2 1 + 1.8869 x2 2 
− 0.00278 x2 3 + 3.5 x2 x4 (52.1) 

52.2.2 Avg. Voltage (U) 

The objective function for minimization of average voltage is described in Eq. 52.2. 

Min U = −150.74167 − 8.35 x1 + 5.3375 x2 + 0.69759 x3 + 29.35476 x4 
+ 0.02604 x5 − 0.0004 x2 3 − 1.37619x2 4 − 0.00001x2 5 
+ 0.02 x1 x3 + 0.9 x1 x4 + 0.003 x1 x5 
− 0.015 x2 x3 − 0.5 x2 x4 − 0.065 x3 x4 − 0.00015 x3 x5 (52.2) 

52.2.3 Heat Input (Q) 

Distortion, mechanical properties, and crack resistance are primarily depending on 
the heat input as it directly affects the heat-affected zone (HAZ). Hence, the objec-
tive function of heat input is to be minimized and the mathematical expression is 
mentioned in Eq. 52.3. 

Min Q = 2000.81083 − 127.43792 x1 − 200.81633 x2 + 5.73756 x3 
+ 295.76633 x4 + 1.20401 x5 + 4.56062 x2 2 − 0.00856 x2 3 
− 17.72177 x2 4 + 0.00078 x2 5 + 0.48615 x1 x3 + 21.819 x1 x4 
− 0.0482 x2 x5 − 0.9583 x3 x4 − 0.0049 x3 x5 − 0.19315 x4 x5 (52.3)
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52.2.4 Width-to-Reinforcement Ratio (W/R) 

The larger value of width to reinforcement is desirable due to the interaction effect 
with surface roughness and strength. Hence, the objective function of width-to-
reinforcement ratio (W /R) is to be maximized and the mathematical expression is 
mentioned in Eq. 52.4. 

Max W/R = −25.06907 + 1.419 x1 − 3.08368 x2 + 0.40456 x3 
− 2.90343 x4 + 0.08288 x5 + 0.13881 x2 2 + 0.00002 x2 5 + 0.50819 x1 x4 
− 0.00464 x1 x5 − 0.01403 x2 x3 − 0.00262x2x5 (52.4) 

For all the above-mentioned objective functions, the lower limits and upper limits 
of design variables are considered as mentioned in Eqs. 52.5–52.9. These are referred 
to from Youheng et al. [20]. 

7 ≤ x1 ≥ 9 (52.5) 

27 ≤ x2 ≥ 29 (52.6) 

180 ≤ x3 ≥ 220 (52.7) 

1.5 ≤ x4 ≥ 2.5 (52.8) 

500 ≤ x5 ≥ 700 (52.9) 

52.3 Methodology 

52.3.1 Teaching Learning-Based Optimization Algorithm 
(TLBO) 

Teaching learning–based optimization algorithm (TLBO) is a population-based 
socio-inspired optimization technique based on the teaching–learning process and 
proposed by Rao et al. [21, 22]. The algorithm imitates the teaching–learning model 
in the classroom. In this technique, the population size represents the students in 
the classroom, and variables are considered as various subjects/ courses allotted 
to the students. The output of the algorithm is in terms of learners’ results which 
is described as the ‘objective function value’. The best solution is represented as 
a teacher. Figure 52.1 represents flow chart of TLBO algorithm. For a detailed 
explanation of the algorithm, please refer to Rao et al. [22].
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Fig. 52.1 Flow chart of TLBO algorithm (Rao et al. [22])
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52.3.2 Particle Swarm Optimization (PSO) Algorithm 

Particle swarm optimization (PSO) algorithm is a widely applied contemporary and 
derivative-free nature-inspired algorithm and was proposed by Kennedy and Eberhart 
[23]. In this technique, the search behaviour particles in a swarm is mathematically 
modelled, and the individual best solutions are referred to as ‘p-best’ (Personal best 
viz. local optimum), while the best solution in an entire swarm is considered as 
‘g-best’ (Global best viz. Global optimum). Figure 52.2 shows flow chart of TLBO 
algorithm. For a detailed explanation of the algorithm, please refer to Jain et al. [24].

52.4 Results and Discussion 

In this section, the results for four objective functions viz. Avg. Current (I), Avg. 
Voltage (U), Heat Input (Q), and Width-to-Reinforcement ratio (W /R) using TLBO 
and PSO algorithms are discussed. The problems are solved for 30 times, and the 
standard deviation (SD) is also been presented for every problem. The TLBO and 
PSO algorithms are coded in MATLAB R2017 on the Windows Platform with an 
Intel Core i3 processor and 4 GB RAM. Table 52.1 presents the control parameters 
set for the TLBO and PSO algorithms.

The solutions obtained with TLBO and PSO algorithms are presented in 
Tables 52.2 and 52.3, respectively. Every problem is solved 30 times, and the mean 
and best solutions are shown. The standard deviation (SD) is also mentioned in 
Table 52.2. The results are compared with Youheng et al. [20]. The optimum design 
variables are also indicated along with optimum objective function values. Moreover, 
the run time in seconds is also mentioned. It is important to note that the SD for TLBO 
and PSO is practically zero which indicates the robustness of these techniques.

It is observed from Tables 52.1, 52.2, and 52.3 that TLBO and PSO algorithms 
yield optimized results with adequate robustness. It is evident from Table 52.4 that 
results obtained with TLBO and PSO are improved by 24%, 32%, and 42% for the 
minimization of voltage, heat input, and maximization of width-to-reinforcement 
ratio, respectively. It is important to note that as evident from Table 52.4, the best 
objective function values are comparable for both TLBO and PSO algorithms. Hence, 
it can be concluded that both algorithms are capable of exploration and exploitation 
of feasible space for searching global optimum points.

Figure 52.3a–h presents the convergence plots for the four objective functions 
with TLBO and PSO algorithms. The jumping of solutions for the PSO algorithm 
is evident from Fig. 52.3b, d, f, h. This exhibits the exploration capability of the 
PSO algorithm which empowers it to explore and search the entire feasible space for 
global optimum without getting trapped into local optima. On the other hand, the 
quick convergence to the optimized solution is observed in the case of the TLBO 
algorithm according to Fig. 52.3a, c, e, g. This shows the exploitation capabilities of 
the TLBO algorithm due to which it can quickly scan, exploits the feasible space, and 
converges to the optimum value. Since PSO shows better exploration capabilities, 
the run time for it is higher as compared to the TLBO algorithm.
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Fig. 52.2 Flow chart of PSO 
algorithm (Ren et al. [25])

Table 52.1 Control parameters and stopping criteria 

Solution methodology Parameter Stopping criteria 

TLBO Population size = 100 Objective function value is less 

than 10−16 Generations = 20 
PSO Inertia coefficient = Max 0.9 Min 

0.2 

Acceleration coefficient = 2 
Generations = 50
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Table 52.2 Results for TLBO algorithm 

Solution 
technique 

TLBO 

Variables Avg. current (I) Avg. voltage 
(U) 

Heat input (Q) Width-to-reinforcement 
(W /R) 

x1 7 9 9 9 

x2 27.83 27 27 29 

x3 180 180 180 180 

x4 1.5 1.5 1.5 2.5 

x5 500 500 700 500 

Best value 237.9151 16.1327 232.9109 6.3443 

Run time (s) 0.08 0.09 0.16 0.12 

x1 7 9 9 9 

x2 27.81 27 27 29 

x3 180 180 180 180 

x4 1.51 1.5 1.5 2.5 

x5 500 500 700 500 

Mean value 237.9149 16.1327 232.9109 6.3443 

Run time (s) 0.11 0.12 0.18 0.14 

SD (Std. 
deviation) 

0.0023 0.0000 0.0000 0.0000

52.5 Conclusion 

In this work, wire and ARC additive manufacturing (WAAM) process parameters 
are optimized with TLBO and PSO algorithms. The parameters considered are wire 
feeder rate, pulse voltage, frequency, pulse time, and welding speed. Four objec-
tives defining the manufactured product quality in terms of minimal distortion and 
improved mechanical properties along with maximizing productivity are consid-
ered. The aforementioned objectives are current, voltage, heat input, and width-to-
reinforcement ratio. The considered problems are observed to be nonlinear, multi-
modal complex problems. The results obtained with TLBO and PSO are improved 
by 24%, 32%, and 42% for the minimization of voltage, heat input, and maximiza-
tion of width-to-reinforcement ratio, respectively, when compared with the existing 
results. The robustness of the algorithms is evident from the standard deviation. This 
demonstrates the successful application of TLBO and PSO algorithms for solving 
complex advanced manufacturing problems. In the near future, multi-objective and 
constrained optimization problems for WAAM can be solved.
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Table 52.3 Results for PSO algorithm 

Solution 
technique 

PSO 

Variables Avg. current (I) Avg. voltage 
(U) 

Heat input (Q) Width-to-reinforcement 
(W /R) 

x1 7 9 9 9 

x2 27.83 27 27 29 

x3 180 180 180 180 

x4 1.5 1.5 1.5 2.5 

x5 500 500 700 500 

Best value 237.9151 16.1327 232.9109 6.3443 

Run time (s) 0.20 0.12 0.17 0.16 

x1 7 9 9 9 

x2 27.81 27 27 29 

x3 180 180 180 180 

x4 1.51 1.5 1.5 2.5 

x5 500 500 700 500 

Mean value 237.9149 16.1327 232.9109 6.3443 

Run time (s) 0.22 0.14 0.19 0.18 

SD (Std. 
deviation) 

0.0018 0.0000 0.0000 0.0000

Table 52.4 Comparison of solutions 

Objective function/solution 
technique 

TLBO algorithm PSO algorithm Results (Youheng et al. [20]) 

Avg. current (I) 237.9151 237.9151 221.8 

Avg. voltage (U) 16.1327 16.1327 21.24 

Heat input (Q) 232.9109 232.9109 341.42 

Wire (W/R) 6.3443 6.3443 4.46 

Avg. run time (s) 0.11 0.16 NA
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(a) Average Current (I) with TLBO algorithm (b) Average Current (I) with PSO algorithm 

(c) Average Voltage(U) with TLBO algorithm (d) Average Voltage (U) with PSO algorithm 

(e) Heat Input (Q) with TLBO algorithm (f) Heat Input (Q) with PSO algorithm 

(g)  Width to Reinforcement (W/R) with TLBO 
algorithm 

(h)  Width to Reinforcement (W/R) with PSO 
algorithm 

Fig. 52.3 Convergence plots for TLBO and PSO algorithms
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Chapter 53 
Healthcare System Based on Body Sensor 
Network for Patient Emergency Response 
with Monitoring and Motion Detection 

Maaz Ahmed, Diptesh Saha, Aditya Pratap Singh, Gunjan Gond, 
and S. Divya 

Abstract Body sensor network (BSN) is a new technology. BSN care system begins 
by placing tiny, lightweight sensors on the patient’s body that communicate with 
one another and the body-connected co-ordination node. This system is primarily 
concerned with measuring and estimating critical parameters such as ECG, temper-
ature, and blood level. This real-time system focuses on a number of parameters, 
including patient health, motion detection and data transmission, and message trans-
mission to the primary responder and hospital server. We use four types of sensors 
in this system: temperature sensor, pulse sensor, oxygen sensor, and fall detection 
sensor, which collect patient information and send it to the microcontroller. From 
there, the information is transferred to an android smartphone and server via the 
internet. We propose an IoT-based health system based on body sensors that meet 
the requirements effectively. 

Keywords IoT · BSN · Healthcare 

53.1 Introduction 

The fact that people live longer than expected should be celebrated as one of the 
biggest victories in history. As they say, “Getting old is better than the alternative.” 
We will see for the first time, more people of more than 65 years living on this planet 
than those of less than 5 years, apart from the increase in chronic diseases causing 
many seniors to have problems taking care of themselves. Therefore, providing a 
noble quality of life for seniors became a serious social issue at that time, given the 
contributions of these people to society. Many people want to live in the same place to 
live progressively and independently for a longer period. One possible way of getting
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this is to use connected smart devices that are collectively called “Internet of Things” 
(IoT) becoming a day-to-day reality at home. The devices on the Internet of Things 
can communicate with one another and operate as sensors and environment monitors 
using cloud-based software. They can also interpret information and do necessary 
tasks, such as managing the temperature, windows and doors, and reminding people. 

53.2 Related Work 

According to world population record of 2013, number of older population has 
increased in the developed nations. Two-thirds of total population of old people are 
living in developed nation. Older population in less developed regions is growing 
faster. Conclusion shows that up to 2050, nearly 8 in 10 of the world’s older population 
will live in the less developed regions. 

Code-Blue is popular healthcare research project based on BSN healthcare which 
was developed at Harvard sensor network. It is a health monitoring infrastructure 
made for continuous patient monitoring. This system provides security for all wireless 
devices, personal computer which may be used to monitor and treat patients. Code-
Blue supports filtration and aggregation of events as they flow through network. 
Code-Blue can operate on multiple devices. This system lacks security also require 
more data storage [1]. 

In [2], the author presents a system which uses removable media or also uses 
mobile phone for storing patient biomedical data which is encrypted form, which 
can be accesses by authorized medical staff only for further consultation. Here, 
the information is stored on removable disk or data storage so it can be accessed 
even device is not working. The system may be implemented in Java. This system 
is implemented with the currently available and relatively cheap technology. This 
system is more secure than Code-Blue. This system requires more memory as well 
as power consumption. 

Alarm-net was designed at the University of Virginia. In this, health monitoring 
of patient in assisted living and home environment can be done. It is the network of 
MICAZ sensors target gateways. This system consists of IPAQ, PDA’S, and PC’s. 
Here in this, customized dust sensors and integrated temperature, light, pulse and 
body oxygelation sensors are present. Alarm-net facilitates network and data secu-
rity for environment. Alarm-net is susceptible to confidentiality attack which leaks 
resident’s location [3]. 

Union [4] was proposed in the Department of Computing, Imperial College, 
London. This system includes context awareness aspect. Here the continuous moni-
toring of patient is done under physiological parameter. This system consists of 
biosensors which continuously gather, collect, and analyze data. Due to context 
awareness aspect, it enhances the capturing of any clinical relevant episode.
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Medicare [5] was first designed by Chakravorty in 2006. This is the healthcare 
system which is having full control on human body via network of sensors. Due to 
this, health provider have control, access on patient body on always on basis. In this 
systeam, physician can have time access, review, update, and send patient data from 
wherever they want. Continuous supervising of patient is done here. Medicare is an 
ongoing project and much work is left. There are many security issues such as secure 
localization. 

Medisn [6] is a network that monitors physiological data from patients in hospitals 
and during disasters. This system consists of physiological monitors (PM) which 
collects, encrypt, and sign patient’s data before transmitting them to a network of 
relay points (RPs). Medisn also comes with a backend server. 

In [7], S. Pai et al., provide an overview of sensor networks, which are used to 
monitor physical phenomena and are made up of numerous small, independent wire-
less devices with limited memory and energy. They can analyze the data they collect 
to find important information about events, things, and people. In-home patient care, 
environmental assessment and research, disaster mitigation, energy demand and 
response, inventory monitoring, surveillance, and law enforcement are just some 
of the applications for which sensor networks, a new technology, are expected to 
play a significant role in monitoring individuals, things, and infrastructure. 

In [8], K. Lorincz et al., have designed an algorithm “Code-Blue” in its preliminary 
stages for critical care environment that is rapidly changing. 

Security is a top priority for healthcare applications, especially when it comes to 
protecting patient’s privacy in the event that the patient has an embarrassing condition. 
The security and privacy concerns surrounding WMSN-based healthcare applications 
are the subject of this paper [9]. Here, the authors discuss about the security of some 
well-known healthcare projects that use wireless medical sensor networks. 

In [10], P. Gope and T. Hwang have proposed a distributed IoT system architecture. 
They have also presented an anonymous authentication method that has the potential 
to guarantee some of the notable properties, including sensor anonymity, sensor 
untraceability, and resistance to replay attacks, cloning attacks, and so forth. 

In [11], the authors aim to use technology to improve the quality of dementia 
care, strengthen internal safety monitoring at care organizations, and improve the 
professional judgment of caregivers. To give caregivers more flexibility and the ability 
to respond in real time, an eXtensible Markup Language-based dementia assessment 
system that combines program code and assessment content is used. 

Numerous significant algorithmic issues that arise in mobile and wireless networks 
have been discussed in [12]. 

In [13], M. Tentori, J. Favela, and M. D. Rodriguez have illustrated privacy-aware 
facilities incorporated into Simple Agent Library for Smart Ambient (SALSA). This 
application enables hospital workers to communicate through contextual messages 
and provides pertinent information to them based on contextual information like their 
locations and roles. Utilizing privacy-aware agents, the privacy concerns have been 
addressed that potential users had regarding this application.
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In [14], J. Misic has developed two algorithms. The first algorithm generates the 
session key by relying on a central trusted security server (CTSS) to confirm that 
participants are indeed members of the patient’s group. Participants in the second 
algorithm use certificates to verify one another and are largely independent of CTSS. 

A flexible cryptographic key management solution is proposed in this paper [15] 
to facilitate the interoperability of the utilized cryptographic mechanisms in order 
to comply with HIPAA regulations. Furthermore, instance of agree special cases 
planned to work with crisis applications and other potential exemptions can likewise 
be taken care of without any problem. 

53.3 Methodology 

Using sensors that may be worn on the body, which can monitor a person’s health 
status and give the user as well as the doctor timely insights into various health 
metrics, is one way to identify patients more quickly without reducing the distance 
between the patient and a hospital. Utilizing the patient’s anamnesis in addition 
to the measurements provided by this health monitoring system is a crucial step in 
determining whether or not a visit to the specialist is essential for his or her symptoms 
because every patient is completely unique. The symptoms of the virus include fever, 
tiredness, shortness of breath, etc. Here, we frequently discuss the COVID patient’s 
health monitoring system. 

Figure 53.1 shows the block diagram of the device. It consists of the embedded 
model consist of Arduino micro-controller, temperature sensor is connected to 
controller to measure the patient’s body temperature and pulse sensor to measure 
the pulse rate of the patient for checking patient’s condition, blood oxygen level 
sensor measures the oxygen level in blood, all these data are stored in cloud and 
monitoring will be done by mobile application. And data stored in cloud can also 
be accessed by the web page. There will a frame where the motors are fixed for the 
movement of the two sheets for the open and close for the ventilator. In between 
the two sheets, the oxygen can is kept, so when the two sheets while closing the 
oxygen can get compressed and the oxygen is supplied to the patients when the 
sheets opening the air is again.
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Fig. 53.1 Healthcare system 

53.4 Results and Analysis 

This tele-medical system primarily focuses on the measurement of critical param-
eters such as ECG, temperature, blood level, and so on. Body area network and an 
Android smartphone are used in this system. The system includes additional patient 
localization and data storage, movement of patient details and data transmission, and 
alert messages to first responders and hospital servers. Data are transferred to the 
coordinator node via Bluetooth to an Android-based smartphone in both approaches. 
We propose creating an automated epileptic patient monitoring system that detects 
vital statistics such as temperature, saline, and so on. It also detects seizures/epilepsy 
and sends vital information to doctors via SMS. Detects the patient’s state (conscious, 
death, or sleep) based on their motion, and update alarms as needed. System main-
tains a complete log of patient activity on a PC at the doctor’s office (customized 
software will be developed for this purpose), which also generates audiovisual alarms 
for nurses at the patient’s end.
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53.5 Conclusion 

This paper completely meets the primary requirements of dependability, scalability, 
and range. We discovered an appropriate automated epileptic patient monitoring 
system that can detect patients’ vital statistics such as temperature, saline, and so on, 
as well as detect when a patient is having seizures/epilepsy. The WBAN and Android 
smartphone are used in tandem for data collection, storage, and analysis. Security and 
privacy must be investigated further at all layers of the system, particularly to define 
trade-offs in terms of performance and comfort of use. This system can be linked to 
other surveillance systems for enhanced security and remote location management. 
We used the customized algorithm in this paper. We proposed an IoT-based healthcare 
system that uses body sensors to efficiently meet requirements. 
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