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Preface

Social networks and big data have pervaded all aspects of our daily lives. With their
unparalleled popularity, social networks have evolved from platforms for social com-
munication and news dissemination into indispensable tools for professional networking,
social recommendations, marketing, and online content distribution. Social networks,
together with other activities, produce big data that is beyond the ability of commonly
used computer software and hardware tools to capture, manage, and process within a
tolerable time. It has been widely recognized that security and privacy are the critical
challenges for social networks and big data applications due to their scale, complexity,
and heterogeneity.

The 9th International Symposium on Security and Privacy in Social Networks and
Big Data (SocialSec 2023) was held at the University of Kent, Canterbury, UK during
August 14-16, 2023, co-located with the 17th International Conference on Network and
System Security (NSS 2023). It followed the success of SocialSec 2015 in Hangzhou,
China, SocialSec 2016 in Fiji, SocialSec 2017 in Melbourne, Australia, SocialSec 2018
in Santa Clara, CA, USA, SocialSec 2019 in Copenhagen, Denmark, SocialSec 2020
in Tianjin, China, SocialSec 2021 in Fuzhou, China, and SocialSec 2022 in Xi’an,
China. The aim of the SocialSec conference series is to provide a leading-edge forum
to foster interactions among researchers and developers within the security and privacy
communities in social networks and big data.

The technical program of the conference included 14 research papers (10 full papers
and 4 short papers) selected by the Technical Program Committee (TPC) from 26 sub-
missions received in response to the call for papers, as well as 3 papers transferred from
the co-located conference NSS 2023. The review process was organized and managed
throughEasyChair. All the paperswere peer-reviewed by at least three reviewers (includ-
ing TPCmembers and external reviewers). The submission process was anonymous and
author names were not visible to the reviewers. Received reviews were also anonymized
to other TPC members, as well as to the paper’s authors. The reviewers were asked to
declare any conflicts of interest for all submissions at the beginning of the process, and
the EasyChair system was configured to ensure TPC members (including TPC chairs)
could see neither the reviewer assignments nor the reviews of the papers for which they
had a conflict of interest. For several papers, one TPC Co-Chair had a conflict of interest,
and the discussion on each of such papers was held, and the decision was made, between
the other two TPC Co-Chairs without a conflict of interest.

SocialSec 2023 and the co-located NSS 2023 shared three invited talks for both con-
ferences’ participants, given by Julia Hesse from IBMResearch Zurich, Nishanth Sastry
from University of Surrey, and Lorenzo Cavallaro from University College London.

The SocialSec 2023 TPC selected one paper to receive the Best Paper Award and
another one to receive the Best Student Paper Award for the best paper first-authored
by a student. Both awards included a certificate and a cash prize. The cash prizes were
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kindly sponsored by the University of Kent’s Institute of Cyber Security for Society
(iCSS).

TheSocialSec 2023TPCwas co-chaired byBudiArief,AnnaMonreale, andMichael
Sirivianos, who selected the TPC members and led their efforts in selecting the papers
that appear in this volume. The organization of SocialSec 2023 and the co-located NSS
2023 was led by Budi Arief, Robert Deng, and Elena Ferrari as both conferences’ joint
General Co-Chairs. The conferences were made possible also due to the professional
work of Yuntao Wang, Yulei Wu, and Zhe Xia as the Publicity Co-Chairs, Shujun Li as
the Publication Chair, and Haiyue Yuan as the Web Chair.

As the TPCCo-Chairs of SocialSec 2023 and the PublicationChair of both SocialSec
2023 and NSS 2023, we would like to thank everyone who made this conference a
success. First of all, we thank all the TPC members and external reviewers for their
effort in reviewing and helping us select the papers for inclusion in the conference. We
thank all the authors for submitting their manuscripts to the conference. We would also
like to extend special thanks to members of the joint Organizing Committee for their
work in making both SocialSec 2023 and NSS 2023 a successful event. Last but not
least, we also thank all participants of SocialSec 2023 and NSS 2023 for their active
participation during the three days of the conferences.

June 2023 Budi Arief
Anna Monreale

Michael Sirivianos
Shujun Li
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People Still Care About Facts: Twitter
Users Engage More with Factual Discourse

than Misinformation

Luiz Giovanini1 , Shlok Gilda1(B) , Mirela Silva1 , Fabrício Ceschin2,
Prakash Shrestha1, Christopher Brant1, Juliana Fernandes1 , Catia S. Silva1,

André Grégio2, and Daniela Oliveira1

1 University of Florida, Gainesville, FL, USA 32611
{lfrancogiovanini,shlokgilda,msilva1,prakash.shrestha,g8rboy15}@ufl.edu,

juliana@jou.ufl.edu, {catiaspsilva,daniela}@ece.ufl.edu
2 Federal University of Paraná, Curitiba, Paraná, Brazil 81530-000

{fjoceschin,gregio}@inf.ufpr.br

Abstract. Misinformation entails disseminating falsehoods that lead to
society’s slow fracturing via decreased trust in democratic processes,
institutions, and science. The public has grown aware of the role of social
media as a superspreader of untrustworthy information, where even pan-
demics have not been immune. In this paper, we focus on COVID-19
misinformation and examine a subset of 2.1M tweets to understand mis-
information as a function of engagement, tweet content (COVID-19- vs.
non-COVID-19-related), and veracity (misleading or factual). Using cor-
relation analysis, we show the most relevant feature subsets among over
126 features that most heavily correlate with misinformation or facts. We
found that (i) factual tweets, regardless of whether COVID-related, were
more engaging than misinformation tweets; and (ii) features that most
heavily correlated with engagement varied depending on the veracity and
content of the tweet.

Keywords: Engagement · Misinformation · Social Media

1 Introduction

Disinformation refers to false or deceptive content distributed via any commu-
nication medium (e.g., word-of-mouth, print, Internet, radio, broadcast) by an
adversary who aims to hurt a target (usually a country, political party, or com-
munity) via the spread of propaganda and promotion of societal division, thus
casting doubt in democratic processes, government institutions, and on science.
Over the past few years, our society has grown wearily aware of the highly polar-
ized schism that has developed beyond the context of mere political discourse.
The perceived extremities of our thoughts and opinions are now intimately mesh-
ing with falsehoods and outright lies, calling into question the integrity of our

L. Giovanini and S. Gilda are co-first authors. They have equal contribution.
M. Silva and F. Ceschin are co-second authors. They have equal contribution.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
B. Arief et al. (Eds.): SocialSec 2023, LNCS 14097, pp. 3–22, 2023.
https://doi.org/10.1007/978-981-99-5177-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5177-2_1&domain=pdf
http://orcid.org/0000-0002-2617-0847
http://orcid.org/0000-0002-9355-4381
http://orcid.org/0000-0001-5021-0311
http://orcid.org/0000-0002-8391-8460
https://doi.org/10.1007/978-981-99-5177-2_1
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government agencies’, political representatives’, and our own individual handling
of public health crises, such as the COVID-19 pandemic [39].

Misinformation, however, is closely related to disinformation and differs only
in the lack of purposeful intent to harm, often coupled with the raw ignorance of
the individual spreading such misleading facts. COVID-19-related misinforma-
tion primarily comes from domestic sources; we have seen politicians, pundits,
and personalities pushing misleading narratives [6] that may prevent society from
controlling the spread of the coronavirus, potentially increasing the number of
deaths. With the advent of the COVID vaccines, misinformation has unequiv-
ocally been used to discredit its effectiveness, preventing efficient immunization
and fueling further hyperpartisanship.

Engagement is a crucial dimension in disseminating falsehoods. Avram et
al. [5] showed that higher social engagement results in less fact-checking and ver-
ification, especially for less credible content. This paper investigates the relation-
ship between misinformation and user engagement in COVID-19-related tweets.
We use the term misinformation to refer to tweets spreading deceptive content,
even though some tweets may have been created with malice. Using a curated
dataset of 2.1M tweets labeled as fact or misinformation for COVID-related
and general topics, we aim to answer the following research questions:

➀ RQ1: Are COVID-19 misinformation tweets more engaging than COVID-19
factual tweets?

➁ RQ2: Are general topic misinformation tweets more engaging than general
topics factual tweets?

➂ RQ3: Which features are most correlated with engagement in COVID-19 vs.
general topics misinformation tweets?

➃ RQ4: Which features are most correlated with engagement in COVID-19 vs.
general topics factual tweets?

We measured engagement in COVID-19-related tweets by combining the
number of likes and retweets. After preprocessing the tweets, we analyzed our
dataset with statistical and correlational methods. Our study found that: (i) fac-
tual tweets were more engaging than misinformation tweets, regardless of their
topic; (ii) features correlated with engagement varied depending on the tweet’s
veracity and topic; yet (iii) syntactical features of informal speech and punctua-
tion strongly correlated with general and COVID-related factual tweets, as well
as COVID-related misinformation while (iv) user metadata strongly correlated
with general topic misinformation but not COVID-19 misinformation; and (v)
semantic features, such as sentiment and writing with clout, strongly correlated
with factual COVID-related tweets but not misinformation. These findings sug-
gest that addressing misinformation should be targeted toward specific issues
rather than using a one-size-fits-all approach.

To our knowledge, prior work [8,18,24,31,34,37,43] has yet to study users’
engagement related to factual and misinformation tweets relative to COVID-
and general-related topics. This paper thus makes the following contributions:

1. We analyze Twitter discourse on COVID-19 and non-COVID-19 topics to dis-
cover whether misinformation tweets are more engaging than factual tweets.
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2. We identify discriminating characteristics of a tweet and its author that can
distinguish factual and misinformation tweets based on tweet engagement.

3. To support the broader research community, we offer guidance in acquiring
the same datasets we employed, although we are not able to directly supply
the dataset due to certain restrictions. Our dataset, derived from nine different
sources, covers around 2.1M tweets on COVID-19 and various other topics.
It encompasses a rich variety of features and labels, obtained through diverse
analyses such as those focused on misinformation/factual content, sociolin-
guistic factors, moral aspects, and sentiment. Researchers eager to work with
these datasets or replicate our study are encouraged to contact the authors1.

Our paper is organized as follows. Section 2 reviews prior works on misinfor-
mation and public health and considers the added value of our work. Section 3
discusses our dataset, its curation process, and the preprocessing and feature
extraction steps taken. Section 4 then analyses our cleaned datasets’ results via
statistical tests. Section 5 discusses the takeaways and limitations of our analyses
and the future directions for this line of work. Section 6 concludes the paper.

2 Related Work

Intending to understand the nuances that correlate engagement to COVID-19
and other topics of misinformation in the Twittersphere, a few unique approaches
have produced intriguing results. This section provides an overview of literature
relevant to our work.

Various researchers have explored the presence, prevalence, and sentiment
of misinformation on social media of COVID-19 discourse [1,8,18,24,34,37,43],
user’s susceptibility and psychological perceptions on this public health cri-
sis [30,38], the predictors of fake news [4,19], and the role of bots [24,43] on
spreading COVID-19 misinformation. For instance, Sharma et al. [34] examined
Twitter data to identify misinformation tweets leveraging state-of-the-art fact-
checking tools (e.g., Media Bias/Fact Check, NewsGuard, and Zimdars) along
with topics, sentiments, and emerging trends in the COVID-19 Twitter discourse.
Singh et al. [37] found that misinformation and myths on COVID-19 are dis-
cussed at a lower volume than other pandemic-specific themes on Twitter. They
also concluded that information flow on Twitter shows a spatiotemporal rela-
tionship with infection rates. Jiang et al. [20] examined the usage of hashtags in
2.3M tweets in the United States and observed that the American public frames
the pandemic as a core political issue. Cinelli et al. [8] went beyond Twitter
and analyzed data from four other social media platforms: Instagram, YouTube,
Reddit, and Gab, finding different volumes of misinformation on each platform.

Huang et al. [18] analyzed ∼67.4M tweets and observed that news media
and government officials’ tweets are highly engaging and that most discussion
1 In order to comply with Twitter’s Terms of Service (https://developer.twitter.com/

en/developer-terms/agreement-and-policy), we omitted the tweet’s raw text, as well
as any features that could potentially reveal the users’ identity.

https://developer.twitter.com/en/developer-terms/agreement-and-policy
https://developer.twitter.com/en/developer-terms/agreement-and-policy
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on misinformation originates from the United States. Unlike this work which
explored the kind of users involved and the location of dissemination of highly
engaging tweets, this present paper aims to identify the set of a tweet and user
characteristics that can predict factual/misinformation tweets and engagement
with factual/misinformation tweets.

Although studies on COVID-19 misinformation exist, few have focused on
measuring users’ engagement and discriminating features, as proposed in this
paper. Al-Rakhami and Al-Amri [1] collected 409K COVID-related tweets and
used entropy- and correlation-based ranking to distinguish between misinforma-
tion and factual information, but they did not examine engagement features. We
curated a feature list with 126 features, including textual content, to understand
which features contribute most to engagement. Our methodology differs from
Al-Rakhami and Al-Amri’s, who assumed that Twitter users with large follow-
ings are less likely to spread misinformation. However, recent studies [9,11] show
that verified users and anti-vaxxers are responsible for a significant portion of
misinformation; indeed, we found a positive correlation between followers and
engagement with general topic misinformation.

Some studies have analyzed engagement metrics in the context of misinfor-
mation on social media in general (e.g., [36,41]). Vosoughi et al. [41] found that
fake or false news tend to have higher engagement than verified ones on Twitter,
contrasting our results. However, methodological differences between our works
could explain this discrepancy. Our engagement analysis combined retweets and
favorites, whereas Vosoughi et al. [41] measured diffusion relative to retweet
count. Our dataset also contained a larger number of tweets from nine unique
datasets, including non-COVID-related false and factual information. Addition-
ally, we analyzed regular users’ tweets and replies that did not contain URLs,
while the authors specifically looked at fake news with verified true/false URLs.
Lastly, we could not collect several tweets of our curated datasets using the Twit-
ter API due to limitations (see Sec. 5.1). This could indicate that, in the three
years since Vosoughi et al.’s [41] work, Twitter may have improved its ability to
cull high-engagement misinformation tweets.

3 COVID Misinformation and Factual Datasets:
Preprocessing and Feature Engineering

We curated data from multiple sources to compose four Twitter datasets used
in our analysis for this paper: (1) COVID-19 misleading claims, (2) COVID-19
factual claims, (3) misleading claims on general topics, and (4) factual claims on
general topics. We specifically combined different sources of data in each dataset
to avoid biasing the results and to improve the generalizability of our findings.
For example, our datasets of COVID-19 claims include discourse related to the
spread of the virus, vaccine, etc. The two latter datasets were created to under-
stand how user engagement with COVID-19 claims (misleading and factual)
differs from engagement with other claims (e.g., politics, violence, terrorism).
This section details our process for building the four datasets mentioned above
and the steps taken for data preprocessing and feature extraction.
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3.1 Dataset Selection

Several Twitter datasets can be found in the literature, with some designed
explicitly for misinformation analysis. These datasets include ground truth labels
of true/factual and fake/misleading for tweets, replies, and/or news articles
included in the tweets via URLs. Ground truth labels are typically assigned
manually through human annotators; however, automatic annotation strategies
are sometimes employed to reach more labeled data. Below, we discuss publicly
available Twitter datasets for misinformation analysis on different narratives
(including COVID-19) and how we leveraged them to compose the datasets
used in our analysis.

COVID-19 Tweets. We found five Twitter datasets potentially relevant
for analyzing COVID-19 misinformation, which we combined to compose our
datasets of COVID-19 misleading and factual claims.

Dataset 1. Shashi et al. [33] released a dataset2 containing 1, 736 tweets men-
tioning Coronavirus-related news articles that have been fact-checked by over
92 professional fact-checking organizations and mentioned on Snopes and/or
Poynter between January and July 2020. The tweets were classified into four
categories based on the veracity of the claims: false (N = 1, 345), partially false
(N = 315), true (N = 41), and other (N = 35). We included only the tweets
from the first two categories in our dataset of COVID-19 misleading claims,
while the true tweets were included in our dataset of COVID-19 factual claims.

Dataset 2. Schroeder et al. [32] created a dataset3 consisting of tweets linking
COVID-19 with 5G conspiracy theories. They collected COVID-related tweets
posted between January and May 2020 and filtered for those that mentioned 5G.
A random sample of 3, 000 tweets was labeled manually as either 5G-corona con-
spiracy, other conspiracy, or non-conspiracy, after which the authors automati-
cally labeled the rest of the tweets based on the subgraphs extracted from the
three groups. The resulting dataset contained ∼19K tweets promoting COVID-
19 5G conspiracies, ∼38.7K tweets promoting other COVID-related conspiracies,
and ∼157K tweets that did not promote any conspiracy. We included tweets from
the first two groups in our COVID-19 misleading claims dataset and excluded
those that did not promote conspiracies, as they contained both—factual and
misleading claims.

Dataset 3. The Covid-19 Healthcare Misinformation Dataset (CoAID)4
released by Cui and Lee [12] includes news articles and social media posts related
to COVID-19 alongside ground truth labels of fake claim and factual claim man-
ually assigned by human coders. We leveraged 484 fake claim tweets (e.g., “only
older adults and young adults are at risk”) and 8, 092 factual claim tweets (e.g.,

2 https://github.com/Gautamshahi/Misinformation_COVID-19.
3 https://datasets.simula.no/wico-graph/.
4 https://github.com/cuilimeng/CoAID.

https://github.com/Gautamshahi/Misinformation_COVID-19
https://datasets.simula.no/wico-graph/
https://github.com/cuilimeng/CoAID
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“5G mobile networks do not spread COVID-19”) tweeted by the WHO official
account.

Dataset 4. Paka et al. [27] published the COVID-19 Twitter fake news (CTF)
dataset5, consisting of a mixture of labeled and unlabeled tweets related to
COVID-19. We focused only on the labeled part, comprising 45, 261 tweets, of
which 18, 555 are labeled as genuine and 26, 706 as fake. However, the dataset was
not entirely available, and the authors released a sample of 2, 000 fake and 2, 000
genuine tweets, which we included in our datasets of COVID-19 misleading, and
factual claims, respectively.

Dataset 5. Muric et al. [26] released a dataset6 of tweets related to anti-vaccine
narratives, including falsehoods and conspiracies surrounding the COVID-19
vaccine. The dataset contains over 1.8 million tweets tweeted between October
2020 and April 2021, containing keywords indicating opposition to the COVID-
19 vaccine. Additionally, the authors collected more than 135 million tweets from
70K accounts actively spreading anti-vaccine narratives, which may restrict the
diversity of the data. To avoid this, we considered only the first part of their
dataset in our study, which contains tweets posted by various users. We included
such tweets in our COVID-19 misleading claims dataset.

General Topics Tweets. We combined four other sources of data to compose
two diverse datasets of misleading and factual claims about general topics (e.g.,
politics, terrorist conflicts, entertainment, etc.).

Dataset 6. Mitra and Gilbert [25] released CREDBANK, a large-scale crowd-
sourced dataset of approximately 60M tweets covering 96 days starting from
October 2014. All tweets were related to 1, 049 real-world news events; 30 anno-
tators from Amazon Mechanical Turk analyzed each tweet for credibility. We
selected 18 events rated certainly accurate by all 30 annotators for a total of
1, 943, 827 tweets.

Dataset 7. The Russian Troll Tweets Kaggle dataset7 contains 200K tweets
from malicious accounts connected to Russia’s Internet Research Agency (IRA)
posted between July 2014 and September 2017. A team reconstructed this
dataset at NBC News8 after Twitter deleted data from almost 3K accounts
believed to be connected with the IRA in response to an investigation of the
House Intelligence Committee into how Russia may have influenced the 2016
U.S. election.

Dataset 8. Vo and Lee [40] released a dataset9 of tweets that were fact-checked
based on news articles from two popular fact-checking websites (Snopes and

5 https://github.com/williamscott701/Cross-SEAN.
6 https://github.com/gmuric/avax-tweets-dataset.
7 https://www.kaggle.com/vikasg/russian-troll-tweets?select=tweets.csv.
8 https://www.nbcnews.com/tech/social-media/now-available-more-200-000-

deleted-russian-troll-tweets-n844731.
9 https://github.com/nguyenvo09/LearningFromFactCheckers.

https://github.com/williamscott701/Cross-SEAN
https://github.com/gmuric/avax-tweets-dataset
https://www.kaggle.com/vikasg/russian-troll-tweets?select=tweets.csv
https://www.nbcnews.com/tech/social-media/now-available-more-200-000-deleted-russian-troll-tweets-n844731
https://www.nbcnews.com/tech/social-media/now-available-more-200-000-deleted-russian-troll-tweets-n844731
https://github.com/nguyenvo09/LearningFromFactCheckers
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Politifact). The authors originally collected 247, 436 fact-checked tweets posted
between May 2016 through 2018. After discarding certain tweets (non-English,
removed by Twitter, etc.), their final dataset consisted of 73, 203 fact-checked
tweets, where 59, 208 were labeled as fake and 13, 995 as true, which we included
in our datasets of misleading and factual claims, respectively.

Dataset 9. Jiang et al. [21] released a dataset10 of 2, 327 tweets from Twitter,
labeled across a spectrum of fact-check ratings including true, mostly true, half
true, mostly false, false, and pants on fire. We focused on purely misleading and
factual claims and thus included only true (N = 231) in our factual claims
dataset, and both false (N = 1130) and pants on fire (N = 134) tweets in our
misleading claims dataset.

3.2 Data Collection & Stratified Random Sampling

First, we discarded repeated tweet IDs from the four composed datasets. We then
used the Twitter API to collect these tweets along with metadata related to the
tweets themselves (e.g., language, lists of hashtags, symbols, user mentions, and
URLs included), the users/authors of the tweets (e.g., name, profile description,
account date of creation, number of followers, number of friends), and the tweet
engagement (e.g., number of retweets and number of likes). However, we were
able to retrieve only a portion of tweets per each dataset. Many tweets were no
longer available/accessible by the time of the data collection (especially those
containing misleading claims), most likely because they had been deleted by
either Twitter or the user. Moreover, we discarded non-English language tweets
and tweets containing no text or very short texts. Upon collecting the entire
dataset, we dropped 416, 283 entries with null values for the combined engage-
ment metric—this likely was due to errors during poor parsing of the json strings
after collecting the entire datasets; nonetheless, this step left us with 2, 116, 397
total tweets (summarized in Table 1).

This data imbalance is not ideal for statistical analyses as it introduces biases,
but it is, unfortunately, part of the misinformation phenomenon. COVID-related
tweets are often misleading due to the rapidly evolving scientific research, lead-
ing to a rumor-prone environment [3]. To reduce the imbalance, we used strati-
fied random sampling to obtain sample populations representing each dataset’s
engagement distribution. In other words, instead of randomly selecting data
from each of the four datasets, we sampled subgroups, i.e., strata, of n ≈ 4, 556
from each dataset according to the distribution of combined engagement. This
n was chosen as it is 50% of the smallest population size across our datasets
(i.e., N = 9, 111 for COVID-related factual tweets) and allowed us to maintain
variability across all class sizes. We repeated this process 10 times, obtaining 10
stratified random samples of 17, 982 tweets each. Figure 1 compares the origi-
nal datasets with one of the stratified random samples, demonstrating that we
stayed true to the original distribution of engagement.

10 https://shanjiang.me/resources/#misinformation.

https://shanjiang.me/resources/#misinformation
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Table 1. Descriptive statistics of our final four datasets based on the combined engage-
ment metric.

Factual Misinformation
COVID-Related General Topics COVID-Related General Topics

N 9,111 1,243,913 828,501 32,243
nstrata 4,814 4,448 4,533 4,147
μ 368.5 9,791.6 2,214.3 3,014.7
σ 7,157.9 73,305.6 10,051.9 28,727.4
Mean Rank 2407.5 2244.5 2267.0 2074.0

3.3 Data Preprocessing

Before feature extraction, the full text of the collected tweets was preprocessed
by removing numbers (e.g., “1 million” or “12,345” become “million” and “,”),
emojis, hashtags (e.g., “#COVID”), mentions (e.g., “@WHO”), and URLs. Other
typical NLP preprocessing steps, such as tokenization, removal of stop words,
and lemmatization, were not performed, as both LIWC and sentiment analysis
packages can work with raw text.

3.4 Feature Extraction

From the cleaned dataset, we extracted a total of 126 features per tweet, includ-
ing features derived from the metadata (i.e., tweet- and user-related descriptors),
addressing sociolinguistic (e.g., cognitive and structural components, such as for-
mal and logical language) and moral frames (e.g., fairness or reciprocity), as well
as sentiment characteristics of the tweet texts.

Tweet Metadata, User Metadata, and Engagement. We extracted the
following features from the collected Twitter metadata:

– Six tweet-related features: # of likes, # of retweets, # of hashtags, #
links/URLs, # of combined engagement (i.e., # retweets + # likes), and #
of emojis in the tweet.

– Twelve user-related features: # of followers, # of friends, # of lists, # of
favorited tweets, verified (binary), presence of profile image (binary), use of
default profile image (binary) or default profile (binary), whether geolocation
is enabled (binary), whether the user has an extended profile (binary) or
background tile (binary), and # of tweets made by the user.
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Fig. 1. Comparison of the distribution of combined engagement (log-normalized) versus
the proportion of its occurrence for each dataset.

We combined likes and retweets to form an engagement metric, but it was
left-skewed, so we log-normalized it using Aldous and Jansen’s method [2].
The method suggests a 4-level scale to measure engagement on Twitter, where
retweets are the highest level of engagement (level-4) and likes are level-2. Com-
menting (level-3) is more public than liking but less than retweeting (since
retweeting is a deliberate effort to amplify the reach of the content through dif-
ferent networks), and viewing (level-1) is the most private. Our dataset lacked
engagement metrics for levels 1 and 3, so we analyzed the likes and retweets
combined as a single metric.

To capture sentiment and emotions in tweets, we implemented an emoji and
emoticon counter, but we later decided to disregard emoticons due to a high
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occurrence of false positives. Many combinations of regular punctuations were
incorrectly identified as emoticons, leading to misclassification. Therefore, we
only counted for emojis.

Sociolinguistic Analysis. We performed a sociolinguistic analysis on the col-
lected tweets using the Linguistic Inquiry and Word Count (LIWC) software
(version 2015) [28]. This tool estimates the rate at which certain emotions,
moods, and cognition (e.g., analytical thinking) are present in a text based on
word counts (e.g., the words “nervous,” “afraid,” and “tense” counted as express-
ing anxiety). More specifically, we extracted 93 features related to emotional,
cognitive, and structural components from the collected tweets, including:

– Four language metrics: total number of words, average number of words
per sentence, number of words containing more than six letters, and number
of words found in the LIWC dictionary.

– Eighty-five dimensions, including function words (e.g., pronouns, articles,
prepositions), grammar characteristics (e.g., adjectives, comparatives, num-
bers), affect words (e.g., positive and negative emotions), social words (e.g.,
family, friends, male/female referents), cognitive process (e.g., insight, cer-
tainty), core needs (e.g., power, risk/prevention focus), time orientation (e.g.,
past/present/future focus), personal concerns (e.g., home, money, death),
informal speech (e.g., swear words, netspeak), and punctuation (e.g., peri-
ods, commas, question marks). These features reflect the percentage of total
words per dimension (e.g., “positive emotions” equal to 7.5 means that 7.5%
of all words in the tweet were positive emotion words).

– Four summary variables expressed in a scale ranging from 0 (very low)
to 100 (very high): (i) analytical thinking; (ii) clout; (iii) authenticity; (iv)
emotional tone.

Moral Frames Analysis. We measured moral frames using the moral founda-
tions dictionary [15] dictionary in LIWC. Based on moral foundations theory [17],
the authors aggregated 295 words for each of five moral intuitions encompass-
ing 11 total features, which encompass psychological preparations for reacting
to issues about harm/care, fairness/reciprocity, ingroup/loyalty, author-
ity/respect, and purity/sanctity.

Sentiment Analysis. For sentiment analysis, we used VADER [14], a rule-
based NLP library available with NLTK [22]. Among the outputs generated by
VADER, we used the compound score, a uni-dimensional normalized, weighted
composite score. A compound score ≥ 0.05 denotes a positive sentiment, between
−0.05 and 0.05 denotes a neutral sentiment, and ≤ −0.05 denotes a negative
sentiment. We extracted three binary sentiment features for each collected tweet:
positive, negative, and neutral.
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3.5 Correlation Analysis

To investigate the correlation of engagement with COVID- and non-COVID-
related misinformation and factual tweets (RQs 3 and 4), we used Pearson’s cor-
relation coefficient, r, to measure feature importance. However, as r only captures
linear relationships, we employed another method to identify non-linear corre-
lations. We used the Alternating Conditional Expectations (ACE) algorithm to
find each feature’s fixed point of Maximal Correlation (MC). The ACE algorithm
transforms variables to maximize r for the dependent and independent variables,
making it robust against noisy data and capable of detecting non-linear correla-
tions more accurately than r [13]. Note that MC ranges from 0 to 1, indicating
the polarity of the correlation. We used this method to supplement our analysis
and provide a more comprehensive understanding of the relationships between
engagement and tweets on COVID- and non-COVID-related misinformation and
factual information.

Additionally, the Pearson correlation coefficient is biased such that the simple
mean of r of all 10 samples would underestimate the true r. Therefore, performing
a Fisher z-transformation correction of the rs allows us to reduce bias and more
accurately estimate the population correlation [10]. In other words, we report
the average Pearson’s correlation coefficient, rz, i.e., the inverse z-transform of
the averaged z-values over all the 10 samples. Additionally, we rely on the Fisher
method by the sum of logs to combine the p-values obtained for each sample into
a single metric.

4 Results

This section details the statistical and correlation analyses performed on our
curated dataset to answer each of our four research questions and their results.
All statistical tests were performed based on a 1% significance level (α = .01).
Tables 2 and 3 summarize our results.

4.1 RQ1: Are COVID-19 Misinformation Tweets More Engaging
Than COVID-19 Factual Tweets?

We investigated the difference in engagement between factual and misinforma-
tion tweets related to COVID-19. Firstly, we checked whether the combined
engagement metric for factual and misinformation tweets followed a normal
distribution using the Shapiro-Wilk (p < .001) and D’Agostino’s K-squared
(p < .001) tests. The results showed that the distribution was non-normal
and heavily skewed towards zero for most tweets. Additionally, we found that
the distribution was not homogeneous between the two groups (W = 378.89,
p < .001), so we used non-parametric tests to analyze the log-normalized
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combined engagement metric for each group. The Two-Sample Kolmogorov-
Smirnov test results indicated that the engagement distribution of COVID-19
factual tweets was significantly different from that of COVID-19 misinformation
tweets (KS = 0.21, p < .001). These results were consistent across all stratified
random samples, indicating that the strata adequately reflected the distribution
of combined engagement.

Table 2. Summary results for statistical tests conducted on engagement metrics and
bot/user account labels.

Data Measure Measurement Statistics

Combined Engagement
(raw)

Shapiro-Wilk Factual COVID-Related W = 0.7875***

Misinformation General Topics W = 0.8946***
Factual General Topics W = 0.9374***
Misinformation General Topics W = 0.7969***

Combined Engagement
(log-norm)

Levene Factual vs. Misinformation COVID-Related W = 378.89***
Factual vs. Misinformation General Topics W = 359.59***

Two-Sample Kolmogorov-Smirnov Factual vs. Misinformation COVID-Related K2 = 0.2133***
Factual vs. Misinformation General Topics K2 = 0.3459***

Mann-Whitney U Factual vs. Misinformation COVID-Related U = 7, 662, 279***, r = 0.35

Factual vs. Misinformation General Topics U = 5, 725, 193***, r = 0.31

*** Significant at p < .001

A comparison of the mean distribution of factual and misinformation
tweets was desirable, given the notable differences in the overall populations
(μCOV ID,factual = 368.5 and μCOV ID,misinfo = 2, 214.3. However, due to the
non-normality and skew of these variables, we opted to conduct the Mann-
Whitney U-test and compare the mean ranks of the two samples. For each strata,
factual COVID-19 tweets (n = 4, 814) had a larger average mean rank (2, 407.5)
than misinformation tweets (n = 4, 533, μrank = 2, 267.0). Therefore, the com-
bined engagement of the factual tweets was statistically and significantly higher
than the misinformation tweets U = 7, 662, 279, p < .001), indicating that fac-
tual COVID-19 tweets tend to be more engaging than COVID-19 misinformation
tweets. Given that Umax = nstrata,1 × nstrata,2 = 21, 821, 862, we can convert
the U-statistic to an effect size, r = U/Umax = 0.35. In simpler words, there is a
medium probability that a combined engagement value from the factual tweets
will be greater than misinformation tweets.

COVID-19 factual tweets were statistically and significantly more engag-
ing than misinformation tweets about COVID-19.

4.2 RQ2: Are General Topic Misinformation Tweets More Engaging
Than General Topic Factual Tweets?

We repeated the analyses conducted for RQ1, finding that the combined engage-
ment metrics also do not follow normal distribution based on the Shapiro-Wilk
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(p < .001) and D’Agostino’s K-squared (p < .001) tests, and that the distribution
of the data was not homogeneous for the two groups (W = 359.59, p < .001).
The Two-Sample Kolmogorov-Smirnov test also showed that the distribution
between factual and misinformation general topic tweets was significantly differ-
ent (KS = 0.35, p < .001).

The Mann-Whitney U-test revealed that the average mean rank for combined
engagement was higher for factual general topic tweets (n = 4, 448, μrank =
2, 244.5) compared to misinformation tweets (n = 4, 147, μrank = 2, 074). As a
result, we concluded that factual general topic tweets have significantly higher
combined engagement than misinformation tweets (U = 5, 745, 193.0, p < .001).
The U-statistic was converted to an effect size of r = 0.31, suggesting a medium
probability that combined engagement from factual general topic tweets will be
higher than that of misinformation tweets.

Factual tweets were statistically and significantly more engaging that
misinformation tweets about general topics.

4.3 RQ3: Which Features Are Most Correlated with Engagement
in COVID-19 Vs. General Topics Misinformation Tweets?

Our correlation analysis found that only a few of the extracted features were
strongly correlated (rMC,z ≥ 0.5) with the log-normalized combined engagement
metric. For COVID-related misinformation combined engagement, we observed
a strong correlation with LIWC-based grammar features (i.e., use of informal
speech, punctuation, impersonal pronouns) and word count, with correlation
coefficients ranging from [0.50, 0.75]. On the other hand, for general topic mis-
information, only three features showed a strong correlation, all related to user
metadata: the number of followers (rMC,z = 0.73), the number of public lists of
which that a user is a member (rMC,z = 0.66), and whether the user is verified
(rMC,z = 0.53).

The top features related to engagement for COVID-19 and general top-
ics misinformation were, respectively, the tweet’s grammar (e.g., use of
informal speech) and user metadata (e.g., verified user).

4.4 RQ4: Which Features Are Most Correlated with Engagement
in COVID-19 Vs. General Topics Factual Tweets?

Compared to the other groups, factual COVID-related tweets showed several
strong correlations. The highest correlation (rMC,z = 0.91) was using third-
person singular words, a feature not strongly correlated with any other group,
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Table 3. Summary of correlation analysis between the log normalized combined
engagement metric and all features. Only rz values indicating a moderate correlation
(> 0.5) and with a combined MC p-value < .01 are shown.

Feature Type Feature rz (MC) rz

Factual: COVID-Related
LIWC Affective Processes 0.53 0.71

All Punctuation -0.05 0.58
Assent (Informal Language) 0.65 0.74
Clout 0.36 0.56
Colon (Punctuation) 0.34 0.54
Dictionary Words 0.13 0.56
Past Focus 0.49 0.66
Informal Speech 0.62 0.72
Insight (Cognitive Processes) 0.32 0.68
Male Referents (Social Words) 0.77 0.88
Netspeak (Informal Language) 0.66 0.77
Positive Emotion (Affect Words) 0.52 0.78
Person Pronouns (Linguistic Dimensions) 0.31 0.56
Question Marks (All Punctuation) -0.31 0.53
Reward (Drives) 0.33 0.67
Sad (Affect Words) 0.48 0.65
3rd Person Singular (Function Words) 0.81 0.91
Words > 6 Letters -0.26 0.59
Social Words 0.41 0.63
Time (Relativity) 0.21 0.51

Sentiment VADER Compound 0.19 0.66

Factual: General Topics
LIWC Assent (Informal Speech) 0.36 0.68

Colons (All Punctuation) 0.20 0.52
Informal Speech 0.29 0.62
Netspeak (Informal Speech) 0.32 0.63
Prepositions (Function Words) 0.02 0.54

Misinformation: COVID-Related
LIWC Assent (Informal Speech) 0.26 0.75

Colons (All Punctuation) 0.34 0.75
Informal Speech 0.19 0.69
Impersonal Pronouns 0.06 0.64
Netspeak (Informal Speech) 0.26 0.73
Quotation Marks (All Punctuation) 0.10 0.50
Word Count -0.10 0.51

Misinformation: General Topics
User Metadata Followers Count 0.28 0.73

Listed Count 0.30 0.66
User Verified 0.53 0.53
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while the second-highest correlation (rMC,z = 0.88) was related to male referents.
Additionally, factual COVID tweets were strongly correlated with effective pro-
cesses (rMC,z = 0.71) and emotion, as measured by LIWC (rMC,z,positive = 0.78
and rMC,z,sad = 0.65) and VADER (rMC,z = 0.66). Only one LIWC summary
variable, Clout (rMC,z = 0.71), indicated confidence and leadership in writ-
ing and appeared among any of the groups. In contrast, factual general topics
tweets only strongly correlated with LIWC’s grammar features, such as informal
speech, punctuation, and prepositions, similar to the strongly correlated features
for COVID-related misinformation.

The top features related to engagement for COVID-19 factual tweets
pertained to grammar (e.g., use of netspeak), emotion (both positive
and negative), and the writer’s confidence, whereas general topic tweets
pertained solely to grammar (e.g., use of colons or prepositions).

5 Discussion

In this paper, we set out to answer four research questions relating to COVID-
19 and general topics tweets as a function of the combined engagement metric.
This section summarizes the takeaways and limitations of our work and suggests
possible future research directions.

First, it is essential to note that distinguishing between factual and misinfor-
mation tweets is challenging as research has shown that automatic detection of
misinformation is a nuanced and open research problem in the machine learning
field [44] and social media platforms are inherently rooted in big data that is
unstructured and noisy [35]. Such problems exacerbate the difficulty of detecting
misinformation. The digital revolution and the integration of social media into
our daily lives have been leveraged as tools for the faster propagation of disinfor-
mation campaigns. Research has shown that humans are poor at detecting decep-
tion [16], and our ability to detect digital fake news is “bleak” [42]. Understanding
how machines can detect highly engaging dis/misinformation will provide a first
line of defense against deception in the online sphere. Government agencies and
organizations can use this knowledge to convey critical public health informa-
tion to the general populace. For example, with respect to the Italian Ministry
of Health, Lovari [23] found that keeping the public constantly informed via dis-
semination of information in understandable forms (e.g., data and visuals) helps
reduce the spread of misinformation.

Therefore, the primary purpose of this work was to point researchers toward
potentially impactful metadata that could give inklings towards purposeful
or unintentional false information. Importantly, we found that misinformation
tweets about general topics strongly correlated with the users’ metadata; these
features all contained a positive polarity in terms of rz, potentially indicating
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that influential users were responsible for generating engagement with general
topics misinformation.

Assuming that real Twitter accounts are more likely to be verified and have
several followers, we can infer that misinformation tweets by seemingly real and
influential users can offer a perceived sense of credibility. However, this can be
even more deceiving to the average user in the context of misinformation [44].

As such, the semantic content of the tweet itself (based on LIWC anal-
ysis) appears not to be relevant to engagement (except for factual COVID
tweets). Instead, the syntax was highly correlated with engaging tweets for fac-
tual COVID tweets and factual and misinformation general topics. Interestingly,
we found that tweet sentiment was not relevant to predict engagement, except
in the context of truthful COVID-related tweets.

In stark contrast, we found that engagement with COVID-related factual
tweets differed from engagement with other types of tweets. Engagement with
factual tweets was highly correlated with sentiment and cognitive processing-
related keywords, indicating that tweets appealing to pathos were more engaging.
In contrast, fewer complex words (i.e., > 6 letters) and question marks were asso-
ciated with high engagement (strong MC correlation—rMC,z = 0.59 and 0.53,
respectively), suggesting that clear and straightforward language drives engage-
ment with misinformation. This highlights the importance of understanding and
addressing different types of misinformation on a per-issue basis rather than
lumping them together.

We also found that factual tweets were statistically more engaging than mis-
information tweets, regardless of the tweet’s context (general topics or COVID-
19). To our knowledge, our study is the first to analyze engagement in COVID
tweets relative to veracity and other topics. Surprisingly, we did not find that
the # of ULRs in the tweet was a strongly correlated feature. We suspected
that URLs could increase the veracity of the information presented in the tweet,
thus helping distinguish factual information from misinformation and reinforcing
false claims in misinformation tweets, increasing their engagement.

5.1 Limitations & Future Works

In light of the contributions made by our research, it is incumbent upon us
to acknowledge the concomitant limitations of our study and delineate potential
paths for future exploration. This section discusses these limitations and outlines
promising trajectories for further research.

Dataset Imbalance and Representativeness. Our dataset was imbalanced,
with factual general topics and COVID-related misinformation dominating over
factual COVID-related and general misinformation tweets. We generated 10
stratified random samples to address this issue, but factual COVID tweets lacked
variety and exhibited stronger correlations than the other groups. This limits the
generalizability of our findings and could lead to overfitting in machine learning
models. Future studies could generate larger synthetic datasets or adopt down-
sampling strategies to overcome this.
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Our meta-analysis of nine datasets included 2.1M tweets, but we could not
collect some tweets removed by Twitter, potentially favoring high-engagement
factual tweets. Future studies could conduct a time-series analysis of tweets to
understand the relationship between engagement and truthfulness and identify
factors contributing to tweet removal.

Although we demonstrated the impact of different meta features on engage-
ment in tweets, future studies could take a more nuanced approach by comparing
the impact of veracity and tweet context across different topics, such as COVID
and measles vaccine hesitancy, or specific events and controversies associated
with misinformation, such as the 2020 U.S. General Election.

Feature Engineering, Feature Selection, and Classification Models.
Our research provides a foundation for future studies in machine learning, but
there are still many other features to explore beyond the ones we analyzed. For
example, studies have found that emojis can help determine Twitter sentiment,
and automated feature extractors like Word Embedding, TF-IDF, Word2Vec,
BERT, and GloVe could be used to predict misinformation and tweet engage-
ment. Additionally, investigating how tweets are written may be a more straight-
forward approach than fact-checking every claim.

While previous works have studied the prevalence of COVID-19 misinforma-
tion on Twitter and characterized the role of bots in spreading misinformation,
more research should examine how automatic adversaries spread misinformation.
Investigating demographic attributes and their impact on engagement with false-
hoods may also prove fruitful.

Two similar features were deemed negatively correlated with engagement
for misinformation and factual COVID-related tweets: the tweet’s length, as
measured by word count, and the use of words > 6 words. Historically, we
have seen the use of short texts, lots of images, a touch of sex, and a tendency
towards sensationalism used as a recipe for propaganda success, leveraged by
the KGB, Stasi, and CIA [29]. The presence of an image and the amount of
text (and, therefore, information that a user must process) in a tweet might be
leveraged by both disinformation campaigns and reputable sources alike to help
users quickly digest information. Additionally, this suggests that users are likelier
to engage with an image over words, especially considering that sociolinguistic
and sentiment features were not of utmost importance in predicting engagement.
While we did not measure for the presence of an image, few studies (e.g., [7])
have conducted exploratory research on visual misinformation videos, and we
advise future work to consider this dimension in their work.

Another limitation of our study was our reliance on pairwise correlation anal-
ysis. Future work could benefit from utilizing multivariate analyses such as prin-
cipal component analysis (PCA) to identify the most relevant features tailored
to specific models. Additionally, examining the correlation between groups of
features could help in the feature selection process.
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6 Conclusion

This paper curated a dataset of 2.1M COVID-19- and non-COVID-related misin-
formation and factual tweets to investigate misinformation as a function of verac-
ity, content, and engagement. Via the use of statistical and correlation analyses,
we offer the following conclusions: (i) misinformation tweets were less engaging
than factual tweets; (ii) features for general and COVID-related tweets varied in
correlation to engagement based on veracity; for example, user metadata features
(e.g., followers count) were most strongly associated with engagement for gen-
eral misinformation, which COVID-related misinformation correlated most with
grammar-related features present in the tweet’s text. We propose several direc-
tions and suggestions for future works on misinformation in the online sphere.
In particular, our insights on what features can aid with predicting high engage-
ment can be leveraged for defense approaches against misinformation, such as
increasing the engagement of factual tweets, especially those coming from ver-
ified government accounts and reputable organizations (e.g., WHO, NIH), thus
contributing to factual public health information reaching the masses.
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Abstract. Several methods for detecting fake news using machine learn-
ing have been proposed. Previous studies have only focused on a limited
dataset, and few researchers have proposed versatile models that can be
applied to various fields. In this study, we focus on common features of
multiple datasets. The three datasets consisted of 27442 real news and
28359 fake news. Feature extraction is based on attention weights in
the BERT (Bidirectional Encoder Representations from Transformers)
model. Comparing the top words in each dataset to each other, only 15
words 14%) of the total are common. To evaluate the generality, each
dataset was classified using models trained on the other dataset. As a
result, detection accuracy was found to be greatly reduced and almost
impossible to classify. This indicates that the detection model using the
fine-tuning model of BERT is dependent on features of the training data.
We also observed that the proportion of words commonly focused on
classifying fake news was small. The high number of sub-words at the
top of the aggregate results did not allow for adequate analysis of word
characteristics. In the future, we have to improve the accuracy of the
detection model and modify the feature extraction method to improve
the versatility of the fake news detector.

Keywords: fake news · BERT · NLP

1 Introduction

During the 2016 US presidential election, the term “fake news” began to attract
attention as various false information spread on social media on a large scale
[13]. COVID-19, which occurred in 2019, has also had a major impact on society
as untrue information spreads on social media.

In order to reduce the impact of fake news on society, methods to detect
fake news using machine learning models have been studied. In previous studies,
models using natural language processing technology and deep learning have
been proposed [6,11,15]. Many of these studies examine fake news related to
specific genres [14,20]. Examples include politics, gossip, and the novel coron-
avirus disease. In previous research, many models with high accuracy have been
proposed [4,9]. Most of those studies split a specific dataset into training and
test data for evaluation. In addition, related studies exist that test detection
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
B. Arief et al. (Eds.): SocialSec 2023, LNCS 14097, pp. 23–37, 2023.
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accuracy by creating datasets that combine data such as politics, health, sports
and entertainment [11], However, few detection models have been proposed to
evaluate generality.

There are many types of information in modern society, a detection model
that can handle more types is required. For example, implementing a detection
model on SNS and considering a mechanism to warn viewers that possible fake
news, it should work regardless of category. In that case, a model that increases
false positives in categories not used for training is not practical. In addition,
as a feature analysis of fake news datasets, studies that visualize frequent words
using word clouds have been reported [6,9]. A word cloud is a mechanism that
displays and visualizes words that appear frequently in a specified text. However,
words with high frequency are not the only words that influence machine learn-
ing models. The words that machine learning models look for when classifying
are not determined by simple frequency of occurrence. They are determined by
reading the context.

In addition, no studies have been reported to evaluate which words in fake
news the machine learning model focused on for classification. Therefore, in
this study, we use the BERT model to analyze the common words of interest
in classifying fake news using machine learning. BERT is one of the natural
language processing models, and a model that has been pre-trained using a
large amount of data has been published [8]. As the model is pre-trained, highly
accurate classification results can be obtained even with small amounts of data.
BERT uses a deep learning model called Transformer. Multi-Head-Attention
included in Transformer is a mechanism that weights one sentence from multiple
angles, and can obtain weights with higher accuracy than conventional attention
models [12].

Therefore, in this study, we quantified the weight of Multi-Head-Attention
of BERT and analyzed words with large weight. As far as the authors know,
this is the first attempt to analyze the weights of Multi-Head-Attention for fake
news detection models. We also evaluated that the fake news detection model
depends on the features of the training data. The contributions of this paper are
as follows.

1. We quantified the weight of Multi-Head-Attention of BERT and analyzed
what kind of words are attracting attention.

2. As a result of arranging and comparing the top 40 words for each data set, 15
words, or 14%, of the total 120 words are duplicated between data sets. We
confirmed that the percentage of words that received attention was small.

3. Accuracy is less than 0.5 in classifying other datasets with a trained model
that had an accuracy of 0.99.

4. We evaluated that the fake news detection model depends on the features of
the training data by combining three datasets with different features.
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2 Related Work

Due to the spread of social media, information of unknown truth is easily spread.
However, evaluating their authenticity is very difficult. Therefore, various meth-
ods such as natural language processing technology and machine learning have
been proposed to detect fake news.

Ahmed et al. proposed an online fake news detection model using a linear
SVM classifier [4]. This study used a representative dataset for fake news clas-
sification, called ISOT FAKENEWS, with an accuracy of 0.92. Sastrawan et
al. also proposed a CNN-RNN based deep learning detection model. The accu-
racy of this method on the ISOT FAKENEWS dataset was 0.99 [17]. Samadi
et al. proposed an embedding layer consisting of pre-trained models of BERT,
RoBERTa, GPT2, and Funnel Transformer, followed by a model that connects
CNN. Accuracy of this method on the ISOT FAKENEWS dataset was over 0.99
[16]. Kaliyar et al. proposed a detection model called FakeBERT, which com-
bines BERT and CNN. Accuracy is 0.99 in the classification of datasets related
to the US presidential election [10]. Rai et al. proposed a model in which the
output of BERT is connected with LSTM. A data set called FakeNewsNet was
classified, and a higher Accuracy value than the previous research on the same
data set was reported [15].

These studies divided the target dataset into training data and test data,
conducted experiments, and proposed models with high accuracy. They showed
that the fake news detection model using machine learning is effective for a
specific dataset. As for the analysis of the features of datasets, many studies
extract frequently occurring words, and most studies focus on detection accuracy.
However, the result of extracting the features of fake news can be reflected in the
training data, it may lead to the improvement of versatility. Therefore, in this
research, in order to investigate important words in fake news detection using
machine learning, we quantify the weight of Multi-Head-Attention and aggregate
the words that are attracting attention in classifying fake news. We also classify
datasets with three different features. Evaluation whether the training model of
each dataset is effective for classification of another dataset, and examine the
dependence of the fake news detector on the training data.

3 Related Techniques

This section describes the BERT model, fine-tuning, and Multi-Head-Attention
of the natural language processing technology used in this research.

3.1 BERT Model

BERT (Bidirectional Encoder Representations from Transformers) is an
advanced pre-trained natural language processing model. Designed to remove
one-way constraints using a Masked Language Model (MLM) and pre-train deep
two-way representations from unlabelled text. Devlin et al. obtained high results
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in each task of GLUE (General Language Understanding Evaluation), a standard
benchmark for natural language processing in the English-speaking world [8]. In
addition, Devlin et al. proposed two types of BERT models, BERTBASE and
BERTLARGE , and Table 1 shows the details of the parameters. In this study,
experiments are performed using the BERTBASE model used in previous studies
[10,15].

Table 1. Parameter of BERT model

Parameter name BERTBASE BERTLARGE

Layer num 12 24
Hidden layer 768 1024
Attention Heads 12 16
Parameter num 110M 340M

3.2 Fine-Tuning

BERT has two steps: pre-training and fine-tuning [8]. In pre-training, learning is
performed using a large amount of unlabeled data. In fine-tuning, a classification
model corresponding to specific data is created by giving the type of labeled data
to be learned to the parameters of the pretrained model. By using the parameters
of a pre-trained model as initial values, a highly accurate classification model can
be obtained even with relatively small amounts of training data. The pre-trained
model of BERT created by Devlin et al. has been published [7]. Figure 1 shows
the fine-tuning mechanism for the binary classification task, where E is the input
embedding, Trm is the transformer, and T is the contextual representation of
the token. In this research, fine-tuning is performed using a pretrained model of
BERT called bert− base− uncased.

Fig. 1. Fine-tuning model of Devlin et al. multi-class classification task [8]
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3.3 Multi-Head-Attention

The BERT model uses a deep learning model called Transformer, which was
announced by Vaswani et al. in 2017 [19]. The Transformer is based on the
encoder-decoder model shown in Fig. 2, in which Self-Attention is incorporated.

Fig. 2. Transformer model of Vaswani et al. [19]

Self-Attention is a model proposed in Lin et al. research. That mechanism can
quantify the weight of the embedded word in embedding vectorized sentences in
the hidden layer [12]. Multi-Head-Attention is a mechanism to obtain the final
output by repeating Self-Attention for the set number of layers and multiplying
the obtained outputs. In this research, we quantify the weight vector of Multi-
Head-Attention by normalizing it, and aggregate the words that are noticed
during classification.

4 Evaluation Method

4.1 Overview

Figure 3 shows the evaluation procedure. Evaluation is divided into three phases:
training phase, detection accuracy comparison phase, and combination detec-
tion phase. Evaluation uses three datasets with different categories. Data pre-
processing each datasets and split it into training and test data. We create
a trained model in the training phase. In the detection accuracy comparison
phase, we compare the detection accuracy with previous studies. At that time,
the weight of Multi-Head-Attention is quantified. Finally, in the combination
detection phase, we confirm the detection accuracy for test data of different
categories. The details of each procedure are explained below.
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Fig. 3. Evaluation procedure

4.2 Data Pre-processing

In the data pre-processing, stopwords removal, data cleansing, tokenizing, and
data set partitioning are performed for each data set. Stopwords were installed
from the NLTK (Natural Language Toolkit) library and deleted from the text [5].
In data cleansing, blank lines in the dataset were deleted, and items other than
REAL or FAKE labels and text were deleted. In addition, comment-outs, URLs,
and special symbols that have no meaning in the text were deleted using regular
expressions. Word segmentation was performed using Wordpiece-Tokenizer, a
tokenization algorithm for BERT published in Huggingface [1]. The dataset was
randomly split into training and test data in a ratio of 8:2.

4.3 Detection Accuracy Comparison Phase

Using a BERT fine-tuning model as a classifier, we create a trained model and
compare detection accuracy. The BERT fine-tuning model is based on the pub-
lished basic model shown in the Fig. 4 with the Linear module added.

Mini-batch learning is performed by setting hyper parameters such as the
number of epochs and batch size. Each hyper parameters are shown in Table 2.

Table 2. Hyper parameters

ISOT COVID-19 FA-KES

Batch size 128 64 16
Epochs 3 14 8
Max length 256 50 256
Optimizer Adam
Learning rate 0.00005
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Fig. 4. Evaluation model

The optimizer and learning rate were selected from among the basic parameters
given in the work of Devlin et al. [8]. For batch size, number of epochs, and
data length, values with low validation loss were selected through preliminary
experiments. Classification is performed using the same parameters as training,
and its accuracy is compared with previous studies for each datasets.

During classification, the Multi-Head-Attention weights of each text are
quantified and the top five words are extracted and aggregated for each con-
fusion matrix.

4.4 Combination Detection Phase

We detect fake news using two different trained models in the detection accuracy
comparison phase. These results are compared with the classification results of
the detection accuracy comparison phase.

5 Evaluation Experiment

5.1 Dataset

In this study, we used three datasets of different genres. Table 3 shows the break-
down of the divided datasets.

Table 3. dataset

dataset name training data test data
REAL FAKE REAL FAKE

ISOT FAKENEWS 17172 18709 4243 4772
COVID-19 4480 4080 1120 1020
FA-KES 338 315 89 63
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ISOT FAKENEWS. This is a dataset of English fake news proposed by
Ahmed et al. Real news was collected from Reuters.com and fake news from
unreliable websites flagged by Politifact and Wikipedia [4]. The number of data
is approximately 44,000. It contains information such as article titles, texts, and
article publication dates, and is mostly global news and political news.

COVID-19. A dataset of fake news about COVID-19 proposed by Patwa et al.
Collected from 10700 social media posts and articles such as Facebook, Twitter
and Instagram [14]. Real news is collected from official accounts such as WHO
(World Health Organization) and information sent from medical institutions
such as CDC (Centers for Disease Control and Prevention). On the other hand,
fake news is collected from information about the new coronavirus infectious
disease that has been determined to be fake news by famous fact-checking sites
such as PolitiFact, Snopes, and Boom live. There are 5600 real news and 5100
fake news.

FA-KES. A dataset of fake news related to the Syrian conflict proposed by
Fatima et al., which consists of 804 news articles [2]. Article credibility is judged
based on information obtained from VDC (Violations Documentation Center)
of Syria.

5.2 Environment

Table 4 shows the environment used in the experiment, and Table 5 shows the
main libraries used. WordPieceTokenizer and bert-base-uncased-vocab, which
are used in BERT pre-training, were used as the tokenizer and vocabulary,
respectively. Bert-base-uncased-vocab contains about 30000 words.

Table 4. Environment

CPU Core i7-9700K 3.60 GHz
Memory 64 GB
GPU NVIDIA GeForce RTX 2080 Ti
OS Windows10 Home
Programing language Python3.8.9

Table 5. Library

machine learning library PyTorch 1.7.1 scikit-learn 1.0.2
Tokenizer Wordpiece Tokenizer
Pre-train model bert-base-uncaced
Vocab bert-base-uncased-vocab
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5.3 Experiment Content

Experimental Conditions. For each dataset, we extracted training data and
test data by label of FAKE and REAL, and combined them to create training
data. test data was also created by the same process, and the same process was
performed for each datasets. 20% of the training data was used as validation
data.

Comparative Experiment. We compared the detection accuracy of fake news
using a trained model of BERT with previous studies [3,14,16–18]. In some of
the previous studies, the experimental conditions and hyperparameters were not
publicly available and could not be matched. In addition, in order to investi-
gate the words attracting attention in fake news classification, we quantified the
weight of Multi-Head-Attention in each dataset. Numericalization of weights was
performed by the following method.

1. Weights were quantified for each text.
2. The weight of Self-Attention given to each word was extracted 12 times, and

the weight of Multi-Head-Attention was calculated by averaging the weight
of each word.

3. Only words with a standardized weight value of 0 or more were targeted, and
only the top 5 words with the highest weight were extracted, and aggregated
by test data.

4. Special tokens such as “[SEP]” and “[UNK]” were excluded from the aggrega-
tion.

Furthermore, in order to confirm that the fake news detection model depends
on the features of the training data, we evaluated 6 patterns by combining the
3 trained models and the test data. Since the data length differs depending on
the dataset, it was set according to the data length of the test data.

5.4 Experimental Result

We confirm the results of comparison with previous studies in the fake news
detection model, aggregate the weights of Multi-Head-Attention, and confirm the
detection accuracy between different datasets. Figure 5, Fig. 6 and Fig. 7 show
the results of comparison with previous studies for each datasets. The vertical
axis of each graph is the classification model, and the horizontal axis is the value
of each evaluation index. In this study, we focus on Accuracy and F1 to evaluate
the accuracy of the detector. Regarding the results of ISOT FAKENEWS, the
Accuracy of this study was 0.99 and the F1 was 0.99, which is a high result,
confirming that the classification was done to the same extent as the previous
study.
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Fig. 5. Comparison with previous study of ISOT FAKENEWS

Regarding the results of COVID-19, the accuracy of this study was 0.91 and
the F1 was 0.90, confirming a slightly lower accuracy than the previous study
by Samadi et al.

Fig. 6. Comparison with previous study of COVID-19

Regarding the results of FA-KES, Accuracy in this study was 0.52 and F1 was
0.40, confirming that classification is almost impossible. In the previous study
by Fatima et al., accuracy was 0.74 and F1 was 0.78 even with the text-based
detector, resulting in significantly inferior accuracy in this study.
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Fig. 7. Comparison with previous study of FA-KES

Figure 8 shows a comparison between the results of evaluation by combining
the test data and the trained model and the evaluation results with the same
data set. The vertical axis represents the combination of the test dataset and
the trained model, and the horizontal axis represents the value of the evaluation
index. In addition, the part surrounded by the frame shows the evaluation result
with the same data set previously performed. The results of all six combination
experiments showed that no combination improved both accuracy and F1 values
compared to the same type of data set.

Fig. 8. Result of combining the test data and the trained model

The words that received attention in Multi-Head-Attention were tabulated
for each dataset. The top 40 words aggregated from the text data classified as
True Positive are shown in the Table 6. Background colors were applied to words
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that were duplicated in two or more datasets. As a result of tallying up to the
top 40 words, 15 words, or 14%, of the total 120 words were duplicated between
datasets.

Table 6. Top 40 words with the highest number of times Multi-Head-Attention weights
in each datasets

RANK ISOT COVID19 FA-KES RANK ISOT COVID19 FA-KES
1 trump corona ##s 21 donald ##n monday
2 said ##vid al 22 watch ##p ##or
3 would ##virus reported 23 states fact countryside
4 ##s 19 ##e 24 ##ing facebook injured
5 hillary trump 2011 25 ##st said casualties
6 com ##e damage 26 back ##t according
7 time people conflict 27 bu vaccine ##ad
8 ##e ##19 said 28 obama china says
9 yo lock killing 29 also b th
10 ##t says group 30 twitter test nu
11 sh ##de would 31 candidate italy ##r
12 one president ##a 32 years news twitter
13 says co observatory 33 times virus attack
14 via shows government 34 aft health ou
15 like claim 10 35 w media ##t
16 th ##o source 36 ou testing houses
17 people ##s people 37 clinton video members
18 new w control 38 republican ##han 11
19 ##ed pan statement 39 21st patients one
20 featured india also 40 press ##ing 2016

6 Discussion

6.1 Versatility of BERT Fine-Tuning Model

As a result of the experiment, it was confirmed that there are high-accuracy
datasets and low-accuracy datasets in the BERT fine-tuning model. In particular,
the results of FA-KES show an F1 of less than 0.5. This means that the BERT
fine-tuning model is limited in the types of datasets that can be detected. For
more difficult datasets, we consider it necessary to combine them with other
machine learning models and pre-training with more data. In addition, as a
result of combining the trained model and test data and evaluated, almost all
combinations decreased detection accuracy. From the above, we believe that
there is room for improvement regarding the versatility of the BERT fine-tuning
model.
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6.2 Commonalities of Fake News

A comparison of the top 40 words in each dataset showed that, with the exception
of sub-words, only three words overlapped in the three datasets. Many other
words were also confirmed to be in line with the characteristics of each dataset.
This means that there are few common features in the words of interest for
detecting. However, the detection accuracy was low in FA-KES. Therefore, if
the detection accuracy is improved by pre-training and the weights of Multi-
Head-Attention are aggregated, there is a possibility that words different from
those in the present study will be focused on.

6.3 Study Ethics

All three datasets used in this study are publicly available. In addition, the
library used to implement the BERT fine-tuning model is also available free of
charge. Therefore, to construct an environment similar to this research is easy,
and we think that the reproducibility of this research is high.

6.4 Study Limitations

In this study, in order to quantify the weight of Multi-Head-Attention, we con-
ducted an experiment using a BERT fine-tuning model. However, there are data
sets with low detection accuracy, and there is room for improvement such as
combining with other machine learning models for detection accuracy. In addi-
tion, since we used the word list provided for the BERT model in this research,
we were not able to aggregate using all the words included in the dataset. could
not be confirmed. To perform pre-learning using the dataset used in the experi-
ment and create vocabulary, it may be possible to extract features different from
this study.

7 Conclusion

In this study, we focused on the weight of the Multi-Head-Attention of the BERT
model, and aggregated what words were paid attention to detecting fake news.
As a result, the data sets are different, the words to be focused on during detec-
tion are also different, indicating that there are few features common to fake
news. By combining three datasets with different features, we show that fake
news detection using fine-tuning model of BERT depends on the features of the
training data. Since this is the first study to quantify and analyze the weight
of Multi-Head-Attention in a fake news detection model, provided new knowl-
edge regarding the improvement of text-based fake news detection models. A
future issue is to improve the versatility of the detection model. We will create
a pre-learning model for BERT, create a vocabulary for fake news, and combine
it with other machine learning models to improve versatility. In addition, not
only sentences but also senders of the information are important information
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for detecting fake news. By improving the detection accuracy in combination
with other machine learning models so that information other than text can be
processed, it may be possible to discover features of fake news detection that
could not be confirmed this time.
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Abstract. In February 2022, Russia launched a full-scale invasion of
Ukraine. This event had global repercussions, especially on the political
decisions of European countries. As expected, the role of Italy in the con-
flict became a major campaign issue for the Italian General Election held
on 25 September 2022. Politicians frequently use Twitter to communi-
cate during political campaigns, but bots often interfere and attempt to
manipulate elections. Hence, understanding whether bots influenced pub-
lic opinion regarding the conflict and, therefore, the elections is essential.

In this work, we investigate how Italian politics responded to the Russo-
Ukrainian conflict on Twitter and whether bots manipulated public opin-
ion before the 2022 general election. We first analyze 39,611 tweet of six
major political Italian parties to understand how they discussed the war
during the period February-December 2022. Then, we focus on the 360,823
comments under the last month’s posts before the elections, discovering
around 12% of the commenters are bots. By examining their activities, it
becomes clear they both distorted how war topics were treated and influ-
enced real users during the last month before the elections.

Keywords: Russo-Ukrainian War · Italian Political Elections · Social
Network Analysis · Bots Detection · Bots Influence · Twitter ·
Ukraine · Russia

1 Introduction

At the dawn of 24 February 2022, the president of the Russian Federation,
Vladimir V. Putin, announced an imminent “Special Military Operation” in the
oriental part of Ukraine. Soon thereafter, the global political leaders decided
which side to support in the Russo-Ukrainian conflict. Along with most Euro-
pean countries, Italian politics sided with Ukraine by approving a law decree
on 28 February 2022 [47]. The consequences of this decision were numerous. For
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instance, Italy reported a massive increase (+138%) of cyber-attacks directed at
critical infrastructures, apparently caused by hackers lined up with Russia [34].
Additionally, Italian public opinion soon divided over the modalities of support-
ing Ukraine, such as sending military aid or applying sanctions to Russia. Since
international relations inevitably impact democratic domestic politics [23], the
role of Italy in the Russo-Ukrainian conflict was a major campaign issue for the
Italian (snap) general election on 25 September 2022.

People and politicians started expressing their concerns and opinions regard-
ing the Russo-Ukrainian war on social media platforms like Facebook [11], Tik-
Tok, Instagram, and Twitter. As largely demonstrated in the literature, opinions
on social media are often manipulated by social bots [6,57,63] or colluding activ-
ities [18,55]. Clear evidence has been found, for instance, in Japan’s 2014 general
election [50] or USA presidential elections in 2016 [32] and 2020 [12]. Presumably,
the last Italian general elections have not been exempted. Figure 1 illustrates a
bot’s provocative tweet in response to Matteo Salvini, a leader of Italian pol-
itics. Therefore, studying the impact of bots is fundamental for understanding
the potential consequences they may have on social dynamics and online inter-
actions. By investigating the role of bots in shaping the community, we can
gain valuable insights into how they may have influenced the dissemination of
information and the formation of opinions.

(a) Original tweet (b) Translated version

Fig. 1. Bot response to an Italian politician expressing a strong-sided opinion regarding
the conflict.

Contribution. In this work, we investigate how Italian politics responded to the
Russo-Ukrainian conflict on Twitter and whether bots manipulated public opin-
ion before the 2022 general elections. In particular, we collected 39,611 tweets
made by members of the main 6 political parties that belong to a left-wing or
right-wing coalition from the period February-December 2022. We first conduct
a semantic and temporal analysis of how politicians discussed the war, show-
ing that some parties showed a high level of interest in the conflict and were
actively engaged in commenting on the issue while others remained relatively
silent. Secondly, we analyze 360,823 comments made during the last month of
the political campaigns, from 23 August 2022 to 23 September 2022, examining
bots’ activities and influences on genuine users. We detected bots using Botome-
ter [64], a popular tool capable of evaluating the realness of an account using
a Machine Learning-based classification method. Our results show that around
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12% of the profiles commenting on political posts are bots. Particularly, we found
that bots have manipulated topics related to the Russo-Ukrainian war, especially
on the center-right coalition, and that they influenced real users, often driving
o soliciting discussions related to the conflict. We summarize our contributions
as follows:

• We collected a dataset of 39,611 tweets posted between 24 February 2022 and
31 December 2022, from the six major parties in Italy, and 360,823 comments
from 105,603 unique users who replied during the last month of the 2022
Italian general elections. The dataset will be made publicly available for future
research;

• We provide a detailed analysis of how the 6 major Italian parties expressed
and sided concerning the Russo-Ukrainian war on Twitter from the beginning
of the war to the end of 2022;

• We examine the bots’ impact on Twitter and how they influenced real users
regarding the Russo-Ukrainian war during the last month of the general elec-
tions.

Organization. Section 2 discusses related works, while Sect. 3 presents the
dataset used in the experiments. In Sect. 4 and Sect. 5, we analyze politics in
Italy during the conflict and the bots’ influence on the elections, respectively.
Section 6 makes further discussion and Sect. 7 concludes the paper.

2 Related Works

In this section, we focus on the state-of-the-art analysis of bot infiltration in del-
icate scenarios and opinion manipulation through Twitter. Antonakaki et al. [4]
conducted a comprehensive literature review presenting different approaches and
techniques used for Twitter research. The authors acknowledged that Twitter
had become a valuable data source for researchers, offering data for many pur-
poses, such as forecasting social, economic, or commercial indicators [5] as well
as assessing and predicting political polarization [25,31]. For instance, Weber et
al. [59], during the 2013 “Arab Spring” in Egypt, collected and analyzed a large
dataset of tweets to categorize the users based on their political affiliation.

However, such information is often undermined by the presence of bots, i.e.,
automated accounts used to engage and behave mimicking human users, often
controlled by a bot master. While there are some benevolent social media bots,
many are used for dishonest and nefarious purposes [1,56]. The existence of
bots on the Twitter platform has been firmly established through many aca-
demic investigations [2,13,14,26,35], and news articles [28,48]. Weng et al. [60]
explained the differences between the opinion manipulations done by bots com-
pared with those from real users, and Mazza et al. [38] investigated the difference
between trolls, social bots, and humans on Twitter. Notably, these accounts can
wield an exceptionally strong influence in delicate situations [3], such as stock
trading [15], sensitive content diffusion [52], vaccination [10], or political elections
manipulation. Regarding the latest, Pastor et al. [43] analyzed the presence and
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behavior of social bots on Twitter in the context of the November 2019 Spanish
general election. They limited the analysis of the bots’ interaction up to seven
days before Election day using Social Feed Manager [24] to capture the tweets
and analyze the bot. Fernquist et al. [19] presented a study on the influence
of bots in the Swedish general election held in September 2018. Bessi and Fer-
rara [8] investigated how the presence of social media bots impacted the 2016
Presidential elections in America, and similar works were conducted on the lat-
est one in 2020 [12,21]. For a comprehensive overview of bots, political elections,
and social media, we refer to [20].

3 Dataset Creation

In this study, we collected our own Twitter dataset due to the unique nature of
the analysis. We selected six parties to analyze according to the current political
scenario in Italy. In particular, we considered:

• The coalition that preceded Mario Draghi’s technical government (the so-
called “giallo-rosso” government, who guided Italy from 5 September 2019
until 13 February 2021 [30,41]), made by the Democratic Party (Partito
Democratico, PD), the Five Stars Movement (Movimento 5 Stelle, M5S)

• The Italian Green-Left party (Sinistra Italiana-Verdi, SiVe);
• The coalition that won the September 2022 elections, and is currently in

power: Brothers of Italy (Fratelli d’Italia, FdI), League for Salvini Premier
(Lega per Salvini Premier, Lega), and Forward Italy (Forza Italia, FI).

We then model each of the parties to be constructed as:

Di = [P,L, p1, . . . , p6]

where:

• Di is the Dataset, i = 1, . . . , 6, one for each party.
• P is the “Party account”, e.g., @FratellidItalia.
• L is the “Leader account”, e.g., @GiorgiaMeloni.
• p1, . . . , p6 are six “major political figures” in that party, e.g., @DSantanche,

@Ignazio_LaRussa, @FrancescoLollo1, @FidanzaCarlo, @fabiorampelli and
@isabellarauti.

The final dataset has been constructed by collecting all the tweets from the party
account, the leader account, and six other politicians in the party (following
the structure defined above) that were posted from 24 February 2022 until 31
December 2022. To download the tweets, we queried the official Twitter API [16]
to browse each profile’s timeline and retrieve all the necessary tweets. After this
initial collection of tweets, we focused on the posts published during the latest
month of the political campaign in Italy, from 23 August 2022 until 23 September
2022. We considered all the content shared by the secretary of each party and
every reply. An overview of the full dataset can be seen in Table 1. We indicate the
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party, the party leader, the selected profiles we fetched the information from, the
cumulative number of followers of each party’s profiles, and the overall number
of posted tweets. For the last month of the political campaign, we considered
all the content shared by the secretary of each party and every reply, as well
as the number of unique commenters. These numbers represent only the tweets
directly posted by the party members. During the collection, we excluded the
retweets to reduce the number of repeated tweets between different accounts, to
avoid redundancy, and to have a real and clear opinion from each profile.

Table 1. Complete overview of the dataset.

Party Leader Members Total Followers Posted Tweets Replies to Secretary Unique Users Replying

PD Letta Serracchiani, Orlando,
Madia, Provenzano,
Boldrini,Gentiloni

3.511M 4357 158747 35571

FdI Meloni La Russa, Santanchè,
Lollobrigida, Fidanza,
Rampelli, Rauti

2.471M 6610 60237 22670

M5S Conte Fico, Taverna, Appendino,
Sibilia, Grillo, Maiorino

2.419M 3672 47886 14255

Lega Salvini Fontana, Arrigoni, Pillon,
Rixi, Centinaio, Bongiorno

1.898M 15797 59317 20159

FI Berlusconi Tajani, Bernini, Gasparri,
Fitto, Casellati, Ronzulli

804.2K 4172 29597 9962

SiVe Fratoianni Bonelli, Soumahoro,
Alemanni, Evi, Marcon,
Pellegrino

411K 5003 5038 2986

4 The Russo-Ukrainian War in Italian Politics

We start our analysis by understanding whether and how frequently the Italian
parties mentioned the Russo-Ukranian conflict (Sect. 4.1). After that, we conduct
a temporal analysis to determine when the conflict was primarily discussed, with
a particular focus on election time (Sect. 4.2).

4.1 The Importance of Conflict for Italian Political Parties

Our objective in this section is to answer the question, “How did Italian politi-
cians discuss the war?”. After the creation of the datasets D1, . . . , D6, we cleaned
each tweet by (i) removing emojis with the tool clean-text [22], (ii) removing
the links, and (iii) removing stop words [17]. Figure 2 shows the Word Clouds
for each party.1

The first row contains the Word Clouds associated with the parties belong-
ing to the center-left coalition: PD focuses mostly on “lavoro” (“job”), “destra”
(“right-wing”), and “Ucraina” (“Ukraine”); M5S concentrates on their own public
appearance, with words like “TV” and “intervista” (“interview”), and its leader
“Giuseppe Conte”. Finally, SiVe emphasizes their new coalition with the words
“AlleanzaVerdiSinistra” (“Green Party-Italian Left Coalition”) and “europaverde”
(“Green Europe”).
1 We computed the word clouds using WordCloud Python Library [42].
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(a) PD (b) M5S (c) SiVe

(d) FdI (e) Lega (f) FI

Fig. 2. Word Clouds for the tweets of parties captured.

On the other hand, the second row is made by the parties belonging to
the center-right coalition: FdI, similarly to PD, concentrates on their opposing
wing with words like “sinistra” (“left-wing”) and “governo” (“government”); Lega
is vastly influenced by its leader “Matteo Salvini” and his public appearances,
indicated by words like “TV” and “Radio”. FI rotates around its leader too, as
the most commonly used words are “Presidente” (“President”) and “Berlusconi”.
Since the word clouds only provide a high-level view of the most commonly used
words, we refine our analysis by inspecting the topics addressed by the parties.
Indeed, political parties usually shape their campaigns by supporting or empha-
sizing particular themes. Thus, we extracted the topic they mainly discussed, and
analyzed whether the Russo-Ukrainian war played a prominent role. To extract
the topics, we started by calculating the embeddings of our tweets using the pre-
trained multilingual Sentence-Bert model [46] supporting Italian language2. The
corresponding tweets’ embeddings (i.e., vectors of 768 dimensions) were more
similar when their content was semantically closer. By leveraging this feature,
we could cluster the data to find topics. First, we used UMAP algorithm [40] to
decrease the vectors dimension to 5, setting n_neighbors=15. Then, we applied
the density-based HDBSCAN clustering algorithm [39] to define clusters of at
least 15 points, using the Excess of Mass selection method and Euclidean dis-
tance as the similarity metric. Once the clusters were defined (i.e., collections of
semantically similar tweets), we extracted their most important words to man-
ually label the corresponding topic. We calculated words’ importance by using
class-based TF-IDF [27]. In this version of the algorithm, each document cor-
responds to a topic (or class), i.e., the aggregation of all the tweets belonging
to that topic. We can then identify the most representative words of a topic
by selecting its most frequent words that are less frequent in the other topics.
Table 2 shows the most discussed topics for each party, along with the percentage

2 We used the model distilbert-multilingual-nli-stsb-quora-ranking.
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of tweets posted about them. For conciseness, we report only the top-7 topics
for each party.

Table 2. Top-7 topics and the number of tweets for each party.

PD M5S SiVe FdI Lega FI
% Topic % Topic % Topic % Topic % Topic % Topic

24.25 RU-UA War 16.42 Italy 80.10 Vote Left 24.57 Italy 26.90 Italy 88.97 Berlusconi
14.96 Salary 14.54 Energy 12.34 Do 16.28 Vote 17.45 Energy 5.10 RU-UA War
10.87 Truth 11.12 RU-UA War 3.04 RU-UA War 12.82 Meloni 10.84 RU-UA War 1.23 Agenda
10.16 Italy 10.35 Mafia 1.81 Education 10.27 Do 8.71 Immigrants 1.06 Pandemic
8.74 Europe 9.15 Salary 0.64 Military Exp 8.49 RU-UA War 7.15 Taxes 0.90 Italy
7.48 Vote 8.81 Agenda 0.48 Iran Women 8.34 Taxes 6.53 Rome 0.85 Foreign wars
6.85 Fascism 7.96 Courage 0.48 Climate 6.05 Energy 6.24 Vote 0.59 Europe

It immediately stands out that the Russo-Ukrainian conflict was a prominent
topic for each party. Particularly, the topic placed in the first three positions for
five out of six parties. PD mentioned the conflict the most, while FDI was the
least. By inspecting the most important words for the topic, we find the words
“sanctions” to appear frequently for PD, M5S, Lega, and FI, “weapons” for PD
and SiVe, and “solidarity” for M5S and FDI. In any case, this topic appears to
have a similar impact on other “internal” matters like taxes, migrants, or energy.
Only SiVe and FI show a heavily unbalanced topic frequency. In both of these
cases, however, the war played a prominent role. To conclude, all major Italian
parties discussed and included the war in their campaigning.

4.2 Temporal Analysis of Russo-Ukrainian Discussions

We noted that each party included the Russo-Ukrainian war in their political
campaigns. However, it is important to understand when the parties discussed
it the most. We could expect, for instance, high frequencies at the beginning
of the war or near the elections. In such a sense, a temporal analysis can help
us understand which parties concentrated their whole campaigns on the war
or only referred to it in crucial moments to express solidarity. To this aim, we
created stack plots to inspect the temporal references to “Ukraine” and “Russia”
during the year. Specifically, we computed the frequency of tweets related to
Ukraine and Russia using a bag of words approach, i.e., by counting the number
of occurrences of Ukraine/Russia-related words, such as “Ukrainian”, “Zelensky”
or “Russian”, “Putin”. The results are presented in Fig. 3. For clarity, we also
reported four major events during the conflict, such as the three main phases
described in [62] and [58].

All parties discussed the Russo-Ukrainian war mostly between the beginning
and end of phase 1. Particularly, PD shows the most active involvement, which
is in accordance with Table 2, while FI displays the highest number of tweets at
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(a) PD (b) M5S

(c) SiVe (d) FdI

(e) Lega (f) FI

Fig. 3. Temporal trends for the war-related tweets, 15 days aggregation.

the end of phase 1. Over the year, all parties gradually decreased their discus-
sion of the topic, except for PD, Lega, and FI, which devoted a significant portion
of their campaign propaganda. Interestingly, while Russia and Ukraine-related
words were balanced initially, these parties focused most on Russia-related words
during the campaign, showing a condemnation attitude rather than solidarity,
as confirmed by manual inspection. The remaining parties did not accentuate
the topic during the campaign, except near the end of phase 2.

Following the election, which saw the center-right coalition led by FdI win-
ning, there was a noticeable decline in the number of tweets related to the war
from most political parties. In contrast, FdI and FI continued to post about the
war, sometimes with increasing activity during phase 3 and phase 4. In these
cases, the focus seems to have switched to Ukraine rather than Russia, prob-
ably reflecting the evolution of the conflict. These considerations suggest that
while the Russian-Ukrainian war may no longer be a trending topic among most
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political parties, it remained quite an important issue for FdI and FI, who con-
tinue supporting Ukraine in their political messages [53].

5 Bots Influence Analysis

In the previous section, we highlighted that the Russo-Ukrainian conflict played a
major role during the 2022 Italian General Elections. We now explore how many
bots participated in the political discussions (Sect. 5.1), whether bots manipu-
lated or distorted the discussions of the Russo-Ukrainian conflict, (Sect. 5.2), and
whether they influenced real users or simply followed the flow of the conversation
(Sect. 5.3).

5.1 Bots Presence Analysis

To evaluate the bots’ influence on elections, we retrieved all replies under the
posts of each party’s secretary during the last month of elections, between 23
August and 23 September 2022. To detect bots among the commenters, simi-
lar to previous works on Italian tweets [36,37], we employed Botometer [64], a
widespread ML-based tool [33,51] that distinguishes between legitimate users
and bots. Among the metrics, Botometer returns, for each checked account, the
following scores:

• overall raw score: score in [0, 1] determining whether an account is a bot;
• cap: (Complete Automation) Probability in [0, 1] that an account with that

score or greater is a bot. In other words, it expresses the prediction’s confi-
dence.

A classic approach to classify a bot takes the overall raw score and compares
it to a fixed threshold (e.g., > 0.50 classified as a bot, ≤ 0.50 classified as human).
Instead, for each user, we labeled as bot those with overall raw score > cap,
with cap> 0.80. By doing so, we adopted a dynamic and more accurate threshold
than the classic approach, reducing the number of false positives. This method
was confirmed by parsing several accounts manually, and among them, users
with a high CAP (i.e., above 0.80) value were always classified as bots. Table 3
reports the number of unique accounts labeled as bots that replied under the
party’s secretary. On average, we found ∼12% of bots replying to each secretary,
with Meloni showing the higher percentage of bots (15.08%) and Fratoianni the
lowest (9.61%).

We further investigate the categories of bots interacting with Twitter profiles,
according to Botometer classification. In particular, bots fall into the following
categories:

• Financial : bots that post using cashtags;
• Fake-follower : bots purchased to increase follower counts;
• Spammer : accounts labeled as spambots from several datasets;
• Self-declared : known bots listed on botwiki.org;
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Table 3. Percentages of bots and non-bots for each profile.

Profile Unique Users Bots (%) Non-bots (%)

Letta 35, 571 10.76 89.24

Conte 14, 255 12.20 87.80

Fratoianni 2, 986 9.61 90.39

Meloni 22, 670 15.08 84.92

Salvini 20, 159 11.12 88.88

Berlusconi 9, 962 12.92 87.08

• Astroturf : accounts that primarily focus on influencing public opinion, often
being part of a network;

• Other : miscellaneous bots.

Given that Botometer’s response includes a percentage indicating the likelihood
of an account belonging to each category, a bot was assigned to the category
with the greatest likelihood. The final cumulative results for each politician are
presented in Table 4.

Table 4. Categories of bots distribution replying to the tweets of the leaders.

Profile Number of Bots Financial (%) Fake-followers (%) Spammers (%) Self-declared (%) Astroturf (%) Other (%)

Letta 3828 0.06 25.33 0.15 33.07 35.83 5.56

Conte 1739 0.08 33.87 0.08 31.27 32.04 2.67

Fratoianni 287 0.00 19.44 0.00 42.78 31.67 6.11

Meloni 3418 0.04 30.03 0.15 33.53 31.50 4.75

Salvini 2242 0.06 39.35 0.11 27.97 27.69 4.83

Berlusconi 1287 0.44 26.40 0.00 31.79 34.43 6.93

A significant proportion of counterfeit profiles engaged with political figures
fall under the categories of “fake_followers” and “astroturf”. This result con-
firms that most analyzed bots aim to influence or manipulate public opinion.
Another notable percentage pertains to “self-declared” bots that, on the other
hand, operate on the platform without any nefarious motives. In general, the
bots distribution is consistent across all profiles.

We further investigate whether bots cooperate within the two coalitions we
described in Sect. 3, namely, the Center-Right coalition (Berlusconi, Meloni, and
Salvini) and the Center-Left coalition (Letta, Conte, and Fratoianni). Figure 4
shows the shared number of bots in the two coalitions. For the Center-Left coali-
tion, many accounts identified as bots and commenting on multiple politicians
are associated with Letta and Conte, the primary figures in the “giallo-rosso gov-
ernment” mentioned earlier. Additionally, the remaining shared bots are linked
to Fratoianni and, once again, Letta, the leaders of the two largest parties com-
prising the Center-Left coalition in the most recent elections. On the other hand,
in the Center-Right coalition, there is a significantly stronger affiliation between
the three profiles, as confirmed by the interrelation between the three political
parties. Several bot accounts are common to two profiles, with a select few being
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shared by all three, suggesting a much closer connection between the coalition’s
parties and their ideologies.

(a) Center-Left coalition (b) Center-Right coalition

Fig. 4. Number of shared bots between profiles belonging to the same coalition. Colors
are representative of the parties, according to the Italian press.

5.2 Bots Topics Distortion Analysis

We now investigate the lexical associations between the words employed by
authentic and bot users during the last month of the Italian General Elections’
political campaign. In this way, we can explore and understand how bots and
humans communicated regarding the Russo-Ukrainian conflict, and whether bots
distorted the vision of war-related topics. Inspired by the methodology intro-
duced in Sartori et al. [49] and Tahmasbi et al. [54], we aim to discover associa-
tions between war-related words, e.g., how frequently they appear together in a
tweet. For this purpose, we first trained a Word2Vec model [45] on our tweets to
determine how words related to the Russian-Ukrainian war relate to each other.
In this model, words with similar vectors are likelier to appear together in a tweet.
Starting from the words “Russia”, “Ukraine”, and “War”, we manually identified 10
frequent related words, selecting (i) institutional-related words, i.e., “USA”, “EU”,
“NATO”, “Europe”, and “Italy”; (ii) war-related words, i.e., “weapons”, “conflict”,
“invasion”, “aggression’; (iii) “gas”, as its price rose sharply due to the conflict.
Subsequently, we calculated the incidence matrix M ∈ R

3×10 for each involved
party, utilizing the trained Word2Vec model. The incidence matrix M can be
mathematically formulated as in the Matrix 1.

M =

⎛
⎜⎜⎜⎜⎝

m1,1 m1,2 . . . m1,9 m1,10

m2,1 m2,2 . . . m2,9 m2,10

m3,1 m3,2 . . . m3,9 m3,10

⎞
⎟⎟⎟⎟⎠

(1)

where mij = cosine_similarity(vi, wj), i = 1, 2, 3 and j = 1, . . . , 103. The
words vi are the selected words {“Russia”, “Ukraine”, “War”}, while the words
3 The cosine-similarity was computed according to the formula in [61].
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wj are the selected words {“USA”, “EU”, “NATO”, “Europe”, “Italy”, “weapons”,
“conflict”, “invasion”, “aggression”, “gas”}. If the cosine similarity was negative,
we truncated it to 0. This matrix M was computed for each party in two different
scenarios:

• A Complete scenario, considering both replies from real and bot accounts;
• A No Bots scenario, considering only replies from real users.

We fed these matrices to the Gephi Software [7] to construct weighted undirected
graphs, which we call “Spider Graphs” due to their shape, and we used Force-
Atlas 2 [29] as Layout for the rendering. In our graphs, the nodes are the words,
and the edges represent the cosine similarity. According to the incidence matrix,
edges exist only between the three initial words (“Russia”, “Ukraine”, “War”)
and the 10 selected words. The node size reflects its degree (larger words have
more connections), while the thickness of the edges reflects the similarity of
the connected words (thicker edges connect more similar – or likely to appear
together – words). Last, we applied the modularity algorithm [9] to build clusters
of strictly connected words. We set the resolution parameter of the modularity
algorithm to obtain three clusters: a red cluster with centroid “Russia”, a green

(a) PD - Complete (b) PD - No Bots

(c) M5S - Complete (d) M5S - No Bots

(e) SiVe - Complete (f) SiVe - No Bots

Fig. 5. Comparison between “Spider Graphs” of the Mixed and No-Bots Scenario in
the Center-Left coalition.
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(a) FdI - Complete (b) FdI - No Bots

(c) Lega - Complete (d) Lega - No Bots

(e) FI - Complete (f) FI - No Bots

Fig. 6. Comparison between “Spider Graphs” of the Complete and No Bots Scenario
in the Center-Right coalition.

cluster with centroid “Ukraine”, and a blue cluster with centroid “War”. The
remaining 10 words are then placed by the algorithm in the closest cluster,
acquiring its color. Edges have the color of the cluster if they are connected to
their centroid, or a mixed color if they are connected to the centroid of a different
cluster. For instance, the edge between a word of the “War” (blue) cluster and
“Russia” (red) will be purple (blue + red). Figure 5 and Fig. 6 present the spider
graphs in the Complete and No Bots scenario of the Center-Left and Center-
Right coalitions, respectively.

For the Center-Left coalition, the most significant change between the two
scenarios concerns the M5S party. While the lexical similarity between “War”
and “conflict” remains the same, there are no other words in the “War” cluster
when considering the No Bots scenario. An important constant between the two
M5S graphs is the strong link between the central node “Russia” and “Italy”. The
graphs of PD and SiVe seem to show several differences. In the graph Fig. 5(b)
the word “gas” disappears and the cluster of “War” gains the word “Italy” from
the “Ukraine” cluster. The word “weapons” is always clustered with “Russia” in
all the graphs of PD and SiVe and the word “Italy” is always with Russia in M5S
and SiVe. Moreover, the word “conflict” is present only in the graphs of PD and
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M5S and it is absent from the ones of SiVe. The presence in the three clusters of
institutional-related words, i.e. “NATO”, “USA”, “EU” and “Europe”, seems not
to have such relevant lexical importance for the parties except for “USA” and
“War” in the PD scenarios.

For the Center-Right coalition, the primary observation concerns the inten-
sified association between the central term “Russia” and words that frequently
pertain to institutions, such as “Italy”, “NATO”, and “Europe”. Another iden-
tifiable characteristic noted by the model is the substantial presence of words
within the cluster associated with the term “War”, whereby the most frequent
ones include “gas”, “invasion”, and “conflict”. Within this coalition, it appears
that every “Russia” cluster encompasses a closely related term, such as “Italy”
or “USA”, with a strong connection. The strongest differences between the two
scenarios appear around the “Ukraine” cluster. Indeed, for all three parties, the
words within the cluster differ significantly between the Complete and No Bots
scenarios. For instance, for FdI, the “Ukraine” cluster goes from “aggression” and
“invasion” in the No Bots scenario to “NATO”, “EU”, and “weapons” in the Com-
plete scenario. Significant differences between the scenarios also appear around
the “Russia” cluster. Therefore, we notice how bots significantly impacted pub-
lic opinion by going in the opposite direction of real users. Considering all the
graphs, we can assert that the existence of bots appears to influence the outcomes
of the clustering analysis, especially for the Center-Right coalition.

5.3 Bots Temporal Influence Analysis

To conclude our analysis, we deeply investigated the final month of the Ital-
ian elections, exploring the different discussions and perspectives surrounding
the war that emerged under the leaders’ posts. Our goal is to understand
whether humans or bots discussed more the conflict, and which side influenced
(or started) the debate. To this aim, we plot a two-scale graph for each party,
considering the mean number of tweets concerning the war and the mean posting
time (hour) for bots and real users. The results are shown in Fig. 7.

We computed the harmonic_mean with the Formula 2:

hfreq = 2 × Ukraine_frequency × Russia_frequency
Ukraine_frequency + Russia_frequency

(2)

as an indicator to visualize the number of tweets posted daily by both real
users and bots during the last month of the political campaign. Ukraine and
Russia posts included only strictly related words to the countries, e.g., “Ukraine”,
“Ukrainian”, “Zelensky”, and, “Russia”, “Russian”, “Putin”.

This measure is bounded from above by the arithmetic mean, indicating
its tendency to mitigate the influence of large outliers while accentuating the
effect of small ones. This property allows for the evaluation of even the smallest
frequencies to be computed, which may be otherwise masked by the influence of
dominant outliers in the data. In this scenario, e.g., the results for a politician
like Fratoianni, which has a smaller frequency of bots if compared to the other
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(a) Letta (b) Conte

(c) Fratoianni (d) Meloni

(e) Salvini (f) Berlusconi

Fig. 7. Mean number of posts and mean posting time for war-related tweets in the last
month of Italian elections. Data are reported for both real accounts and bots.

figures, are not suppressed, but his mean will clamp to 0. The other indicator we
considered is the mean_tweeting_hour, which gives us the arithmetical average
of posting time by both genuine and bot accounts.

We focus our attention on the blue spikes in the graphs, which indicate a
quantitative increment in the number of tweets regarding the war. The majority
of the spikes, either regarding the real or the fake users, concentrate on the
period between 10 September and 24 September. The number of tweets posted
by real users is always greater than bots’ posts, which is in accordance with the
percentage of bots found earlier (∼12%). Looking at the mean_tweeting_hour,
we can establish that on various occasions the bots posted tweets in a time
before the spikes coming from the real users, on average. This trend is glaring
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for Conte, Meloni, Salvini, and Berlusconi, in which bots often started tweeting
before the real users, hence influencing or driving the daily discussion.

6 Discussion

Our analyses found that Italian politics has actively considered the Russo-
Ukrainian conflict in their campaigns, with parties taking on a greater role than
others. Additionally, we found a fair number of bots to be active and influential
during the last elections. The effect seems to be tied to the particular parties or
coalitions, requiring further investigation. Indeed, we could not determine nor
speculate on who was driving these bots or for what purpose. Anyhow, our find-
ings demonstrate that external events can significantly impact local (national)
ones, with unpredictable consequences. Social media platforms like Twitter are
credited with democratizing discussions about politics and social issues, but as
demonstrated in the literature, manipulation of information is an actual threat
rather than a risk. Unfortunately, most studies addressing this issue focus on
English-based data or countries, since state-of-the-art models are more reliable.
However, analyzing non-English countries is of utmost interest nowadays, since
every country has a significant impact on global political equilibrium.

As we found interferences in the political scenarios, bots or fake accounts
might likely be involved in disinformation or other malicious activities in the
country. With the rapid development of Artificial Intelligence, it could always
become harder to detect these colluding entities. It is, therefore, necessary to
conduct further studies to address the language-specific obstacles, as well as to
identify who operates such bots to eventually detect their objectives and contrast
them.

6.1 Limitations

As we mentioned earlier, our study was limited by the few models available to
process the Italian language. However, we think our work can stimulate further
research and improve NLP models for Italian, as well as other minor languages.
An additional limitation relies on the use of the external tool Botometer for the
detection of bots. As such, the reliability of our findings is contingent on the
accuracy of this tool [44]. However, Botometer is widely recognized as a state-of-
the-art bots detection mechanism, and we have taken a conservative approach
in the detection phase to limit false positives. Indeed, the number of bots and
their influence could be higher than our estimates, stressing the need for more
research in the area.

7 Conclusion and Future Works

The purpose of this study was to investigate how Italian politics responded to the
Russian-Ukrainian conflict on Twitter and understand the bots’ influence and
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manipulations before the 2022 general elections in Italy. Our findings suggest
that bots are a significant presence in political conversations on Twitter, with
approximately 12% of commenters being identified as bots. We also analyzed the
timing in which the bots posted concerning when the real users posted, and we
can infer that in some cases, these accounts could have forced a certain direction
in the topics discussed online. This highlights the potential impact of automated
accounts on public opinion during political campaigns.

Our analysis can be improved in the future in several ways. For instance,
we could consider the presence of comments in other languages. As our study
focused solely on comments posted in the Italian language, taking into account
comments in other idioms could offer a more comprehensive understanding of the
discussion. In addition, users’ attitudes and behaviors could be studied based on
their location, in order to analyze potential regional differences in the discussion.
Notably, identifying the geographical location of bots can provide more insight
into who attempts to manipulate discussion and why.
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Abstract. It is a widely accepted fact that state-sponsored Twitter
accounts operated during the 2016 US presidential election, spreading mil-
lions of tweets with misinformation and inflammatory political content.
Whether these social media campaigns of the so-called “troll” accounts
were able to manipulate public opinion is still in question. Here, we quan-
tify the influence of troll accounts on Twitter by analyzing 152.5 million
tweets (by 9.9 million users) from that period. The data contain original
tweets from 822 troll accounts identified as such by Twitter. We construct
and analyze a very large interaction graph of 9.3 million nodes and 169.9
million edges using graph analysis techniques and a game-theoretic cen-
trality measure. Then, we quantify the influence of all Twitter accounts on
the overall information exchange as defined by the retweet cascades. We
provide a global influence ranking of all Twitter accounts, and we find that
one troll account appears in the top-100 and four in the top-1000. This,
combined with other findings presented in this paper, constitute evidence
that the driving force of virality and influence in the network came from
regular users - users who have not been classified as trolls by Twitter. On
the other hand, we find that, on average, troll accounts were tens of times
more influential than regular users were. Moreover, 23% and 22% of reg-
ular accounts in the top-100 and top-1000, respectively, have now been
suspended by Twitter. This raises questions about their authenticity and
practices during the 2016 US presidential election.

Keywords: Disinformation · Information Diffusion · Twitter Trolls ·
Political Trolls

1 Introduction

The Russian efforts to manipulate the outcome of the 2016 US presidential elec-
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of posts across multiple social media platforms gave rise to hundreds of millions of
impressions targeting specific segments of the population in an effort to mobilize,
suppress, or shift votes [11]. Trolls were particularly focused on the promotion of
identity narratives [12], though that does not distinguish them from many other
actors during the election [22]. The Special Counsel’s report described this inter-
ference as “sweeping and systematic” [18, vol 1, 1]. Russian efforts focused on
inflicting significant damage to the integrity of the communication spaces where
Americans became informed and discussed their political choices during the elec-
tion [15]. Therefore, the question of whether these disinformation campaigns had
a significantly real impact on social media is of paramount importance [5,11,22].

In this paper, we address this question by measuring the influence of the so-
called “troll” accounts together with the virality of information that they spread
on Twitter during the period of 2016 US Presidential election. Let us note that
a “troll” is any Twitter account that deliberately spreads disinformation, tries
to inflict conflict, or causes extreme emotional reactions. A troll account could
be human or operated automatically. An automated operated account is called
a “bot” and is controlled by an algorithm that autonomously performs actions
on Twitter. The term “bot” is not synonymous with “troll” as benign bots do
operate and have a positive impact on users1. In fact, Twitter has set specific
rules for acceptable automated behavior2.

There are several obstacles to any empirical study on this subject: (i) the lack
of complete and unbiased Twitter data – the Twitter API returns only a small
sample of the users’ daily activity; (ii) Tweets from deactivated profiles are not
available; (iii) The followers and followees lists are not always accessible (i.e.,
the social graph is unknown). Having that in mind, we collected 152.5 million
election-related tweets during the period of the 2016 US presidential election,
using the Twitter API along with a set of track terms related to political con-
tent. The data contain original troll tweets from that period which later on were
deleted by Twitter. Then, based on the ground-truth data released by Twit-
ter regarding state-sponsored accounts linked to Russia, Iran, Venezuela, and
Bangladesh states, we identified 822 trolls in our data. Finally, we constructed a
very large interaction-graph of 9.3 million nodes/users and 169.9 million edges.
Using graph analysis techniques and Shapley Value-based centrality, we analyze
(i) the graph structure; (ii) the diffusion of potential political content as repre-
sented by the retweet cascades of tweets with at least one web or media URL
embedded in the text.

Our approach is agnostic with respect to the actual political content of the
tweets. The goal is to measure the impact of all users on the overall diffusion
of information and consequently estimate the impact of ground-truth trolls. For
the rest of the paper, we call “regular” the users that have not been classified as
trolls by Twitter; they are just the rest of the population and might not always
represent benign accounts.

1 https://blog.mozilla.org/internetcitizen/2018/01/19/10-twitter-bots-actually-
make-internet-better-place/.

2 https://help.twitter.com/en/rules-and-policies/twitter-automation.
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Research Questions (RQ): We address the following RQ:
RQ1: Who are the most influential trolls and regular users? Can we rank them
in order of contribution (impact) to the overall information diffusion?
RQ2: Which are the viral retweet cascades initiated by regular users and specific
troll accounts?
RQ3: What is the proximity of top-k influential regular users to bot accounts
and how many of them have been suspended by Twitter later on?

Contributions: Our primary contributions are as follows:
C1: We construct one of the largest graphs representing the interactions between
state-sponsored troll accounts and regular users on Twitter during the 2016
US Presidential election. This counts as an approximation of the original social
graph.
C2: We introduce the notion of flow graphs – a natural representation of the
information diffusion that takes place in the Twitter platform during the retweet-
ing process. This formulation allows us to apply a Shapley Value-based central-
ity measure for a fair estimation of users’ contribution to the information shared
without imposing assumptions on the users’ behavior. Moreover, we estimate
the virality of retweet cascades by the structural virality along with the influ-
ence each user has on them by the influence-degree.
C3: We present strong evidence that troll activity was not the main cause of
viral cascades of web and media URLs on Twitter. Our measurements show
that the regular users were generally the most active and influential part of the
population, and their activity was the driving force of the viral cascades. At the
same time, we find that, on average, trolls were tens of times more influential
than regular users – an indicator of the effectiveness of their strategies to attract
attention. These findings further substantiate previously reported insights [26,
28,29]. Furthermore, more than 20% of the top-100 as well as the top-1000
regular users, have now been suspended by Twitter. This sets their authenticity
in question, as well as their activity during that period.

Data Availability: Part of the dataset is available under proper restrictions
for compliance with Twitter’s ToS and the GDPR3. The ground truth data are
provided by Twitter4.

2 Related Work

In a seminal work on the general problem of disinformation on Twitter [26], the
authors investigated the diffusion cascades of true and false rumors disseminated
from 2006 to 2017 – approximately 126K rumor cascades spread by 3 million
people. The main findings are (i) false news diffused faster and more broadly
than true ones; (ii) human behavior contributes more to the spread of falsity than
trolls. These findings are in line with our main result, that is, the regular users
had the dominant role in the viral cascades. Moreover, part of our methodology
for the construction of the retweet trees has been inspired by this work.
3 https://doi.org/10.5281/zenodo.6526783.
4 https://about.twitter.com/en/our-priorities/civic-integrity.
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In [6], the authors analyzed 171 million tweets by 11 million users – col-
lected five months prior to the 2016 US presidential election. They examined 30
million tweets that contained at least one web URL pointing to a news outlet
website. 25% of the news was either fake or biased, representing the spreading of
misinformation. Then, they investigated the flow of information by constructing
retweet networks for each news category. Furthermore, they estimated the most
influential users in the retweet networks using the Collective Influence (CI) algo-
rithm [17]. One of their findings is that Trump supporters were the main group of
users that spread fake news, although it was not the dominant one in the whole
network. We note that in [6], the overall retweet graph is directly constructed
by the data as they were provided by the Twitter API. In our study, we enrich
the raw Twitter data by considering all the possible information paths, and at
the same time, we provide an estimation of the retweet trees.

Grinberg et al. [10] investigates the extent to which Twitter users were
exposed to fake news during the 2016 US presidential election. Their data con-
sists of tweets from 16.4K Twitter accounts that were active during the 2016
US election season, along with their list of followers. They restrict their analysis
to tweets containing a URL from a website outside Twitter. One of their main
findings is that although a large part of the population had been exposed to fake
news, only a small fraction (1%) was responsible for the diffusion of 80% of fake
news. The authors introduce the notion of users’ “exposures”, i.e., tweets from a
user to his followers. This approach is roughly in line with the flow graphs that
we introduce in Sect. 4.2.

In [28,29], the authors analyzed the characteristics and strategies of 5.5K
Russian and Iranian troll accounts on Twitter and Reddit. Using Hawkes Pro-
cesses, they compute an overall statistical measure of influence that quantifies
the effect these accounts had on social media platforms, such as Twitter, Reddit,
4chan, and Gab. One of their main results is that even though the troll accounts
reach a considerably large number of Twitter users and effectively spread URLs
on Twitter, their overall effect on the social platforms is not dominant. Our find-
ings verify these results and support the fact that some trolls have above-average
influence.

In [3,4], the authors examined the Russian disinformation campaigns on
Twitter in 2016, based on 43M tweets shared by 5.7M users and 221 trolls.
They focused on the characteristics of spreaders, namely the users that had
been exposed to and shared content previously published by Russian trolls. They
constructed the retweet graph by mapping retweet actions to edges. Then, they
applied the label propagation algorithm to classify Twitter accounts as con-
servative or liberal. Finally, they used the Botometer [8] to determine whether
spreaders and non-spreaders can be labeled as bots. We also apply this technique
in order to examine whether the top-k influential users exhibit bot behavior.

In [14], a postmortem analysis is conducted on one million Twitter accounts,
which although active during the 2016 US election period, later on, were sus-
pended by Twitter. The authors focused on the community-level activities of the
suspended accounts, and for that purpose, they clustered them into communities.
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Then, they compared the characteristics of suspended account communities with
the not suspended ones and found significant differences in their characteristics,
especially in their posting behavior.

Finally, Bovet et al. [7] developed a method to infer the political opinion
of Twitter users during the 2016 US presidential election. For that purpose,
they constructed a directed social graph based on the users’ actions (replies,
mentions, retweets) between them – a similar graph formulation technique to
ours in this paper. Then, they monitored the evolution of three structural graph
properties, the Strongly Connected Giant Component, the Weakly Connected
Giant Component, and the Corona.

3 Datasets

Ground-Truth Twitter Data: Twitter has released a large collection of state-
sponsored trolls activities as part of Twitter’s election integrity efforts (see
footnote 4). This is ongoing work where the list of malicious accounts is con-
stantly updated. We requested the unhashed version, which consists of 8,275
troll accounts information affiliated with Russia (3,838), Iran (2,861), Venezuela
(1,565), and Bangladesh states (11), along with 25,076,853 tweets shared by
them. In this study, we leverage only the troll IDs which served as ground-truth
identifiers of the trolls in the tweets collection we presented next.

Our Twitter Dataset: Our analysis is based on 152,479,440 tweets from
9,939,698 users. We downloaded the data using the Twitter streaming (1%) and
Tweepy5 Python library, in the period before and up to the 2016 US presidential
election – from September 21 to November 7, 2016 (47 days; we did not collect
data on 02/10/2016). The tweets’ track terms6 were related to political con-
tent such as “hillary2016”, “clinton2016”, “trump2016” and “donaldtrump2016”
– namely, a list of phrases used to determine which Tweets are delivered by
the stream. In addition to the tweet text, user screen name, and user ID, we
also collected metadata, including the hashtags, the URLs, and mentions that
were included in the tweet text, as well as information on the account creation,
user timezone, and user location. Based on the ground-truth Twitter data, we
identified 35,489 tweets from 822 troll accounts.

Retweet Cascades: When a user retweets, usually, he/she agrees with the con-
text of the original tweet (root-tweet) that has been retweeted. For this reason,
the analysis of the retweet cascades – i.e., a series of retweets upon the same
root-tweet – is important for the identification of the viral cascades as well as
the influential users in them. We analyze only the retweet cascades where the
root tweet-text contains at least one URL and has been retweeted by at least
100 distinct retweeters (excluding the root-user since he/she may have retweeted
his/her own tweet). This process resulted in 46.4K retweet cascades consisting of
19.6M tweets (see Table 1). In a retweet cascade, it is not only the actual tweet
5 https://www.tweepy.org/.
6 https://developer.twitter.com/en/docs/tweets/filter-realtime/guides/basic-stream-

parameters.html.

https://www.tweepy.org/
https://developer.twitter.com/en/docs/tweets/filter-realtime/guides/basic-stream-parameters.html
https://developer.twitter.com/en/docs/tweets/filter-realtime/guides/basic-stream-parameters.html


The Influence of State-Sponsored Trolls During the 2016 US Election 63

Table 1. Retweet cascades with minimum 100 unique retweeters

Regular Users Trolls

Total users 3,633,457 233
Root users 8,192 12
Root tweets 45,986 423
Retweeters 3,630,764 228
Total retweets 19,588,072
Total URLs 43,989

that has been diffused but mainly the information it contains. So, the web or
media URLs (i.e., videos and photos) that are embedded in the tweets serve as
“anchors” by which we connect distinct retweet cascades, considering that they
are referring to the same information. For example, in Sect. 5.3 we analyze the
cascades that refer to URLs that have been spread by trolls.

4 Methodology

4.1 The Social Network

We leverage the users’ activity as is recorded in the data (152.5M tweets) to
construct an approximation of the follower-graph – the social network, which is
not publicly available to a large extent. Specifically:

Interaction-Graph: In short, we map users to nodes and interactions between
users to directed edges. In Twitter, the interactions between users belong to
three categories: (i) replies; (ii) retweets or quotes – a special form of retweet; (iii)
mentions. We define the directed edge (i, j), from user i to user j, for every action
of i on tweets of j. For example, if i had replied to a tweet of j. The direction of
the edge implies that i is a follower of j, while the reverse direction represents
the information flow from j to i. This process outputs a directed multigraph,
where many edges may connect the same pair of users. It consists of 169,921,912
edges, 9,321,061 regular users, and 821 trolls. Even though the number of troll
accounts is small, there are some indications that some troll accounts might have
substantial activity, which is worth further investigation. For instance, we have
671K edges that point to 285 trolls. The total number of nodes is not equal to
the total number of users who appear in the initial dataset because the isolated
nodes have been discarded – i.e., users who, although tweeted, neither performed
an action to other accounts nor received actions from others.

Follower-graph: Finally, we construct the follower-graph by discarding the
duplicate edges and keeping only the earliest ones. It is a directed graph with
9.32M users/nodes and 84,1M edges, representing an approximation of the true
follower-graph.
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Fig. 1. Toy example of retweet analysis. (a) The raw data provided by Twitter API
along with the follower-graph. (b) The flow graph shows the full information flow
according to Twitter functionality and the follower-graph. The edges present the path
of information that appears on the users’ timeline prior to their retweets. For instance,
user c has retweeted on date t2. At the same time user b – whom user c follows – has
retweeted on date t1 < t2. Note that a given retweet contains both the name of the user
who retweeted and the name of the root user who posted the original tweet. Hence,
we have an edge from the root to any retweeter because the users have retweeted the
root tweet even if they did not follow the root user. (c) The time-inferred cascade tree
is constructed from the flow graph by assuming (see Sect. 4.2) that each retweeter has
been influenced by the friend who very recently retweeted the original tweet.

4.2 Retweet Cascade Tree and Flow Graph

Generally, the retweet data returned by the Twitter API have, by design, limited
information regarding the true chain of retweet events. For a given retweet, the
information provided is the retweeter ID as well as the root-user ID. Hence, in
terms of influence, this corresponds to the case where all the retweeters have
been influenced by the root-user. In Fig. 1a, we present an example of the raw
data. This star-like cascade structure does not always depict the true chain of
retweet events. For example, a user may have retweeted a friend’s retweet and
not the original one.

Retweet Cascade Tree: A widely used method for the reconstruction of the
true retweet path is the time-inferred diffusion process [9,25,26]. It is based on
the causality assumption that a given user, before retweeting, has been influenced
by his “friend” who has recently retweeted the same original tweet. Moreover,
since a user can retweet a tweet more than once, we assume that he has been
influenced by another user on his first action only. Hence, the final retweet path
(see Fig. 1c) is constructed by the raw data provided by Twitter in conjunction
with the follower-graph (Fig. 1a). Thus, we have two rather extreme cases; one
is the star tree that we take from Twitter API, where no real diffusion structure
is present, and the other one is the cascade tree, where a specific hypothesis has
been applied with respect to who was influenced by whom. The latter emphasizes
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the most recent friend, whereas the former is always the root user. In order to
define an intermediate case, we introduce the notion of flow graph.

Flow Graph: We introduce the concept of flow graph, which presents the direc-
tion of all possible influence between the retweeters that may have taken place
by the information-diffusion in the Twitter platform. Let us consider the toy
example in Fig. 1. Before constructing the retweet cascade tree in Fig. 1c, we
first have to identify all the time-inferred edges from the users that retweeted
in time t to the users who will retweet in t + 1. The edges direction indicates
the information flow on the Twitter platform and is based on the fact that when
a user retweets a given tweet, his action appears on his followers’ timeline. For
instance, when user b retweets the root tweet in t1, he is transmitting this infor-
mation to his followers c and d. Finally, we add an edge from the root user to
any of the retweeters because, in any given retweet, the author’s screen name
is always visible. The construction of the flow graphs is based on the follower-
graph, where the edges are time inferred. So, in a given time ti, a given user i
receives information from the users he had already started following at a certain
time t < ti.

The flow graph, together with the retweet tree, are the two graph structures
we leverage to evaluate users’ impact on the overall information exchange. Specif-
ically, (a) Flow graph: we measure the contribution of the users to the overall
diffusion of information by the Shapley Value-based centrality (see Sect. 4.3). (b)
Retweet cascade tree: we measure the influence of every user in a given retweet
tree by the influence-degree and the overall virality of the tree by the structural
virality (see Sect. 4.4).

4.3 Shapley Value-Based Centrality

Towards evaluating the users in terms of the influence/impact they had on the
retweet cascades, we have to create a consistent ranking where the top-k users are
the most influential ones. One way to do so is to use a centrality measure that fits
well in our problem. Here, we apply the Shapley Value-based degree centrality [1,
2,16] one of the game-theory inspired methods of identifying influential nodes
in networks [19,20,23]. These methods are based on the Shapley Value [21], a
division scheme for the fair distribution of gains or costs in each player of a
cooperative game. The Shapley Value of each player in the game is the average
weighted marginal contribution of the player over all possible coalitions. Hence,
the problem of computing the Shapley Value in a N player game has, in most
cases, exponential complexity since the possible coalitions are 2N .

We apply the Shapley Value-based degree centrality introduced in [1,16],
which is further refined in [2]. First, in [1,16], the authors provide a linear time
algorithm for the exact computation of the Shapley Value in the following game.
Given a directed graph G(V,E), with V nodes and E edges, the set of players
are the nodes in V , and each coalition is a subset of V . The value of a coalition
C is defined by the size of the set fringe(C), i.e., the set that consists of the
members of C along with their out-neighbors. This set represents the sphere of



66 N. Salamanos et al.

influence of the coalition C. Moreover, we define that the value of the empty
coalition is always zero. The exact closed-form solution of the Shapley Value of

a node ui is V (ui) =
∑

uj∈{ui}∪Nout(ui)

1
1 + indegreeG(uj)

.

Hence, the algorithm for computing the Shapley Values has running time
O(|V | + |E|) (see Algorithm 1 in [1,16]). In fact, the Shapley Value is the sum
of probabilities that the node contributes to each of its neighbors and also itself.

This formulation is very similar to what we want to measure in the flow
graphs. In our case, the value of a coalition is the set of users that have been
informed by the members of the coalition about a given root-tweet. Having said
that, we cannot directly apply the above formulation since a node cannot inform
itself. This very problem has been addressed by the authors in [2] to solve the
influence maximization problem. They refined the previous formulation so that
the value of a coalition C is the size of the out-neighbors of the member in C,
i.e., the number of nodes that can be directly influenced by C. In conclusion, we
compute the Shapley Value for all nodes in any flow graph using the following
formula (see [2]):

SV (ui) =
∑

uj∈Nout(ui)

1
1 + indegreeG(uj)

(1)

In this way, the “leaf” nodes always have zero Shapley Value since they did
not inform anyone in the flow graph. The advantage of this approach is that it
provides a linear time computation of Shapley Values and also works for dis-
connected graphs. In fact, this is the case that we face here since the overall
information flow is represented by the flow graphs, i.e., a set of disjoint graphs.
Moreover, we can compute the overall Shapley Value for any subset of retweet
cascades that a user is a part of. We will use this property in order to evaluate
trolls and regular users together only in a subset of retweet cascades. The intu-
ition of this approach is that Eq. 1 computes in a fair way the users’ contribution
in informing the other members of the graph for a given piece of information,
which in our case is the original root-tweet and the URL it contains. We note
that from the method in [2], we use only the part that computes the Shapley Val-
ues and not the whole process (influence maximization). Our goal is to compute
the users’ contribution without assumptions regarding the influence process.

Finally, the global Shapley Value of a user in the overall information exchange
is the summation of his Shapley Values in the flow graphs (FG) the user partic-
ipates in. Hence:

SVglobal(u) =
∑

FG∈{FG}u

SV (u, FG) (2)

4.4 Structural Virality and Influence-Degree

Structural virality evaluates how viral a retweet cascade tree is [9]. The structural
virality of a cascade tree T with n > 1 nodes is the average distance between all
pairs of nodes in a cascade. That is:
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ν(T ) =
1

n(n − 1)

n∑

i=1

n∑

j=1

dij (3)

where dij is the shortest path between the nodes i and j. The ν(T ) represents
the average depth of nodes when we consider all nodes as the root of the cascade.

We expect the tree of a viral cascade will have many sub-trees, representing
many generations of a viral diffusion process on a smaller scale. On the other
hand, a cascade tree with many leaves directly connected with the root repre-
sents a “broadcast” – where in a single diffusion process, the material has been
transmitted to many nodes (see an example of a broadcast in Fig. 1a). Even
though the structural virality is a measure for the cascade tree, it also reflects
the collective influence of the nodes in the tree, meaning that not only the root
but also other intermediate nodes should have been influential since the mate-
rial has been transmitted in several regions of the network. So, we expect to find
influential nodes in cascades with large structural virality. Hence, in order to
measure the influence on an individual level, we define the influence-degree. The
influence-degree measures the direct influence a node had on a cascade tree. It
is defined as the number of users that have been influenced by a given user i in
the cascade tree. For instance, in Fig. 1c, the influence-degree of node a is two
because he has influenced both b and e. The global influence-degree is the total
number of users that have been influenced by i in all the cascade trees that i
has participated in.

5 Results

The analysis is based on comparing the influence of two groups of users; the
trolls and the regular users. First, we provide general topological features of the
interaction-graph, as well as the follower-graph. Next, we focus on the retweet
cascades. We compute the users’ Shapley Value and influence-degree along with
the Structural Virality of the cascade trees. Finally, we provide global rankings
where we identify the top-k influential users.

5.1 Graph Topology

Degree Distribution. In both interaction-graph and follower-graph, the in-
degree represents the user’s popularity, i.e., the overall activity of his followers
on his posts. On the other hand, the out-degree is a measure of a user’s sociabil-
ity/extroversion, i.e., how active a given user is by interacting with other Twitter
accounts. We compare the degree distributions of both graphs, since users with
a high degree in the interaction-graph do not necessarily have a large degree in
the follower-graph; for instance, users who are highly popular in a small group
of followers. The results show that the degree distributions for both graphs are
very similar; thus, we discuss the findings only for the interaction-graph which
depicts the overall users’ activity. Figure 2 presents the empirical complemen-
tary cumulative distribution (CCDF) of in-degree and out-degree for regular
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(a) (b)

(c)

Fig. 2. (a) & (b) CCDF of in-degree and out-degree for trolls and regular users; (c)
CCDF of coreness for the nodes in the largest connected component.

users and trolls. In summary: (i) 285 trolls and 2.3M regular users have non-zero
in-degree; (ii) 675 trolls and 8.5M regular users have non-zero out-degree.

In-degree (Fig. 2a): (i) 12 troll accounts have in-degree larger than 1K. The
top-3 trolls have 396K, 119K, and 95K in-degrees. On the other hand, we have
12K and 1.8K regular users with in-degrees larger than 1K and 10K, respectively.
The top-3 regular users have 10.8M, 8.6M, and 2.3M in-degrees.

Out-degree (Fig. 2b): (i) the troll activity is not substantial, i.e., three accounts
have out-degree larger than 1K, and the top-3 trolls have 9.8K, 3.5K, and 1.9K
out-degrees; (ii) the regular users appear to be considerably more active, i.e.,
29.6K and 594 accounts have out-degree larger than 1K and 10K, respectively.
In conclusion, it seems that in our dataset the troll activity is not dominant
compared to the activity of regular users.

Finally, Table 2 presents the average values for in-degree and out-degree for
trolls and regular users in interaction-graph and follower-graph. Even though
regular users are the dominant part of the population, the trolls attracted on
average, a considerably large amount of traffic. For instance, the trolls’ average
in-degree is 45 times higher than the regular users’ average in-degree.
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Table 2. Average values: Regular Users vs Trolls

Regular Users Trolls

Interaction-graph In-degree 18.16 821.22
Out-degree 18.23 38.97

Follower-graph In-degree 8.99 258.63
Out-degree 9.02 22.48

Largest Comp. Coreness 9.22 31.75
RT Cascades Shapley Value 3.21 269.02

Infl. Degree 5.35 382.71
Ranking by Shapley 1, 82 · 106 1, 61 · 106

K-Core Decomposition. First, we identify the connected components of the
undirected version of the follower-graph – 9.32M nodes and 82.8M reciprocal
edges. We identified 104,954 connected components. The largest connected com-
ponent consists of 9M nodes and 82,7M edges while the second largest has only
223 nodes. Hence, the largest part of the graph is well-connected. Then, we com-
pute the k-core decomposition of the nodes in the largest connected component.
The k-core decomposition is the process of computing the cores of a graph G.
The k-core is the maximal subgraph of G where each node has a degree of at
least k. The k-shell is the subgraph of G that consists of the nodes that belong
to k-core but not to (k + 1)-core. A node has coreness (or core number) k if it
belongs to the k-shell. In other words, each node is assigned to a shell layer of
the graph G. The graph k-core number is the maximum value of k where the
k-core is not empty. Coreness is one of the most effective centrality measures for
identifying the influential nodes in a complex network [13].

Figure 2c presents the CCDF of the coreness values for trolls and regular
users. The graph k-core number is 854. The majority of nodes in the larger k-
shells are the users since their population is larger than that of the troll accounts.
There are only eight trolls with large coreness; seven accounts are part of the
largest 854-shell, and one account is part of the second-largest 853-shell. This
is an indication that these accounts were probably influential. Regarding the
regular users, 3,710 and 250 of them belong to the largest and second-largest
k-shell, respectively. Finally, from Table 2, we observe that the average coreness
of trolls is three times larger than the coreness of regular users.

Summary of Results. Few trolls have a substantial number of followers (in-
degree), activity on other accounts (out-degree), and structural position in the
network (coreness). Generally, the dominant part of the population is the regular
users. On the other hand, on average, the trolls attracted tens of times more
traffic than the regular users.
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(a) (b)

(c)

Fig. 3. (a) and (b) CCDF of retweet cascades in terms of the unique number of retweet-
ers and the total number of retweets. The retweeters might have retweeted the same
tweet more than once; hence the number of retweets is larger than the number of
retweeters. (c) Structural Virality of the retweet cascade trees.

5.2 Retweet Cascades and Structural Virality

We now turn our attention to the retweet cascades and provide general statistics
about the popularity of the root tweets posted by regular users and trolls. In
Fig. 3 we present the CCDF of the number of unique retweeters and the CCDF
of the total number of retweets per retweet cascade. From the 423 retweet cas-
cades that have been initiated by troll accounts, 18 of them have more than 1K
retweeters. In addition, the two largest cascades have 5.2K and 7.5K retweeters
(Fig. 3a). Regarding the cascades that were initiated by regular users, in 2,890 of
them the number of retweeters is larger than 1K; 101 cascades have more than
10K retweeters, and the top-5 have between 40K to 83.2K. Regarding the number
of retweets per cascade, the findings are similar to the previous ones. The most
popular root tweets have been posted by regular users instead of trolls (Fig. 3b).
Moreover, in the largest four cascades, the number of retweets is between 83K
to 111K, which renders them considerably larger than the number of unique
retweeters. This indicates that the root tweets of these four cascades were very
popular and they have been retweeted multiple times by the same users.
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Structural Virality. The previous results depict that the cascades initiated by
trolls were not very large. However, the results are based on the unstructured raw
data provided by Twitter API, where all the retweets point to the original tweet
(see the example in Fig. 1a). Here, we aim to measure how viral the cascades were
by using the measure of structural virality (see Sect. 4.4). For the computation
of Eq. 3, we use the networkx7 Python package (Dijkstra’s algorithm). In Fig. 3c,
we compare the structural virality of cascade trees for: (i) the cascades initiated
by trolls (423 root-tweets, see Table 1); and (ii) the 45,986 cascades initiated by
regular users. We can see that regular users were the source of the most viral
cascades. The top troll cascade has 13.95 structural virality. On the other hand,
138 user cascades have structural virality larger than 13.95.

Summary of Results. The vast majority of viral cascades were initiated by
regular users and very few by troll accounts. Moreover, retweet cascades with
thousands of retweets have very small structural virality, which indicates that
their root users were the main source of influence.

5.3 Top-k Influential Users

We conclude the analysis by identifying the most influential Twitter accounts
based on two measures, the Shapley Value-based centrality and the influence-
degree. We produce the global ranking of all accounts (trolls and regular users)
that are part of the retweet cascades (see Table 1; 233 trolls; 3.63M regular users).
In addition, we measure how close to a Twitter bot the profiles of the top-1000
regular users are. Our goal is to examine whether the behavior of top-ranked
accounts deviates from a human-operated account. As we mentioned in Sect. 1,
an account can be automated (having a high Botometer score) and, at the same
time, can be benign. On the other hand, a high bot-score raises questions about
the authenticity of an account.

Shapley Value-Based Centrality and Influence-Degree. Here, based on
the flow graphs and the Eqs. 1 and 2, we compute the global Shapley Value of
every user who participated in the retweet cascades. Moreover, having the URLs
that are embedded in the root-tweets as identifiers of the web and media material
that has been diffused in the network, we collect only the cascades that refer to
URLs that have been spread by trolls – either by posting an original root tweet
or by retweeting. For simplicity, we call these URLs as URLs-troll.

In Fig. 4a, we plot the CCDF of the global Shapley Values. We have 27
out of 233 trolls and 161,513 out of 3.6 million regular users with non-zero
Shapley Value. In other words, only 27 trolls have a non-zero contribution to
the diffusion of information by the retweet cascades. Subsequently, based on
the global Shapley Values, we get the global ranking, where the rank for the
trolls is [27, 150, 181, 769, 1649, 1797, 2202, 3273, 3964, 4424, 10017, 12263,

7 https://networkx.github.io/.

https://networkx.github.io/
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Fig. 4. CCDF of the Shapley Values for trolls and regular users.eps

12939, 22706, 23858, 38246, 58516, 58524, 64181, 90589, 114414, 124387, 139794,
142181, 146944, 158378, 158960]. Hence, only four troll accounts are in the top-
1000, and one is in the top-100 (see Table 3). Moreover, the average ranking of
trolls is not significantly larger than the rest of the population (see Table 2).
At the same time, the average Shapley Value (global) for troll accounts is 83.8
times larger than the regular users’ Shapley Value, which indicates that the
troll accounts were quite effective in spreading information. Furthermore, Fig. 4b
reports the Shapley Values only for the retweet cascades of URLs-troll. We have
2,723 URLs that appear in 3,924 cascades of 934K regular users and 233 trolls.
Twenty-seven trolls and 91,572 regular users have non-zero Shapley Value. The
distribution for the trolls is the same as the global one since the retweet cascades
of URLs-troll are the only ones with troll accounts present. Regarding the regular
users, we recompute their total Shapley Value by Eq. 2 and only for the subset of
retweet cascades that correspond to URLs-troll. Again, we reach a final ranking,
where the ranking of trolls in the top-1000 is [7, 28, 32, 125, 335, 361, 444, 697,
864, 981]; namely, only ten trolls appear in the top-1000 and three of them in
the top-100.

Finally, we use the influence-degree as a measure to rank regular users
and trolls according to the effect they have on the retweets cascade trees (see
Sect. 4.4). In summary, we have 21 trolls and 118,960 regular users with non-zero
influence (we omit the plot). We found four troll accounts in the top-1000 with
rankings [34, 201, 241, 899] and one of them in the top-100 (see also Table 3). On
the other hand, the influence-degree of trolls is more than 71.5 times larger than
regular users’ influence, on average, a similar result to the one for the Shapley
Value (see Table 2).

Bots and Suspended Accounts. How similar to bot accounts are the top-k
users? In order to estimate this, we use the Botometer scores for the top-1000
regular users (ranking by Shapley Values). Botometer8 classifies Twitter accounts
as a bot or human with 0.95 AUC classification performance [24,27]. It uses

8 https://botometer.iuni.iu.edu.

https://botometer.iuni.iu.edu
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Table 3. Top-k Twitter accounts. (We use bold for the suspended accounts)

Account-info Ranking Coreness CAP
User screen-name (User-ID) (by-Shapley, by-Infl.) (eng., univ.)

Top-10 influential accounts
HillaryClinton (1339835893) (1, 1) 854 (0.0015, 0.0019)
LindaSuhler (347627434) (2, 2) 854 (0.0068, 0.019)
realDonaldTrump (25073877) (3, 4) 854 (0.0015, 0.0022)
TeamTrump (729676086632656900) (4, 5) 854 (0.0014, 0.0019)
wikileaks (16589206) (5, 6) 854 (0.0013, 0.0019)
WDFx2EU7 (779739206339928064) (6, 13) 854 N/A
PrisonPlanet (18643437) (7, 9) 854 (0.0012, 0.0020)
FoxNews (1367531) (8, 7) 854 (0.0028, 0.0026)
magnifier661 (431917957) (9, 11) 854 N/A
CNN (759251) (10, 8) 854 (0.0031, 0.0027)
ChristiChat (732980827) (11, 10) 854 N/A
StylishRentals (355355420) (13, 3) 96 N/A

Troll accounts in top-1000
TEN_GOP (4224729994) (27, 34) 854 N/A
Pamela_Moore13 (4272870988) (150, 201) 854 N/A
America_1st_(4218156466) (181, 241) 854 N/A
tpartynews (3990577513) (769, 899) 854 N/A

Potentially Bot accounts in top-1000
rsultzba (3248410062) (275, 412) 854 (0.565, 0.297)
TrumpLadyFran (717627639159128064) (311, 355) 854 (0.847, 0.446)
edeblazim (429229693) (531, 571) 854 (0.892, 0.812)
WORIDSTARHIPHOP (2913627307) (643, 552) 46 (0.511, 0.385)

various machine-learning models and more than a thousand features that have
been extracted from the publicly available data of the account in question. For a
given account, the Botometer API returns various scores where the more general
one is the Complete Automation Probability (CAP) – the probability that a given
account is completely automated. Two CAP scores are provided, one based on
its English language tweets and one for universal features. Generally, CAP scores
above 0.5 indicate a bot account [7].

In top-1000, four regular users have either CAP(english) or CAP(universal)
score larger than 0.5, so they are potentially bots (see Table 3). On the other
hand, only 22 and 21 users have CAP scores larger than 0.2. Moreover, 263
accounts were inactive. In order to verify the reasons for inactivity, we get the
account information of the regular users in the top-10000, using Tweepy. When
an account is not accessible, then Tweepy returns an error message9 either “User
not found” (code 50; corresponds with HTTP 404; deleted account by the user
9 https://developer.twitter.com/en/support/twitter-api/error-troubleshooting.

https://developer.twitter.com/en/support/twitter-api/error-troubleshooting
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itself) or “User has been suspended” (code 63; corresponds with HTTP 403;
suspended account by Twitter due to violation of Twitter Rules10). In summary,
we found that (i) in top-100: 23 suspended accounts out the of 26 inactive ones;
(ii) in top-1000: 220 suspended out of the 263 inactive; (iii) in top-10000: 1,836
suspended out of the 2,508 inactive.

Lastly, Table 3 shows the account information for the top-10 influential users
based on the Shapley Value. We also present the corresponding rankings in terms
of influence-degree and coreness along with the Botometer scores. Two accounts
in top-10 are suspended, which raises serious doubts about the authenticity of
these users. The top-10 users are part of the largest 854-shell. In addition, we
report the four trolls in top-1000 along with their rankings and coreness. All four
of them are part of the largest 854-shell. Moreover, in retweet cascades initiated
by them, more than 1.1% of the retweets were from regular users belonging to
the top-1000 group.

Summary of Results. Four troll accounts were amongst the most influential
users. Their tweets have been retweeted tens of times by top-1000 influential
regular users. Four regular users in the top-1000 exhibit bot behavior. In addi-
tion, 23% and 22% of regular accounts in the top-100 and top-1000 respectively,
have been suspended by Twitter, something that raises questions about their
authenticity and practices overall.

6 Conclusion

In this paper, we have extensively studied the influence that state-sponsored
trolls had during the 2016 US presidential election by analyzing millions of tweets
from that period. We first constructed the interaction-graph between trolls and
regular users, and then we concentrated our analysis on the retweet cascades.
In order to measure the users’ impact on the diffusion of information, we intro-
duce the notion of flow graph, where we apply a game theoretic-based centrality
measure. Moreover, we estimate the retweet paths by constructing the retweet
cascade trees where we measure the users’ direct influence. The results indicate
that although the trolls initiated some viral cascades, their role was not domi-
nant and the source of influence was mainly the regular users. On the other hand,
the average influence of trolls was considerably larger than the average influence
of regular users. This indicates that the strategies these trolls followed in order
to attract and engage regular users were sufficiently effective. Furthermore, 23%
and 22% of regular accounts in the top-100 and top-1000, respectively, have now
been suspended by Twitter. This raises questions about the authenticity of these
accounts.
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10 https://help.twitter.com/en/managing-your-account/suspended-twitter-accounts.

https://help.twitter.com/en/managing-your-account/suspended-twitter-accounts
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Abstract. Attacking machine learning models is one of the many ways
to measure the privacy of machine learning models. Therefore, studying
the performance of attacks against machine learning techniques is essen-
tial to know whether somebody can share information about machine
learning models, and if shared, how much can be shared? In this work,
we investigate one of the widely used dimensionality reduction techniques
Principal Component Analysis (PCA). We refer to a recent paper that
shows how to attack PCA using a Membership Inference Attack (MIA).
When using membership inference attacks against PCA, the adversary
gets access to some of the principal components and wants to determine
if a particular record was used to compute those principal components.
We assume that the adversary knows the distribution of training data,
which is a reasonable and useful assumption for a membership inference
attack. With this assumption, we show that the adversary can make
a data reconstruction attack, which is a more severe attack than the
membership attack. For a protection mechanism, we propose that the
data guardian first generate synthetic data and then compute the prin-
cipal components. We also compare our proposed approach with Differ-
entially Private Principal Component Analysis (DPPCA). The exper-
imental findings show the degree to which the adversary successfully
attempted to recover the users’ original data. We obtained comparable
results with DPPCA. The number of principal components the attacker
intercepted affects the attack’s outcome. Therefore, our work aims to
answer how much information about machine learning models is safe to
disclose while protecting users’ privacy.

Keywords: Principal Component Analysis · Privacy · Data
reconstruction attack · Membership Inference Attack · Generative
Adversarial Networks

1 Introduction

It is well known that Machine Learning (ML) models can memorize the training
data [5,6]. The more the accuracy of the ML models, the more is their ability
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to memorize [3]. Therefore, sharing such ML models leads to privacy violations.
In order to share or deploy privacy-preserving machine learning models, it is
important to understand how information leakage occurs and how much infor-
mation ML models leak about individuals. For frameworks like Federated Learn-
ing (FL) [10], where the distributed devices share ML models trained on their
local data with the aggregation server or with other distributed devices, knowing
how much information machine learning models leak is an important question
to address, especially when the ML models are trained on sensitive data. For
example, medical data.

Different kinds of attacks are studied to evaluate the robustness of machine
learning applications, including data poisoning attacks, model inversion attacks,
and backdoor attacks. Membership Inference Attacks (MIA) [11] are the most
relaxed attack, in the sense that it reveals minimal information about the indi-
viduals: whether or not a target sample is included in the training dataset on
which the ML model was trained. MIA on medical data is harmful. For e.g., if the
membership information is leaked from the ML model trained on Alzheimer’s
data. Data reconstruction attack lies at the other extreme of the information
disclosure span. It is the most strict attack, as an adversary’s successful data
reconstruction attack can disclose all the information about an individual, which
a machine learning model may have seen during its training.

In our work, we focus on Principal Component Analysis (PCA), which is a
popular dimensionality reduction technique. In [15], the authors studied MIA
against PCA, where the adversary intercepts some of the principal components
and infer whether a particular sample participated in the computation of princi-
pal components. We show that the adversary can conduct a data reconstruction
attack against PCA if the adversary intercepts some of the principal components
obtained from the synthetic data generated using Conditional Tabular Gener-
ative Adversarial Network (CTGAN) [13]. Therefore, we show that even if the
adversary has access to the principal components obtained from the synthetic
data, which is considered safe for sharing, the adversary can attempt an extreme
attack, like a data reconstruction attack, with considerable success. Differen-
tially Private Principal Component Analysis (DPPCA) was already studied in
the works [15], and [8]. In [15], the data curator adds Laplacian or Gaussian noise
to the coefficients of the covariance matrix as a protection mechanism against
privacy leakage. In our work, we generate a synthetic dataset before computing
the principal components. The message of our work is as follows:

– In our work, we study the efficacy of synthetic datasets in combating attacks
against machine learning models.

– If some of the principal components are leaked, we show that the member-
ship attack (a less powerful attack) against PCA shown in work [15] can be
converted into a more powerful attack, like a data reconstruction attack if
the attacker has knowledge about the distribution of training data.

– From our work, we motivate to use protection mechanisms like generating
synthetic data before training and sharing of machine learning/deep learning
models.
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– We also analyze the reconstruction attack’s success when Differentially Pri-
vate Principal Component Analysis (DPPCA) [8] is used.

The paper is organized as follows. Section 2 reviews some concepts needed in
the rest of the paper. In particular, we discuss PCA, MIA against PCA, and
CTGAN. Our suggested attack strategy is described in Sect. 3. Section 4 describes
the approaches that were compared, including DPPCA. In Sect. 5, we provide and
discuss the results. Section 6 gives the conclusion and future directions.

2 Related Work

2.1 Principal Component Analysis

Given a set D = {xn ∈ Rd : n = 1 : N} comprising N raw data samples
corresponding to N individuals of dimension d. After subtracting the mean from
the data, we obtain the centered data matrix and denote it as X. The PCA
technique aims to determine a p dimensional subspace that approximates each
sample xn [1]. The formulation of PCA is as follows:

min
πp

E =
1
N

N∑

n=1

En =
1
N

N∑

n=1

1
N

||xn − πpxn||22 (1)

where E is the average reconstruction error and πp is an orthogonal projector,
which approximates each sample xn by x̂n. The solution to the PCA problem
can be obtained via the Singular Value Decomposition (SVD) of a sample covari-
ance matrix Σcov, a positive semi-definite matrix. Therefore, its singular value
decomposition is equivalent to spectral decomposition. SVD of Σcov is given by∑d

i=1 λiviv
T
i , where λ1 ≥ λ2 . . . λd are the eigenvalues, and v1, v2 . . . vd are the

corresponding eigenvectors of Σcov, respectively. Let Vp denote the matrix whose
columns are the top p eigenvectors. πp = VpV

T
p is the solution to the problem

in (1).

2.2 Membership Inference Attack Against Principal Component
Analysis

Membership Inference attack (MIA) infers whether a particular record is part of
the training dataset on which the machine learning algorithm was trained. The
authors of [15] addressed MIA against PCA for the first time. In [15], the authors
assume that the adversary intercepts some of the principal components. Using
the intercepted principal components, the adversary computes the reconstruction
error of the target sample (a sample whose membership is to be determined by
the attacker). The concept is that the samples belonging to the training set will
incur lower reconstruction error in comparison with the samples not belonging to
the training set. Hence, on the basis of a tunable threshold value t, the adversary
can distinguish between the members and the non-members of the training set.
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It is quite interesting to know why membership attacks work. Previous works,
including [2,4,9], and [14] identified that the overfitting of machine learning
models is a reason behind the success of membership attacks. The overfitting of
ML models is usually because of high model complexity and the limited size of
the training dataset. Deep learning models are overparameterized and complex,
which, on the one hand, enables them to learn successfully from big data, but,
on the other hand, may cause them to have an unreasonably high capacity of
retaining the noise or the details of a specific training dataset. Moreover, ML
models are trained in a lot of (often tens to hundreds) epochs on the same
instances repeatedly, making the training instances very susceptible to model
memorization. Also, in [2], Bentley et al. presented a theorem that says that the
overfitting of the target models can lead to the performance of an MIA better
than randomly guessing (i.e., 50% attack success rate (ASR)).

2.3 Conditional Tabular Generative Adversarial Network (CTGAN)

GANs learn to generate fake samples that mimic the real ones. GANs have
two neural networks. One is the generator, which generates new data, while the
other is the discriminator, which aims to correctly classify the real and fake
data. GANs face certain challenges when applied to tabular data, including the
need to simultaneously model discrete and continuous columns, the multi-modal
non-Gaussian values within each continuous column, and the imbalance in cat-
egorical columns. CTGAN [13] proposed two modifications to tackle the issues
faced by GANs when applied to generate tabular data. The first problem that
CTGANs solved is finding the representative normalization of continuous data.
A discrete variable can be represented using one-hot encoding. For example, to
represent the working days of a week, we can use one-hot encoding with five
columns. Mondays can be represented as {1,0,0,0,0}. Tuesdays can be repre-
sented as {0,1,0,0,0}, and so on. However, when dealing with continuous data,
it is challenging to represent all the information carried by the continuous vari-
able. A continuous variable has multiple modes. Therefore by merely feeding
the model the value of the continuous variable at our sample, we risk losing
information, such as what mode the sample belongs to? and what is its impor-
tance within that mode? CTGAN proposed using mode-specific normalization to
avoid losing information, which first fits a VGM (Variational Gaussian Mixture
model) to each continuous variable. A Gaussian mixture model finds the optimal
k Gaussians to represent the data through expectation maximization. To handle
an imbalance in discrete columns, CTGANs designed a conditional vector cond,
and a training-by-sampling technique. The conditional generator can generate
synthetic rows conditioned on one of the discrete columns. Using training-by-
sampling, the cond and training data are sampled according to the log frequency
of each category. Therefore, CTGAN can explore all possible discrete values.
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3 Proposed Work: Threat Model and Attack
Methodology

In our attack setting, the data curator/guardian generates synthetic/fake data
Dsyn using different percentages (10%, 30%, 50%, 70%,100%) of samples from
the original data D. The synthetic data is generated using CTGAN, as described
in Sect. 2.3. The curator then computes the principal components Pk of the
synthetic data Dsyn, and sends these to a reliable party. We suppose that the
attacker A intercepts some or all of the Principal Components (PCs) computed
on the synthetic data by eavesdropping on the communication channel. The
previous works regarding MIA are reviewed in [7], there are two kinds of knowl-
edge useful for attackers to implement MIAs against ML models: knowledge of
data distribution, and knowledge of machine learning model/algorithm,
which learns about the patterns in the training data. Knowledge of training
data refers to the knowledge of the data distribution, which means that the
attacker has access to the shadow dataset, which has the same distribution as
the original data. This is a reasonable assumption, as the attacker can obtain
the shadow dataset using statistics-based synthesis when the data distribution
is known and model-based synthesis when the data distribution is unknown [11].
Hence, in our attack setting, we assume that the attacker can synthesize the
shadow dataset using CTGAN. By knowing some of the principal components,
and the constructed shadow dataset using CTGAN, the attacker can make a
data reconstruction attack as follows.

Suppose we have an original data matrix Xorig of size n × p. We obtain a
data matrix X, after subtracting the mean vector μ from each row of Xorig. Let
V be the p × k matrix of some k eigenvectors to reduce the dimension; these
would most often be the k eigenvectors with the largest eigenvalues. Then the
n × k matrix of PCA projection scores (Z) will be given by Z = XV . In order
to be able to reconstruct all the original variables from a subset of principal
components/eigenvectors, we can map it back to p dimensions with V T . The
result is then given by X̂ = ZV T . Since we have a projection scores matrix, Z
= XV , we obtain X̂ = XV V T . We do not have access to the original data X;
we assume that the attacker has knowledge about the distribution of X. There-
fore, the attacker can synthesize the data Xsyn with a similar distribution as
X, and reconstruct the original data using X̂ = ZV = XsynV T V . We assume
the attacker can access the synthetic data generated using the Conditional Tab-
ular Generative Adversarial Network (CTGAN) to show experimental results.
We generate the synthetic data using different percentages of records from the
original data, including {10%, 30%, 50%, 70%, 100%}. To show the degree of
success of the data reconstruction attack, we show the Reconstruction Accuracy
(R.A.) in estimating the original data. We define R.A. as follows.

Definition 1. Suppose R is the reconstructed data, which is the estimator for
the original data O, where R = {R1 . . . Rd}, and O = {O1, . . . Od}. Let δ be
a reconstruction error, which can be tolerated to measure the level of recon-
struction for a record. The reconstruction accuracy, R.A. is defined as follows:
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R.A. =

#

{
R̂j : |Oj−Rj

Oj
| ≤ δ, j = 1 . . . d

}

n
(2)

where # means count, and n is the number of records. Hence, R.A. is the per-
centage of reconstructed entries for which the relative errors are within δ. The
diagram of our proposed attack is shown in Fig. 1, which explains our method-
ology.

Fig. 1. Data reconstruction attack against Principal Component Analysis

4 Compared Methodologies

We compared our approach with two alternative strategies. In one strategy, we
use no protection mechanism before computing the principal components. In
the other strategy, we use Differentially Private Principal Component Analysis
(DPPCA) for computing the principal components. In this section, we describe
these alternative strategies. The results are presented in Sect. 5.
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4.1 No Protection Mechanism

We first compare our proposed methodology with the case when the data curator
uses no protection mechanism at all, computes the principal components of the
original data, and shares these principal components with a reliable third party.
Nevertheless, the attacker eavesdrops on the communication channel and obtains
some or all of the principal components. Based on the knowledge of the training
data distribution and the intercepted principal components, the attacker tries
to reconstruct the original data of users. To be noted, the difference between
our proposed methodology and the compared methodology is that in the pro-
posed methodology, the principal components computed on the synthetic data
are leaked, and in the compared methodology, the principal components com-
puted on the original data are leaked.

4.2 Differentially Private Principal Component Analysis

The goal of PCA is to find the principal components of a dataset, which are the
directions in which the data varies the most. In [8], the authors proposed a new
approach to perform differentially private PCA (DPPPCA) on high-dimensional
datasets. The algorithm in this paper involves perturbing the covariance matrix
of the dataset in a differentially-private manner to ensure that the PCA output
is also differentially-private. Specifically, the algorithm takes as input a dataset
X with n samples and d dimensions and a privacy parameter ε. It then computes
the covariance matrix S of the dataset, which is a d × d symmetric matrix. To
perturb the covariance matrix while maintaining privacy, the algorithm adds a
noise matrix N to S, where N is also a symmetric matrix. The noise matrix
is generated using the Laplace mechanism, which adds independent Laplace
noise to each entry of N , scaled by the privacy parameter ε. The algorithm then
performs eigendecomposition on the perturbed covariance matrix S+N to obtain
the principal components of the dataset. The eigendecomposition is performed
using a numerical algorithm, such as the power iteration method. Finally, the
algorithm outputs the top k principal components of the dataset, where k is a
user-specified parameter. The output is also differentially-private, as the added
noise ensures that the output does not reveal information about any individual
sample in the dataset. They also provide theoretical bounds on the privacy loss
and the accuracy of the method.

Table 1. Description of datasets

Dataset Number of Samples Number of Attributes

Heart-scale 270 13

a9a 32561 123

Mushrooms 8124 112
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Fig. 2. R.A. within the limit Delta (δ) for heart-scale data

5 Experimental Results and Analysis

We experimented on three publicly available binary classification datasets:
Heart-scale, a9a, and mushrooms. The datasets can be found on1. The num-
ber of samples and the number of attributes of these datasets are described in
Table 1. It can be seen that the range for the number of samples is from 270
to 32,561, and the number of attributes is from only 13 to 123. Each dataset
has some preprocessing steps involved. The scale for the heart-scale dataset is

1 https://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/binary.html.

https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
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Fig. 3. R.A. within the limit Delta (δ) for a9a data

[−1,1]. After preprocessing, the adult dataset is converted into the a9a dataset.
There are 14 features in the original adult data set, eight of which are categori-
cal and six of which are continuous. The continuous features in this data set are
discretized into quantiles, and a binary feature represents each quantile. In addi-
tion, a categorical feature with m categories is converted to m binary features. In
the mushrooms dataset, each nominal attribute is expanded into several binary
attributes. Also, the original attribute 12 has missing values and is not used.

In our experiments, we generated synthetic datasets using different percent-
ages of original data. We apply PCA to the generated synthetic datasets. Assum-
ing that the adversary intercepted some of these principal components, we try
to reconstruct the data from which the principal components were computed.
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Fig. 4. R.A. within the limit Delta(δ) for mushrooms data

We obtain the reconstruction accuracy, as shown in Fig. 2, 3, and 4, respectively.
We have an upper cap for the Reconstruction Accuracy (R.A.), as the maximum
reconstruction error we can obtain is the difference between the original and syn-
thetic data generated using CTGAN using all the original data records. We are
measuring the capability of CTGANs to generate a different-looking but similar
distribution of synthetic data and the privacy breach caused by the leakage done
by the principal components. We summarize our main findings as follows.

1. We found that even after using just 10% samples from the original data, the
R.A. is close to 90% when the attacker intercepted 110 principal components.
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Fig. 5. R.A. without protection mechanism prior to the computation of PCs

R.A. is close to 70% when the attacker intercepted 10 principal components,
as shown in Fig. 3a for the a9a dataset.

2. For the a9a dataset, the R.A. is more in comparison with the heart-scale
data in Fig. 2 and mushrooms data in Fig. 4 dataset. The reason behind more
R.A. in the case of the a9a dataset is that a9a has more categorical features.
Hence, the generation of synthetic data using CTGAN could provide less
protection in the case of the a9a dataset.

3. The maximum R.A. for heart-scale data, as shown in Fig. 2 is close to 40%.
It is less because we have a protection mechanism using synthetic data gen-
eration before the computation of principal components.

4. The minimum reconstruction in the case of mushroom data in Fig. 4a is close
to 20% when the attacker intercepted 5 or 10 principal components and only
10% of the original data was used in constructing the synthetic data.

5. In Figs. 2f, 3f, and 4f for heart-scale, a9a, and mushrooms dataset, respec-
tively, we show a trend between R.A. and the number of principal compo-
nents intercepted by the attacker. Our results show that R.A. increases as
the number of principal components increases, which is also expected from
theory.

6. We generated synthetic datasets from different percentages of original data.
From Figs. 3a to 3e, we observe that as we increase the percentage of samples
used in generating the synthetic data, the gap between the lines for R.A. in
the graph widens, indicating the increase in R.A. with the increase in the
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Fig. 6. R.A. using DPPCA on heart-scale data when the attacker intercepted Top 3
PCs

percentage of samples used from original data for generating synthetic data
using CTGAN.

7. It is noted that there is not much difference in the R.A. when the CTGAN
uses less percentage (e.g., 10%) of samples from the original data compared to
using all the samples from the original data for generating the synthetic data.
This shows the capability of CTGAN in successfully generating synthetic
data similar to the original data using fewer samples from the original data.

8. When no protection mechanism is used, we show that the R.A. increases.
For e.g., in Fig. 5b, the R.A. for the heart-scale data approaches 60%, which
is higher in comparison with the case when DPPCA is used (Refer Fig. 6),
and when the principal components were computed on the synthetic data
(Refer Fig. 2).
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9. In Fig. 6, we use DPPCA on the heart-scale data. We observe that the lesser
the value of ε, the shallower the graph for R.A.

10. Both DPPCA and the generation of synthetic data technique outputs com-
parable R.A. The performance of DPPCA depends on the value of a privacy
parameter ε. The lower the value of ε, the higher the privacy.

11. Therefore, from our experiments, we can conclude that generating synthetic
data from the original data and then training machine learning models on
the synthetic data is a good way to combat attacks against machine learning
models to an extent.

6 Conclusion and Future Works

We proposed a data reconstruction attack against PCA by extending the work
related to membership inference attacks in [15] and [7]. Specifically, we made two
assumptions for attempting a data reconstruction attack against PCA; one is
that the attacker knows some of the principal components computed on the syn-
thetic dataset generated by the data curator, and the other is that the attacker
has knowledge about the data distribution. Knowing that the data reconstruc-
tion attack is more harmful than the membership attack, we obtained reason-
ably good results in terms of reconstruction accuracy. We studied the efficacy of
synthetic datasets generated using Conditional Tabular Generative Adversarial
Networks as a protection mechanism in combating data reconstruction attacks.
In the future, we would like to explore the behavior of other machine learn-
ing models against MIA and data reconstruction attacks. In the work [12], it is
shown that synthetic data cannot protect the outlier records but performs well
in terms of utility, whereas DP synthetic data provides high privacy gains but
at the cost of degrading the utility of data. Hence, we would also like to conduct
the privacy and utility analysis of synthetic and DP synthetic datasets.
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Abstract. Privacy of machine learning on Big Data has become a
prominent issue in recent years due to the increased availability and
usage of sensitive personal data to train the models. Membership infer-
ence attacks are one such issue that has been identified as a major privacy
threat against machine learning models. Several techniques including
applying differential privacy have been advocated to mitigate the effec-
tiveness of inference attacks, however, they come at a cost of reduced
utility/accuracy. Synthetic data is one approach that has been widely
studied as a tool for privacy preservation recently but not much yet in the
context of membership inference attacks. In this work, we aim to deepen
the understanding of the impact of synthetic data on membership infer-
ence attacks. We compare models trained on original versus synthetic
data, evaluate different synthetic data generation methods, and study
the effect of overfitting in terms of membership inference attacks. Our
investigation reveals that training on synthetic data can significantly
reduce the effectiveness of membership inference attacks compared to
models trained directly on the original data. This also holds for highly
overfitted models that have been shown to increase the success rate of
membership inference attacks. We also find that different synthetic data
generation methods do not differ much in terms of membership inference
attack accuracy but they do differ in terms of utility (i.e., observed based
on train/test accuracy). Since synthetic data shows promising results for
binary classification-based membership inference attacks on classifica-
tion models explored in this work, exploring the impact on other attack
types, models, and attribute inference attacks can be of worth.

Keywords: Synthetic Data · Machine Learning · Membership
Inference Attack · Accuracy

1 Introduction

Machine learning has become one of the most essential elements of many tech-
nological solutions in recent years due to its huge benefits. The increasingly
common applications of machine learning include image and speech recogni-
tion, predictive analytics, natural language processing, behavioral analysis, rec-
ommender systems, etc. In the majority of these scenarios, the data that the
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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machine learning models build upon contains privacy-sensitive data of individ-
uals. Privacy of machine learning has become a concerning issue recently due to
the rapid increase in the use of personal and thus potentially privacy-sensitive
data to train machine learning models. The problem of models with sufficient
capacity (i.e., especially deep neural networks (DNN)) is that they tend to mem-
orize the training data [35]. Several attacks have been developed that are capable
of revealing information about the training data by exploiting the memorization
capability of machine learning models.

Membership inference is one of the most prominent privacy vulnerabilities of
machine learning models [24]. The goal of the attacker in the case of membership
inference is to identify whether a given record is used to train the machine
learning model or not which can eventually leak privacy-sensitive information.
For instance, just revealing membership in a set used to train a target model
related to a certain disease can reveal that a person has the disease which is a
severe violation of privacy. Moreover, the attack can be carried out with minimal
information in a black-box manner which increases the severity of the attack
further. Shokri et al. [25] first proposed the black-box membership inference
attack (MIA) which utilized a neural network-based binary classifier for detecting
membership. Since then a plethora of attacks both black-box and white-box have
been proposed for membership inference [10].

Model overfitting has been identified as one of the prime reasons for mem-
bership inference [25]. The machine learning models overfit when the model
accuracy on the training data is significantly better compared to the accuracy
on the unseen test data. This difference in accuracy is also termed as generaliza-
tion error. Many different mitigation techniques have been proposed to solve the
problem of membership inference mainly to achieve indistinguishability between
the model’s behavior on training and unseen test data. The mitigation strategies
include the use of differential privacy [20], adding inference attack as a regular-
ization term during model training [17], adding perturbed noise to models pre-
diction outputs [13], etc. Nonetheless, it has been shown in some recent works
that these defense strategies are not effective enough for some novel membership
inference attacks (MIAs) [24].

The use of synthetic data for disclosure protection has gained significant
attention in recent years. It has been widely studied as a measure of privacy
protection for data release and analysis. The benefit of synthetic data is that
there is no given direct linkability between the records and individuals since the
data is not real. Furthermore, several works have shown that in terms of utility
for machine learning tasks, synthetic data can also achieve acceptable accuracy
close to original data, e.g., for tabular data [14] and image data [30]. However,
more research is needed to understand what happens to MIAs if we train machine
learning models using synthetic data instead of original data.

In this work, we thus investigate the impact of synthetic data on membership
inference attacks against machine learning models where the target models are
mainly classification models with supervised learning. First, we compare the
membership inference attack accuracy between models trained on synthetic data
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and original data using four publicly available datasets. Second, we compare
different synthetic data generation methods in terms of MIAs. Third, we also
study the effect of overfitting on models trained on original and synthetic data
concerning membership inference attack accuracy by reducing the number of
training data to intentionally overfit the model.

Organization. The rest of the paper is organized as follows. In Sect. 2, we
discuss the related work, followed by an overview of the membership inference
attack in Sect. 3. In Sect. 4, we briefly discuss synthetic data generation methods.
We then present our experimental setup in Sect. 5 followed by the experimental
results in Sect. 6. Finally, we conclude our work in Sect. 7.

2 Related Work

Since the inception of membership inference attacks against machine learn-
ing models, there has been a lot of work focusing on the mitigation of such
attacks. Overfitting has been one of the prime reasons for membership infer-
ence. Thus, several works [17,23,25,27,33] focused on reducing the overfitting of
machine learning models to defend against membership inference attacks. The
works mainly utilized various regularization techniques such as l2 regularization
[25], dropout [23], and adversarial regularization [17] to reduce the overfitting of
machine learning models. Besides this, several mechanisms leveraged differential
privacy [1,12,29,34] for mitigating the risk of membership inference attacks. The
problem with employing these mitigation strategies is that besides reducing the
privacy risks typically they reduce the performance of the target model as well.

We also consider some related works that look into different aspects of syn-
thetic data concerning inference attacks. For instance, in a recent work, Stadler et
al. [28] performed a quantitative evaluation of the privacy gain of synthetic data
publishing and compared it with other anonymization techniques. The authors
first empirically evaluated whether synthetic data generated by a wide range
of generative models without any additional privacy measures provide robust
protection against linkage attacks for all target records or not. Based on their
experiments, the authors concluded that synthetic data does not provide uni-
form protection for all records and cannot protect some outlier records from
linkage attacks. Next, the authors also show that differentially private synthetic
data can protect such records from inference attacks but at a high utility cost.
According to the author’s findings, synthetic data cannot provide transparency
about the privacy-utility tradeoff, unlike traditional anonymization techniques.
It is impossible to predict what features of the original data will be preserved or
suppressed in the synthetic data. Lastly, the authors also provide a framework as
an open-source library to quantify the privacy gain of synthetic data publishing
and compare the quality with different anonymization techniques.

Slokom et al. [26] investigated whether training a classifier on synthetic data
instead of original data can mitigate the effectiveness of attribute inference
attacks. The authors first demonstrate with a model trained on original data
that by performing the attack an attacker can learn sensitive attributes both
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about individuals present in the training data and also about previously unseen
individuals. Then they replicated the attack on a model trained on synthetic data
instead of the original data and found that the synthetic model is also as suscep-
tible to attribute inference as the original model. According to the authors, this
finding relates to the success of an attack inferring sensitive information from
individuals using priors and not the machine learning model itself.

Zhang et al. [36] proposed a novel approach for membership inference against
synthetic health data that tries to infer whether specific records are used for
generating synthetic data or not. The authors evaluate fully synthetic and par-
tially synthetic data based on their proposed approach for membership inference.
According to the authors, their experimental results show that partially synthetic
data are susceptible to membership inference whereas fully synthetic data are
substantially more resilient against such inference attacks. The authors believe
that their method can be used for preliminary risk evaluation of releasing any
partially synthetic data.

Hu et al. [11] proposed to use data generated by Generative Adversarial
Network (GAN) based on original data (i.e., synthetic data) for training machine
learning models to defend against membership inference attacks. To ensure high
utility, the authors utilize two different GAN structures with special training
techniques for image and tabular data types respectively. For the generation of
image data, the truncation technique is used whereas for tabular data clustering
is used to ensure the quality of the generated data. Their empirical evaluation
show that the proposed approach is effective against existing attack schemes and
more efficient than existing defense mechanisms.

Though not focusing directly on membership attacks, another relevant
related work for the potential privacy-protecting properties of synthetic data
for data analysis, Ruiz et al. [22] investigate the linkability of synthetic to origi-
nal data and argue that, based on a scenario where the attacker has access to the
original dataset in its entirety, individuals’ representations in synthetic and orig-
inal datasets remain linked by the information they convey. Nonetheless, a con-
trasting finding was reported by Giomi et al. in [8] where the authors evaluated
three types of privacy risk namely singling out, linkability, and inference risks of
synthetic data using their proposed framework called Anonymneter. From their
experiments, the authors observed that synthetic data is the least vulnerable
to linkability. The findings indicate that one-to-one relationships between the
original and generated records are not preserved in synthetic data.

The main difference between these works and our work is that none of the
works perform a thorough investigation of the effect of synthetic data on the
overall accuracy of membership inference attacks compared to the original data
when using the synthetic data as training data, in contrast to publishing syn-
thetic data in an effort to protect the privacy of the original data. For example,
[28] investigates whether synthetic data can protect outliers equally as other
records from inference attacks, [26] looks into attribute inference attacks, [36]
focused on inference attacks against synthetic data generation process, and [11]
only focused on GAN based methods for synthetic data generation and did not
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investigate the effect of different synthesizers or overfitting on membership infer-
ence attack accuracy in the context of synthetic data. There exists a research
gap regarding the impact of training machine learning models on synthetic data
instead of original data on membership inference attacks which we try to bridge
in this work.

3 Membership Inference Attacks (MIA)

The attack mechanism for membership inference can vary depending on the
adversarial knowledge of the attacker. In this section, we provide a brief overview
of adversarial knowledge and attack types and then discuss the attack mechanism
used in this work in detail.

Adversarial Knowledge. The knowledge of an attacker can vary depending
on how much information the attacker has access to about the machine learning
model they are trying to attack. With regards to membership inference, there are
two types of information that are beneficial for the attacker, namely information
about the training data and information about the target model. The informa-
tion about the training data refers to knowing the distribution of the training
data. It is assumed in most of the membership inference attack settings that the
distribution of the training data is known to the attacker which means that the
attacker can obtain a so-called shadow dataset from the same distribution as the
training data. To be realistic, it is also assumed that the training dataset and
the shadow dataset are disjoint. The information about the target model refers
to knowing the learning algorithm, model architecture, and parameters of the
model. Depending on the knowledge of the attacker, MIAs are divided into two
categories which are white-box attacks and black-box attacks.

White-Box Attack. In this type of attack, it is assumed that the attacker has
knowledge about the training data and also about the target model. The knowl-
edge that the attacker possesses in this setting includes information about the
training data distribution, learning algorithm, model architecture, and parame-
ters of the target model.

Black-Box Attack. In the case of black-box, it is assumed that the attacker
only has information about the training data distribution and can query the
target model in a black-box manner. For instance, in the case of the classification
model, the attacker can provide an input record as a query to the model and
can obtain the corresponding prediction output from the model. Nonetheless,
the attacker does not have any information about the target model architecture,
parameters, or the learning algorithm.

Approaches of Attack. Due to overparameterization, machine learning models
such as DNN sometimes achieve the capacity to memorize features about the
data that they are trained on [4]. As a result, the models behave differently on
training data (i.e., members) versus the test data (i.e., nonmembers) that they
have never seen. For instance, if the target model is a classification model, then it
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Fig. 1. Binary Classifier-based Membership Inference Attack

would classify the true class of training data with a higher confidence score than
it would do for the unseen test data. This differentiation allows an attacker to
build an attack model that can distinguish between members and nonmembers of
a training dataset. Depending on how an attack model is created, the approach of
membership inference attack can be divided into two major categories which are,
binary classifier-based approach and metric-based approach. In this work, we use
a binary classifier-based membership inference attack on classification models
which is discussed in the following section. For more details on membership
inference attacks based on other approaches and other models see [10].

3.1 Binary Classifier-Based Black-Box Attack

The basic idea of this approach for MIA is to train a binary classifier (i.e., attack
model) capable of distinguishing the behavior of a target model on the members
of the training set from nonmembers. The very first and most popular binary
classifier-based membership inference attack technique (also termed shadow train-
ing) was proposed by Shokri et al. [25]. The main idea of the attack technique pro-
posed by the authors is that the attacker trains multiple shadow models to imitate
the behavior of the target model. Figure 1 shows an overview of the attack pro-
cess. The shadow models are trained using shadow datasets which are drawn from
a similar distribution as the training dataset of the target model. The assumption
here is that the attacker knows the distribution of the training data which can be
used to generate the shadow datasets. It is also assumed for non-triviality that the
target model’s training dataset and the shadow datasets are disjoint.

For each shadow model, the shadow dataset is divided into a shadow train
set and a shadow test set. The shadow models are then trained using their
corresponding train sets. Once the models are trained, prediction outputs are
generated using each trained model for both their own train set and the unseen
test set. The obtained output vectors for each shadow model are then labeled
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as members for the model’s own train set and as non-members for the unseen
test set. The resulting labeled data make up the training data for the attack
model which is the binary classifier inferring membership status. It is important
to note that for each class of the target model, a separate attack model is trained
to infer membership for the particular class. Once the attack model is trained,
for the membership inference, the attacker first queries the target model with
a particular record and obtains the prediction vector. Then the attacker passes
the prediction vector value to the trained attack model with its true class to
obtain the membership status.

4 Synthetic Data Generation

The idea of synthetic data as a confidentiality measure was introduced first in
1993 by Rubin [21], where the proposal was to use multiple imputation on all
variables to generate fully synthetic data such that no original data is released.
Since then multiple approaches such as parametric, non-parametric (e.g., clas-
sification and regression trees (CART) [3], random forest [2], etc.), saturated
model, and so on have emerged for generating synthetic data. Recently, due
to the advancement of machine learning, deep learning-based methods such as
Generative Adversarial Networks (GANs) [9] are also getting widely used for
generating fully synthetic data.

Synthpop is an open-source R package developed by Nowok et al. [18] for
generating synthetic data based on the original data. The package provides the
possibility of choosing parametric and non-parametric methods for synthetic
data generation. The non-parametric method is mainly based on classification
and regression tree (CART) which is capable of handling any type of data. For
parametric the available methods include linear regression and predictive mean
matching for numerical variables and logistic regression for categorical variables.

Synthetic Data Vault (SDV) is a python-based library also for generating
synthetic data developed by Patki et al. [19]. Besides statistical approaches, SDV
also includes GAN-based approaches to generate synthetic data. Conditional
Tabular GAN (CTGAN) developed by Xu et al. [31] is a popular GAN-based
approach capable of handling and achieving good performance for the mixed type
of data. Apart from CTGAN, SDV also has another GAN-based approach called
CopulaGAN which is a variation of CTGAN that utilizes cumulative distribution
function (CDF) based transformations for making the learning process easier.
In this work, we use different methods from Synthpop and SDV libraries for
generating synthetic datasets.

5 Experimental Setup

This Section discusses the experimental setup. Table 1 provides a brief overview
of the datasets used in this work for the empirical evacuation.

The goal of the experiments is to find out whether, given the synthetic data,
the attacker can infer whether a particular record (e.g. an individuals data) was
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used to generate the synthetic data that, in turn, was used to train the model
as opposed to whether the record was a member of the dataset that was used to
train the model directly. The inferred membership is thus an indirect one. Our
codes for the experiments are available on GitHub1.

As shown in Table 1, we use four publicly available datasets for our experi-
ments which are Adult [15] and Avila [6] from UCI Machine Learning Repository
[7], Polish quality of life dataset (SD2011) [5] from Synthpop example datasets,
and Location-30 dataset created by Shokri et al. [25] based on location check-ins
in the Foursquare social network, restricted to the Bangkok area and collected
from April 2012 to September 2013 [32]. The classification task for the Adult
dataset is to classify if the income of a person is above or below 50K and for
Avila, it is to classify the author based on the patterns. For Location-30, the task
is to predict the user’s geosocial type based on their geographical profile. For
the Polish dataset, there is no such common classification task. However, since
it is a census dataset similar to Adult and has an income variable, we predict
whether the income of a person is above or below 1K.

For the target model architecture of Adult, Avila, and Polish datasets, we
use a fully connected deep neural network (DNN) model with layer sizes 600,
512, 256, and 128 before the final output layer. We use Adam optimizer for
the learning with 200 epochs. For the Location-30 dataset, we also use a fully
connected DNN but with layer sizes 512, 248, 128, and 64 before the output
layer. Adam optimizer with 100 epochs is used for learning. For Location-30, we
use l2 regularization with a weight of 0.0007 whereas for the other three datasets
weight of 0.00003 is used. Tanh is used as the activation function for all of the
datasets. We train 20 shadow models for each of the datasets.

For synthetic models, we generate synthetic data using the original records
sequentially starting from 1. For instance, in the case of Adult, we use original
records from 1 to 10000 for synthetic data generation. Similarly, for Polish origi-
nal records 1–2500 is used for generating synthetic data. The data for the shadow
model and nonmember test set for the attack model is randomly drawn from the
remaining original dataset whereas the member test set for the attack model is
drawn randomly from the original records used for synthetic data generation.

6 Experimental Results

6.1 Membership Inference Accuracy Comparison

In this experiment, we evaluate the impact of synthetic data on membership
inference by comparing membership inference attack accuracy between the
model trained on original data versus the model trained on synthetic data. As
mentioned previously, we use the binary classification-based attack technique
proposed by Shokri et al. [25] for membership inference.

For this experiment, for each of the four datasets, we train an original target
model and a synthetic target model. We divide the original dataset by drawing

1 https://github.com/sakib570/mia-synthetic-data.

https://github.com/sakib570/mia-synthetic-data
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Table 1. Dataset Description

Target Model Attack Model

Dataset
Total

Instances

No.

Classes

Model

Type

Data

Type

Synthetic

Data Gen.
Train

Set

Test

Set

Shadow

Train Size Member
Non-

member

Original Original - 7000 3000 7000 2500 2500

Original 10000 - - 7000 2500 2500Adult 48842 2
Synthetic

Synthetic - 7000 3000 - - -

Original Original - 840 360 840 600 600

Original 2500 - - 840 600 600Polish 5000 2
Synthetic

Synthetic - 840 360 - - -

Original Original - 840 360 840 600 600

Original 2500 - - 840 600 600Location-30 5010 30
Synthetic

Synthetic - 7000 3000 - - -

Original Original - 7000 3000 7000 2500 2500

Original 10000 - - 7000 2500 2500Avila 20867 12
Synthetic

Synthetic - 7000 3000 - - -

three disjoint datasets where one dataset is used for training and testing the
target model, one is for training and testing the shadow model, and the remaining
one is for testing the attack model. However, for the synthetic model, we first
generate a synthetic dataset based on the original dataset. The portion of the
dataset used for generating synthetic data is similarly drawn from the original
data as in the case of the original model. For generating synthetic data, we use
Synthpop method CART with Catall for all of the datasets. In the case of the
synthetic model, the data for the shadow model and testing the attack model
are drawn from the original dataset similar to the original model. Thus, the
only difference between the original and synthetic model is that, for synthetic,
the target model is trained using the synthetic data that is generated based on
original data instead of directly training on original data which is the case for
the original model. This introduces an extra layer of indirection to the original
data for the synthetic model and the goal of this experiment is to study the
impact of this indirection on the membership inference accuracy. Table 1 depicts
for each dataset the number of records used for the target, shadow, and attack
model for both the original and the synthetic scenario.

For the evaluation, we measure the train and test accuracy of the target
model and the attack accuracy and precision of the attack model. We use an equal
number of members and nonmembers (i.e., 50% members and 50% nonmembers)
for the validation of the attack model. Thus, attack accuracy close to 0.5 would
indicate that the attack performance is as good as a random guess. The train
and test accuracy comparison between the original and synthetic model provides
an intuition of whether the synthetic model is behaving similarly to the original
model or not. Table 2 depicts the results obtained from this experiment for each
of the four datasets.

As shown in Table 2, concerning train and test accuracy, for all of the
datasets, the original and synthetic models achieve similar results. The devi-
ation in accuracy remains within ∼0%–5% except for the test accuracy in
the case of the Location-30 dataset. The synthetic model for the Location-30
dataset achieves much better test accuracy (i.e., ∼14%) than the original model,
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Table 2. Accuracy Comparison between Original and Synthetic Model

Dataset
Target

Model

Train

Accuracy

Test

Accuracy

Attack

Accuracy

Attack

Precision

Original 92.84 80.73 0.545 0.524
Adult

Synthetic 93.057 83.26 0.5042 0.5023

Original 97.38 55.83 0.66 0.59
Polish

Synthetic 98.33 60.84 0.53 0.52

Original 100 48.61 0.83 0.75
Location-30

Synthetic 100 64.44 0.54 0.57

Original 99.92 98.66 0.5108 0.5054
Avila

Synthetic 99.95 99.15 0.4991 0.4992

however, both models achieve the same train accuracy (i.e., 100%). This indi-
cates that the synthetic model for the Location-30 dataset generalizes better
than the original model.

In terms of attack accuracy, we see that the synthetic models achieve lower
attack accuracy than the corresponding original models as well as the accuracy
values are close to the baseline accuracy of 0.5 for all of the datasets. The most
significant reduction happens in the case of the Location-30 dataset where the
accuracy drops from 0.83 for the original model to 0.54 for the synthetic model.
Similarly, for the Polish dataset, we see that attack accuracy reduces from 0.66
to 0.53 for the synthetic model. In the case of Adult and Avila, even though the
attack accuracy for the original model is already close to the baseline accuracy
of 0.5, we still see that the synthetic model brings the accuracy further close to
the baseline. One reason behind the significant reduction of attack accuracy for
the synthetic model of the Location-30 dataset can be a better generalization.
Since overfitting is one of the prime reasons for membership inference and the
synthetic model for Location-30 on top of the indirection layer of synthetic data
achieves better generalization (i.e., less overfitting), it is able to reduce the attack
accuracy further. The attack precision scores also show a similar trend as the
attack accuracy.

In summary, the experiment reveals that training on synthetic data instead of
original data can significantly reduce the effectiveness of membership inference
attacks. For all of the datasets we see that training on synthetic data is able to
bring down the attack accuracy close to random guessing. The exact results for
attack accuracy have been shown to not only depend on the dataset but also
the bias of the samples used [24], and should thus be taken as approximations
though we did not influence the sample selection in our experiments.

6.2 Evaluation of Synthetic Data Generation Methods

In this experiment, we evaluate different synthetic data generation methods
concerning membership inference. We compare four different synthetic data
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Table 3. Comparison of Synthetic Data Generation Methods

Dataset Model
Train

Accuracy

Test

Accuracy

Generalization

Error

Attack

Accuracy

Original 92.84 80.73 12.11 0.545

Synthpop CART+Catall 93.057 83.26 9.797 0.5042

Synthpop Parametric 87.44 82.8 4.64 0.49

SDV CTGAN 92.72 77.16 15.56 0.49

Adult

SDV Copula GAN 84.11 81.86 2.25 0.498

Original 97.38 55.83 41.55 0.66

Synthpop CART+Catall 98.33 60.84 37.49 0.53

Synthpop Parametric 92.85 55.96 36.89 0.51

SDV CTGAN 99.88 61.26 38.62 0.505

Polish

SDV Copula GAN 99.76 50.48 49.28 0.49

Original 100 48.61 51.39 0.83

Synthpop CART+Catall 100 64.44 35.56 0.54

Synthpop Parametric 100 24.16 75.84 0.534

SDV CTGAN 100 8.33 91.67 0.506

Location-30

SDV Copula GAN 100 4.44 95.56 0.491

Original 99.92 98.66 1.26 0.5108

Synthpop CART+Catall 99.95 99.15 0.8 0.4991

Synthpop Parametric 98.04 39.6 58.44 0.45

SDV CTGAN 99.028 64.033 34.995 0.5074

Avila

SDV Copula GAN 96.785 35.06 61.725 0.4974

generation methods which are Synthpop CART with Catall, Synthpop Paramet-
ric, SDV CTGAN, and SDV Copula GAN. The reason behind choosing these
methods is that we want to cover traditional approaches such as CART and
parametric as well as more recent GAN-based approaches. For this experiment,
we use the same attack technique and training/testing methods used in Sect. 6.1.

Table 3 shows the train and test accuracy, generalization error, and attack
accuracy obtained for different synthetic data generation methods for each of the
four datasets. For the Adult dataset, in terms of train/test accuracy and general-
ization error, all of the synthetic data generation methods obtain similar results
as the original model. The attack accuracy for all of the methods is also very
close to the baseline accuracy of 0.5 with negligible differences. Synthpop CART
with Catall obtained the closest train/test accuracy and generalization error to
the original model. For the Polish dataset, we also see a similar trend where
all of the methods obtained similar results to the original model for train/test
accuracy and generalization error. However, in terms of attack accuracy, we see
more significant differences between the methods than in the case of Adult. For
Polish, SDV CTGAN obtained the closest train/test accuracy to the original
model and also achieved an attack accuracy value (i.e., 0.505) close to baseline
accuracy.
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For Location-30, the methods perform very differently than what we saw for
Adult and Polish. In terms of test accuracy, SDV CTGAN and Copula GAN
obtain only 8.33 and 4.44 respectively which are very poor compared to the
test accuracy of 48.61 of the original model. Synthpop Parametric perform a
bit better than the GAN methods and obtain a test accuracy value of 24.16
which is still far from the test accuracy of the original model. This can be an
indication that the synthetic datasets generated by these methods are unable
to capture the complete features of the original data. Nonetheless, Synthpop
CART with Catall perform much better in terms of test accuracy than the
other methods and obtain even better test accuracy value (i.e., 64.44) than the
original model which indicates that the synthetic model generalizes better than
the original model. In terms of attack accuracy even though Synthpop CART
with Catall obtain 0.54 which is the highest attack accuracy value compared to
other methods, it is still close to the baseline accuracy and not significantly far
away from other methods. Thus, overall Synthpop CART with Catall performs
best for the Location-30 dataset. For the Avila dataset, we also see a similar
trend as the Location-30 dataset where Synthpop Parametric, SDV CTGAN,
and SDV Copula GAN perform poorly in terms of test accuracy compared to
the original model. Also, Synthpop CART with Catall performs best overall and
achieves both train/test accuracy close to the original model and attack accuracy
close to the baseline.

In summary, from this experiment, we see that the synthetic data generation
method can perform differently depending on the dataset. The performance of
the synthetic model can also vary depending on the method and some methods
can imitate the original model better than others in terms of train and test accu-
racy. For attack accuracy, we do not see any significant differences between the
methods. Finally, Synthpop CART with Catall performs best for the combination
of train/test accuracy and attack accuracy for all of the datasets.

6.3 Effect of Overfitting

Model overfitting has been identified as one of the most common causes of mem-
bership inference by many studies [16,25]. Hence, in this experiment, we want to
study whether synthetic data has any effect on membership inference of overfit-
ted models and whether the reduction of the attack accuracy achieved remains
robust even when the training process is biased in favor of the attacker. Since
overfitting occurs when models have sufficient memorizing capacity, reducing the
size (number of records) of the training dataset increases the memorizing capabil-
ity which in turn increases the overfitting of a model. Thus, for this experiment,
we varied the size of training datasets to intentionally overfit both the original
and synthetic models and then measured the attack accuracy.

Table 4 shows the obtained results. For this experiment, we use the Adult and
Location-30 datasets and reduce the number of training data to 100 for both the
datasets to achieve overfitting. We compare the results of train size 100 with
train size 7000 for Adult and 840 for Location-30, the same train sizes used in
previous experiments. For the Adult dataset, when we reduce the train size from
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7000 to 100 the generalization error increases from 12.11 to 28.01 respectively
for the original model. This indicates that the original model with train size 100
overfits more on the training data. Due to this overfitting, the attack accuracy
for the original model increases to 0.63 (train size 100) from 0.545 (train size
7000). However, when we look at the synthetic model attack accuracy, it only
increases to 0.53 from 0.5042 for the same. The generalization error for the
synthetic model also does not increase as much as the original model.

Table 4. Effect of Overfitting

Dataset
Train

Size

Model

Type

Train

Accuracy

Test

Accuracy

Generalization

Error

Attack

Accuracy

Original 92.84 80.73 12.11 0.545
7000

Synthetic 93.057 83.26 9.797 0.5042

Original 98 69.99 28.01 0.63
Adult

100
Synthetic 95.99 75.99 20 0.53

Original 100 48.61 51.39 0.83
840

Synthetic 100 64.44 35.56 0.54

Original 100 28.45 71.55 1
Location-30

100
Synthetic 100 56 44 0.55

For the Location-30 dataset, synthetic data shows an even more significant
effect on attack accuracy. In the case of the original model, the generalization
error increases to 71.55 (train size 100) from 51.39 (train size 840). Similarly,
the attack accuracy increases to 1 (train size 100) from 0.83 (train size 840).
The attack accuracy 1 for the model with train size 100 means that the attack
model can successfully infer members and nonmembers with 100% accuracy.
Nonetheless, for synthetic data, the attack accuracy for train size 100 is 0.55
which is not far from the baseline accuracy. The synthetic model significantly
reduces the attack accuracy compared to the original model. In terms of the
generalization error, we see a similar trend as the Adult dataset.

In summary, the experiment reveals that in scenarios where training on orig-
inal data results in a highly overfitted model, training on synthetic data instead
can significantly reduce the possibility of membership inference attacks.

7 Discussion and Conclusion

In this work, we investigate the impact of synthetic data on membership inference
attacks. We also compare different synthetic data generation methods in terms
of membership inference attack accuracy and study the effect of overfitting on
the synthetic and original models. Our investigation reveals that training on
synthetic data can effectively reduce the membership inference attack accuracy
compared to the models trained on original data. The synthetic model can bring



106 M. S. N. Khan and S. Buchegger

down the attack accuracy close to baseline accuracy which is as good as a random
guess even for datasets that have significantly high attack accuracy. In the case
of synthetic data generation methods, our experiments reveal that some methods
generate synthetic data such that the models train on them imitate the original
model better than others in terms of train and test accuracy. However, the
attack accuracy does not vary significantly for any of the methods. Thus, the
choice of synthetic data generation method should depend on the utility and one
should choose a method that provides the best utility close to the original data.
Furthermore, our investigation on overfitting reveals that training on synthetic
data can significantly reduce the possibility of membership inference in scenarios
where original data produces highly overfitted models. In this work, we just look
at binary classification-based membership inference attacks. Nonetheless, there
are other metric-based and also more advanced membership inference attacks.
In future work, we, therefore, want to investigate whether synthetic data has a
similar impact on such attacks. Additionally, further investigation can be done to
understand if synthetic data can mitigate or reduce the effectiveness of attribute
inference attacks on machine learning models.
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Abstract. Time-based One-Time Password (TOTP) is a widely used
method for two-factor authentication, whose operation relies on one-
time codes generated from the device’s clock and validated using the
servers’ clock. By introducing the notion of forward-replay attack, in
this paper we underline an obvious (but somewhat overlooked) fact: a
secure server’s time reference is not sufficient when an attacker may
maliciously set future time instants over the device, collect the relevant
TOTPs, and play them back later on, when these time instants will
be reached. Through examining viable attack scenarios, we present a
concrete proof-of-concept implementation on Android mobile phones and
three applications using TOTP, including the widely used TOTP-based
Google Authenticator app. Our findings highlight the practicality of such
threat and raise concerns about the security of TOTP, suggesting that
hardened TOTP-based methods should be explored.

1 Introduction

In today’s world, where personal data and online accounts are increasingly valu-
able targets for hackers, securing online accounts has become more critical than
ever. Two-factor authentication (2FA) is a widely used method to add an extra
layer of protection against unauthorized access or fraud. It is a security process
that requires users to provide two forms of identification to access a system or
account, typically a password and a second factor such as a fingerprint, security
token, or verification code sent to a registered mobile device. In many regions,
2FA may also be explicitly imposed by regulation for selected online services.
For instance, the EU regulation mandates two-factor authentication in the Sec-
ond Payment Services Directive (PSD2) [3] for electronic payments within the
European Economic Area (EEA).

One-time password (OTP) authentication is a very common second factor
used in several online services since at least 20 years ago. In this paper we
specifically focus on the Time-Based One-Time Password (TOTP) approach [19],
which has gained popularity in more recent years due to its convenience and
usability. TOTP requires the user to i) have a TOTP generator installed on their
device, and ii) have preliminarily shared with the server a secret key. Using such
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
B. Arief et al. (Eds.): SocialSec 2023, LNCS 14097, pp. 109–126, 2023.
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key and the timestamp gathered on the device, the TOTP application generates
time-based codes valid for a short period, usually 30 s. This is very practical and
simple to use, as it just requires a loose time synchronization among the device
and the server clocks, and ensures that even if an attacker obtains a TOTP code,
it will be useless after a short time.

Other than the knowledge of a shared secret, the security of TOTP is reliant
on the assumption that the server’s clock is trustworthy, thereby preventing
replay attacks where a previously used one-time password/code is reused to gain
unauthorized access to the server.

However, what about the user device’s clock? While it may be reasonable
to assume that the server’s time can be trusted, this is hardly the case for the
user’s device. Even the users themselves can easily manipulate the device time for
their own purpose, such as cheating in time-based rewards apps or games. Just
to mention one among the many examples, a widely popular game, Candy Crush
Saga (an app with over 1 billion downloads), requires users to wait 30min for
game lives to replenish. By manipulating the internal clock settings on the phone,
users can easily obtain free lives. In fact, such cheating techniques in time-based
games inspired us to investigate whether the unreliability of a mobile device’s
clock could be further exploited for malicious purposes by an external attacker.

In this paper we introduce the notion of forward-replay attack, which exploits
the obvious but somewhat overlooked vulnerability in the currently deployed
TOTP security mechanism, namely the sole reliance on the device time. More
specifically, the challenge addressed in this paper revolves around the possibility
for an attacker to practically exploit device time manipulation for a concrete
malicious purpose: collect and exfiltrate valid TOTPs by sampling future time
instants on the victim’s device. These TOTPs can be stored and used at such
later time instants to gain unauthorized access to the user’s account.

We prove the viability of such threat by discussing attack scenarios and
by concretely presenting a proof-of-concept implementation against widely used
TOTP-based authenticator applications for Android mobile phones. By exam-
ining the potential attack scenarios, we demonstrate the severity of the forward-
replay threat, and its significant implications on the security of TOTP. In sum-
mary, this paper contributes as follows:

– we introduce the (perhaps obvious, but apparently overlooked) notion of
forward-replay attack;

– we discuss relevant threat scenarios by detailing the possibilities and the
capabilities needed by a third party malicious attacker to perform such attack;

– we show a preliminary experimental proof-of-concept of an actual attack
over Android phones and three TOTP-based apps, including the massively
employed TOTP-based Google Authenticator app;

– we discuss possible ways to mitigate such threat.

While TOTP has been a popular and effective security mechanism, we believe
that our findings raise serious concerns regarding its overall security. Indeed, we
remark that the attack pattern discussed in this paper is a foundational one
and not an implementation issue, as pragmatically confirmed by the fact that
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we adapted it (with minimal effort) to operate on three different TOTP-based
applications (Google Authenticator, Duo Mobile, and FreeOTP Authenticator).
All this highlights the need for alternative TOTP-based methods that can pro-
vide a higher level of security and mitigate the risk of unauthorized access.

The rest of the paper is organized as follows. Section 2 introduces baseline
TOTP concepts and discusses related works. In Sect. 3, we present and discuss
the threat scenarios that are challenged by the forward replay attack. Section 4
offers a detailed overview of our preliminary proof-of-concept implementation
over Android smartphones. In Sect. 5, we discuss alternative methods, exten-
sions, and consequences of this threat. Finally, conclusions are drawn in Sect. 6.

2 Background and Related Work

HOTP, TOTP and Other Standardized Mechanisms
One-time password (OTP) authentication is a very common second factor used
in several online services. The first IETF standard dealing with an OTP speci-
fication was issues almost 20 years ago in RFC 4226 [17], which documents the
so-called HMAC-based One-Time Password (HOTP). In this first approach, the
underlying usage model assumes that a user device such as the user smartphone
or, preferably, a dedicated physical device such as a smart card or a USB dongle
share a secret key K with the authentication server. In addition, the device must
also be synchronized with the server by means of a counter C, which is increased
at each new authentication. Using these two quantities, a same one time code
at both ends is computed as:

HOTP(K,C) = Truncate(HMAC(K,C)),

i.e., by applying an HMAC [12] construction relying on a cryptographically
secure hash function - SHA-1 in the original specification but today the de-
facto standard being SHA-256 - and a subsequent truncation function which
transforms the output of the hash function into a sequence of 6–8 digits that can
be easily understood and handled by the end user.

Alternative mechanisms, such as the Time-Based One-Time Password
(TOTP) approach [19] considered in this paper, have gained popularity in more
recent years due to their convenience and usability. While HOTP generates one-
time codes using increasing counters, TOTP generates time-based codes that are
valid only for a short period, usually 30 s. This can be trivially accomplished, as
specified in the IETF RFC 6238 [19], by reusing HOTP as follows:

TOTP(K,T ) = HOTP
(
K,

⌊
Current Unix time− T0

X

⌋)
, (1)

where T is an integer which represents the number of time steps, each of size
X seconds, between the initial counter time T0 and the current Unix time - i.e.,
the number of seconds elapsed since midnight UTC of January 1, 1970.
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For example, if an authentication were to occur on Monday 3 April 2023
16:40:26 GMT, the number of seconds elapsed since T0 would be 1.680.540.026.
The division by X = 30 s and the relevant floor rounding would yield the integer
56.018.000 which would be used as counter within the HMAC+Truncate func-
tions’ invocation for computing the resulting OTP. This counter would increase
by one once the time reaches 16:40:30 GMT.

TOTP therefore yields a very practical and simple to use approach, as it just
requires a loose time synchronization among the device and the server clocks,
and ensures that even if an attacker obtains a TOTP code, it will be useless
after a short time.

Furthermore, TOTP is more convenient than challenge-response extensions
such as OATH Challenge-Response Algorithm (OCRA) [18]. In OCRA, the client
and server exchange a challenge that is used to generate a one-time password.
This exchange can be time-consuming and requires direct online connectivity
between client device and server. On the other hand, TOTP only requires the
user to have a TOTP generator installed on their device. With TOTP, the client
and server can independently calculate the expected code at any given time,
without any interaction required, being confident that any non marginal time
difference1 between time of generation of the OTP on the device and its delivery
to the server will result in the OTP being rejected.

Vulnerabilities in Time Sources
As very clear from the TOTP construction reported in the above Eq. 1, if the

secret key K is fixed and set at registration time, the OTP codes generated
over the user device solely depend on the local time reference. The forward-
replay attack discussed in the remainder of this paper is enabled by the native
insecurity of the time source in the user device. Not only such time can be
trivially manipulated by having manual access to the smartphone, but can also
be modified from the network.

Indeed, when automatic time setting is enabled over the smartphone, the
loose time synchronization required by TOTP at the device level is usually
gathered by a Network Time Protocol (NTP) server, or by the NITZ (Network
Identity and Time Zone) broadcast by the cellular network operator, or by a
GNSS (Global Navigation Satellite System) such as GPS.

The NTP protocol is known to be subject to several types of attacks. Many
of these are described by Malhotra et al. [14], and tools such as Delorean [2,25]
have been devised for specifically tampering with NTP.

An insecure clock source can lead to significant errors in time synchronization,
which can affect various mobile applications that rely on time accuracy, such as
location-based services and authentication protocols. Regarding this, Park et
al. [22] investigated the impact of an insecure clock source on the time accuracy
of smartphones. Their interest was not only related to the NTP protocol, but

1 A server may consider valid not only an OTP generated in the latest time stamp
but also OTPs generated in past timestamps that are within a given delay window.
But in practice, as explicitly recommended in the specification [19], at most one time
step is generally allowed.
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they also focused on the NITZ protocol, which is part of the 3GPP standard and
is used to automatically set the time in mobile devices via the cellular network.

During COVID pandemics, such techniques were practically exploited in [10]
for proving that false proximity/contact alerts could be easily generated in about
half a dozen national contact tracing apps deployed in Europe. While the time
travel promoted in [10] brings the smartphone back to a past time, we exploit
such induced time travel to bring the smartphone in the “future” so as to make
it compute a TOTP yet to come.

Finally, a very recent work [15] has started to address formal models for
adversaries equipped with a time machine along with their consequences for
cryptography.

Vulnerabilities in Mobile TOTP Applications
Most scientific contributions dealing with TOTP applications for mobile devices
address significantly more complex attack scenarios, by targeting weaknesses
or privacy violations in storage and communication channels while seeking to
obtain the secret used to generate the codes. Polleit and Spreitzenbarth [23]
examined 16 Android TOTP apps based on user ratings. They analyzed the
storage mechanism of TOTP secrets on the device and performed an analysis of
network traffic. In a just appeared study, Gilsenan et al. [8] analyzed the backup
process and the traffic generated by a dataset of 22 Android apps in significant
detail. The authors inspected the entire backup and recovery workflow of the
apps to assess the security of the stored data and how it was transmitted over
the network. Ozkan and Bicakci [21] evaluated the security of 11 popular Android
TOTP apps. The authors found that they could read the plaintext TOTP secrets
from storage and from memory for many of the apps. However, in their work,
they considered a threat model in which the attacker possessed the device and
had root access. This means that the attacker had full control over the device
and could bypass many security measures implemented by the app and by the
operating system to protect the secrets.

In our study, we do not aim to attack the secret used to generate TOTPs, nor
we require root access. We just need to have the permission to manipulate the
date and time of the mobile phone, which is immediate in the case of physical
access to the device, but can also be done, as demonstrated in Sect. 4, via a mali-
cious app which simply has accessibility permissions. By trying to obtain future
codes on a previously untampered device, we want to raise awareness about this
weakness, which can be used by potential attackers to bypass the secondary
authentication process and eventually gain access to sensitive information.

Positioning of this Work
The reliance of TOTP’s security on trusted time sources is arguably obvious,
and past works such as TrustOTP [26] have duly implemented a secure realtime
clock for generating OTPs. Despite this, and despite some works give the clear
impression that insecurity of the time reference is a well known issue, our initial
literature review failed to identify papers that specifically address the methods
by which an insecure user device time reference can be exploited for the purpose
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of future authentication breaches, i.e. as an enabler for the forward replay attack
scenario introduced and discussed in our work.

It was only during the review process that we were fortunate enough to
have an anonymous reviewer bring to our attention two references to online blog
posts [7,9], which adopt a conceptually similar approach to the one described
in our paper. However, these references focus on very specific domains and spe-
cialized technologies. In contrast, our work deals with the more widespread and
general case of TOTP usage by applications on Android smartphones.

Notably, our proof-of-concept does not require any modifications at the oper-
ating system level, such as root privileges, and once initiated, it operates seam-
lessly without any manual intervention. Even more important, we underline that
the threat raised in our work should not be considered an implementation issue
for a specific domain, but it is a general problem that transcends individual
implementations and may hence affect any system which relies on TOTP as
standardized in [19]. This is the main reason why we suggest to use a new term,
forward replay, for this specific form of attack, so as to distinguish it from other
different and/or more specialized forms of time traveler attacks, which e.g., may
also refer to altering a server’s clock to accept a replayed past token, or accept
a time-dependent event such as a COVID-19 alert, as discussed in [10].

3 General Idea and Threat Scenarios

3.1 Forward Replay Attack

The standardized TOTP operation formalized in Eq. 1 suggests that a smart-
phone which shares the same secret key with the authentication server, and
whose date and time can be arbitrarily modified by an adversary, becomes a
perfect “calculator” for any OTP at any past or future date. Notably, knowledge
of the secret key is not needed if the attacker can perform such calculations using
the victim’s device!

Using this obvious remark (but apparently not thoroughly investigated in
past works), with the term forward replay, we define a threat where a malicious
opponent is able to:

– access the smartphone at time tnow, either manually or using malicious apps
(more later on this);

– activate (or access a background running) TOTP authenticator app;
– manipulate the smartphone date/time and set the smartphone time to a

sequence of future time instants {t1, t2, · · · , tn} (this can also be done by
shifting forward the time reference of the smartphone only once, and simply
wait for the natural time progression to span a desired target time range);

– for each sampled time instant, read the TOTP generated code, create a log
of valid timestamp-code pairs {(t1,OTP1), (t2,OTP2), · · · , (tn,OTPn)}, and
exfiltrate this set of codes.
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In other words, the principle behind the forward-replay attack is trivial: by
having the ability to compute and collect future TOTPs (ability granted by just
a date/time shift), the attacker can “replay” them to the server at the exact
times in which they will be considered valid, i.e. when the server time reaches
the sample time of the OTP.

In a classic replay attack, it is necessary to intercept a code to use it while
it is valid or convince the server that the current date is actually a past date
to trick it into accepting an expired code. The forward-replay attack does not
require changing the server clock or eavesdropping the communication channel
and shifts the target to the user’s device, which is reasonably considered less
secure. This offensive should therefore be seen as an additional vulnerability in
the use of TOTPs, which can further expand the attack surface.

Practicality of the Attack. In order to carry out this type of attack, a quite
powerful attack model appears necessary, as the attacker needs three capabilities:

1. Moving the time forward
2. Capturing the code
3. Extracting the code from the device

These objectives can be accomplished either by obtaining prolonged physical
access to the device or by compromising it using malware. Modern devices fea-
ture robust protection mechanisms, including facial or fingerprint recognition,
which are challenging to bypass without prior knowledge of the victim. Further-
more, as this attack targets a secondary authentication method, user data and
accounts remain safeguarded by the primary authentication mechanism. Conse-
quently, adopting strong and secure passwords remains one of the most effective
strategies for protecting sensitive data. However, as we will discuss in the next
sections, there are many scenarios where such an attack model can be practical
and feasible.

3.2 Threat Scenarios

Manual Access. An attacker may have physical access to a victim’s device for
a given interval of time. This can happen, for instance, when the smartphone is
left for repair into a shop, or if the device is temporarily lent to someone else.
Within the (eventually short) time interval in which the phone is in someone else’s
hands, several methodologies can be applied to build a list of future codes, includ-
ing ways to accelerate the process of sampling dates and scan one day worth of
OTP codes in a significantly less time (roughly half an hour using the baseline
technique employed in our proof-of-concept discussed in Sect. 4). In the upcom-
ing discussion, we will delve into one of these methodologies: the malicious app.
It is worth noting that any application installed to facilitate this process can be
uninstalled once the attacker has generated enough codes, restoring the smart-
phone to an unaltered state. This effectively obscures any trace of the attack and,
leaving no visible indication, makes it difficult for the victim to detect that their
TOTP codes have been compromised. Note that timestamp-OTP pairs can be
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maliciously gathered for arbitrary time instants in the future, even years later if
the authentication key is never changed (as it happens in practice), and cannot
be traced back to the actual date in which they were gathered.

Malicious App. Irrespective of whether it is manually installed or injected
through ordinary offensive penetration techniques, the ability to launch and
control a malicious app over the victim’ smartphone is the most convenient
method to perform a forward replay attack. Indeed, a malicious app can be
designed, as shown in our proof-of-concept introduced in Sect. 4, to directly
manage the date/time changes—hence avoiding the need to rely on external
time-travel [10] attacks via NTP or NITZ—and especially generate OTPs valid
in the future at a significantly accelerated rate. If manual installation is not
viable, the attacker has many classical mechanisms to convict the victim to
install an app that carries out the attack covertly. The actual app that performs
the attack can be for instance embedded within a legitimate app using well
known APK repackaging [24] and obfuscation [5] techniques.

USB Charging Sockets. Public USB charging sockets can be used to carry
out attacks such as juice jacking [13,16]. In particular, they can pretend to
be input-output or network devices [20] or be exploited as a means to use the
Android Debug Bridge (ADB). With the use of ADB, one can install applications
and execute commands to implement a forward-replay attack. ADB is protected
by a security mechanism that requires USB debugging to be enabled and the
connected computer to be recognized by the device. Charging at a public outlet
poses a security risk. This is why it is recommended to do so only with cables
that do not support data transmission.

Each of the above models can be hampered by the device’s lock screen pro-
tection, which might be absent or easily circumvented. One could argue that the
models mentioned earlier are also sufficient for an attacker to capture a single
code and use it immediately. However, we strongly believe that a delayed uti-
lization of an access credential, instead of a race condition between the user and
attacker which is typical of traditional MITM attacks on TOTP, poses a much
more severe and nuanced threat. This is because this sort of attack provides no
indication of who is engaging in the attack; it may be someone who had access
to our phone many months ago.

4 Proof of Concept

To demonstrate the practical feasibility of an attack, we developed an Android
application whose purpose is to trigger the generation of future codes and exfil-
trate them. We initially targeted the codes generated by the Google Authenti-
cator app (see Fig. 1), which has more than 100 million downloads in the Google
Play Store. Extension to other two TOTP-based apps is discussed in Sect. 4.3.
Our app was successfully tested on a completely standard and non-rooted Google
Pixel 7 Pro running Android 13 with the March 2023 security update.
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Fig. 1. Screenshot (Screenshots are taken from the Android SDK emulator, because the
OS prevents screenshots since the app is flagged as secure.) of the Google Authenticator
app showing a TOTP code generated for account authentication.

4.1 Overview

The process of the attack is illustrated in Fig. 2. The solution we propose imple-
ments the highlighted green elements. Standard solutions are available for the
white portions of the diagram. In particular, the malicious app can be embedded
within a seemingly harmless app to achieve injection and activation. Communi-
cation with remote servers can be accomplished using the standard APIs of the
operating system. Acquiring permission is a delicate matter and is highlighted in
yellow. The accessibility permission, which is necessary to carry out our attack,
must be explicitly granted by the user. Although it is possible to introduce a
malicious application into another that already requires the accessibility permis-
sion, it may be difficult to convince a user to grant that authorization to an app
not downloaded from the Google Play Store. Malicious apps are rarely found
on the Play Store due to its rigorous security controls, so the main vectors of
infection are third-party app stores. For the above reasons, it is out of the scope
of this paper to discuss about these topics. Instead, we will concentrate on the
segments that we have implemented.

Very briefly, once injected in the victim’s phone and launched (e.g. via some
stealth event), our app starts the TOTP app, reads the displayed code, simulates
touch inputs to move the clock one minute ahead to capture the next code, and
logs the captured codes in a local database. We use the accessibility permission
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Fig. 2. Scheme of the attack process

to read the code and simulate inputs. The app is a standard Android application
written in the Java programming language.

4.2 Implementation Details

Android Accessibility Services. Accessibility services are intended to assist
users with disabilities in using Android devices and applications [1]. They run
in the background and receive callbacks by the system when accessibility events
are triggered. These events indicate a state transition in the user interface. An
accessibility service is capable of simulating a gesture on the touch screen as
if it had been initiated by the user directly, and provide input as if typed on
the keyboard. These services allow individuals with visual, hearing, or physical
impairments to interact with their devices through alternative means, but they
can also be leveraged by attackers to gain access to sensitive information or per-
form unauthorized actions on a device. The potential of exploiting accessibility
services for malicious purposes has been a known issue for quite some time, and
Kraunelis et al. [11] were the first to offer an insightful overview of how such
services can be used in the context of malicious applications.

Activating the TOTP Authenticator App. Launching the TOTP app on an
Android device is a straightforward task. To launch the app, the package manager
can be interacted with to retrieve the launch intent associated with the package
name of the OTP generator (e.g., com.google.android.apps.authenticator2). The
same package name has to be declared in a <queries> element in the malicious
app’s manifest to comply with package visibility filtering of Android. This intent
can then be used to start the corresponding activity, which will bring the TOTP
app to the foreground. By following this approach, the attacker can easily trigger
the activation of the authenticator app without requiring any user interaction.
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Moving the Time Forward. In order to alter the system clock, Android appli-
cations necessitate specific permissions, such as those granted to system apps or
devices with root access. We overcame this limitation by creating an accessibility
service that mimics the touch inputs made by a user who is manually changing
the time. As this is done by an application, it enables faster time changes than
a human could achieve.

Capturing the Codes. The accessibility service allows us to achieve this capa-
bility as well. When the TOTP is shown on the screen, an accessibility event is
triggered so that the service can capture the code. Since our accessibility service
can capture the TOTP code as soon as it is displayed on the screen, there is no
need for any further interaction from the user. Moreover, the application does
not require any additional permissions beyond the basic accessibility permission
that is granted to it during its setup.

Extracting the Codes from the Device. After obtaining the TOTP codes,
extracting them from the device is a straightforward task. However, we have
chosen to only make them persistent within a local SQLite database implemented
with the Room library [4], as shown in Fig. 3. This serves as an illustration of
the use of this data. Alternatively, the information could be saved to a file for
later retrieval from the device or transmitted over the network.

4.3 Enhancing the POC to Include Support for Different TOTP
Apps

In order to demonstrate that the issue lies at the structural level and not with
individual apps, we expanded our proof of concept to capture codes generated by
other TOTP apps. Specifically, we targeted the popular apps “Duo Mobile” and
“FreeOTP Authenticator”, which have over 10 million and 1 million downloads
in the Play Store, respectively. To achieve this, we added the package names of
these applications, as explained earlier. As a result, our application is capable of
activating these apps and receiving their accessibility events. However, it is worth
noting that both apps employ different code management approaches compared
to Google Authenticator. FreeOTP requires a tap on the code location to display
it, while Duo Mobile not only has a button to show the code but also implements
a 30-second application-level timer to update it. Consequently, after advancing
the clock by one minute, the Duo Mobile app does not display the next code
until the timer expires. In order to overcome the limitation posed by the Duo
Mobile app’s code update mechanism, we devised a solution. After simulating
user touches in the settings to force the app to close, we observed that upon
restarting the app, the correct code was indeed displayed. This behavior allowed
us to capture the subsequent codes generated by the app.
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Fig. 3. Screenshot of our
app’s database showing
captured TOTP codes.

Fig. 4. Screenshot of the
date and time settings page
on a Google Pixel 7 Pro.
The image shows the but-
ton to be pressed in order
to change the time using
the keyboard, highlighted
in red. (Color figure online)

Fig. 5. Screenshot of the
prompt used to modify the
time via the keyboard. The
areas where touch inputs are
simulated are highlighted
in red. When selecting the
input fields, the virtual key-
board opens, causing the
subsequent positions to be
clicked to shift vertically.
(Color figure online)

4.4 Numerical Results

We conducted a series of experiments to measure the time required to capture a
TOTP code using different applications. The data were generated by our custom
application, which accurately calculated the time required to capture each code.
We performed 70 captures for each application, ensuring a sequential capture
process. Results for each of the three apps are summarized in Table 1 in terms
of mean value, standard deviation, minimum and maximum.

Our findings indicate that Google Authenticator has the shortest code cap-
ture time compared to the other applications we investigated. In contrast,
FreeOTP requires an additional touch simulation to display the code, result-
ing in slightly longer capture times. Notably, Duo Mobile has the longest code
capture time, more than double that of the other applications. This is due to
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Fig. 6. Time (s) taken to capture one code from different TOTP apps

Table 1. Summary statistics of time (s) required to capture one code on 70 tries

App Mean Std. Dev. Min Max

Duo Mobile 3.782 0.045 3.740 4.005
Google Authenticator 1.471 0.030 1.434 1.692
FreeOTP 1.648 0.030 1.616 1.840

the procedures involved in the forced shutdown and subsequent restart of the
application. The act of restarting introduces a further source of time variance,
as its speed is influenced by further factors beyond our direct control. Despite
the inherent determinism of the sampling process, where the same actions are
repeated, we observed occasional variability in the experiments. This variabil-
ity is evident in the minimum and maximum reported values, mainly caused
by spikes occurring at specific sample times - see Fig. 6 - which correspond to
simulating changes not only in the minute but also in the hour.

As of now, our application demonstrates a type of attack that can be per-
formed when an attacker has prolonged access to the victim’s phone. Although
the attack could be made more covert, we have not pursued this direction due
to time constraints. However, it should be noted that such an enhancement con-
stitutes a refinement rather than the main focus of the problem we address in
this paper. Based on our experiments, we were able to obtain TOTP codes from
Google Authenticator for every minute of an entire day in about 35min of exe-
cution. The one-minute interval for generating TOTP codes is determined by
both the granularity allowed by manual time setting and the recommendation
in the TOTP RFC [19] to consider both the current and previous OTPs as valid
for usability reasons. This effectively creates a time window of valid codes that
spans one minute. By leaving the application running overnight or increasing
the time interval between one code and the next to be captured, it would be
possible to acquire enough TOTPs to cover a much longer period.
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5 Discussion

The previously described preliminary proof-of-concept, albeit sufficient to
demonstrate the practicality of a forward-replay attack, can be improved in a
number of ways. In this section we first discuss some of such improvements, leav-
ing the last section for a brief discussion about possible mitigation techniques.

5.1 Attack Improvements

The current implementation of our application involves simulating touches at
specific locations on the screen, as shown in Fig. 4 and Fig. 5. This approach
may not be universally effective, as it could encounter issues with particular
screen resolutions or customizations of Android implemented by device manu-
facturers. To increase the compatibility of the app with popular brands of mobile
devices, it would be useful to employ additional techniques such as Optical Char-
acter Recognition (OCR) on screenshots to locate the necessary touch points for
changing the time. Furthermore, an implementation of the same attack could be
achieved by exploiting USB communication. It would be worthwhile to create a
version based on USB communication tools and compare it with the proposed
implementation to assess the differences.

Injection of the threat in the victim’s device is a somewhat complementary
topic with respect to the goal of this paper. As such, several advanced methods
can be used to increase the stealthiness of the attack. For instance, it may be
possible to use a repackaging tool such as Repackman [24] to automatically
inject a malicious application into a seemingly harmless one. Note that such a
repackaging could be performed over a legitimate application that already utilizes
accessibility services, such as a task automation app or auto-clicker used to cheat
in games. This approach could potentially make the attack more covert and less
likely to arouse suspicion.

While our study focused on the Android operating system, we recognize
the significance of exploring the implications and potential improvements for
carrying out similar attacks on iOS. It is important to note that the adaptation
of the attack to iOS would likely present its own unique set of challenges and
considerations. These could include addressing iOS-specific security mechanisms,
potential limitations in terms of background execution and code interception,
and the overall feasibility of carrying out the attack in an iOS environment.

Finally, for simplicity of implementation, our Proof-of-Concept utilizes acces-
sibility services and simulates user touch to change the smartphone’s date and
time. However, it is important to note that there are alternative, more covert
methods of carrying out the attack, such as remotely changing the smartphone’s
date. This can be achieved by exploiting the absence of authentication in the
Network Time Protocol (NTP), or by exploiting vulnerabilities in the authenti-
cation and/or implementation of the Network Identity and Time Zone (NITZ)
protocols employed in wireless cellular systems.
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5.2 Possible Mitigations

While an online operation might harden TOTP supplementing it with a crypto-
graphic synchronization exchange, mitigation of the described threat is not easy
if we wish to retain a standard TOTP operation along with the ability to gen-
erate codes offline. As a matter of fact, even if we just demonstrated in Sect. 4
the attack over specific applications, we offline verified that several other apps
(including a major one used for an important remote digital signature service)
suffer of the same vulnerability, i.e. predictability of future OTPs by changing
the device time. This was largely expected, as the issue documented in this
paper is not specific of an implementation, but it is a fundamental one for any
application that follows the official TOTP specification [19].

Hence, if we assume that time manipulation remains possible, we can only
resort to key rotation approaches based on ratcheting techniques which ensure
that once the key has been computed for a future time stamp, it cannot be
restored back to the past. However, besides requiring great care in their design,
these techniques might severely impair usability as potentially legitimate time
adjustments (not to mention targeted DoS attacks based on fake time advertise-
ments) might desynchronize the authentication app and mandate for reinstalla-
tion - in essence, these techniques might create more problems than the classical
HOTP which was also suffering of desynchronization issues.

Rather, solution focusing on application-level mitigation approaches appear
more promising and viable. Biometric authentication dialogs, such as those
implemented by the Microsoft Authenticator app shown in Fig. 7, can mitigate
the threat our implementation of the attack poses. These dialogs should be shown
whenever the app switches from background to foreground. However, while it’s
not mandatory, it’s a good practice to allow authentication also with the PIN
used to unlock the device or other similar means. This is because authentication
devices like fingerprint readers can sometimes fail or be unreliable. Again, if the
attacker knows the PIN, it is possible to get past this defense, but the time
required to generate codes increases considerably.

Finally, since the attack is enabled by the possibility for an adversary to
manipulate back and forth the victim’s device clock, hardware solutions which
provide a secure time reference obviously thwart the attack. However they are
paid in terms of extra complexity and cost, as they need a dedicated design, such
as the solution proposed in [26] or trusted execution environments for certifying
the time of use - see for instance [6] for a similar problem although in the different
context of remote attestation.
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Fig. 7. Screenshot of the Microsoft Authenticator app showing a biometric authenti-
cation dialog to access the codes.

6 Conclusion

In this paper, we have highlighted an obvious, but perhaps overlooked, vulnera-
bility of the time-based one-time password (TOTP) authentication against what
we named as “forward-replay” attacks, i.e., attacks where a malicious opponent
having temporary access to a victim’ smartphone may compute TOTPs valid at
a later time.

Evidence about the feasibility of this threat is provided by implementing
an Android malicious application which relies on common accessibility services
for manipulating the victim’ smartphone date/time, triggering a TOTP-based
authenticator, and sampling valid future timestamp-OTP pairs. Despite the lack
of any optimization, we could gather about one day of valid TOTPs in roughly
half an hour operation.

Even if our assessment was carried out over a small set of authentication apps,
the threat described is inherent in any TOTP scheme that adheres to the IETF
specification. The main message to take away is that relying solely on a secure
server’s time reference is not adequate to ensure safe authentication. Therefore, it
is important to explore alternative TOTP-based methods to strengthen security
and prevent this type of attack.
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Abstract. Much work in the literature has studied different types of
cyber security related users and communities on OSNs, such as activists,
hacktivists, hackers, cyber criminals. A few studies also covered no-expert
users who discussed cyber security related topics, however, to the best of
our knowledge, none has studied activities of cyber security researchers
on OSNs. This paper fills this gap using a data-driven analysis of the
presence of the UK’s Academic Centres of Excellence in Cyber Security
Research (ACEs-CSR) on Twitter. We created machine learning clas-
sifiers to identify cyber security and research related accounts. Then,
starting from 19 seed accounts of the ACEs-CSR, a social network graph
of 1,817 research-related accounts that were followers or friends of at
least one ACE-CSR was constructed. We conducted a comprehensive
analysis of the data we collected: a social structural analysis of the social
graph; a topic modelling analysis to identify the main topics discussed
publicly by researchers in ACEs-CSR network, and a sentiment analysis
of how researchers perceived the ACE-CSR programme and the ACEs-
CSR. Our study revealed several findings: 1) graph-based analysis and
community detection algorithms are useful in detecting sub-communities
of researchers to help understand how they are formed and what they
represent; 2) topic modelling can identify topics discussed by cyber secu-
rity researchers (e.g., cyber security incidents, vulnerabilities, threats,
privacy, data protection laws, cryptography, research, education, cyber
conflict, and politics); and 3) sentiment analysis showed a generally pos-
itive sentiment about the ACE-CSR programme and ACEs-CSR. Our
work showed the feasibility and usefulness of large-scale automated anal-
yses of cyber security researchers on Twitter.

Keywords: Cyber Security · Machine Learning · Online Social
Network · Community Detection · Natural Language Processing ·
Topic Modelling · Sentiment Analysis · Twitter
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With the popularity of OSNs among people, identifying and finding users who
form different online communities has become an interesting research topic
for many because studying such communities can reveal useful insights about
aspects such as their memberships, people’s opinions, intentions and motivations
of online users’ activities. Such needs have led to a wide range of social network
analysis (SNA) applications for different purposes, such as maximising the dif-
fusing of new ideas or technologies, improving recommendations, and increasing
the accuracy of expert finding tasks [19].

The application of SNA is also frequently applied to study cyber secu-
rity related users on OSNs, e.g., cyber criminals [2,15,34], hacktivists [13,14],
activists [24], and non-experts [25,30]. However, to the best of our knowledge, no
past studies have investigated cyber security researchers on OSNs using a com-
putational data-driven approach, even though many cyber security researchers
and organisations are active on OSNs, and their activities can potentially have a
significant influence on other users, e.g., how non-experts learn about cyber secu-
rity. This paper tries to fill this research gap. Studying cyber security researchers
and organisations’ activities on OSNs could help us to learn more about many
aspects, such as their memberships and social structures, their connections with
other users, characteristics of their members, topics they often discuss, and their
perception and opinions on different cyber security related matters. A better
understanding of those aspects can help us better understand how they play a
role in the wider online cyber security community.

As a case study, we chose to study the research network around the 19 Aca-
demic Centres of Excellence in Cyber Security Research (ACEs-CSR) in the UK
on Twitter. ACEs-CSR are UK universities jointly recognised by the National
Cyber Security Centre (NCSC, part of GCHQ) and the Engineering and Physical
Sciences Research Council (EPSRC, part of UKRI – UK Research and Innova-
tion) [20]. See [20] for a list of all ACEs-CSR. These universities are a good
representative subset of cyber security researchers in the UK, allowing us to test
how computational data-driven analysis can be done and to have a view of the
important part of the UK cyber security research community on Twitter.

The main contributions of this paper can be summarised as follows:

1. We tested the performance of the machine learning (ML) classifiers reported
in [18] for detecting cyber security related accounts in a real-world setting.

2. We developed a new ML classifier to detect cyber security research related
accounts with good performance.

3. Using graph-based analysis and community detection algorithms, our study
showed that such methods can produce useful insights about cyber security
researcher communities on Twitter.

4. Using topic modelling, we identified a wide range of topics discussed by cyber
security researchers on Twitter, including some less related to cyber security.

5. By applying sentiment analysis, we observed a generally positive sentiment
on the ACE-CSR programme and the ACEs-CSR.

The rest of the paper is organised as follows. Some related work is reviewed in
Sect. 2. We explain our research questions (RQs) and the methodology we used
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in Sect. 3. Section 4 describes the data collection process used in our research.
The RQ-specific details of the methodology and the corresponding results are
given in Sects. 5–8. Further discussions and limitations can be found in Sect. 9.
The last section concludes the paper with future work.

2 Related Work

With the enormous content created by OSN users daily, researchers have access
to a massive and wide range of individuals [1]. Different types of users can be
found on OSNs, such as individuals, businesses, organisations and communities,
hacktivists, and cyber criminals [24]. To the best of our knowledge, there has
been no previous work on studying cyber security researchers using a data-driven
approach based on OSN data. A lot of work has been done on studying cyber
criminal groups on OSNs. For example, Aslan et al. [2] studied a list of 100
defacers on Twitter by analysing their activities, social structure, clusters, and
public discussions on Twitter. While in [15], a clustering technique based on
topic modelling was applied to study the comments of 30,469 users from three
carding forums. In another study about cyber criminals [34], Tavabi et al. built
and analysed a large corpus of messages across 80 deep and dark web forums to
identify the discussion topics and to examine their patterns.

Moreover, several other researchers studied activist and hacktivist groups on
OSNs. For instance, Jones et al. [13] analysed the presence of the Anonymous
group on Twitter. They built an ML classifier and identified over 20k accounts
from the Anonymous group. Then, the key players were identified using SNA and
centrality measures. By applying topic modelling, the main topics were found
and used to study similarities between the key accounts. Another interesting
example is [24], where Nouh & Nurse studied a Facebook Activist group of
274 users with 670 posts. They created several graphs representing the users’
friendships and interactions through the replies on the collected posts. Using
SNA and different centrality measures, they analysed these graphs and identified
the influential users. Also, sub-communities were found and studied. After that,
they used sentiment analysis to study how user sentiment affected the group.
Finally, they investigated trust relations using link analysis techniques.

A few studies related to analysing non-experts users on OSNs were found.
In [25], Pattnaik et al. conducted a large-scale analysis on cyber security and
privacy discussions of non-experts on Twitter. The researchers developed two
ML classifiers, one for detecting non-expert users and the other for detecting
tweets related to cyber security and privacy. Also, they used topic modelling to
find the top topics discussed by non-experts. Using sentiment analysis, they dis-
covered a general negative sentiment from non-experts when talking about such
topics. Another interesting study was conducted by Saura et al. [30], where they
studied cyber security related issues discussed by home users on Twitter using
a large dataset of 938k tweets. They used sentiment analysis, topic modelling,
and mutual information to find these security issues and studied their effects on
user privacy.
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Another topic related to our research in this paper is the use of ML classifiers
to detect cyber security related accounts and discussions on OSNs. Aslan et al. [3]
built a classifier using a small dataset of 424 manually labelled Twitter accounts
to detect cyber security related accounts on Twitter and achieved good results
using Random Forest and SVM classifiers. Also, in [18], we created a bigger
dataset of almost 2k Twitter accounts and built a baseline classifier for cyber
security related accounts and several sub-classifiers to detect other sub-groups
(academics, hackers, and individuals), all with good results using several ML
models.

3 Research Questions and Methodology

We found a gap in the literature about studying cyber security researchers on
OSN. Thus, we wanted to explore this area, focusing on the UK ACEs-CSR
network on Twitter as a case study. The main research objective is to study the
cyber security researchers in the ACEs-CSR network and to see what insights can
be obtained from their social structure and sub-communities on Twitter. Also,
using quantitative methods (e.g., topic modelling and sentiment analysis), we
analysed topics they discussed on Twitter. Thus, our research questions (RQs)
for our study are:

– RQ1: How to identify cyber security research related accounts on Twitter?
– RQ2: What is the social structure of a typical cyber security research com-

munity on Twitter, such as the one formed by ACEs-CSR and their followers?
– RQ3: What topics do cyber security research related users in the ACEs-CSR

network discuss online on Twitter?
– RQ4: What is the general sentiment of cyber security research related users

when talking about the ACE-CSR program and the ACEs-CSR on Twitter?

RQs 1-3 depend on RQ1. To address RQ1, we used ML classifiers. Develop-
ing and evaluating such classifiers required us to collect Twitter data starting
from a number of seed accounts of the ACEs-CSR (see Sect. 4 for more details).
We studied RQ1 by i) applying two ML classifiers from the literature to detect
cyber security related accounts and individual ones, and ii) building a new clas-
sifier to detect cyber security research related accounts on Twitter. For RQ2,
we constructed the social graph from the connections of friends and followers
of the cyber security research related accounts connected to the ACEs-CSR
accounts. Then, we studied the graph’s social structure and analysed different
sub-communities using community detection algorithms. For RQ3, topic mod-
elling analysis was applied using the latent Dirichlet allocation (LDA) algorithm
to analyse the timelines of cyber security research related accounts to identify
the main topics discussed in the ACEs-CSR network on Twitter. Finally, for
RQ4, we used sentiment analysis to analyse all the tweets that mentioned any
ACE-CSR account or talked about the ACE-CSR program. Then, we calculated
the overall sentiment scores in each detected community from RQ2.
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4 Data Collection

To study our RQs, we needed to select the right seed accounts and then crawl
their friends and followers to get the needed accounts and connections between
them to construct the social graph of the cyber security research related accounts
in the ACEs-CSR Twitter network. The data collection for this study was carried
out in June 2022. We created a list of 19 Twitter accounts, each corresponding
to an ACE-CSR. First, we looked at each ACE-CSR’s website and manually
searched into Twitter to confirm their official Twitter account. In some cases,
when no official account was identified, we chose the ACE-CSR lead’s account
as the seed account of the corresponding ACE-CSR. However, there was a sin-
gle case when we found neither an ACE-CSR’s official account nor its lead’s
account. In this case, we chose the account of the most well-known cyber secu-
rity researcher in that ACE-CSR. Since our RQs are unrelated to the individuals
themselves, but about the ACEs-CSR network as a whole, and to eliminate the
risk of re-identification of individual researchers, the dataset was anonymised.
To this end, this paper does not mention any personal detail related to any
account, and our results do not refer to specific individuals or ACEs-CSR. This
preserves individual researchers’ privacy and avoids comparing individuals and
ACE-CSR against each other. Note that such a treatment does not affect the
reproducibility of the work presented in this paper.

For each seed account (Level 1, denoted by Lv1), we fetched its friends and
followers using the Twitter API at Level 1 (i.e., Lv2). Then, we did the same for
the accounts in Lv2, which led to nodes at Level 3 (i.e., Lv3). We fetched only the
first 5,000 accounts (determined by the Twitter API) of friends and followers for
each Lv2 and Lv3 account, as some accounts had a very large number of followers
or friends. After that, we used Lv1, Lv2, and their connections. The retrieval of
Lv3, which contained almost 16 million nodes, was necessary to capture all the
connections between Lv2 accounts. Finally, we got 42,028 accounts in total for
further analysis (19 in Lv1 and 42,009 in Lv2). Lastly, using the Twitter API,
we obtained the timelines of these accounts (up to 3,250 tweets per account due
to a limit of the API).

5 ML Classifiers

Studying the ACEs-CSR network on Twitter required identifying accounts that
are both cyber security and research related. Thus, two classifiers were needed.
Additionally, we needed a classifier to detect whether a Twitter account belongs
to an individual or non-individual (e.g., group, organisation, government, NGO,
news channel). Thus, a third classification task was also needed.

5.1 Cyber Security Related and Individual Classifiers

Regarding the cyber security related and individual classifiers, we used two clas-
sifiers we developed in 2021, reported in [18]. Before using these two classi-
fiers, we re-trained and re-evaluated their performances (see Appendix A for
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more details). We extracted the required feature sets for our data collection as
described in [18]. After that, the selected trained classifiers were used to predict
the class of each account in the data collection according to each classification
task. The prediction statistics are listed in Table 2. The Individual classifier was
applied following the Cyber Security (Baseline) classifier to detect cyber security
related individuals. Also, we applied the Individual classifier after the Research
classifier – described in the next subsection – to detect whether a research related
account is for an individual (e.g., researcher) or a non-individual.

5.2 Research Related Classifier

To identify cyber security research related accounts, we needed a new classifier
for research related accounts. We considered a data sample as a positive case
if it is involved with any research work or activity related to research. This is
judged based on the account’s description and timeline. This makes any cyber
security researcher a positive case even if they does not work in academia or is
not associated with any research organisation. This is the significant difference
between our Research classifier and the Academia classifier reported in [18].

Feature Extraction: Besides the features we extracted for the Baseline and
Individual classifiers, we introduced new features for this new Research clas-
sifier named the Research (R) group, which contains the following features.
A) Connections with seeds, which is a metric of two values. The first is
the number of seed accounts that follow this account, while the second is
the number of seed accounts that this account follows. B) Researcher Key-
words, using a compiled list of 27 keywords that can be found in the Twit-
ter “Display Name” and “Description” fields and can refer to an account that
is related to research, e.g., “Professor”, “Academic”, “Lecturer”, “Reader”,
“Scientist”, “Research”, “Researcher”, “Researching”, “Research Assistant”,
“Research Associate”, “Research Fellow”, “Faculty”, “University”, and “PHD”.
These features form a 54-D vector, and each value reflects whether one of the 27
keywords appears at least once in the “Display Name” or “Description” field. C)
Verified, which is a binary value corresponding to the Verified profile attribute
in the Twitter account, as indicated by the blue check mark. D) Website cat-
egory, which is derived from the “Website” field of the account’s profile. Some-
times a link for a page can tell a lot about the Twitter account owner. We
processed the URL found in this field and identified the host of each URL, and
then used some regular expressions with manually created lists of hosts, main
domains, and top-level domains to assign the parsed URL to one of the following
three categories. 1) “Research”: this category represents a website more likely
related to research, such as a university or a research institute. Some entries used
in this category’s domain list are “.edu”, “.ac.”, “.academy”, “orcid.org”, and
“scholar.google%”. We noticed that universities do not have a unified domain in
some countries. Thus, we used an additional list of university hosts [11] to cap-
ture as many cases as possible. 2) “Mixed”: here, the website is not specifically
related to research, but it might be. Some examples of the hosts and domains in
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Table 1. Experimental results of all the machine learning classifiers

Task Featurs #F #S Decision Tree Random Forest Extra Trees

F1 Prec Rec F1 Prec Rec F1 Prec Rec

Baseline PBCL 149 1974 0.88 0.88 0.89 0.91 0.90 0.95 0.91 0.91 0.94

Individual PBCL 149 957 0.84 0.84 0.84 0.89 0.91 0.87 0.88 0.93 0.84

Academia K:UCIDF 200 245 0.81 0.68 1.00 0.90 0.82 1.00 0.92 0.85 1.00

Research R 46 1003 0.78 0.94 0.67 0.81 0.94 0.72 0.81 0.94 0.71

Logistic Reg. XGBoost SVM (Linear) SVM (RBF)

F1 Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec

0.90 0.91 0.91 0.91 0.90 0.94 0.91 0.91 0.92 0.90 0.91 0.91

0.89 0.90 0.88 0.91 0.92 0.90 0.89 0.91 0.87 0.87 0.91 0.83

0.00 0.00 0.00 0.82 0.69 1.00 0.00 0.00 0.00 0.43 0.71 0.58

0.82 0.97 0.72 0.81 0.94 0.72 0.82 0.97 0.72 0.83 0.96 0.73

this category are “linkedin”, “medium”, “github”, “.info”, “.net” and “.com”. 3)
“Other”: any other websites that are less likely related to research and do not
fall under the previous two categories.

Classifier Training Dataset & ML Models: The training sub-dataset for
this classifier was created as follows. After using the Baseline classifier to predict
the labels of the 42k accounts, we kept only the accounts that were predicted as
cyber security related accounts. Then, we randomly selected around 1,200 samples
from the new group to label them manually. The selection and labelling process
was repeated until we got a balanced dataset of 1k data samples. The same seven
ML models were used for training and testing, including ET and XGBoost (see
Sect. A). Moreover, we experimented with different feature sets to compare their
performance scores and report which ones were the best for this new classifier.

Experimental Results: Using the ML Python library Scikit-Learn [26] and
the above models, we experimented with the following feature set combinations:
R, PR, BR, CR, PBCR, and PBCLR. All models were trained and tested with 5-
fold stratified cross-validation. The testing results are shown in Table 1, where we
keep only the best-performing feature sets. A colour scale from red to green was
used for the F1-scores. The highest F1-score is 83% using the R, BR, CR, PBCR,
PBCLR feature sets, and the SVM-R (SVM with RBF kernel), ET, and RF
models. Although we wanted to select the best classifier based on the F1-score,
we had to consider the Precision as well since it corresponds to the accuracy of
the positive class (i.e., the research related account). By choosing Precision over
Recall, we decided to prioritise false positives (FPs) over false negatives (FNs)
since our OSN analysis required working with positive samples and inspecting
their profiles, timelines and connections. Moreover, since we were studying the
communities resulting from positive samples, we needed the predicted positive
samples to be more accurate and the FPs to be as minimum as possible. The



136 M. I. Mahaini and S. Li

Table 2. The prediction results of the used machine learning classifiers

Task Features Model #(Samples) Prediction Samples Positive Negative

Baseline PBCL RF 42,028 42,028 9,377 32,651

Individual PBCL RF 42,028 9,377 4,795 4,582

Research R SVM-R 42,028 9,377 1,684 7,693

highest Precision score is 97%. Finally, the best-performing models are SVM
(RBF and Linear kernel) and LR (Logistic Regression).

Applying the Research Classifier: For the prediction of the research related
accounts in our data, we selected the trained Research classifier built using the R
feature set and the SVM-R model (F1-score = 83%, Precision = 96%). Since the
Research classifier is also a cascaded classifier following the Baseline classifier,
we only considered positive samples (9,377) predicted by the Baseline classifier
as the input for this classifier. The prediction statistics are listed in Table 2.
Finally, we got 1,684 positive samples and 7,693 negative samples.

6 Social Structural Analysis

6.1 Social Graph Construction

To construct the social graph of the ACEs-CSR network, we had to identify the
nodes and their edges. For nodes, we used the ML classifiers explained in Sect. 5
to find cyber security and research related accounts. As a result, we got 1,684
nodes, and after manual verification, some false positives were captured. Thus,
the selected nodes were 1,817. For edges, we filtered the connections extracted
in Sect. 4, where we kept only those where both ends are in selected nodes. As
a result, we built a directed graph with 1,817 nodes and 64,826 edges. The con-
structed OSN graph was visualised using Gephi [4]. Figure 1 shows four example
visualisations of the ACEs-CSR graph with different numbers of communities
under different parameters. The nodes’ sizes are scaled using their in-degree
centrality. We can notice a few ACE-CSR nodes that are remarkably bigger
than the other ACE-CSR nodes.

6.2 Communities Detection and Analysis

To study the big ACE-CSR graph, we had to break it down into sub-graphs,
where each graph represents a community or a group of Twitter accounts that
have something in common. A community in a network is defined by [22] as
a subset of nodes that are densely connected with each other but at the same
time have a few connections to other network nodes. Since the graph nodes
had no ground truth labels of any characteristic, using supervised classifiers
was impossible. This is normal in such cases as we do not know the number of
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(a) γ = 1, M = 0.406, C = 4 (b) γ = 1.5, M = 0.305, C = 9

(c) γ = 2, M = 0.244, C = 18 (d) γ = 2.5, M = 0.206, C = 28

Fig. 1. Four different visualisations of the ACEs-CSR network with different clustering
parameters (C: the number of communities, M : modularity)

communities and whether they are roughly equal in size when we want to break
a network into communities [22]. As a result, we used unsupervised clustering
techniques to divide the graph nodes into clusters (i.e., communities).

We tested several community detection algorithms that are widely adopted
in the literature. First, we tried DBSCAN [31], but it did not work with our
dataset as the clustering results were not as good as the other methods. Then,
we tried the Girvan-Newman algorithm [10]. Despite the long processing time,
the results were also not good as it clustered all nodes in one cluster. After that,
we examined modularity-optimisation-based algorithms as modularity is a well-
known method for community detection [22]. We started to get good results using
the Louvain algorithm [7]. However, due to some limitations in this algorithm
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Table 3. Statistics of discovered communities (γ = 1)

Community Colour Members Size Individual Accounts Non-individual Accounts

C1 Purple 595 32.75% 72.61% 27.39%

C2 Green 465 25.59% 79.14% 20.86%

C3 Orange 382 21.02% 51.83% 48.17%

C4 Blue 375 20.64% 70.13% 29.87%

(e.g., yielding arbitrarily poorly connected communities), we used the Leiden
algorithm [35] instead. These two algorithms use a resolution parameter [16],
which controls the size of the detected communities [21].

Increasing the resolution parameter γ in the Leiden algorithm results in more
communities while reducing it does the opposite [35]. To illustrate this, we pre-
sented four instances of applying the Leiden algorithm in Fig. 1, using the follow-
ing γ values: 1.0, 1.5, 2.0, and 2.5. The node size and the label are proportionate
with its in-degree centrality score. Using the predicted labels from the Individual
classifier in Sect. 5.1, the node shape can be either a triangle (individual node)
or a circle (non-individual node). Also, we grouped the nodes that belong to the
same cluster together using the Circle Pack [8] layout with “hierarchy” set to
“cluster” attribute in Gephi. To emphasise the size and members of the clusters,
we used a distinctive colour for each cluster. Then, we preserved these colours
in the next applications of the Leiden algorithm to understand how these com-
munities split and create new sub-communities when the modularity decreases
due to the increase in resolution. Selecting the right resolution depends on how
many communities we want to work with. Analysing hundreds of communities
manually would be impossible, and analysing 2 or 3 communities would be less
indicative. As for the analysis of the detected communities, we could not list all
the trials we had with each reasonable resolution and its corresponding commu-
nities. Instead, we listed below a few examples of the insights we learned about
the ACEs-CSR network and sub-communities we discovered shown in Fig. 1.

A) Initially, we expected each ACE-CSR Twitter account to have a strong
community around its node in the graph, but this was not the case for a few of
them unless the modularity was significantly reduced. However, that would not
reflect a strong and densely connected community. One of the explanations for
this is that the seed accounts for some ACE-CSR are not well connected to other
cyber security researchers. B) Some ACE-CSR nodes always appear in the same
cluster regardless of the chosen resolution. After manual inspection of several
cases, one explanation for this might be that these ACEs-CSR are close to each
other geographically. We also had some personal observations about this, where
we noticed that researchers across these ACEs-CSR have worked together. In
two particular cases, some researchers moved from one ACE-CSR to another.
C) Using different values for resolution and checking the resulted communities
each time, we observed some clusters that do not have any ACE-CSR nodes (see
Fig. 1b). We inspected these communities and checked their members’ Twitter
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profiles. We noticed they are also densely connected and represent a mix of
national, European, and international research institutions. For simplicity and
explainability purposes, we carried out some additional analysis focusing only
on the communities corresponding to γ = 1 (see Fig. 1a and Table 3).

Clusters Analysis – Individual Members: Knowing the percentage of indi-
viduals in the ACEs-CSR network is interesting as it might give insights into how
many cyber security individual researchers these ACE-CSR accounts attracted
on Twitter and how many other non-individuals e.g., research centres, universi-
ties, and companies are connected to these ACE-CSR accounts. The overall indi-
vidual and non-individual percentages in the graph were 69.40%, and 30.60%,
respectively. Using the four communities in Fig. 1a as an example, we calcu-
lated the individual percentage of each community and the results are shown in
Table 3. The individual percentage reached 79.14% for Community C2, which
is higher than other communities. Upon inspecting C2, we found that individu-
als in this community are often well-known researchers and figures in the cyber
security research domain.

Clusters Analysis – Location: The account’s “Location” field is optional on
Twitter, so not all account holders provide such information. The percentage
of the accounts with the information provided in the whole data we collected
is 61.41%, while it is 77.55% for the ACEs-CSR network. This higher percent-
age indicates that cyber security research related accounts had a tendency to
use this field more often. We analysed the ACE-CSR communities based on
their members’ declared locations, hoping to gain more insights into how these
communities were formed in the first place or what they represent. The “loca-
tion” field is a free-formatted text where users can write anything they like.
We observed names of places (e.g., towns, cities, countries, or even non-existing
places), names of affiliations, GPS coordinates, postcodes, country codes (alpha-
betic such as “GB” and numeric such as “+44”), and Unicode symbols of national
flags. Considering the different ways to indicate location information, we had to
use a set of methods to extract such information. For some “location” fields
representing the location information as GPS coordinates, country codes and
national flag symbols, we could extract such information using bespoke Python
scripts. For other “location” fields that could not be processed using the previ-
ous method, we preprocessed them by removing any email address(es), URL(s),
Twitter handle(s), special ASCII character(s), IP address(es)1 and isolated num-
ber(s), and then fed them to the Location Tagger Python library [33] to extract
possible location information. The extracted location information was automat-
ically checked against cities’ names downloaded from the GeoNames website [9]
to resolve the ambiguity that is usually raised when detecting location informa-
tion from free-formatted texts. For about 10% of “location” fields, the above
automated methods could not produce any location information, so we manu-
ally inspected them to detect and recover such information. Based on all the

1 IP addresses can sometimes carry location-related information. We considered such
information less reliable and too complicated to process, so decided to exclude it.
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Fig. 2. Continent-specific statistics of the four communities shown in Fig. 1a

extracted location information, we calculated geographical statistics about the
nodes in the ACEs-CSR network. Figure 2 shows continent-specific statistics of
the four communities shown in Fig. 1a. We split Europe into two sub-groups,
UK and Europe excluding UK, in order to know which communities are more
national (UK) or international (non-UK) from the perspective of ACEs-CSR.

The location-based analysis revealed interesting insights about the discovered
communities. First, for the four communities in Fig. 2, Community C3 seems a
more UK-centric one, but the other three are highly international. Communi-
ties C1 and C2 are dominated by non-UK accounts – the most accounts were
from North America for C1 and from the non-UK part of Europe for C2. Second,
across all communities, there are much fewer accounts from Africa, Australia and
South America, indicating more biased international connections with Europe,
North America and Asia. Third, Community C1 seems to be the most inter-
national cluster, where almost an equal number of accounts were from Europe
(excluding the UK) and from Asia. The percentage of Asian accounts in C1
is substantially higher than the other three communities, indicating it may be
the one representing the UK-Asia links. Finally, when considering UK against
non-UK accounts, Community C4 looks like a more balanced cluster with an
approximately 1:1 ratio between national and international accounts.

7 Topic Modelling Analysis

We utilised topic modelling to automatically identify topics discussed by the
cyber security research related accounts in the ACEs-CSR network. We used the
LDA algorithm [6], one of the most widely used topic modelling algorithms in
the literature [2,25]. LDA is an unsupervised method for clustering N documents
into k categories, i.e., topics. LDA assigns a document to a topic in a probabilistic
manner, where each document is assigned to each topic with a probability, and
the sum of all these probabilities is 1.0 per document [15]. The LDA algorithm
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Fig. 3. Visualisation of the estimated topics by the LDA algorithm

works in iterations to do two estimations, the distribution of words (i.e., tokens)
into topics, and the distribution of topics over documents [5]. Thus, it requires
two essential parameters to work, which are k, the number of topics, and r, the
maximum number of iterations.

We used the Scikit-Learn implementation of LDA to process the documents in
our dataset, which are timelines of the cyber security research related accounts.
Although there are 1,817 accounts, only 1,771 have public timelines. The time-
lines were preprocessed as follows:

– URLs, emails, Twitter handlers and the beginning word “RT” were removed.
– The text was tokenised using the Gensim library [27].
– Punctuation marks, isolated numbers, and very short tokens were removed.
– Stopwords removal using a list of Gensim and NLTK [23] stopwords.
– Lemmatisation was then applied using the TextBlob library [17].

After that, the tokens were passed to the LDA algorithm. We tried to find the
optimum values for the LDA parameters automatically by training the LDA
model using a series of values for each parameter. Each time, we used the coher-
ence model from the Gensim library [28] to calculate the UCI coherence score
of the created topics [29]. Ultimately, we chose the best value of each parameter
that corresponds to the highest coherence score. For k, the tested values were
from 2 to 20 with a step size of 1. The potential best values are 5 and 12. For r,
the values were from 20 to 300 with a step size of 20. The potential best values
are 200 and 220. While several past studies in the literature utilised coherence
measures in similar experiments to find the best values for k [13,25], several other
studies agreed that a manual inspection approach for the topics in each cycle is
better to find the best values of these parameters [2,15], which was confirmed in
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Table 4. LDA topics with top 15 keywords, ranked in descending order by size

ID Topic Name Size (%) Top Keywords

4 General Terms 24.2 like, people, think, time, good, work, know, need, look, year,
thing, day, great, want, way

5 Cyber Security 10.6 student, today, great, day, new, cyber, work, look, event,
research, talk, join, team, uk, yearfor Students

6 Data Protection 10 data, privacy, law, new, right, digital, eu, ai, internet, tech,
work, protection, facebook, online, gdprLaws

10 Vulnerabilities & 8.9 new, security, malware, attack, tool, vulnerability, release,
exploit, code, hack, blog, use, android, linux, updateThreats

1 Cyber Security 8.7 security, cybersecurity, cyber, infosec, attack, data, hack,
ransomware, new, malware, hacker, threat, breach, late,
targetIncidents

2 Security Research & 8.4 research, new, work, security, social, read, join, look, digital,
data, online, study, report, project, researcherEducation

7 Cyber Conflict & 8.4 cyber, state, russia, new, russian, china, war, ukraine,
government, attack, world, country, intelligence, military,
reportPolitics

3 Cryptography & 7.9 paper, security, work, research, new, privacy, talk, crypto,
open, program, phd, bitcoin, student, computer, blockchainResearch Privacy

8 Cyber Security 6.6 cybersecurity, security, cyber, join, learn, new, register, ic,
today, check, day, event, talk, team, courseEvents

9 ICT Industry 6.4 ai, iot, technology, data, learn, new, business, tech, future,
digital, market, innovation, report, industry, world

our case as well. Considering the coherence model, the manual inspection, and
the visualisation-aid analysis (using the pyLDAvis Python library [32]), we set
k to 10 and r to 200.

The results in Table 4 demonstrate the topics discussed by cyber security
research related accounts in the ACEs-CSR network. Using the inter-topic dis-
tance map shown in Fig. 3, we can notice that the correlation between topics is
minimum, which was caused mainly by topic T4, a topic with general keywords
and non-related to the cyber security domain. This kind of topic is expected to
be found in similar textual sources like tweets. The topic distribution is shown
in Table 4. Apart from topic T4, all the other topics are relatively balanced in
size, ranging from 6.4% to 10.6% with an average of 8.4%. We can spot several
topical themes by looking at the generated topics: research, privacy, education,
technical, and politics. Ignoring T4, the top discussed topic was T5 (“Cyber Secu-
rity for Students”, 10.6%), followed by T6 (“Data Protection Laws”, 10%), T10
(“Cyber Security Vulnerabilities & Threats”, 8.9%), T1 (“Cyber Security Inci-
dents”, 8.7%), and T2 (“Security Research & Education”, 8.4%). Interestingly,
politics-related and cyber conflict discussions in T7 also had a good share with
8.4%. Upon checking some tweets, we noticed sub-topics that many researchers
discussed within politics, e.g., the Russia-Ukraine cyber conflict and the Trump
elections. Finally, by checking the document-topic matrix, we found that the top
two main topics across all documents are T5 and T3.
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Table 5. Sentiment analysis results for tweets related to ACEs-CSR

Accounts Group Tweets Positive Neutral Negative

Count % Count % Count %

Non Research related 13,915 9,306 66.88 3,377 24.27 1,232 8.85

Research related C1 608 406 66.78 134 22.04 68 11.18

Research related C2 1,613 988 61.25 459 28.46 166 10.29

Research related C3 4,485 2,888 64.39 1,205 26.87 392 8.74

Research related C4 753 476 63.21 188 24.97 89 11.82

All accounts 21,374 14,064 65.8 5,363 25.09 1,947 9.11

8 Sentiment Analysis

For RQ4, we utilised sentiment analysis to achieve a better understanding of
how the cyber security research community perceive the ACE-CSR programme
and the ACEs-CSR. The ACE-CSR programme started almost a decade ago,
and such an analysis can provide useful insights about what to do in the future
with the ACE-CSR programme. To this end, we created a dataset of tweets by
filtering the timelines of the 42,028 accounts in our dataset, searching for tweets
related to the ACE-CSR program or any of the ACEs-CSR using a set of selected
keywords. Moreover, we added tweets that mentioned any of the 19 seed accounts
we used, as such mentions were considered direct or indirect interactions with
an ACE-CSR. Finally, we excluded tweets created by the seed accounts as these
accounts might be biased when they talked about the ACE-CSR program or
themselves. In the end, a total of 21,374 tweets were obtained for the sentiment
analysis. The tweets were preprocessed by removing Twitter handlers, URLs,
email addresses, and the beginning word “RT” (for retweets).

We examined the two most popular methods for sentiment analysis. The first
one we tried is the sentiment analyser in TextBlob [17], a popular Python library
for text processing and NLP tasks. TextBlob relies on a lexicon-based sentiment
analyser with predefined rules to calculate a “polarity” score between -1 and 1.
This score tells whether a text can be considered positive, neutral, or negative.
The second method we tried is VADER, a lexicon-based sentiment analyser
with a simple rule-based model for general sentiment analysis [12]. The VADER
sentiment analyser returns four scores for each piece of input text: “neg”, “neu”,
“pos”, and “compound”. Each score corresponds to a sentiment type except
the last which is a normalised combined value of the first three scores. For the
actual implementation of VADER, we used the one in the NLTK library [23].
After applying both sentiment analysers to our data and manually inspecting
the results, we concluded that VADER is a better method. Some example tweets
wrongly by the TextBlob sentiment analyser can be found in Appendix B.

The results of the VADER sentiment analyser are shown in Table 5. 65.8%
of all tweets are classified as positive, 25.09% as neutral, and only 9.11% as
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negative. These results showed that the cyber security research community per-
ceived the ACE-CSR program and the ACEs-CSR largely positively on Twitter.
Following our community analysis discussed earlier, we were also interested in if
the sentiment analysis results would vary from one community to another, and
between cyber security research related accounts and others in the ACEs-CSR
network. To this end, we divided the tweets we selected into sub-datasets, each
corresponding to an intended sub-group of accounts.

The sentiment analysis results of each sub-group are largely aligned with the
main results for all. However, a few observations were noted, e.g., the percent-
age of the positive sentiment in Community C2 (the more “European” commu-
nity) dropped to 61.25% while the negative percentage increased to 10.29%. On
the other hand, the more UK-centric Community C3 saw the lowest negative
sentiment percentage (8.74%) across the four communities, while the positive
sentiment percentage was 64.39%. Comparing the sentiment results of Commu-
nities C2 and C3, one may wonder if the accounts’ characteristics – e.g., location
– can affect the results. One explanation for this observation is that UK-based
accounts may be more interested in the ACE-CSR program than those European
accounts outside of the UK.

9 Limitations and Future Work

The work presented in this paper has some limitations, but also suggests some
future research directions. Our choice of ACEs-CSR in the UK can be seen as
a very ad hoc one, but the methods we used can be easily applied to study
other OSNs of cyber security researchers, other researcher communities in dif-
ferent research areas and disciplines, or even non-researcher communities. The
performance of our Research classifier has an F1-score of 83%, which can be
further improved by considering more candidate features and building a bigger
dataset so that other hybrid ML models can be used, such as deep learning
based ones. Our work is based on a single OSN platform (Twitter), so another
future research direction is to consider other data sources to enlarge the diver-
sity and richness of the data, such as LinkedIn and the websites of universities
and research organisations. Considering a wider range of data sources will allow
covering a more representative subset of the targeted research community and
their online activities. Furthermore, we can also consider using scientific data
services such as Google Scholar, ResearchGate and DBLP to explore potential
correlations between online activities and scientific ones of researchers, e.g., if
and how an enhanced level of presence on OSNs can have a positive or nega-
tive impact on the dissemination and use of the research work of a researcher
or a research organisation, how topics discussed by researchers on OSNs corre-
late with topics of their research publications and research projects, and how
researchers with similar research interests are connected on OSNs and how such
connections correlate to their actual scientific or professional collaboration.
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10 Conclusion

This paper reports our study on the presence of cyber security experts on OSNs,
focusing on the UK’s ACEs-CSR network on Twitter as a case study. We used
two existing ML classifiers in the literature and developed a new one to help
identify cyber security research related accounts for constructing an ACEs-CSR
network on Twitter. The results showed that all the classifiers worked well for
the case study. Based on the constructed ACEs-CSR network, we conducted a
social structure analysis of the ACEs-CSR graph, topic modelling analyses, and
sentiment analyses. The social structure analysis revealed some useful insights
about the network’s structure and sub-communities, e.g., a location-based anal-
ysis led to the discovery of a four-community structure: International, European,
UK-centric, and balanced. The topic modelling analysis revealed a wide range of
topics cyber security researchers of the ACEs-CSR network discussed on Twit-
ter, e.g., cyber security incidents, system vulnerabilities, cyber threats, industry,
data protection laws, and even politics and cyber conflicts. The sentiment analy-
sis results showed that the accounts in the ACEs-CSR network talked about the
ACE-CSR program and the ACEs-CSR mostly positively. Overall, our study has
demonstrated the feasibility and usefulness of a largely automated data-driven
approach for analysing cyber security research networks on OSNs.

A Evaluating Baseline/Individual Classifiers Performance

Classifiers Training: before using the classifiers reported in [18], we re-
validated their performance with our ACEs-CSR dataset (i.e. about 42,000 Twit-
ter accounts), which is different from the ones these classifiers were trained with
originally. We utilised the same original labelled datasets and followed the same
steps for the feature extraction phase from [18]. After that, we selected the best-
performing feature sets according to the reported results: C, L, PBC, and PBCL
(see the original study for more details on the feature sets). We re-trained the
classifiers using the same original models, Decision Tree (DT), Random Forest
(RF), Logistic Regression (LR), SVM with linear kernel (SVM-L), and SVM
with RBF kernel (SVM-R). To see if we could get better results, we added two
more models: Extra Trees (ET) and eXtreme Gradient Boosting (XGBoost).
The training process was also done using the Scikit-Learn library with 5-fold
stratified cross-validation. The training results are shown in Table 1. We show
only the best-performing feature sets.

Our results were similar to the original ones for the first five models. As
for the ET models, we noticed a similarity in performance compared to the RF
models. This was expected as they are quite similar methods. In some cases,
the ET models performed slightly better than the RF models. The XGBoost
models performed well for the Baseline classification task with the PBCL feature
set, where the F1-score is 91%, similar to the RF and ET models. However,
XGBoost was slightly ahead of all the other models (in terms of F1-score) using
the PBCL feature set. To summarise the results, we noticed that RF and ET
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Table 6. Re-validation results of the Baseline and Individual classifiers

Task Samples TP TN FP FN Acc F1 Prec Rec

Baseline 1,154 900 63 87 104 0.83 0.90 0.91 0.90

Individual 1,003 535 281 37 150 0.81 0.85 0.94 0.78

models performed well across all the classification tasks. As for the feature sets,
we found that for both Baseline and Individual classification tasks, the PBCL
feature set seemed to be a good and stable choice.

Manual Evaluation: to evaluate the performance of the trained classifiers on
the prediction dataset, we had to manually verify the results by selecting a
subset of Twitter accounts for each classification task and manually labelling
them. After that, we compared the actual labels with the predicted labels to
calculate the confusion matrix. Next, Accuracy, F1, Precision, and Recall were
calculated. The results of the manual verification are shown in Table 6. For the
Baseline classifier evaluation, we randomly selected 1,154 samples. The F1-score
was 90%, which means a 2% drop in performance compared to the F1-score from
the original training/testing results, reported in [18]. For the Individual classifier,
we selected 1,003 samples, and the F1-score was 85%, representing a 5% drop in
performance. However, considering the significant difference in size between the
original training dataset and our prediction dataset (2k vs. 42k accounts) and
the relatively small performance drop, we can confidently assert that both the
Baseline and Individual classifiers are good enough for our case study.

B Issue with TextBlob Sentiment Analyser

Below are some example tweets that were wrongly classified by the TextBlob
sentiment analyser as negative, while the VADER sentiment analyser classified
them correctly as positive.

– Our Academic Centre of Excellence in Cyber Security Research becomes active
this week.

– Academic Centre of Excellence in Cyber Security Research Open Day @ucl:
@uclisec hosting an open day at the ACE center November 15th #infosec
#CyberSecurity.

– Congratulations to @UniKent @KingsCollegeLon and @cardiffuni who join
@UniofOxford and 13 other UK universities as Academic Centres of Excel-
lence in Cyber Security Research, announced recently by the National Cyber
Security Centre @NCSC and @EPSRC.
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Abstract. Ransomware attacks and the use of the dark web forums are
two serious contemporary cyber-problems. These two areas have been
investigated separately in the past, but there is currently a gap in our
understanding with regard to the interactions between them – i.e., dark
web forums that can potentially lead to ransomware activities. The rise
of Ransomware-as-a-Service (RaaS) exacerbates these problems even fur-
ther. The aim of this paper is therefore to investigate the social and tech-
nological discourse within the dark web forums that may foster or ini-
tiate some of the users’ pathway towards ransomware-related criminal
activities. To this aim, we carried out data collection (crawling) of per-
tinent posts from the “Dread” dark web forum, based on sixteen key-
words commonly associated with ransomware. Our data collection and
manual screening processes resulted in the identification of 1,279 posts
related to ransomware, with the posting dates between 25 March 2018 and
30 September 2022. Our dataset confirms that ransomware-related posts
exist on the Dread dark web forum. We found that these posts can gen-
erally be grouped into eight categories: Hacker, Potential Hacker, RaaS
Provider, Education, Information, News, Debate and Other. Furthermore,
the contents of these posts shed some light on the social and technological
incentives that may encourage some actors to get involved in ransomware
crimes. In conclusion, such posts pose a threat to cyber security, because
they might provide a pathway for wannabe ransomware operators to get in
on the act. The findings from our research can serve as a starting point for
devising practical countermeasures, for instance by considering how such
posts should be handled in the future, or how some follow-up intervention
actions can be prepared in anticipation of certain actors getting involved
in ransomware as a result of reading posts in such forums.
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1 Introduction

Ransomware is one of the most harmful cyber threats to individuals and organ-
isations [25]. Ransomware is a type of malware that locks a computer system or
prevents users from accessing their data until a ransom is paid. This is in contrast
to other types of malware, which are often aimed at replicating, deleting or over-
burdening system resources [5]. While cyber extortion is at the heart of recently
emerged ransomware variants (including threatening to reveal sensitive data),
incredible technological advances (e.g., advanced propagation capabilities and
virtually unbreakable cryptography) enable criminals to continue these harm-
ful operations and generate rather lucrative returns. Lately, ransomware turned
into a transnational organised crime run by so-called “career criminals” who not
only initiate attacks but also run Ransomware-as-a-Service (RaaS) operations.
Hence, developing measures to combat this threat is of vital importance.

Research on ransomware has focused on several avenues, including an inves-
tigation of dark web forums. These sites are commonly used by cybercriminals
and other individuals to socialise, exchange information and sell illegal products
and services [34]. Scholars believe that dark web forums help sustain cybercrime
ecosystems. Several academic papers have investigated various aspects of inter-
actions within these cybercrime ecosystems [1,30,43], even looking in detail into
the actors involved [2,33], and specific types of cybercrime ecosystems [17]. How-
ever, ransomware research currently receives less attention than spam emails,
spam tweets, hate speech detection and other types of cyberattacks. As such,
studying ransomware cybercrime ecosystems further is essential in continuing
our fight against cybercrime in a more thorough and balanced manner.

This paper examines ransomware-related posts from a dark web forum called
“Dread” [10,15]. Dread is a Reddit-like dark web forum that emerged in 2018 and
became popular as a result of Reddit’s crackdown on several dark web market
discussion communities. While one can find posts on illegal drugs and trades of
stolen data, Dread also features professional hacking posts and in-depth guides
on hacking. Due to its growth, Dread became a target for frequent distributed
denial-of-service (DDoS) attacks. After suffering a prolonged downtime in 2022,
in late November 2022 Dread went offline for server upgrades [15]. Recently, the
forum returned online, and this allowed us to continue our focus on investigating
the social interactions of various stakeholders. The collected dataset provides
valuable insights into ransomware activities of various actors. Whilst showing a
range of behaviours, there is a strong inclination towards the request and sharing
of knowledge.

Contributions. The key contributions of our paper are as follows:

– To the best of our knowledge, this is the first academic work that specifically
focuses on ransomware posts on a dark web forum;

– The posts were classified into categories, which demonstrated the nature
of discussions among individuals who have interest in ransomware. These
ranged from educational (e.g., actors who searched/provided advice on
various ransomware-related subjects) to malevolent (e.g., actors who were
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interested to buy/sell ransomware). These findings confirm that dark web
forums such as Dread facilitate cybercrime;

– A quantitative analysis (i.e., counting posts for each category) indicated the
overall “tone” and nature of ransomware discussions. While a majority of the
observed Dread users demonstrated curiosity towards a ransomware subject
and could not be labeled as malicious with certainty, the minority of users
clearly asserted their malicious intents;

– A further examination of each post (i.e., a qualitative approach) confirmed
the results of the quantitative phase and provided a deeper understanding of
intentions of the users (i.e., from potentially non-malicious to clearly mali-
cious). Such understanding can then be used by security researchers and law
enforcement agencies to devise more effective intervention measures.

The remainder of this paper is organised as follows: Sect. 2 provides an
overview of related work. Section 3 details our methodology, including the imple-
mentation of our crawling approach. Section 4 outlines the results obtained,
while Sect. 5 discusses the insights gained from our research. Finally, Sect. 6
summarises the main points of the paper and outlines ideas for future work.

2 Related Work

A great deal of research has been conducted to understand the dynamics of dark
web forums, including the structures of forum user networks [2,43], the analysis
of the key actors [33] as well as their social dynamics such as how users gain
or lose trust [1,30], and how these sites might facilitate various forms of cyber-
crime [17]. This body of research is vital in our attempt to better understand
cybercrime and develop more effective measures against the threat of “internet
organised crime” [13]. While there are many ongoing investigations in this area,
we are currently not aware of any research that specifically focuses on the threat
of ransomware and how the dark web forums may influence it.

The development of ransomware has received a lot of (and an increasing)
interest within the security community in recent years. Researchers have stud-
ied various technical aspects of ransomware, including its detection [3,20,37],
recovery from ransomware incident [8,23], as well as other potential mitigation
measures [28,36]. In comparison, there are still limited studies that analyse the
social aspects of ransomware – some of them are discussed below. Moreover,
ransomware attacks nowadays not only rely on technological aspects, but also
on human factors, which involve the spread of ransomware and the negotiation
process that differ from other attacks. Therefore, there is a need to conduct more
detailed investigations into the incentives of ransomware cybercriminals.

With the rise of cryptocurrencies in recent years, several studies have been
conducted to track and analyse their economic impact. Huang et al. [19] con-
ducted an end-to-end measurement of ransomware payments, victims and oper-
ators over a two-year period based on ransom wallet addresses. They conserva-
tively estimated that approximately 20,000 victims were extorted during the two
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years of the study and that the criminals earned more than $16 million in illegal
revenue in the overall ecosystem. Hernandez-Castro et al. [16] carried out an eco-
nomic analysis of ransomware, predicting that further ransom increases should
be “expected”. Moreover, with the increased popularity of RaaS in recent years,
criminals from non-technical backgrounds are increasingly getting involved in
ransomware attacks [29,32].

Connolly and Wall [7] conducted an analysis of 26 ransomware attacks by
collecting data via interviews with victims and law enforcement representatives,
leading to an interdisciplinary data-driven taxonomy of ransomware counter-
measures. Connolly et al. [41] utilised data from 55 ransomware cases to assess
factors that influence the severity of ransomware attacks. They found that pri-
vate organisations and/or organisations that had weak security postures may be
more vulnerable and that targeted attacks are often more devastating. Yilmaz
et al. [39] conducted a survey to examine the relationship between personal-
ity characteristics and ransomware victimisation. They found that there is no
clear evidence to indicate that personality traits would influence ransomware
victimisation. Lang et al. [25] conducted a qualitative comparative analysis of
39 ransomware attacks based on interviews and secondary sources. They aimed
to understand how the COVID-19 pandemic affected the tactics of these ran-
somware attacks. The results showed that working from home increases the risk
of being attacked compared to traditional work patterns, while the laissez-faire
attitude of organisations towards such attacks may lead to more serious issues.

Interestingly, we found that most of the research on the social aspects of ran-
somware have been focused on the victims. A closer look at attackers’ activities
and interactions can offer valuable insights. Dark web forums – as important
places for the exchange of information between cybercriminals – are notorious in
facilitating cybercriminal activities [27,34]. They constitute a rich data source to
understand the activities and perspectives of cybercriminal actors. By analysing
a forum, Pastrana et al. [33] demonstrated how members of this forum, who
are interested in technology and games, are gradually transitioning to commit-
ting crimes. Yue et al. [40] analysed the discussion of DDoS attacks in forums
and discussed the impact of dark web forums on such attacks. Bada and Pete [4]
analysed the discussion in the dark web forums around Shodan, which is a search
engine that could pose a threat to Internet of Things devices.

The availability of datasets is often a challenge for this type of work. This is
usually due to restricted access to dark web forums or technical difficulties [35].
A potential dataset is the CrimeBB [34], collected and maintained by Cambridge
Cybercrime Centre. This dataset contains several forums from both dark web and
clear web. However, this dataset is not specifically crafted for ransomware-related
research (and it was last updated in December 2021). Several other studies [11,
18,42] have highlighted the need to collect their own data from various dark
web or underground forums, such as Dread. These papers have shown that such
an approach is possible and can provide valuable insights, because the collected
data will be tailored to the specific research questions or aims. As such, we also
decided to collect our own pertinent and more recent data from Dread.
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3 Methodology

One of the main goals of our research is to understand the pathway, motives
and facilitating factors that may lead some people to become a ransomware
criminal and decide to prepare or carry out ransomware attacks. To achieve this
goal, we analysed ransomware-related posts on the Dread forum. This forum was
selected as it contains a comprehensive discussion of general matters and strong
reputation [15]. Specifically, we expected discussions on Dread to be less technical
than on specialist hacker forums. Therefore, the messages on Dread were likely
to have been posted by a more diverse group of users. The rest of this section
provides an overview of the methodology we followed for data collection, as well
as ethical issues that we had to consider.

3.1 Research Design

We used the search function with a list of keywords related to ransomware to
identify the initial list of candidate posts. A researcher then manually screened
the results, and labelled all threads and posts that were related to ransomware.
The filtered results were manually analysed to determine their purpose and the
actors involved. Eight categories (themes) were identified in the posts (n=1,279).
These categories were further subdivided (were applicable) into sub-categories
to better understand their intent. Each post was then assigned to up to two
category groups (e.g., a post could fall into both the “Hacker” and “Information”
categories). These categories and sub-categories are:

– Hacker. The post indicates that its author has performed a ransomware
attack. There are two sub-category labels: “group” and “individual”.

– Potential Hacker. The post indicates that its author plans to perform a
ransomware attack. Sub-category labels: “group” and “individual”.

– RaaS Provider. The post contains a user offering RaaS for sale. Sub-
category labels: “group” and “individual”.

– News. The post refers to ransomware-related real world events (e.g., actual
ransomware attacks). No sub-categories were identified for this category.

– Education. The post contains explicit educational information about ran-
somware related subjects. Sub-category labels: “request” and “provider”.

– Information. The post requests or provides general information that can-
not be classified as “Education” or “News”. Sub-category labels: “request”,
“provider”, and “moderator”.

– Debate. The post presents an opinion, often initiating or contributing to a
debate. No sub-categories were identified for this category.

– Other. Posts that do not fit any of the previous categories. No sub-categories
were identified for this category.

These categories also allowed for a quantitative analysis on the frequency of each
category as well as what that entails (i.e., a qualitative approach) as discussed
in the Results section. Lastly, statistical analysis regarding the frequency of each
keyword was performed within the post and thread respectively.
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There are sixteen keywords (case insensitive) used to identify posts related to
ransomware activities: Ransomware, Extortion, Cyber extortion, Cyberextortion,
RaaS, REvil, Sodinokibi, LockBit, Avaddon, BlackMatter, Ransomex, DarkSide,
BlackCat, ALPHV, Hive, and Lockbit Black. These keywords were provided by
two researchers experienced in the field of ransomware. They correspond to terms
related to ransomware attacks (e.g., “Ransomware”, “Cyberextortion”), or the
names of notable ransomware variants and/or groups at the time of the study.

We used a custom crawler to collect ransomware-related posts on 2 November
2022. The initial set of the collected posts (we call them “raw data”) contained a
sample of 19,109 candidate posts, spanning a period of 1,720 days (16 February
2018 to 1 November 2022). However, there were quite a lot of “false positives” in
the raw data, whereby many posts included in this initial dataset were actually
not ransomware-related. Therefore, we had to refine the initial dataset to remove
any posts that were not ransomware-related. This manual filtering yielded the
final dataset of 1,279 posts, covering the period between 25 March 2018 and 30
September 2022. Subsequently, labelling was performed to indicate the purpose
and category of each post. The frequencies of the term “ransomware” in the post
and thread along with other keywords were also calculated.

To have a better confidence regarding the relevance of the posts, we cross-
referenced the ransomware attacks mentioned in some of the posts (e.g., the
Colonial Pipeline and the REvil ransomware attacks) to news articles from reli-
able sources, such as the BBC, Kaspersky, and BleepingComputer.

3.2 Technical Implementation

In this study, we used both The Onion Router (Tor, https://www.torproject.
org/) and the Invisible Internet Project (I2P, https://geti2p.net/en/) to access
the Dread website. The Tor network experienced widespread DDoS attacks in
October 2022, which resulted in reduced accessibility to the Dread forum [9].
Using the I2P network to access and collect data was the only alternative at the
time. Technically, both Tor and I2P are decentralisation protocols, and they are
just implemented in different ways.

We implemented a customised crawler in Python, based on the Scrapy web-
crawling framework [24]. Due to the risk of potential (but unlikely) attacks
against us, the crawler run on a virtual machine to avoid compromising the
identity of researchers. A VPN tunnel was used to ensure that the geographical
location and IP address would not be compromised during data collection. Tor
or I2P were employed as a proxy to enable Scrapy to connect to the network.
The crawler used the pre-defined keywords to search Dread, and to retrieve rel-
evant posts. It traversed each page to obtain the URLs of all threads, keeping
only one URL (if there were duplicates) to minimise the number of requests.

Finally, the crawler accessed each thread’s URL and extracted all the neces-
sary data points and features based on the web page structure. We pre-defined

https://www.torproject.org/
https://www.torproject.org/
https://geti2p.net/en/
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Table 1. The numeric breakdown of the posts among the eight categories

Hacker Potential
Hacker

RaaS
Provider

Education Information News Debate Other

Group Individual Group Individual Group Individual Request Provider Request Provider Moderator \ \ \
22 6 22 99 26 44 76 89 216 370 5 \ \ \

Total 28 121 70 165 591 161 265 63

Percentage 2.19% 9.46% 5.47% 12.90% 46.21% 12.59% 20.72% 4.93%

the following features for each post in the raw dataset: post ID, content, creator,
whether the post was original or part of a thread, time of post, subdread (like
subreddit), thread URL, thread title, number of users involved, number of posts
in the thread, the time difference between the previous post in the same thread,
the time difference between the last and the original post in the same thread.

3.3 Ethical Considerations

As the dark web is mostly uncensored, there was a risk that the researchers con-
ducting the search could be exposed to detailed information about a wide range
of criminal activities. For this reason, data collection was performed automat-
ically and only textual data was collected. The data was saved into a comma-
separated values (CSV) file on an offline external hard drive to avoid leakage.
Access to the file was restricted to the researchers involved in this project.

Due to the anonymous nature of the dark web, we were unable (nor inter-
ested) to collect personal information of users, or track their real identities.
Nonetheless, we still had to anonymise the usernames of the Dread forum users,
because it might be possible to use these usernames to connect back to the their
real identities. At the same time, it would still be valuable to be able to link
various posts to each entity. As such, when referring to statements from a par-
ticular user, we used a pseudonym (e.g., “User 1”), which would still allow some
data linking to be performed, while protecting the privacy of the users involved.
The ethics of this study has been reviewed and approved by Zayed University
Ethics Committee (Ref: ZU22 033 F).

4 Results

In this section, we aim to further examine the reasoning and behaviours of
(potential) criminals who engage in ransomware. To achieve this, we have used a
combination of figures, tables, and analytical tools to gain insights. This enabled
us to find and better understand significant trends and patterns of ransomware
activities. In total, eight main categories were identified in the posts (n=1,279),
as already outlined in Sect. 3.
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Fig. 1. A stacked bar chart showing the distribution of the eight categories of the
ransomware-related posts in the Dread forum

Table 1 provides a detailed breakdown on how the 1,279 posts referencing
ransomware topics are being grouped into the eight categories. In order to high-
light the popularity of each of the categories more clearly, these 1,279 posts are
also represented as a stacked bar chart in Fig. 1. The posts for each category
are also colour-coded to indicate their additional sub-groups, in order to pro-
vide further distinctions between the types of posts on the site. The goal was
to document all our information in one structured location in order to allow
easy modification, sharing, and analysis. Due to the large size of the dataset,
we cannot show everything in this paper. However, interested readers can view
a small snapshot, as well as the full set of the raw data at https://github.com/
SocialSec2023-Paper-23/SocialSec-2023-Paper-23-Additional-Information.

5 Analysis and Discussion

Our research has shown that the acquisition and use of large dataset is extremely
useful for behavioural science investigations. The diagram shown in Fig. 1 pro-
vides us with a clear visual cue regarding the trend and the intents of the dis-
cussions around ransomware on the Dread forum, even though there are some
variations in the posts collected (e.g., a post can fall into at most two categories).

5.1 Mapping the Posts to Categories

These 1,279 ransomware-related posts were split into the eight categories (as
outlined in Sect. 3). In order to better understand their intent, five categories

https://github.com/SocialSec2023-Paper-23/SocialSec-2023-Paper-23-Additional-Information
https://github.com/SocialSec2023-Paper-23/SocialSec-2023-Paper-23-Additional-Information
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(Hacker, Potential Hacker, RaaS Provider, Education and Information) were
further arranged into up to three sub-categories, as summarised in Table 1. Sub-
categories were not identified for the remaining three categories (News, Debate,
Other) due to their nature of being too broad.

These sub-categories allow us to better understand the context of an oth-
erwise broad label, and proceed with further analysis regarding the intent of
each post. One example of this is “Education” which contains the sub-categories
of “request” and “provider”, indicating the user’s intent to request or provide
educational resources respectively. Furthermore, “Hacker” “Potential Hacker”,
and “RaaS Provider” contain the sub-categories “group” and “individual” to
distinguish whether the user is alone or part of a group. This information gives
us a deeper understanding of the nature of discussions on the forum.

5.2 Qualitative Analysis of Select Categories

This analysis is useful as it directly allows us to see the most discussed themes
during the aforementioned time frame. One immediate insight is the high num-
ber of posts where “Information” is requested, with the majority being part of
the “provider” sub-category. This is expected, as information is arguably one
of the most important tools for those interested in any cybercrime, including
ransomware. Posts in this category range from requesting links to leak sites
to various ransomware groups (see Quote 1), asking for information on how to
access/spread ransomware – RaaS or otherwise (see Quote 2), and discussions
around relevant topics at the time (see Quote 3). The quotes are shown below:

“anyone happen to have the onion link to the recent babuk ran-
somware breach?” [posted by: User 1] (Quote 1)

“can you tell me some gangs that offer raas services and how
to contact them, please?” [posted by: User 2] (Quote 2)

“curious if anyone has any information on if revil was paid by
kaseya or if they simply shut down to evade le. read today that
kaseya was able to obtain a decryptor key from a third party,
any thoughts?” [posted by: User 1]

(Quote 3)

These posts fit the mindset of a person interested in ransomware – if we
can assume that their aim is to become more educated and involved in this
environment. This is supported by 22 posts being in both the “Education” and
“Information” category. Understanding ransomware (and how to operate it) is
not necessarily something that is simple to achieve, and hence people turn to
forums such as Dread in order to research this further. In this case, they believe
these forums are a place where they can gain this knowledge. Dread is consid-
ered easier to access, in comparison to other more specialised forums such as
Exploit or Russian Anonymous Marketplace (RAMP). The lack of equivalent
information on the clear web only fuels this movement to more specialised chan-
nels. This leads to an eager but primarily less knowledgeable group, forming an
environment of like-minded individuals that highly encourages a large amount
of questions and requests for information.
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Notably, a large number of posts requesting information are those asking for
RaaS. With RaaS – such as LockBit [12,22] and DarkSide [31] – being on the
rise in recent years, it is expected that many conversations would be around such
ransomware groups. Since RaaS removed the most technically challenging part
in ransomware operation – namely writing the ransomware code – the existence
of RaaS increases the accessibility of ransomware software to almost anyone.
This ability for RaaS to be used by a large number of people makes it appealing
to those who are interested to engage in cybercrime activities. One example of
this is a post from a user (known as User 3) who was “looking for the lockbit2.0
on dread”. Finally, the user friendly and easy-to-set-up nature of RaaS makes
it ideal for newbies to pick up, especially when there are some support com-
munities to learn how to use RaaS via discussion forums such as Dread. This
popularity is reinforced by the number of posts occurring even after the soft ban
on ransomware discussions following the Colonial Pipeline attack [6].

The category “Debate” also contains a significant number of the posts related
to ransomware. One example is discussions regarding best practices; these posts
often occur after an information or education request. We consider this category
to be significant as it is important for users to share information in order to
stay relevant and effective in their aim, especially due to the illegal nature of
ransomware. The allure of a supportive community can attract individuals to
a forum like Dread where they can connect with others who share common
interests, especially on sensitive topics and potentially criminal subjects (in this
case, ransomware). This is because these topics are usually not allowed on clear
web forums. Regardless of whether a users’ post is critical or constructive, it is
more likely to be accepted on dark web forums. Furthermore, this debate could
contribute to the building of trust between potential criminals and the emergence
of more private criminal communities, as well as to encourage further learning.
Overall, such debating interactions provide a social incentive to continue being
a part of the ransomware community.

A large number of users debate the morality of using ransomware on anyone
other then large corporations. This is shown in the forum with users calling those
who disagree with this principle as “thieves” (and using other expletives). These
companies concisely fit the criteria for being justifiable to become a target of
ransomware, as described by the idea of Routine Activity Theory [26] (sensitive
information, ability to pay high ransom etc.) in addition to being viewed as
immoral or corrupt by many in the community. Because of this, many see it as
their “duty” to attack these companies as a form of vigilante justice. This drives
them to increase their skills and continue attacks. It is important to note that
some in Dread disagree with this viewpoint. During the COVID-19 pandemic,
many condemned the attacks on healthcare facilities, citing the “impact of it on
people’s lives” (posted by User 4) despite the valuable information that could
be gained.

Posts related to “News” were also prevalent with 161 posts fitting this cat-
egory. A majority of these messages (54.66%) were posted by a single user,
showing a consistent news-like outlet. This access to real world events (which
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Table 2. The frequencies and percentages of the keywords being found in ransomware-
related posts

Keywords Ransomware RaaS REvil Extortion DarkSide LockBit Sodinokibi BlackCat Hive Avaddon BlackMatter

Frequency 618 58 44 39 32 10 7 3 2 1 1

Percentage 75.83% 7.12% 5.40% 4.79% 3.93% 1.23% 0.86% 0.37% 0.25% 0.12% 0.12%

may not be presented as prominently on mainstream news sites) can embolden
others, especially if attacks were successful. One prominent example of this is
the Colonial Pipeline attack by DarkSide [14,31].

Finally, we would like to note that information sharing in Dread predomi-
nately follows the “horizontal communication” model [38]. Horizontal commu-
nication is when information is shared between people of the same level in a
group. This system of communication works well in a public forum dedicated to
similar topics. In addition, due to the illegal nature of ransomware and Dread as
a forum, the necessity of protecting it from law enforcement (referred to as “le”
in some posts) is paramount. Because of this “us vs. them” mentality, there is an
incentive to share knowledge while trying to elude law enforcement and prevent
exposure. Vertical communication does exist in the forum too. It involves a com-
munication between “superiors” and “subordinates” and provides the forum with
structure. Vertical communication was found within a small group of respected
and knowledgeable individuals, with one example being a user who runs an exten-
sive education course called “Hacktown” with many being “very impressed” with
its contents. One considers the inspiration and specialised knowledge they and
other notable users provide.

5.3 Analysis on the Keywords

Table 2 presents descriptive statistics and frequencies of the keywords in the
posts. The term “Ransomware” is the most frequent with 618 total hits (75.83%
of the total keywords found). This was expected due to the purpose of this
investigation. The same applies to the keywords “RaaS” and “Extortion” which
were found 58 (7.12%) and 39 (4.79%) times respectively.

Keywords related to notable ransomware groups were also reasonably preva-
lent with “REvil” having 44 hits (5.40%) and “DarkSide” 32 hits (3.93%). These
figures indicate these groups are being discussed more frequently. This lines up
with notable attacks from these groups [21,31], which would encourage this dis-
cussion. In comparison, groups with less prominence – such as “Avaadon” (1
reference), “BlackMatter” (1) and “BlackCat” (3) – appeared less often.

Other keywords did not receive any references including “Cyberextortion”
and “Cyber extortion”. One reason for this may be that this term is more closely
associated with DDoS attacks, and thus is preferred not to be used in the context
of ransomware. Another keyword (“Lockbit Black”) should have already been
covered by “LockBit”. In addition, the keyword “Hive” (2 hits) – despite being
linked to the name of a notable ransomware group – has strong connections to
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the drug market and “hive-mind” conspiracies. However, this is not confirmed.
Refining our keywords will provide us with more accurate information.

5.4 Challenges and Limitations

The number of posts analysed is rather limited and future research should focus
on collecting a greater amount of data and from a wider range of forums. One
immediate limitation was due to the Dread forum being unavailable from 30
November 2022, caused by DDoS attacks against it. This made extraction of
new posts through our web crawler impossible. The reduced time-frame led to a
smaller dataset. Nonetheless, we managed to collect more than four years’ worth
of data, providing a good starting point to reveal some interesting insights into
ransomware discussions on the dark web.

Because Dread is not a ransomware-specific forum, it does not attract many
ransomware-experienced users, leading to the collection of a relatively small num-
ber of ransomware-related posts. This results in a loss of insights from those with
more knowledge on the subject. Subsequently, we could use more specialised
forums – e.g., RAMP – to further analyse why people engage in ransomware
activities in the long term, allowing us to compare these “experts” against those
less experienced users. For instance, User 6 mentioned that “most of the active
ransomware gangs now, conti, avos, pysa, grief, lockbit, sugar you can contact
only on ramp”, which suggests potentially more revealing insights from RAMP.
However, due to the secrecy of these forums, gaining access to them may be
difficult. Furthermore, exploring other forums will bring its own challenges. Sev-
eral forums (e.g., XSS, Exploit and RAID) have banned ransomware topics due
to the increased surveillance from law enforcement after certain notable events,
such as the Colonial Pipeline attack [6]. Whilst not fully enforceable, this ban
may decrease the number of conversations related to ransomware in the future,
limiting our dataset. This makes Dread one of the best options at this time.

Finally, despite using a wide range of techniques to achieve the large batch
of information we have, this approach is still prone to potential faults. The
ad-hoc crawler built for this project is in its early stages of development and
therefore requires some refinement. For example, the crawler found 32 instances
of the keyword “Darkside” whilst Microsoft Excel formulas found 44. As such,
accuracy will need to be improved. Furthermore, the manual filtering of a large
number of ransomware posts and categories by a single person did leave room
for human errors and biases. This makes categories which have similarities –
such as “Education” and “Information” – difficult to objectively separate. To
deal with this issue, each category has been given a clear definition to ensure its
consistent meaning and help with separation. Nonetheless, further improvement
will be beneficiary, for example by employing automation.

6 Conclusion

We present the findings from a study in which ransomware-related discussions
posted on a dark web forum called Dread were collected and analysed. Sixteen
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keywords were used to search for the pertinent ransomware-related posts, leading
to eight main themes being identified in these posts: Hacker, Potential Hacker,
RaaS Provider, Education, Information, News, Debate and Other.

Our analysis contributed to the growing body of evidence showing that ran-
somware is a topic of discussion on dark web forums. Our dataset covers a period
of more than four years, providing useful social and technological insights into
the prevalence and trends of ransomware-related discussions over time. On top
of the quantitative indicators, the classification of the posts into four categories
(Education, Information, News, and Debate) sheds further light into the nature
of the interactions between dark web forum users. Further analysis could be
conducted to infer the possible roles, status and influence of their authors.

For future work, the dataset can be expanded by including more keywords
and more variations of ransomware terms, such as misspelling. Moreover, both
clear web and other dark web forums – such as Russian Anonymous Marketplace
(RAMP) and XSS – could be crawled to generate more data. In addition to
the descriptive analysis done in this work, machine learning techniques can be
employed to carry out predictive analysis. This dataset will be utilised as input
for a machine learning-based system to create a model for classifying ransomware
posts. This will contribute to automatic detection of such posts and could be
used to prevent them from being posted on (legitimate) social networks.
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Abstract. In blockchain systems, similar to any distributed system, the
underlying network plays a crucial role and provides the infrastructure
for communication and coordination among the participating peers. As
a result, the properties of the network define the level of security, avail-
ability, and fault tolerance within a blockchain system. This study aims
to improve our understanding of the structural properties of peer-to-peer
overlay networks that underpin blockchain applications. Our objective is
to gain insights into the security and resilience of these systems. By ana-
lyzing seven distinct blockchain overlay networks and evaluating a com-
prehensive set of graph characteristics, we draw important conclusions
about their overall robustness. Our findings reveal that major blockchain
networks have vulnerabilities that make them susceptible to exploitation
by malicious actors. Furthermore, despite relying on similar protocols for
node discovery and network formation, we observe dissimilar character-
istics among these blockchains.

Keywords: Blockchain · P2P Networks · Resilience

1 Introduction

Blockchain (BC) technology has garnered significant attention in recent years
for its potential to revolutionize various industries and enhance trust in digital
transactions [5,12,13,66]. The decentralized and immutable nature of blockchain
systems has introduced novel solutions to long-standing problems, such as secure
and transparent transactions, efficient supply chain management, and decentral-
ized finance. However, while the benefits of blockchain technology have been
widely discussed, the underlying peer-to-peer (P2P) networks that power these
systems have received comparatively little scrutiny [25,27].

The P2P networks that support blockchain systems serve as the back-
bone of their operation, facilitating consensus, data propagation, and trans-
action validation. Understanding the structural properties, topological charac-
teristics, and vulnerabilities of these networks is crucial for realizing the full
potential of blockchain technology and ensuring its robustness against emerg-
ing threats [17,30]. Yet, the research community’s attention has predominantly
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
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focused on the cryptographic and consensus aspects of blockchain systems, leav-
ing the underlying P2P networks relatively unexplored.

This research paper aims to bridge this gap by delving into the largely
uncharted territory of blockchain’s P2P networks. By investigating the structure
and behavior of these networks, we can gain valuable insights into their limita-
tions, vulnerabilities, and potential improvements. This exploration is critical
for devising effective strategies to enhance network resilience, scalability, and
security in blockchain systems.

1.1 Research Question and Objectives

In this work, we aim to analyze the graph properties of underlying P2P over-
lays in blockchain networks to gain insights into their network robustness. Our
goal is two-fold: First, we would like to understand the resilience properties of
blockchain overlay networks, by uncovering potential vulnerabilities that might
be exploited by adversaries to compromise the security of blockchain systems.
Second, we would like to look into their structural properties to examine whether
they are structured in a similar fashion and whether they exhibit properties sim-
ilar to other well-known networks like the Web, the Internet, or Social Networks.

To address these questions, we conducted a study on the most important
structural properties of seven distinct BC networks. Specifically, we continu-
ously probed and crawled these BC networks over a period of 28 days to gather
information about all available peers. We analyzed 335 network snapshots per
BC network, resulting in a total of 2345 snapshots. At regular intervals, we
constructed connectivity graphs for each BC network, consisting all potential
connections between peers. We then analyzed the structural graph properties of
these networks and compared them across the seven BC networks.

2 Background and Related Work

The following seven networks are included in our study: Bitcoin, Bitcoin Cash,
Dash, Dogecoin, Ethereum, Litecoin, and ZCash. These networks were chosen
based on their importance and high market capitalization as indicated by [15].
All networks use similar overlay implementations [19]. Two exceptions are Dash
and Ethereum. Dash uses similar network messages as Bitcoin but employs a two-
tier network consisting of mining nodes (peers) and master nodes that facilitate
network discovery and message dissemination. Ethereum uses a different set of
protocols based on the Kademlia [44] P2P architecture for network discovery.

2.1 Bitcoin Overlay Network

In the Bitcoin overlay network, nodes communicate through unencrypted TCP
connections to create a random P2P network. The security of Bitcoin is achieved
through its Proof-of-Work consensus protocol, ensuring that all nodes see the
same version of the blockchain. The protocol is outlined in the Bitcoin developer
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guide [24]. To better understand its intricacies, we alse studied previous research
papers [7,34,48] and analyzed the source code of Bitcoin’s reference client [23].

When a node joins the network, it queries a set of hardcoded DNS seeds in
the Bitcoin Core client to obtain the IP addresses of full nodes that accept new
connections. Once connected, a node receives unsolicited addr messages from its
peers, containing IP addresses of other nodes in the network. The client can also
proactively request additional addresses using getaddr messages. The response
to a getaddr message can include up to 1000 peer addresses. All known addresses
are stored in-memory by the address manager (ADDRMAN) and periodically saved
to disk in the peers.dat file. This allows the client to directly connect to these
peers on future launches without relying on DNS seeds.

In terms of connections, when Alice initiates a connection to Bob, it is consid-
ered an outbound connection from Alice’s perspective and an inbound connection
for Bob. Each peer is permitted to establish up to eight outbound connections
to active Bitcoin nodes and maintain a maximum of 125 active connections in
total.

2.2 Ethereum Overlay Network

Ethereum’s network protocols utilize both UDP for node discovery and TCP TLS
channels for other communication, as described in the Ethereum Developer’s
Guide to the P2P network [26]. Node discovery in Ethereum is based on the
Kademlia routing algorithm, which employs a distributed hash table (DHT) [44].
Each peer in Ethereum has a unique 512-bit node ID, and the XOR operation
is used to compute the distance between two node IDs.

Ethereum nodes maintain internally 256 buckets, with each bucket containing
a number of Etehreum-peers node IDs. Peers assign known nodes to specific
buckets based on their XOR distance from themselves. To find peers, a new
node initially adds a pre-defined set of bootstrap node IDs to its routing table.
It then sends a FIND NODE message to these bootstrap nodes, specifying a random
target node ID. In response, each peer provides a list of 16 nodes from its routing
table that are closest to the target. The node subsequently attempts to establish
a certain number of connections (typically 25 or 50) with other peers.

2.3 Related Work

Delgado-Segura et al. [19] emphasize that blockchain P2P networks present
unique characteristics and challenges compared to previously known P2P net-
works. Similarly, Dotan et al. [25] recognize the distinct requirements of
blockchain overlay networks and highlight the lack of understanding of their
fundamental design aspects. Their work identifies differences and commonali-
ties between blockchains and traditional networks, emphasizing open research
challenges in network design for distributed decentralized systems.

Miller et al. [45] were the first to successfully infer Bitcoin’s public network
topology. They discovered links between nodes using the timestamps included in
addr messages. In their work, they found indications that the Bitcoin network is
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not purely random, having a skewed degree distribution. Biryukov et al. [8], pro-
posed sending fake addresses to reachable nodes and then monitor their propaga-
tion to the network to infer connections among peers. Delgado-Segura et al. [18]
inferred Bitcoin’s network topology using orphaned transactions. Their method
relies on subtleties of Bitcoin’s transaction propagation behavior. Their results
also indicate that Bitcoin’s testnet does not resemble a random graph. Neudecker
et al. [49] used timing analysis of transaction propagation delays, as observed by
a monitoring node, to infer the topology. Their approach requires a highly con-
nected monitoring node and the creation of transactions. Grundmann et al. [34],
proposed mechanisms for Bitcoin topology inference based on double–spending
transactions. However, this method was not intended to perform a complete net-
work topology inference due to the high incurred cost of fabricated transactions.
Taking advantage of block-relay mechanisms, Daniel et al. [16] presented a pas-
sive method to infer the connections of mining nodes and their direct neighbors
in the ZCash network. Neudecker and Hartenstein [50] surveyed the network
layer of permissionless BCs, simulated a passive method to infer the network
topology with substantial accuracy, and highlighted that keeping the network
topology hidden is an intermediate security requirement.

To hinder attacks that utilize topology inference, Bitcoin Core developers
implemented a series of changes to the network protocol. To mitigate the meth-
ods described in [8], the Bitcoin client now rejects getaddr requests from inbound
connections [22]. To address adversarial methods proposed by Miller et al. [45],
nodes stopped updating the timestamp field in the address manager, making it
impossible to infer active connections [52]. Neudecker’s timing analysis is also
rendered impractical due to code changes [21].

Works like [31,61] shed light on the unreachable side of Bitcoin. More
recently, Grundmann et al. calculated the degree distribution of reachable peers
in the Bitcoin network, by leveraging a spam wave of IP addresses [32].

Despite previous efforts, little is known regarding the structure and topo-
logical properties of BC overlay networks. Past studies have mainly focused on
methods for inferring the well-hidden topology of Bitcoin, either against the
whole network or a specific peer. With the exception of [45], these studies were
validated against the Bitcoin testnet [18], or against selected nodes [34,49].

Graph Analysis and Its Applicability to Blockchain Networks. Graph
analysis is a powerful tool for understanding network resilience. It has been
widely used to characterize complex networks and investigate resilience in various
fields and applications in a variety of network types, such as technological, social,
infrastructure, transportation, and biological. A recent survey highlights the
prevalence of graph analysis with respect to network resilience research [29].
Graph analysis has also been used extensively to study the transaction graphs of
major BCs, namely Bitcoin and Ethereum [4,11,37,41,53,64,65]. Using similar
methods, Lee et al. analyze Bitcoin’s Lightning Network [39]. In their work, they
found that it exhibits strong scale-free network characteristics, implying that the
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Lightning Network can be vulnerable to DDoS attacks targeting some central
nodes in the network.

Although it is an indispensable tool for assessing network robustness, graph
analysis has not been applied to BC networks. We believe that a contributing
factor to this omission in the literature is mainly the lack of topological infor-
mation on the underlying networks.

A recent work by Paphitis et al. [55], examines the partition resistance of
these networks against random failures and targeted attacks, as well as the
potential for malicious attacks facilitated by the presence of common entities
across different networks and their placement in Autonomous Systems.

To our knowledge, this is the first study to focus on the structural proper-
ties of P2P networks of multiple blockchains. By crawling the reachable nodes
in the network, we circumvent the challenges of topology inference and build a
simple network monitor that can probe seven different BC networks in parallel
to uncover all potential connections. Our implementation does not require high
connectivity in each network and is free of transaction processing costs, allowing
greater scalability. Finally, we analyze the graph properties of BC overlay net-
works to compare their structure and investigate how their characteristics affect
their security properties.

3 Methodology

To analyze a graph, information is needed about the graph topology, i.e., how
the vertices are connected to each other. Acquiring exact topological information
on a dynamic P2P network is a challenge. More so in blockchain overlays, where
this information is considered paramount for the security of the network, and, as
previously discussed, a variety of topology hiding techniques are used [34,45,50].

3.1 Data Collection Process

To mitigate the challenges associated with acquiring a precise snapshot of the
overlay network, as discussed in Sect. 2.3, we employ the same approach that the
authors introduced in a related research study conducted by Paphitis et al. [55].
In more detail, we collect all known peers for each reachable node in the P2P net-
work. We achieve this by repeatedly sending getaddr messages to each connected
node. Nodes receiving the message respond with an addr message that contains
a number of IP addresses known to the replying peer. Each BC is assigned to a
process that creates hundreds of user-level threads. Intermediate data collected
during crawling are stored in an in-memory key-value store, each process having
its own instance. Following the protocols of each BC, each process connects to
its assigned network and recursively asks each discovered node for its known
peers. Each new discovered node is stored in a pending set. Threads constantly
poll their pending set for a new node, initiate a connection, and retrieve a list
of its known peers.
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Upon successful connection to a peer, its entry is removed from the pending
set. On each response received to a getaddr message, the process makes an
entry, mapping the originating node (Nor) to the peer list it knows of: Nor →
{P0, P1, ..., Pn}, where P0−n are the peers included in the reply of Nor. In effect
we draw an outgoing edge from Nor to each peer in the reply. This entry is stored
in the edges set. When the pending set becomes empty, the crawler starts over.
The edges set remains intact and is updated in subsequent rounds. Replies from
nodes that are already mapped in the edge set are appended to the respective
entry. After a period of approximately two hours, all processes synchronize and
dump their edge set to storage.1 After the dump, all sets are emptied and each
process restarts and repeats the same procedure.

In this fashion, we construct connectivity graphs, i.e., graphs that contain
all possible connections that could be made in the network. Our methodology
is presented in more detail in [55], where we also show that this method is
capable of reconstructing the contents of the address manager (ADDRMAN). In the
same work, the accuracy of the collected data is validated against a controlled
monitoring node, as well as against external data sources. The collected data set
is available at [54]. The observed graphs were analyzed using the SNAP [40] and
NetworkX [35] packages.

Ethical Considerations. We emphasize that we only collected and processed
publicly available data, with no intention of deanonymizing users or establish-
ing connections between individuals or organizations and their IP addresses. No
personally identifiable information was collected during the study. We have gath-
ered IP addresses known to each node using the node discovery mechanism of
the protocol. We only established short-lived connections with discovered peers
and responded only to the expected initial handshake. Finally, we have refrained
from frequent retransmissions and requests to avoid exhausting a peer’s network
resources.

3.2 Limitations

Arguably, the observed connectivity graphs contain a number of false edges in
the graph, i.e., they contain edges that do not exist in the real network. To
understand how much the network properties are affected by these errors, we
turn to an area of research that deals with measurement errors in network data.
Wang et al. [60] studied the effect of measurement errors on node-level network
measures and found that networks are relatively robust to false positive edges.
Similarly, Booker described the effects of measurement errors on the attack vul-
nerability of networks [9]. Booker also finds that false positive edges have the
least impact on the effectiveness of random and targeted attacks.

To investigate the accuracy of the observed graphs compared to real net-
works, we adapt the methods used by Booker and Wang [9,60]. In particular, we
1 Two-hour periods were chosen, to allow future analysis of longitudinal evolution of

the networks. We believe that a larger window would not capture enough of the
evolution dynamics.
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construct a random graph Greal consisting of N = 1000 vertices, assigning to
each vertex k outgoing links, so that k is drawn from the real Bitcoin degree
distribution, as calculated by Grundmann et al. in [32]. Then, starting with
Greal, we add random edges with the constraint that the resulting observable
graph, Gobs, has a degree sequence drawn from the observed degree distribution
we obtain using the methodology described above (see Sect. 3.1), by probing
peers for their known addresses. Since Grundman’s calculated degree distribu-
tion applies only to reachable peers, we also use the degree sequence of reachable
peers, ignoring any unreachable nodes. In this way, the resulting observable graph
Gobs contains a number of real links plus an additional number of edges that cor-
respond to the known peers of each node (false positive edges in [9]). To inspect
the effects of false edges on the observed network characteristics, we calculated
a set of graph metrics for both graphs Greal and Gobs and compared them.

The average values calculated from 20 simulations are presented in Table 1.
Gobs exhibits more robust characteristics, evident by a higher clustering and
a lower average betweenness. This is expected as it contains much more edges
than Greal. On the other hand, the average shortest-path values are very close
in both sets of graphs. The results of this simulation show that the differences in
the calculated metrics are consistent and almost constant. Thus, the calculated
properties of the observed graphs can serve as a bound to the properties of the
real graphs. The Chebyshev distance in the last row indicates the maximum
absolute distance between the corresponding values.

Table 1. Measurement error simulation results. *Betweenness not normalized.

Metric−→ Avg. Shortest Path Average Degree Clustering Assortativity Avg Betweenness*

Greal 1.89 114.6 0.21 -0.02 447,893

Gobs 1.56 437.7 0.63 0.07 280,648

Chebyshev Distance 0.34 333.9 0.43 0.12 172,904

4 Analysis of P2P Overlays

We aim to answer the following questions about BC overlay networks: a) What
are their structural properties and network characteristics? b) Are they all struc-
tured similarly? c) Do they share common properties? d) Do their properties
relate to other networks such as the Internet topology, Web or social networks,
or are they random? e) How do their characteristics affect security? This section
presents metrics, adapted from previous research [1,2,29,36,56,62], to assess
the resilience of a blockchain network. These metrics are considered standard for
analyzing networks and understanding non-obvious properties [62], and can be
used to evaluate network resilience to errors and attacks. In this section, we use
the following notation for clarity and conciseness: each set of edges corresponds
to a graph, denoted St

c, representing a snapshot of the BC network c, on date t.
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Other Online Networks. Online social networks, the Web and the Internet/AS
topology are the most studied online networks [10,42,46,58]. This section shares
much of the methodology used in such studies. It is reasonable to compare the
structure of blockchain networks with the structure of other known technolog-
ical and information networks. Nevertheless, we are aware that: a) the studied
graphs do not represent the actual network topology, and b) the P2P struc-
ture of blockchain networks is fundamentally different from the aforementioned
networks. The comparisons made throughout this section serve as a reference
point for the results collected. However, we note that useful conclusions can be
drawn about blockchain overlays, especially when comparing the different net-
works between them, since they implement similar protocols [19] and we follow
the same measurement methodology.

4.1 Fundamental Graph Properties

The most important properties of the derived graphs are summarized in Table 2.
The metrics were individually calculated on each graph St

c and then averaged.
The values extracted from the collected data sets match the values reported in
related measurement work [16,20,38]. Specifically, each day, the monitoring node
was able to discover 120081 nodes in Bitcoin, 19543 in Ethereum, and 4132 in
Zcash (reporting median values). On average, the monitoring node made more
than 1.3 M requests per day, covering all networks.

The diameter of a connected graph is defined as the longest shortest path
between all pairs of nodes. A smaller diameter usually indicates better robust-
ness, as adding edges would shorten the longest shortest path between distant
nodes, making the network more tightly coupled. The Average Shortest Path
(ASP) is closely related to network connectivity. Smaller average shortest paths
imply increased robustness, since the distance between any pair of nodes is
reduced. All networks appear to be well connected, given the size of their largest
connected component, their low diameters, and short ASP. Moreover, we observe
that Dash is markedly the most dense network and is almost fully connected. It
has a strongly connected component (SCC), i.e., a subgraph in which all nodes
are reachable from all other nodes. The SCC comprises 75% of the total network
nodes. Larger blockchain networks have a smaller SCC compared to smaller ones.
Networks differ mainly in size, but this is independent of their protocols; in a
free market, user perception of value determines a network’s popularity.

4.2 Degree Distribution

The degree (number of links with other nodes) distribution affects many network
phenomena, such as network robustness and efficiency in information dissemina-
tion [6]. In addition, random networks have binomial degree distributions, while
in real systems, we usually encounter highly connected nodes that the random
network model cannot account for. In Fig. 1, we plot the complementary cumu-
lative distribution (CCDF) of the out-degree of all snapshots collected for all
networks in our study.
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Table 2. Basic network graph metrics per BC network (average values across all col-
lected snapshots) For each metric we highlight the value that indicates less resilience.
* Normalized Betweenness using the min-max method.

Network: Bitcoin Bitcoin Cash Dash Dogecoin Ethereum Litecoin Zcash

Nodes 120k 33k 9k 2.1k 17.5k 11.7k 4.1k

Edges 37M 748k 29M 330k 556k 3.7M 231k

Connected Component 1 1 1 1 0.99 1 1

Strognly Connected Component 0.06 0.03 0.75 0.2 0.13 0.14 0.06

Diameter 4 4 3 3 5 3 4

Density 0.004 0.001 0.5 0.11 0.004 0.047 0.024

Avg. Degree 254.16 20.22 2370.88 126.45 31.14 278.85 48.84

Assortativity -0.2 –0.64 –0.06 –0.13 –0.02 –0.01 –0.22

Reciprocity 0.32 0.21 0.49 0.34 0.02 0.27 0.25

Global Clustering Coefficient 0.049 0.011 0.166 0.28685 0.0022 0.0735 0.3094

Avg. Shortest Path 2.55 2.82 1.93 1.77 3.78 1.96 1.72

Average Betweenness 2.40e+07 1.95e+06 2.74e+06 1.62e+04 1.12e+06 5.35e+05 1.43e+04

Normalized Betweenness* 49727 23018 8666 1257 8871 8160 1462

We color the snapshots according to their timestamp. Our first observation
is that networks such as Bitcoin and Ethereum manifest considerable variability
in degree distribution between snapshots. In contrast, the degree distributions
in Dash and Dogecoin have less variability (seen by the distance between snap-
shots). Another interesting observation is that in most networks we have a high
fraction of unreachable nodes, either because they are offline or behind NATs.
This observation confirms the findings of Wang and Pustogarov [61] who stud-
ied the prevalence and deanonymization of unreachable peers. The presence of
unreachable peers is discussed in a following paragraph.

Our results also suggest that these blockchain networks have heavy-tailed
degree distributions. We further discuss their best distribution fit and their scale-
free property in a following paragraph. Finally, we observe significant deviations
from the network protocols. In Bitcoin, for instance, one would expect that
reachable nodes would have at least 1K out-degree, since Bitcoin clients with
the default parameters are set to respond with 1K known peers. In contrast, we
observe a number of nodes with an out-degree less than 100, i.e., nodes reply
with fewer addresses than the default parameter. We note that this behavior
along with network churn could be leveraged to amplify eclipsing or network
attacks similar to the SyncAttack [57].

Comparing the network densities, we observe that DASH has a very tight
network, while Bitcoin, BitcoinCash, and Etherum are much less dense. This
result indicates that DASH and Dogecoin have a more resilient structure than
other networks.

4.3 Degree Assortativity

In general, a network shows degree correlations if the number of links between
the high- and low-degree nodes is systematically different from what is expected



176 A. Paphitis et al.

(a) Bitcoin (b) Bitcoin Cash (c) Dash (d)
Colorbar

(e) Dogecoin (f) Ethereum (g) Litecoin (h) ZCash

Fig. 1. Out-degree complementary cumulative distribution function of collected graphs.
Snapshots are colored according to the colorbar.

by chance. In some types of networks, high-degree nodes (or hubs) tend to link
to other such hubs, while in other types, hubs tend to link to low-degree nodes,
i.e., what is known as a hub-and-spoke pattern. Assortativity, or assortative
mixing, is a preference for nodes in a network to attach to others that are similar
in some property; usually a node’s degree.

The assortativity coefficient, ρ, is the Pearson’s correlation coefficient of
degree between pairs of linked nodes and lies in the range −1 ≤ ρ ≤ 1. A
network is said to be assortative (ρ tends to 1) when the high-degree nodes tend
to link to each other and avoid linking to the low-degree nodes, while the low-
degree nodes tend to connect to other low-degree nodes. A network is said to
be disassortative (ρ tends to -1) when the opposite happens. A random network
has ρ close to zero and can be characterized as neutral. Incorporating this fea-
ture into network models improves the accuracy of the model in simulating the
behavior of real-world networks. Disassortative networks tend to exhibit greater
vulnerability to targeted attacks [36,43,51].

Correlations between nodes of similar degree are common in various observ-
able networks. Social networks tend to exhibit assortative mixing, while tech-
nological and biological networks often show disassortative mixing, with high-
degree nodes connecting to low-degree nodes. In disassortative networks, low-
degree nodes, particularly those that have recently joined the network, can be
discovered more quickly when connected to hubs. Removing these hubs can
impact node discovery, graph connectivity, and potentially facilitate attacks such
as eclipsing. Adversaries with high connectivity can exploit this knowledge to
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advertise malicious peer addresses, compromising the ADDRMAN of benign peers.
We compute the assortativity coefficient for each snapshot, reporting the aver-
age values in Table 2. The networks analyzed exhibit negative assortativity, with
DASH, Dogecoin, and Litecoin being closer to neutral (assortativity close to 0).
Conversely, Bitcoin Cash, Zcash, and Bitcoin display more pronounced disassor-
tativity. The negative assortativity indicates a hub-and-spoke structure in these
networks, suggesting the presence of central peers that are crucial to the network
and susceptible to targeted DDoS attacks.

4.4 Clustering Coefficient

The global clustering coefficient C is based on the number of triplets of nodes
in the graph and provides an indication of how well the nodes tend to cluster
together. A triplet is defined as three nodes connected by two edges. A triangle is
a closed triple, i.e., three nodes connected by three edges. The global clustering
coefficient is the number of closed triplets (or 3 x triangles) over the total number
of triplets (both open and closed). A higher clustering coefficient indicates the
presence of redundant pathways between nodes (due to the higher number of
triangles), increasing the overall robustness of the network. The global clustering
values are presented in Table 2. We observe that larger networks, tend to have
lower clustering than smaller networks with Ethereum having the lowest value.
This indicates that larger networks exhibit less robust characteristics. We suspect
that this is closely related with the presence of unreachable peers, which is
addressed in a following paragraph.

Unlike global clustering, the local clustering coefficient CCi measures the
density of links in the immediate neighborhood of node i: CCi = 0 means that
there are no links between i’s neighbors, while CCi = 1 implies that each of
i neighbors also links to each other. In a random network, the local CC is
independent of the node’s degree, and average CC, i.e., < CC >, depends on
the size of the system with respect to the number of nodes, N . On the contrary,
measurements indicate that for real networks, e.g., the Internet, the Web, science
collaboration networks, CC decreases with the degree of the node and is largely
independent of the size of the system [6]. The local CC in a random network
(CCrand) is calculated as the average degree < k > over N , i.e., CCrand = <k>

N .
The average degree of a network is 2L

N , where L is the number of links. The
average CC of a real network is expected to be much higher than that of a
random graph.

In Fig. 2(a), we compare the average CC of the collected graphs with the
expected CC for random networks of similar size. As in other real networks, we
observe a higher CC than expected for a random network, indicating that the
synthesized graphs deviate significantly from random networks. In Fig. 2(b), we
plot the dependence of CC on the degree of the node for two of the networks
studied, where we make some remarkable observations. Although the empirical
rule of Barabasi [6] states that higher-degree nodes have lower CC, in Bitcoin
we observe a significant fraction of high-degree nodes with high CC. The same
finding was observed in the Ethereum and Zcash graphs. Another deviation
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(a) All Networks (b) Bitcoin and Dash

Fig. 2. Analysis of Clustering Coefficient (CC) results. (a) <CC>
<k>

vs. network size; Size

and CC averaged across snapshots St
c∀t ∈ T . Markers correspond to the networks of

Table 2. Lines correspond to the prediction for random networks, CC = <k>
N

, with
constant < k > and varying size N . Similar to other known networks, the average CC
appears to be independent of the network size N . (b) The dependence of the local CC
on the node’s degree for each network. CC(k) is measured by averaging the local CC
of all nodes with the same degree k (showing results of aggregating all snapshots of a
given network). Horizontal lines correspond to the average CC of the network.

from the same empirical rule is observed in Dash, where all nodes appear to
have an almost constant CC, independent of the node degree. We attribute
this behavior to its temporal characteristics, previously discussed in the results
related to Fig. 1. Further inspection reveals that Dash has very low churn and
that most nodes are always online. The observed CC distributions indicate that
the collected graphs are governed by rules that are rarely encountered in other
known network systems. Note that the actual networks represented by these
synthesized graphs are likely to have lower CCs, since we would expect fewer
edges (see also Table 1).

As explained in Sect. 3, synthesized graphs are constructed by node advertise-
ments. From Fig. 2 we can say that almost all nodes in the Dash network know
and advertise almost all other peers. This is not surprising given the size of the
network and the strongly connected component being very high. In contrast, the
Bitcoin network exhibits variations in the clustering coefficient, indicating that
not all nodes know and advertise all other peers. This is partly explained by the
size of the network and the high presence of unreachable peers (see also Sect. 4.8).
The temporal dynamics of the network could also affect peer announcements.

4.5 Average Betweenness Centrality

Average betweenness centrality measures how many short paths between ver-
tices in the network pass through a given vertex. The betweenness centrality of
a node v is given by the expression: g(v) =

∑
s �=v �=t

σst(v)
σst

where σst is the total
number of shortest paths from node s to node t and σst(v) is the number of those



Graph Analysis of Blockchain P2P Overlays and Their Security Implications 179

paths that pass through v. Nodes with high betweenness centrality act as bridges
between parts of the network and therefore have a great control in the connectiv-
ity and information propagation of the network. It has been demonstrated that
attacking or removing highly central nodes is one of the most effective strategies
to partition a network or diminish its largest connected component.

The average node betweenness is the sum of node betweenness centrality for
all nodes in a graph. Betweenness centrality of a node v is the sum of the frac-
tion of the shortest paths of all pairs that pass through v [28]. A smaller average
betweenness indicates that shortest paths are more evenly distributed among
nodes; thus, it implies greater robustness. Nodes with high betweenness central-
ity tend to play a prominent role in networks, as they act as a bridge between
groups of other nodes. Nodes with fewer connections than others may still have
high betweenness, allowing them to fulfill a broker role and facilitate commu-
nication and information flow throughout the network. In effect, high average
betweenness implies that network connectivity relies on a few central nodes, and
such networks are more susceptible to targeted attacks. High variance in the
betweenness centrality distribution is also an indication of lower robustness, as
observed in [1,63]. Bitcoin and BitcoinCash have very high values of average
betweenness, which further suggests that these networks are less resilient.

4.6 Scale-Free Property

One network property, tightly related with the degree distribution of a network,
is the scale-free property. A scale-free network is defined as a network whose
degree distribution follows a power law, i.e., having a probability distribution
p(k) ∝ k−α. The exponent α is known as the scaling parameter and typically
lies in the range 2 < α < 3. The scale-free property strongly correlates with the
network’s robustness to random failures and has received tremendous attention
in the scientific literature (e.g., see [6]). Many real-world networks have been
reported to be scale-free, although their prevalence is questioned [14]. To test
how well the degree distribution of each network snapshot can be modeled by a
power-law (PL), log-normal (LN), power-law with exponential cutoff (PLEC)
or stretched exponential (SE), we calculate the best fit using the powerlaw pack-
age available by Alstott et al. [3].

In Table 3, we report the number of times each type of distribution was the
best fit, for all snapshots of the same network The calculated results indicate the
dynamic nature of blockchain networks. Such networks that change over time
may fit different distributions depending on the snapshot collected, something
that is also visible in Fig. 1. These results suggest that blockchain overlays are
not structured in the same way. However, in general, the degree distributions of
the collected graphs belong to the exponential family of distributions. According
to sources [17,18,25] Bitcoin’s network formation procedure is intended to induce
a random graph. Previous research [18,45] showed that the Bitcoin network does
not resemble a random graph. Our results indicate that the synthesized graphs
are also substantially different from random networks.
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Table 3. Degree distributions of graphs best-fit for different types of exponential dis-
tributions. PL:power-law; LN : log-normal; PLEC: power-law with exponential cutoff;
SE: stretched exponential.

Disrtibution Bitcoin Bitcoin Cash Dash Dogecoin Ethereum Litecoin Zcash

LN 6.29% 76.90% – 49.40% 21.90% 40.10% 0.60%

PL 0.60% 16.20% 1.80% 4.80% 24.60% 12.60% 18.90%

PLEC 93.11% 6.90% 57.20% – 18.30% 46.40% –

SE – – 41% 45.80% 35.30% 0.90% 80.50%

4.7 Small-World Property

The small-world phenomenon states that if you choose any two individual nodes
in a small-world graph, the distance between them will be relatively short and
definitely orders of magnitude smaller than the size of the network. We examined
all collected snapshots to see if they satisfy the small-world property, by calcu-
lating the ω metric proposed in [59]. The metric is defined as ω = Lr

L − C
Cl

where
L and C are the average shortest path and the average clustering coefficient
of the snapshot, respectively. Lr is the average shortest path for an equivalent
random network, and Cl is the average clustering coefficient of an equivalent
lattice network. The value of ω ranges between −1, when the network has lattice
characteristics, to +1 when the network has random graph characteristics, with
values near 0 interpreted as evidence of small worldliness. The average shortest
path of a random network, Lr, is given by ln(n)

ln(k) [6]. The Clustering Coefficient of
the lattice, Cl is calculated as 3

4
k−1
k−2 [47]. The parameter k is the average degree.

We did not find evidence that the networks under study satisfy this property.
Although we observe low average distances in all graphs, they do not have high
enough clustering coefficients to be considered as small-world. Indicatively, the
ω values we calculated are greater than 0.5 for Dash and Zcash. The rest of the
networks have values greater than 0.8. According to Table 1 we would expect the
real networks to exhibit lower clustering coefficients but similar average shortest
path length, therefore driving ω even higher. Thus, we do not expect that the
real BC networks would satisfy the small-world property.

4.8 Presence of Unreachable Nodes

It is well known that the vast majority of nodes on the Bitcoin overlay net-
work are unreachable [33,61]. Our collected data verify this and also suggest
that unreachable peers are present in all blockchain overlays. In Table 4 we list
our findings. The in-degree indicates how many reachable peers advertise an
unreachable address. Notably, a high percentage of unreachable nodes appears in
all networks, leading to the observation that blockchain networks have a strongly
connected core and a high number of unreachable nodes that lie on the fringe of
the network. DASH stands out for having much less unreachable peers.
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Table 4. Presence and median in-degree of unreachable peers in each overlay.

Network % of unreachable nodes Median in-degree

Ethereum 98% 4

BitcoinCash 96% 3

Bitcoin 88% 3

Litecoin 86% 75

ZCash 84% 4

Dogecoin 73% 68

DASH 18% 984

Unreachable nodes were previously known to exist in the Bitcoin and Ether-
eum networks. Our results indicate that they are also present in all blockchain
networks, although at different percentages. The existence of unreachable peers
is long known, but this class of peers has received little attention from the
research community. It has been demonstrated that they play an important
role in blockchain systems [61].

The presence of unreachable peers, which can affect the properties of a net-
work, is not related to the network protocols used. Their presence is more likely
influenced by socioeconomic factors such as the popularity of a cryptocurrency,
its value, and the availability of compatible wallet software. Many blockchain
clients, such as cryptocurrency wallets, appear as unreachable peers in a net-
work, and the number of these peers depends on the factors mentioned above.
However, we observe that networks with a high percentage of unreachable nodes
exhibit rather less robust properties (see Table 2) such as high average between-
ness, lower density, and lower clustering.

5 Discussion

In this study, we analyze the structure of seven blockchain networks and eval-
uate their resilience based on the computed graph properties. Our results are
summarized below:

– Major blockchain networks have characteristics that indicate towards a less
resilient structure. In particular, Bitcoin, BitcoinCash, and Ethereum display
lower density and higher average betweenness than other networks, suggesting
increased vulnerability to targeted attacks.

– Among the networks studied, BitcoinCash appears to be the most vulnera-
ble, demonstrating lower density, a dissassortative nature, and high average
betweenness.

– Despite utilizing similar protocols (excluding Ethereum), the networks exhibit
distinct structural properties and resilience traits. Possible explanations for
these differences include variations in network size, temporal characteristics,
and the presence of unreachable peers.
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– The networks’ degree distribution per snapshot demonstrates significant
variation. While some snapshots align with power-law distributions, others
exhibit better fits with log-normal, power-law with exponential cut-off, or
stretched exponential distributions.

– Their clustering coefficient distributions are similar to other real networks,
and differ from random networks with similar size and average degree. They
have low diameters and short average shortest path lengths, but we did not
observe evidence of satisfying the small-world property.

It is important to note that our results are derived from connectivity graphs
constructed using P2P address propagation, rather than representing the real
topology of the networks. As a result, the networks studied may not accurately
reflect precise network properties. Table 1 illustrates how these results can estab-
lish limits for the properties of real networks. Our simulations in Sect. 3 indicate
that real networks are likely to exhibit lower clustering and higher betweenness,
rendering them less resilient than our observations suggest.

6 Conclusions

To conclude, we have presented a comprehensive examination and analysis of the
structural properties of seven distinct blockchains, focusing on their resilience. By
leveraging selected graph metrics, we extract valuable insights into the resilience
properties of these overlay networks. To achieve this, we employ custom crawlers
to probe 32 million blockchain peers, capturing each node’s list of known peers
and extracting their potential connections. Our dataset is made available for
future research purposes.

Through graph analysis, we have discovered that blockchain networks exhibit
a distinct structure compared to traditional networks such as the Web. Surpris-
ingly, we have observed significant variations in the graph characteristics among
the studied blockchain networks, despite their similar protocols. Our findings
highlight a concerning vulnerability in major blockchains: they heavily rely on
a limited number of central nodes for connectivity, making them susceptible
to targeted denial-of-service (DoS) attacks. While blockchains are renowned for
their decentralized nature, it is crucial to acknowledge that vulnerabilities at the
network layer can introduce significant risks. These vulnerabilities may lead to
network partitioning, leaving the blockchain exposed to various attacks, includ-
ing user deanonymization, node eclipsing, consensus breaches, and double spend-
ing [27].
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Abstract. Nowadays, with rapid development of cloud computing,
many information systems are running on the cloud platform. However,
the cloud servers are not fully trustworthy, for the purpose of privacy pre-
serving, the users need to encrypt their data before uploading it to the
cloud. However, this also brings challenges in utilizing the data. Generally
speaking, several desirable properties should be achieved for data pro-
cessing on the cloud platform. First, the cloud servers should be able to
perform computations on the encrypted data without learning users’ sen-
sitive information. Second, fine-grained access control should be enforced
on the computed results. Third, flexibility requires that the identities
who can access the computed results should be unknown when these
results are generated. Fourth, the scheme should have low overheads on
computation and communication. To the best of our knowledge, most of
the existing schemes cannot satisfy these requirements simultaneously.
In order to address this issue, we propose a secure and efficient privacy
preserving data processing scheme for cloud computing with fine-grained
access control, using a homomorphic proxy re-encryption scheme and an
efficient attribute-based encryption scheme. Security analyses prove that
it satisfies all the desirable security properties, and performance eval-
uation demonstrates that it is more efficient than the state-of-the-art
schemes targeting similar problems. In particular, the size of cipher-
texts and the decryption time for the computed results are constant
in our scheme, regardless the access structure. Therefore, our scheme
contributes to a more practical data processing scheme for the cloud
platform with fine-grained access control.

1 Introduction

Thanks to the appealing properties, such as reliability, mobility and cost saving,
cloud computing has attracted great attentions nowadays and many informa-
tion systems are running on the cloud platform. For example, wearable devices
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and smart medical services are widely deployed, providing great convenience for
healthcare. In this application, cloud computing can help to reduce the heavy
burden of edge devices [16]. In the era of big data, the storage and processing of
data in the smart grid also need the assistance of cloud computing [17].

However, privacy preserving is a crucial requirement for most cloud-based
applications, as the cloud servers are not fully trustworthy in many circum-
stances [11]. If users’ sensitive information is leaked, their privacy will be vio-
lated, and sometimes it can cause catastrophic consequences. Recently, many
countries have issued laws and regulations for data protection. One feasible solu-
tion is that the users encrypt their data before uploading it to the cloud platform,
but this also brings challenges in utilizing the data. To address this issue, many
research efforts have been devoted in privacy preserving computations, where
homomorphic encryption and multiparty computation are two popular crypto-
graphic techniques. In both approaches, the encrypted data can be processed or
analyzed without leaking its underneath plaintexts [8,18,20].

In some scenarios, not only users’ sensitive information but also the process-
ing results should be protected. In the literature, a few researchers have also
investigated this issue and some solutions have been proposed with fine-grained
access control on the computed results. However, most of these schemes are
either inflexible or inefficient. For example, some schemes [23] require that the
identities who can access the computed results are known by the time these
results are generated, making them less versatile in real-world applications. For
example in smart grid, the staffs responsible for data management need to rotate
frequently, hence some staffs will take this position after the computed results
are generated. In some other schemes [5,21], the computational complexity in
decrypting the computed results is relatively high, i.e. the size of ciphertexts and
the decryption time are proportional to the number of attributes.

To the best of our knowledge, very few schemes can satisfy the above desir-
able features simultaneously. In order to fulfil these requirements, we propose
a secure and efficient data processing scheme for cloud computing with fine-
grained access control, using a homomorphic proxy re-encryption scheme and
an efficient attribute-based encryption scheme as the main building blocks. Our
contributions can be summarized as follows:

– Our scheme not only allows users’ encrypted data to be processed without
leaking their sensitive information, but also achieves fine-grained access con-
trol for the computed results in a flexible way, i.e. the identities who can access
the computed results can be configured after these results are generated.

– Our scheme is more efficient than the state-of-the-art schemes that satisfy
similar properties. In particular, the size of ciphertexts and the decryption
time for the computed results can be made constant in our scheme, regardless
the access structure.

2 Related Works

Cloud computing provides sufficient storage space and computing power, and
it has become an important infrastructure for information systems. Privacy
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preserving and access control are two security issues that need to be consid-
ered for processing and utilizing the data in the cloud platform. In this section,
we review some existing works on privacy preserving data processing and fine-
grained access control.

Multiparty computation allows several participants to jointly generate the
outputs for some function without leaking each individual input, and it has
already been demonstrated that any Turing computable function can be evalu-
ated by MPC [15]. For example, it has already been designed for various different
tasks, such as federated learning [2], computation of biomedical data [12], and
avoidance for satellite collision [13]. Therefore, this technique can be used for
privacy preserving data processing in cloud computing. However, for general
purpose MPC, it is still impractical for large scale applications due to the heavy
overheads in computation and communication.

Homomorphic encryption enables to perform computations on the encrypted
data, and the same effect applies as if the operations are performed on the corre-
sponding plaintexts. This technique can be further divided into two categories:
fully homomorphic encryption [9] and partial homomorphic encryption [4]. The
first type is more versatile, i.e. it supports both addition and multiplication.
However, its performance still cannot meet the demands in real-world applica-
tions due to the large key size and high storage overheads. The second type only
supports either addition or multiplication. But it is more efficient and many
schemes have already been deployed in large scale applications. For example, it
has been used to design secure e-voting, privacy preserving data aggregation and
federated learning.

Fine-grained access control requires that the information can only be accessed
by the designated recipient whose attributes satisfy the access control policy. In
cryptography, there are two approaches to guarantee this property: proxy re-
encryption (PRE) and attribute-based encryption (ABE). The first type allows
the ciphertext encrypted under one entity’s public key to be transformed into a
different ciphertext encrypted under another entity’s public key. In [23], Zhang et
al. used PRE to propose a privacy preserving data aggregation scheme for smart
grid with fine-grained access control. However, it requires that the identities
who can access the computed results are known in advance before these results
being generated. The second type also solves this issue, and it is more flexible [1,
10], but it suffers some limitations. First, most existing ABE schemes do not
have the additive homomorphic property that is required for privacy preserving
computations. And second, their computational overheads are relatively high
when the access structure is complex, because the size of ciphertexts and the
decryption time are proportional to the number of attributes [5,21].

Recall that our purpose is to design a secure and efficient data processing
scheme with privacy preserving and fine-grained access control. Based on the
above analyses, it is non-trivial to achieve the purpose just using either PRE or
ABE. Instead, our design integrates a homomorphic PRE scheme and a novel
ABE scheme. The advantage is that it not only satisfies the desirable security
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features, but also is more efficient than the state-of-the-art schemes with similar
properties.

3 Preliminaries

In this section, we briefly review some cryptographic primitives that will be used
to design our proposed scheme.

3.1 A Homomorphic Re-encryption Scheme

In [4], Bresson, Catalano and Pointcheval have proposed an encryption scheme,
called the BCP scheme, with the additive homomorphic property. Compared
with Paillier encryption, the BCP scheme has two unique features. First, it
contains two trapdoors: the master trapdoor can decrypt any ciphertext, while
a user’s trapdoor can only decrypt the ciphertexts under her public key. Second,
its mathematical structure contains a finite cyclic group of quadratic residues in
which the discrete logarithm assumption holds, and this feature enables it to be
extended into a proxy re-encryption scheme. The BCP scheme works as follows:

– Initialization. Given the security parameter κ, one chooses two large safe
primes p, q, such that p = 2p′ + 1, q = 2q′ + 1 where p′, q′ are also primes.
Denote n = pq and λ = p′q′. Let G = QRn2 be the cyclic group of quadratic
residues modulo n2. We have ord(G) = nλ. Then, one randomly chooses a
value α ∈ Z

∗
n2 and compute g = α2 mod n2. Now, g is a random element in G

and it has maximal order with overwhelming probability. Finally, the system
parameters (n, g) are made public.

– Key generation. The user randomly chooses a value a ∈ [1, ord(G)] and sets
h = ga mod n2. Her public key is h and her private key is a.

– Encryption. Given a message m ∈ Zn, one randomly chooses a value r ∈
[1, ord(G)] and computes the ciphertext C = (A,B) as:

A = gr mod n2 B = hr(1 + n)m mod n2

– Decryption. The user can decrypt the ciphertext using her private key as:

m =
B/Aa − 1 mod n2

n

Some Remarks. Note that the value ord(G) should be unknown in the key gener-
ation and encryption algorithms, because this value reveals the master trapdoor
and it enables one to decrypt any ciphertext. Instead, one can randomly select
a value in [1, n2/4) instead of [1, ord(G)]. The statistical distance between these
two sets is O(n−1/2), which is indistinguishable for any probabilistic polynomial
time (PPT) adversary. In the rest of the paper, we will ignore this issue and
simply use ord(G) in the description. Besides, we assume that all computations
are modular n2 unless otherwise stated.
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In [7], Ding et al. have extended the BCP scheme into a proxy re-encryption
scheme, such that a ciphertext can not only be decrypted, but also be trans-
formed into a different ciphertext under another public key. The proxy re-
encryption process is implemented by two proxies, but it also can be done in
the distributed fashion by arbitrary number of proxies as shown in [22]. Ding’s
scheme works as follows:

– Initialization. Same as in the BCP scheme.
– Key generation. Two proxies generate their key pairs separately. The first

proxy randomly selects a ∈ [1, ord(G)] and sets ha = ga. The second proxy
randomly selects b ∈ [1, ord(G)] and sets hb = gb. The public keys (ha, hb)
are published. Moreover, they negotiate a Diffie-Hellman key as h = ha

b =
hb

a = gab, and publish h.
– Encryption. Same as in the BCP scheme. We assume that the message is

encrypted under the public key h.
– Proxy re-encryption. Denote H : {0, 1}∗ → [1, ord(G)] as some crypto-

graphic hash function. To re-encrypt a ciphertext (A,B) = (gr, hr(1 + n)m)
under the public key h = gab to a different ciphertext under another public
key ĥ = gx, the first proxy computes σ1 = H(ĥa) and (A′, B′) = (Aagσ1 , B),
and sends the result to the other proxy. Then, the second proxy computes
σ2 = H(ĥb) and (A′′, B′′) = (A′bgσ2 , B′), and sends the result to the desig-
nated recipient with public key ĥ.

– Decryption. This recipient can decrypt the ciphertext (A′′, B′′) by comput-
ing σ1 = H(ha

x), σ2 = H(hb
x) and

m =
B′′ · hb

σ1 · gσ2/A′′ − 1 mod n2

n

3.2 An Efficient ABE Scheme

In [14], Li et al. have introduced a novel ABE scheme with AND-gate access
structure. Compared with the traditional ABE schemes in which the decryption
costs increase linearly with the number of attributes, the size of ciphertext and
the number of bilinear pairing operations in Li’s scheme remain constant in the
decryption process. This scheme consists of four algorithms: Setup, Encrypt,
KeyGen, and Decrypt, and it works as follows.

Setup. It takes as input the security parameter κ, and outputs the public param-
eters and system keys. The key generation center (KGC) first chooses two finite
cyclic groups G1, G2, both with order p. g is denoted as the generator of G1 and
e is a bilinear map: G1 × G1 → G2. The system parameters (e, g, p,G1, G2) are
made public. Then, the KGC randomly picks 3n elements h1, h2, · · · , h3n in G1,
where n = |U | is denoted as the number of attributes in the system. hi, hn+i and
h2n+i denote three types of attributes: positive, negative and wildcard. Finally,
the KGC randomly picks α, a ∈ Zp and calculates Y = e(g, g)α and ga. Now,
the public key is PK = (e, g, Y, ga, h1, h2, · · · , h3n), and the master private key
is MK = (gα, a).
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KeyGen. It takes as input the user’s attribute set S, and outputs the private
key for this user. For each i ∈ U ∧ i ∈ S, the KGC sets the tag i′ = +i. For
each i ∈ U ∧ i /∈ S, the KGC sets the tag i′ = −i. Note that the attributes not
in S are considered as negative states. The KGC randomly chooses r, c ∈ Zp

and sets L′ = c. It then computes D = g−r, L = g−ar. For each attribute
i ∈ U , it sets Di = hi

r if i′ = +i; and it sets Di = hn+i
r if i′ = −i. For each

i ∈ U , it computes Fi = h2n+i
r. The KGC chooses a random value j ∈ U and

computes Dj
′ = gα/(a+c) · Dj , Fj

′ = gα/(a+c) · Fj . As follows, the values Dj , Fj

are replaced by D′
j , F

′
j . Note that for any PPT adversary, such a substitution is

indistinguishable. Finally, the KGC outputs SK = (D,L,L′, 〈Di, Fi〉 | i ∈ U).

Encrypt. It takes as input the access structure W = Λi∈I i
′ and a message, and

outputs a ciphertext. Note that AND-gate is employed in the access structure,
while I denotes the attribute set of access policy and i′ denotes the state of the
attribute i. Each attribute has three different states: positive (+i), negative (−i),
and wildcard. The last type means that the attribute is not mentioned in the
access structure. To encrypt a message M , one first randomly picks s ∈ Zp and
calculates C = M · Y s, C1 = gs, and C2 = gas. Then, for each i ∈ I ∧ i′ = +i, it
sets Hi = hi. For each i ∈ I ∧ i′ = −i, it sets Hi = hn+i. For each i ∈ U ∧ i /∈ I,
it sets Hi = h2n+i. Finally, it computes C3 = (

∏
i∈U Hi)s. The ciphertext is

CT = (W,C,C1, C2, C3).

Decrypt. It takes as input a ciphertext and the user’s secret key, and outputs
⊥ or a plaintext. If the set S does not satisfy W , it outputs the symbol ⊥.
Otherwise, for each i ∈ I: if i′ = +i ∧ i ∈ S, it computes A1 =

∏
Di; if i′ =

−i∧ i /∈ S, it computes A2 =
∏

Di. For each i /∈ I, it computes A3 =
∏

i∈U\I Fi.
Then, it calculates

K = e(A1 · A2 · A3, C1
L′ · C2) · e(DL′ · L,C3) = e(g, g)αs

Finally, the plaintext M can be derived by computing M = C/K.

4 Models and Definitions

In this section, we outline the models and definitions, including the system
model, the communication model, the adversary model, the security require-
ments, and the security assumptions.

4.1 System Model

There are five types of entities in our proposed scheme: authority, data ser-
vice provider (DSP), computation party (CP), data provider (DP), and data
requester (DR). The system model is shown in Fig. 1:

– Authority: Its main responsibility is to initialize the system parameters and
generate secret keys for the users.



Data Processing with Fine-Grained Access Control 193

Fig. 1. The System Architecture

– DSP: It takes in charge of data storage, data sharing and data processing. For
example, it stores the encrypted data uploaded by the DPs, performs data
processing, collaborates with the CP for proxy re-encryption, and outputs
the computed results to the DRs. The DSP is normally run by some cloud
platform.

– CP: It is responsible for enforcing fine-grained access control on the computed
results, collaborating with the DSP to perform proxy re-encryption.

– DP: The data providers are the data owners. They encrypt their data before
uploading it to the cloud platform, where the uploaded data can be used for
data analysis.

– DR: The data requester is a consumer of the computed results, subject to
proper access control. In other words, if its attributes satisfy the access struc-
ture, it can decrypt the computed results. Otherwise, it learns no information
of the computed results.

4.2 Communication Model

We assume that secure channels exist between the authority and the DRs as
well as between the DSP and the CP. All other communications are assumed
to be exchanged through authenticated channels. The adversary can neither
intercept nor tamper with the messages transmitted through the secure channels.
And in authenticated channels, the authenticity and integrity of the received
messages can be verified. Note that the assumption of these channels enables us
to focus on the protocol design without digging into low-level technical details,
and these channels can be implemented by standard cryptographic primitives,
such as encryption and digital signature.
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4.3 Adversary Model

In our proposed scheme, the authority is assumed to be fully trustworthy. All
other entities are assumed to be semi-honest, i.e. they will follow the protocol but
be curious to learn information beyond their authorization. Besides, we assume
that the DSP and the CP will not collude, e.g. parties with conflicting interests
can be chosen. And an adversary A with the following capabilities is considered.

– A can eavesdrop the exchanged messages on the authenticated channels, but
it cannot eavesdrop on the secure channels.

– A may compromise the DSP or the CP, but not both, with the purpose of
learning DP’s sensitive information or the computed results.

– A may compromise some DRs, trying to combine their attributes to form a
larger set so that it can access the computed results that none of these DRs
is authorized.

To prevent trivial break of our proposed scheme, we assume that A will not
compromise a DP to learn its uploaded data, and A will not compromise a DR
to obtain its decryption privilege.

Some Remarks. Note that in real-world applications, the authority’s power can
be distributed among multiple parties and the behavior of all entities can be
verified by zero-knowledge proofs. Hence, there is no need to assume that the
authority is fully trustworthy and all entities are semi-honest. The assumption
here is only to simplify the description of our proposed protocol.

4.4 Security Requirements

The following security requirements are considered in our proposed scheme.

– Correctness. If all participants honestly follow the protocol, the uploaded
encrypted data can be processed in the privacy preserving way and the com-
puted results can only be decrypted by the designated recipient.

– Privacy. A can neither learn the data stored in the cloud platform nor the
computed results output by the CP.

– Fine-grained access control. Only the designated recipient whose
attributes satisfy the access structure can decrypt the computed results.

– Flexibility. The identities who can access the computed results should be
unknown when these results are generated, i.e. some parties can register after
the computed results are generated and still be able to decrypt them.

– Collusion resistance. The DRs cannot collude to gain more decryption
privilege by combining their attributes.

4.5 Security Assumptions

DDH Assumption over Z∗
n2 [4]: Given two large safe primes p, q, and n = pq.

G is denoted as the cyclic group of quadratic residues modulo n2, and g is the
generator of G. x, y ∈ [1, ord(G)] are randomly selected and X = gx, Y = gy.
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For every PPT adversary A, it cannot distinguish the two elements Z0 = gz,
Z1 = gxy with non-negligible advantage. This statement can be expressed as:

Pr[A(g,X, Y, Z0) = 1] − Pr[A(g,X, Y, Z1) = 1] ≤ ε

where the probability is taken over the random choice of g in G, the random
choice of z ∈ [1, ord(G)], and the random bits used by A.

l-BDHE Assumption [3]: Given a bilinear map e : G × G → G1, where both
G and G1 are finite cyclic groups with prime order p. g, h are two generators
of G. Given a vector of 2l +1 elements (h, g, gα, g(α

2), ..., g(α
l), g(α

l+2), ..., g(α
2l)),

for every PPT adversary A, it cannot compute the value e(g, h)αl+1 ∈ G1 with
non-negligible probability. This statement can be expressed as:

Pr[A(h, g, gα, g(α
2), ..., g(α

l), g(α
l+2), ..., g(α

2l)) = e(g(α
l+1), h)] ≤ ε

where the probability is taken over the random choice of generators g, h in G,
the random choice of α ∈ Zp, and the random bits used by A.

5 The Proposed Scheme

In this section, we describe our proposed privacy-preserving data processing
scheme with fine-grained access control. We first give a high-level overview of
the scheme and then present its technical details.

5.1 An Overview

Our proposed scheme consists of the following seven algorithms:

– System setup. Given the security parameter, the authority initializes both
the PRE scheme and the ABE scheme. Moreover, it selects a cryptographic
hash function that maps from the plaintext space of ABE scheme to the
plaintext space of the PRE scheme. Note that this step is crucial as the
plaintext spaces for these two encryption schemes are not compatible.

– Key generation. The DSP and the CP each generates a key pair in the
PRE scheme. They also negotiate a Diffie-Hellman key as the system-wide
public key. Moreover, each DR registers with the authority, and receives her
private key.

– Encryption. Each DP can encrypt her data using the BCP scheme, and
uploads it to the cloud platform.

– Data processing. The DSP can perform data analysis and data mining
using the stored data. Note that all operations are done on encrypted data
without disclosing DPs’ privacy.

– Proxy re-encryption I. Once the computed results are generated, the DSP
first performs partial decryption as well as re-encryption on the computed
results.
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– Proxy re-encryption II. The CP continues to perform partial decryption
and re-encryption on the computed results. In the output, the computed result
have been transformed from a ciphertext in the BCP scheme into a ciphertext
in the ABE scheme.

– Decryption. Finally, only the designated recipients whose attributes satisfy
the access structure can decrypt the computed results

5.2 The Details Scheme

System Setup. In this phase, the authority initializes the protocol and gener-
ates the public parameters. First, given the security parameter κ, the author-
ity chooses two large safe primes p′, q′ and computes n = p′q′. G is denoted
as the cyclic group of quadratic residues modulo n2 and ḡ is the generator
of G. Next, the authority chooses two finite cyclic groups G1, G2, both with
prime order p. g is denoted as the generator of G1 and e is a bilinear map
e : G1×G1 → G2. Then, the authority randomly picks 3k elements h1, h2, . . . , h3k

in G1, where k = |U | is denoted as the number of attributes in the system.
hi, hk+i and h2k+i denote three types of attributes: positive, negative and
wildcard. As follows, the authority randomly picks α, a ∈ Zp, and computes
Y = e(g, g)α and ga. Finally, two cryptographic hash functions are selected:
H : {0, 1}∗ → [1, ord(G)], H′ : G2 → Zn. It publishes the public parame-
ters PK = (ḡ, n,G, e, g,G1, G2, Y, ga, h1, h2, . . . , h3k,H,H′) and keeps the master
secret key MK = (gα, a) private.

Key Generation. Each entity generates its key pairs. For example, the DSP
randomly chooses a value x ∈ [1, ord(G)] as its secret key and computes the
public key pkDSP = ḡx. The CP randomly chooses a value y ∈ [1, ord(G)] as its
secret key and computes the public key pkCP = ḡy. Afterwards, they negotiate
a Diffie-Hellman key h̄ = pkDSP

skCP = pkCP
skDSP = ḡxy. Each DR registers

with the authority to obtain her private key. Suppose a particular DR is with the
attribute set S. For each i ∈ U ∧i ∈ S the authority sets the tag i′ = +i; for each
i ∈ U ∧ i 	∈ S the authority sets the tag i′ = −i. Then, the authority randomly
chooses r, c ∈ Zp and sets L′ = c. It then computes D = g−r and L = g−ar. For
each i ∈ U , it sets Di = hi

r if i′ = +i, and it sets Di = hk+i
r if i′ = −i. For each

i ∈ U , it computes Fi = h2k+i
r. The authority then randomly chooses a value

j ∈ U and computes Dj
′ = gα/(a+c) · Dj and Fj

′ = gα/(a+c) · Fj . As follows,
the values Dj , Fj are replaced by Dj

′, Fj
′. Finally, the authority publishes the

public keys pkDSP , pkCP , h̄, and sends the private key SK to each DR through
secure channels.

SK = (D = g−r, L = g−ar, L′ = c, 〈Di, Fi〉 | i ∈ U)

Encryption. Each DP encrypts its data mi ∈ Zn and uploads the ciphertext
(ḡr, h̄r(1 + n)mi) to the cloud platform.

Data Processing. The DSP can process the encrypted data according to the
specific requirement. Note that the BCP scheme already enjoys the additive
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homomorphic encryption, and Ding et al. [7] have also introduced a toolkit of
basic operations over ciphertexts. Suppose that the computed result is a cipher-
text (A,B) = (ḡr, h̄r(1 + n)m).

Proxy Re-encryption I. The DSP randomly selects w1 ∈ G2 and encrypts
it as CT1 = (W,C,C1, C2, C3), where W = Λi∈I i

′ is the access structure for
the designated recipients, C = w1 · Y s1 , C1 = gs1 and C2 = gas1 . For each
i ∈ I ∧ i′ = +i, it sets Hi = hi. For each i ∈ I ∧ i′ = −i, it sets Hi = hk+i. For
each i ∈ U ∧ i 	∈ I, it sets Hi = h2k+i. And C3 = (

∏
i∈U Hi)s1 . The DSP then

transforms the ciphertext (A,B) into (A′, B′) = (ḡxr, hr(1 + n)m+σ1), where
σ1 = H′(w1), and sends (A′, B′) and CT1 to the CP through a secure channel.

Proxy Re-encryption II. The CP randomly selects w2 ∈ G2 and encrypts
it as CT2 = (W,C ′, C ′

1, C
′
2, C

′
3), where C ′ = w2 · Y s2 , C ′

1 = gs2 , C ′
2 = gas2

and C ′
3 = (

∏
i∈U Hi)s2 . The CP then transforms the ciphertext (A′, B′) into

(A′′, B′′) = (ḡxyr, h̄r(1 + n)m+σ1+σ2), where σ2 = H′(w2), and sends (A′′, B′′),
CT1 and CT2 to the designated DR.

Decryption. The DR first computes m′ = m + σ1 + σ2 by

m′ =
B′′/A′′ − 1 mod n2

n

Then, it decrypts CT1 and CT2, obtaining w1 and w2, respectively. For example,
to decrypt CT1, the DR computes

w1 =
C

e(A1 · A2 · A3, CL′
1 · C2) · e(DL′ · L,C3)

where A1 =
∏

Di for each i ∈ I where i′ = +i ∧ i ∈ S, A2 =
∏

Di for each
i ∈ I where i′ = −i ∧ i 	∈ S, and A3 =

∏
i∈U\I Fi. The ciphertext CT2 can be

decrypted similarly. Finally, The plaintext m can be derived by computing

m = m′ − H′(w1) − H′(w2) mod n

6 Security Analyses

In this section, we prove that the proposed scheme achieves the desirable security
properties, such as correctness, privacy, fine-grained access control, flexibility and
collusion resistance.

Theorem 1. The proposed scheme satisfies the correctness property.

Proof. First, we prove that if the DSP and the CP are honest, the computed
result can be correctly transformed into a ciphertext under some access structure.
Second, we prove that the party whose attributes satisfy the access structure can
decrypt the computed result. To see the first point, once receiving a ciphertext
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(A,B) = (ḡr, h̄r(1 + n)m), the DSP first partially decrypt it, and then uses a
random value σ1 ∈ Zn to blind the plaintext as

(A′, B′) = (Ax, B · (1 + n)σ1) = (ḡxr, h̄r(1 + n)m+σ1)

Similarly, once the CP receives (A′, B′), it will partially decrypt it, and uses
another random value σ2 ∈ Zn to further blind the plaintext as

(A′′, B′′) = (A′y, B′ · (1 + n)σ2) = (ḡxyr, h̄r(1 + n)m+σ1+σ2)

At this moment, anyone can derive m′ = m + σ1 + σ2 as

m′ =
B′′/A′′ − 1 mod n2

n

where σ1 = H′(w1), σ2 = H′(w2), and w1, w2 are randomly chosen in G2. There-
fore, if a party can decrypt the ciphertexts for w1, w2, she can decrypt the
computed result. Recall that w1, w2 are both encrypted using an ABE scheme
according to some access structure. Therefore, the party whose attributes satisfy
this access structure can decrypt these values. Therefore, our proposed scheme
satisfies the correctness property.

Theorem 2. The proposed scheme satisfies the privacy property.

Proof. To prove that the adversary A cannot learn any information in our pro-
posed scheme. We need to prove that neither A can learn information from DP’s
uploaded encrypted data, nor A can learn information from the transformed
ciphertext. Recall that DP’s uploaded data is encrypted using the BCP scheme,
and this scheme is semantic secure under the DDH assumption over Z

∗
n2 [4].

Hence, A cannot learn the stored data on the cloud platform. During the proxy
re-encryption phase, the DSP and the CP each just performs a partial decryp-
tion and then uses some random value to blind the plaintext. Hence, even if
A can collude with either DSP or CP, it cannot learn any information of the
plaintext during this phase. Finally, the transformed ciphertexts are encrypted
using an ABE scheme that is semantic secure under the l-BDHE assumption [14].
Hence, A cannot learn any information from the transformed ciphertext. There-
fore, based on the DDH assumption over Z

∗
n2 and the l-BDHE assumption, the

proposed scheme satisfies the privacy property.

Theorem 3. The proposed scheme satisfies the fine-grained access control prop-
erty.

Proof. After the proxy re-encryption, the computed result is blinded by two
random values σ1, σ2, and these two values are encrypted by an ABE scheme.
Hence, only the parties whose attribute satisfy the access structure can decrypt
them and derive the computed result. This proves that fine-grained access control
has been enfored on the computed results.

Theorem 4. The proposed scheme satisfies the flexibility property.
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Proof. In theory, fine-grained access control also can be achieved through proxy
re-encryption, i.e. the information can be re-encrypted so that only the desig-
nated recipients can decrypt it. However, this requires the re-encryption to be
performed in real-time when the recipients’ identities are known. In our proposed
scheme, although proxy re-encryption is also used, it is only used to transform
a ciphertext into an ABE ciphertext. In this way, the identities do not need to
be known by the time these results are generated, and users can join afterwards.
Hence, it is more versatile than the proxy re-encryption approach.

Theorem 5. The proposed scheme satisfies the collusion resistance property.

Proof. In our proposed scheme, when generating private keys for the DRs, the
authority will assign a unique value r for each DR. Therefore, the private keys
for different DRs will be associated with different values. Hence, they cannot put
their attributes together to form a larger attribute sets. And this implies that
multiple DRs cannot collude to gain more decryption privilege.

7 Efficiency Analyses

In this section, we analyze the performance of our scheme and compare it with
two related works: called the PYS scheme [19] and the DTD scheme [21]. In
the PYS scheme, a CP-ABE scheme is proposed based on the AND-Gate with
wildcard access policy. In the DYD scheme, a privacy-preserving data processing
scheme with flexible access control is proposed, using the KP-ABE scheme [10]
for access control.

7.1 Communication Costs

As shown in Table 1, we compare the communication costs considering three
aspects: size of public parameters, size of the secret key, and size of ciphertext.
Let n be the number of attributes in the system. Let |G1| be the size of an
element in the group G1, and let |G2| be the size of an element in the group G2.
|W | is the size of the access policy and λ is the number of attributes in W .

Although the size of public parameters and the size of secret key are larger
in our proposed scheme. This information only generates once, and the size of
ciphertext will dominates the communication costs. The size of ciphertext can
remain constant in our proposed scheme, while it is proportional to the number
of attributes in the DYD scheme. Hence, our scheme is more efficient in com-
munication, compared with the DYD scheme. The PYS scheme just introduced
an en efficient ABE scheme. Although it is more efficient than ours, it has not
considered the privacy preserving data processing requirement and it cannot be
used to solve the research problems in this paper.
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Table 1. Comparison of communication costs

Public parameters Ciphertext Secret Key

PYS Scheme (n + 4)|G1| + 2|G2| 3|G1| + |G2| + |W | (n + 6)|G1|
DYD Scheme (n + 1)|G1| + |G2| λ|G1| + |G2| + |W | λ|G1|
Our scheme (3n + 2)|G1| + |G2| 3|G1| + |G2| + |W | (2n + 2)|G1| + |G2|

7.2 Computation Costs

To compare the computation costs, we have performed some experiments on
the Windows platform with an Intel(R) Core(TM) i7-8550U CPU at 1.80 GHz
and 8.00 GB RAM. Since the exponentiation operation and the bilinear pairing
operation dominate the costs in computation, only these two operations are
considered. In the experiment, we have used a Type A elliptic curve with 512
bits in the JPBC library [6]. The comparison of computation costs between these
three schemes is shown in Fig. 2. In our proposed scheme, the computation costs
are constant, while in the PYS and DYD schemes, they are linear to the system
parameters, i.e. the number of attributes. Therefore, our proposed scheme is
more practical, especially in large scale applications.

(a) Setup (b) KeyGen

(c) Encryption (d) Decryption

Fig. 2. Comparisons of Computation Cost
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8 Conclusion

In this paper, we proposed a secure and efficient data processing scheme for
cloud computing with fine-grained access control, using a homomorphic proxy
re-encryption scheme and an efficient ABE scheme as the main building blocks.
Our scheme supports privacy preserving computations on encrypted data, and
fine-grained access control can be enforced on the computed results. Moreover, it
is more efficient than the related schemes that satisfy similar properties. In par-
ticular, the size of ciphertexts and the decryption time for the computed results
can be made constant. Therefore, our scheme contributes to a more practical
data processing scheme for the cloud platform with fine-grained access control.
For example, when it is used in smart grid, users’ power consumption data can be
stored and processed by the cloud platform and the results can only be utilized
by the designated recipients, harmonizing security, scalability and usability.
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Abstract. As many psychological and sociological study reveal, many
people disclose too much privacy-harming information in social media
in the form of text and multimedia posts, thus exposing themselves and
other persons to several security risks. Consequently, many researchers
have addressed this problem by investigating on the detection and anal-
ysis of the so-called self-disclosure behavior in social media and blogging
platforms. Among the others, content sensitivity analysis has emerged as
a promising research direction, but, so far, it has only focused on English
text posts, although it is well-known that people tend to disclose mostly
in their own native languages. Therefore, in this paper, we address this
limitation by proposing a new text corpus of Italian posts that we have
annotated following to the anonymity assumption. We then apply sev-
eral language models based on transformers to classify them according
to their sensitivity. Moreover, since Italian is a lower-resource language
compared to English, we also apply some multilingual zero-shot transfer
learning architectures trained on a rich and manually annotated English
corpus and tested on the Italian one. We show experimentally that the
approaches trained directly on the Italian corpus, still outperform multi-
lingual ones trained on the English data and tested on Italian, although
some of them exhibit promising prediction performances.

Keywords: Privacy · Neural language models · Social media

1 Introduction

Online social media are valuable and somehow irreplaceable content sharing and
networking platforms, but are often subject of criticism, for many reasons. Some-
times such reasons are unjustified and the results of prejudices or lack of knowledge
about social media and their enabling technologies (e.g., smartphones), but those
regarding privacy are real, as proven by the many studies [2,7,18,30,39,42,66,68].
The concerns about the risks of privacy violation in social media also inspired
documentaries and movies, including several episodes of the award-winning TV
show “Black Mirror” [13]. However, when referring to personal data in social
media platforms, there are two complementary aspects that should be considered.
The first one concerns the usage social media companies do with personal data,
which is often the object of their terms of service and can be partly customized by
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
B. Arief et al. (Eds.): SocialSec 2023, LNCS 14097, pp. 203–223, 2023.
https://doi.org/10.1007/978-981-99-5177-2_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-5177-2_12&domain=pdf
http://orcid.org/0000-0001-5145-3438
https://doi.org/10.1007/978-981-99-5177-2_12


204 F. Peiretti and R. G. Pensa

registered users (e.g., the users may decide not to allow the access to their geoloca-
tion data). The second aspect regards the way people communicate and interact
with other users and how much personal information they expose about them-
selves, a phenomenon that, in psychology, is referred to as self-disclosure [32].
Self-disclosure has been studied in relation to different contexts, including online
forums [5], online support groups [65] and social media [39], although it has often
been investigated for discussion boards dealing with intrinsically sensitive topics,
such as health issues, intimate relationships or sex life, and where the identity of
the users is masked by pseudonyms or entirely anonymous. Instead, in most social
media platforms, social profiles usually carry the real identities of their owners,
and yet this does not prevent their users from disclosing very private informa-
tion [7,18,48] thus harming their own security.

In a very recent work [12], the authors have addressed the analysis of what
they call “content sensitivity” (a more general problem than self-disclosure) of
social media posts, and has drawn interesting insights about the possibility of
automatically detecting the sensitivity of short texts by using natural language
processing (NLP) techniques and also proposing a new annotated text corpus.
However, as in most previous closely-related works, their study was focused on
contents written in English only, although it is a well-known fact that most
people mainly interact on social media using their own native language and,
consequently, they tend to self-disclose more in their native language, than in
English [56]. Unfortunately, with the exception of English, Chinese, Japanese
and some European languages, the majority of national or regional idioms are
considered low-resource languages, due to the lack of large monolingual or par-
allel corpora and/or manually crafted linguistic resources sufficient for building
statistical NLP applications. As a result, all major existing works on the auto-
mated characterization or recognition of sensitive contents focus on English texts
only [12,31,45,46,65,67].

In this work, we address this limitation by presenting a new annotated corpus
of Italian posts and applying several monolingual and multilingual approaches
for classifying them according to their privacy-sensitivity. We compare several
pre-trained language models including the main transformer-based models and
two alternative approaches, LASER [3] and MultiFiT [26], in two different exper-
imental settings: in the first one the models are trained on the Italian corpus
only; in the second one, the models are trained on the English corpus and the
knowledge is transferred on the Italian one. Our experiments show that, although
promising, multi-lingual approaches can not replace fully monolingual models in
such task, where short social media posts are considered.

2 Related Work

Since modern online social networking platforms have gained popularity and
success, the characterization and measurement of the exposure of user privacy in
the Web has attracted the scientific interest of many research groups [41,42]. To
assess the risk of privacy disclosure in social networks, many different approaches
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have been proposed [2,60], mostly focusing on measures based on the privacy
settings of the users [36,47], or on their position within the network [48]. On
the other hand, very few studies have investigated the problem of detecting the
sensitivity of the contents posted by social network users, also because there is
no consensus on how to define privacy-sensitivity [28,57].

A common solution to this problem is to consider all contents posted anony-
mously as sensitive, thus simplifying the construction of specifically annotated
corpora. According to this assumption (called “anonymity assumption” [12]), if
some content is posted anonymously, it is deemed sensitive, otherwise it is con-
sidered as non sensitive. This strategy is adopted, for instance, to apply some
machine learning model and analyze anonymous and non anonymous posting
behavior in question-and-answer platforms [45], or to compare content posted
on anonymous and non-anonymous social media, according to their topics and
linguistic features [11,22]. The largest available corpus supporting this cate-
gory of studies consists of nearly 90 million posts downloaded from Whisper,
an anonymous social media platforms [40]. Another solution is to consider the
privacy settings associated to shared items as a proxy for measuring sensitivity:
contents posted with more restricting visibility are deemed sensitive, as done
by Yu et al. to measure the sensitivity of photos and to identify categories of
privacy-sensitive objects according to a deep multi-task learning model [67].

The concept of content sensitivity is closely related to the one of self-
disclosure, defined as the act of revealing personal information to others. It has
been extensively investigated well before the advent of the Internet and social
media [32]. In more recent years, self-disclosure has been studied to show that
people behave differently in online support groups and discussion forums [5].
Other studies analyze the differences in the degree of positive and negative dis-
closure according to the visibility (private or public) of discussion channels in
online support groups for cancer patients and their relatives. They apply sup-
port vector machines on lexical, linguistic, topic-related and word-vector fea-
tures extracted from a small annotated corpus [65]. In [63], machine learning
has been used to detect the degree of self-disclosure of social media posts and
to replicate patterns from other empirical and theoretical work using a feature
engineering approach. The experiments, conducted on a relatively small and
proprietary corpus, identify post length, emotional valence, the presence of cer-
tain topics, social distance and social normality, among the most distinctive
features for self-disclosure. Instead, in [31], Jaidka et al. report the results of a
challenge concerning a relatively large corpus consisting of posts collected from
Reddit, all annotated according to their degree of informational and emotional
self-disclosure. Finally, in [12] the task of content sensitivity analysis is defined
and different classification models are applied on three different text corpora of
short social media posts, including a specifically annotated corpus of Facebook
posts. The authors show the results for different lexical-based models as well
as several classifiers based on CNNs, RNNs and language models in predicting
content sensitivity of short posts.

All the works mentioned so far focus on English text, making it a high-
resource language even for content sensitivity analysis. In fact, the few existing
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works on self-disclosure on non-English languages are psychological studies based
on surveys [4,23,27,35]. To bypass the lack of linguistic resources when dealing
with languages other than English, one may consider cross-lingual or multi-
lingual models, which have been applied with success to many problems, includ-
ing sentiment analysis [25], emotion detection [1] and information retrieval [59].
Multilingual language models have gained popularity thanks to their success in
zero-shot transfer learning. The idea behind cross-lingual or multi-lingual mod-
els is to learn a shared embedding space for two or more languages to improve
their ability for machine translation. One of the early models is XLM [21],
which defines a new cross-lingual objective trained on two different languages.
Another early approach is CMLM [51], which computes cross-lingual n-gram
embeddings and infers an n-gram translation table from them. Both the models
are cross-lingual, while, more recently, multilingual approaches have emerged,
which are pre-trained once for all languages. Notable examples are mBART [37]
and mT5 [64]: the former consists in a sequence-to-sequence denoising auto-
encoder pre-trained on large-scale monolingual corpora in many languages using
the BART objective [34]; the latter is a multilingual variant of a text-to-text
transfer transformer trained on a dataset covering 101 languages. Other multi-
lingual representations are based on contrastive learning that samples sentences
from the document and constructs positive and negative pairs based on their
saliency [62], or computing a contrastive loss on the representations of aligned
pairs of sentences (considered as positive examples) and randomly selected non-
aligned pairs (considered as negative examples) [43].

3 Identifying Privacy-Sensitive Content

In this section, we describe the task of content sensitivity analysis, introduced
in [8,12]. However, since there is no agreement in the definition of privacy-
sensitive content, we first precise what we mean by it in this paper.

3.1 Privacy-Sensitive Content

User-generated content, in the form of text and/or multimedia items (photos,
videos), may carry sensitive information concerning the private life of the author
or any other identifiable person and its explicit or implicit disclosure could poten-
tially cause harm or embarrassment to them. In fact, such content could involve
financial or medical information, sexual orientation and preferences, religious or
political beliefs, or any other kind of personal data that, if posted online, could be
exploited by third parties for malicious purposes, such as identity theft, frauds,
discrimination, cyberbullying or stalking. A social media post with all these char-
acteristics is defined as privacy-sensitive by Battaglia et al. [8]. This concept is a
generalization of self-disclosure since, unlike it, revealing privacy-sensitive infor-
mation could not only concern the author himself, but also other individuals
mentioned (explicitly or implicitly) in the content item. Another important key
point is how information is disclosed: sometimes sensitive information is clearly,
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directly and voluntarily disclosed. However, often it can be inferred from the
context or by using some background knowledge. Some examples of sensitive
and non sensitive posts are showed below.

1. Guys, I’m taking some days off! On my way to Barcelona with my friend
Alice. See you in two weeks.

2. How would you react if your doctor told you that they diagnosed you with
cancer and that you need to start chemotherapy?

3. A 5th person is likely cured of HIV, and another is in long-term remission.

The first text discloses information about the author and their friend Alice
explicitly, despite neither does it have any sensitive term, nor deals with any
sensitive topic. From the text, it is clear that they will be far from their respective
homes for two weeks. It also contains hidden spatiotemporal references that are
clear from the context.

The second post is a general question that does not disclose any sensitive
information apparently, but this assumption might not be true. Is very likely,
indeed, that the author themself was diagnosed with cancer and will have to start
chemotherapy. It is an implicit way to reveal very sensitive medical information.

Finally, despite the third text item deals with a sensitive topic, it does not
really disclose any private information that could put in danger the privacy of any
people, since there is not any direct or indirect reference to a specific identifiable
person. This sentence could be a citation from a newspaper or scientific article.

3.2 Content Sensitivity Analysis

Content sensitivity analysis is a data mining task aimed at recognizing whether
a given user-generated content item is privacy-sensitive or not, according to the
definition given above [8]. This particular task has been extensively investigated
for the analysis of text posts written in English [12]. Instead, in this paper, we
focus on user-generated content written in different languages, with a special
focus on Italian, as it has been shown that most users mainly use their own
native language in social media and, consequently, they tend to self-disclose
more in their mother tongue(s), than in a different vehicular language, such as
English [56]. The original definition of content sensitivity analysis is as follows.

Definition 1 (Content sensitivity analysis). Given a user-generated con-
tent item ci ∈ C, where C is user-generated content domain, content sensitiv-
ity analysis is a task aimed at defining a function fs : C → {sensitive, non −
sensitive}, such that:

f(ci) =

{
sensitive if ci is privacy-sensitive
non-sensitive otherwise.

In the following, without loss of generality, we will limit the scope of this
definition to text posts only. Examples of privacy-sensitive posts are those con-
taining information that violates a person’s privacy (not necessarily of the author
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of the post), for instance: information about current or future travels; physical or
mental well-being; lifestyle habits that may reveal the writer’s location or that
of others mentioned; romantic relationship status; opinions that may suggest
political or religious belief.

According to Definition 1, a simple way to implement an inductive content
sensitivity analysis task is by defining it as a binary classification task, where
the parameters of the classification function are learned by training the classifier
from an annotated corpus of sensitive and non sensitive posts.

On the other hand, the definition does not take into account the possible
different nuances of sensitivity, i.e., how much privacy-sensitive a content is. The
degree of sensitivity of a post may vary according, for instance, to its topic, its
lexical features, or its context. For instance: a post revealing health information
is much more sensitive than one about holidays, although both are considered
privacy-sensitive. A more precise definition taking into account different degrees
of sensitivity has been given in [8], but, for simplicity, in this paper we refer to
this task as a binary classification, as it has been done in [12] for English posts.

4 Text Corpora for Content Sensitivity Analysis

Training a classifier to make it capable of solving a content sensitivity analysis
task, requires to feed it with a huge amount of user-generated text content also
including privacy-harming information and, additionally, annotated by experts
according to its actual sensitivity. However, finding and collecting such type
of information on the Web is very hard and the reason is, mainly, the privacy
itself. Indeed, social networks, such as Facebook, Instagram and Twitter, would
be very rich sources to accomplish this goal as posts and tweets with sensitive
information are very likely published in users’ personal profiles, but, although
visible to their contacts and friends, they cannot be download using the API
made available by those platforms. After the Cambridge Analytica scandal in
2018, Facebook introduced restrictions on data access by developers [54], fol-
lowed by other social media companies. Currently, albeit with some limitation,
they only allow to download public posts or posts published on public pages,
which, however, are less relevant to our purposes. Fortunately, there exists some
corpora of social media posts collected and released publicly for research pur-
poses before these restrictions were introduced, or downloaded from anonymous
blogging platforms. For instance, the myPersonality [16] corpus is made up of
around 10 000 posts downloaded from Facebook, collected by Cambridge Uni-
versity between 2009 and 2012 for a psychological study [33]. Another example
is CL-Aff #OffMyChest [31], a corpus containing discussions on family and inti-
mate relationships downloaded from Reddit. All posts of the two corpora, with
few exceptions, are in English. In the remainder of this section, we will first
introduce a new corpus in Italian for content sensitivity analysis; then, we will
briefly describe the existing English corpora already used in similar tasks, that
we will employ to train cross-linguals models.
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4.1 An Italian Corpus for Content Sensitivity Analysis: ITA-SENS

Most of the (annotated) corpora extracted from social networks are mainly in
English, due to the huge amount of natural language processing resources avail-
able and to the necessity of making the research findings universally accessible.
There exists also corpora in other languages (including Italian), but most of
them focus on very specific topics and tasks, such as the detection of racial
stereotypes [14] or hate speech [53]. To train a content sensitivity classifier,
instead, we need posts dealing with various generic topics. Therefore, we con-
struct a new dataset, called ITA-SENS, consisting of more than 15 000 social
media posts written in Italian. In this work, we rely on the anonymity assump-
tion, i.e., we consider as sensitive all posts that have been shared anonymously,
while posts shared publicly are considered non-sensitive. Hence, we focus on Ital-
ian and identify two sources of non-anonymous and anonymous posts: Twitter
and Insegreto1. Regarding the first source, we take into account Feel-IT [10] and
SENTIPOLC [6], two corpora of Italian tweets covering a wide range of generic
topics. FEEL-IT 2 is a corpus of tweets written in Italian and annotated accord-
ing to four base emotions: anger, fear, joy and sadness [10]. The curators of this
dataset have downloaded tweets at a daily basis, by monitoring trend topic in a
three-month period. The dataset consists of 1000 tweets per day covering differ-
ent topics, including health, sports, societal problems and TV programs. Topics
have different time-spans, from hours (e.g., tweets related to TV programs) or
days (e.g., major sports events) to the entire observation period (general topics
such as COVID-19). SENTIPOLC 3, instead, is a dataset consisting of tweets
written in Italian and constructed to solve sentiment polarity classification [6].
It has been presented during EVALITA 2016, a periodic evaluation campaign of
Natural Language Processing (NLP) and speech tools for the Italian language4.
Each tweet is annotated according to its topic; however, since most of them are
related to a very specific political topic, we only retain 295 tweets addressing
more different and general subjects. Additionally, to broaden the variety and
quantity of tweets, we downloaded further tweets directly from Twitter, by fil-
tering them according to popular general hashtags or by retrieving them from
news accounts, using the official Twitter API.

As anonymous source, we take into consideration posts from Insegreto, an
Italian social network that allows people to share their lives, secrets and opinions
on different topics, in a totally anonymous way (the Italian locution “in segreto”
means “secretly” in English). The posts are organized into several categories
ranging from school to health, from politics to religion, from love to sexuality.
As such, this is a valuable source of sensitive posts.

The statistics about this dataset are shown in Table 1. ITA-SENS consists
of 15 144 Italian posts, of which 8 419 are labeled as sensitive and 6 725 as

1 https://insegreto.com/it.
2 https://github.com/MilaNLProc/feel-it.
3 https://github.com/evalita2016/data.
4 https://www.evalita.it/.

https://insegreto.com/it
https://github.com/MilaNLProc/feel-it
https://github.com/evalita2016/data
https://www.evalita.it/
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non-sensitive. We split it randomly by putting 55% of the data into the training
set; 25% into the validation set and the remaining 20% into the test set5.

Annotation. Exactly as was done in previous studies [22], for the annotation of
our corpus we rely on the anonymity assumption, where the content is considered
sensitive if the user has chosen to publish it anonymously, hiding their real iden-
tity or if they have made it visible to very few friends. If the content is visible to
anyone or the author can be identified from it, then it is considered non-sensitive.
After a careful reading and analysis of the collected posts, we have observed that
those coming from Insegreto contain sensitive information that could harm the
privacy of both the author and other identifiable people. Furthermore, they deal
with sensitive topics and are published in a totally anonymous way. For these
reasons, we label all Insegreto posts as sensitive. On the other hand, we consider
all tweets in the corpus as non-sensitive because they come from public Twitter
pages and profiles, following the anonymity assumption. Although it has been
shown that this assumption is simplistic [12], we rely on it for this work, as the
main goal is to study whether multilingual text analysis approaches can compete
with monolingual ones for the specific task of content sensitivity analysis.

4.2 An Auxiliary English Corpus: SENS2+OMC

In our work, we also leverage an additional dataset of social media posts written
in English to train multilanguage models able to solve the content sensitivity clas-
sification task by transferring the learned knowledge from English to Italian. To
this purpose, we merge two corpora: SENS2 [12] and CL-Aff #OffMyChest [31],
hereinafter referred to as OMC.

SENS2 is a subset of the dataset introduced in [12]. It consists of 8 765
English posts from Facebook covering a wide range of topics. The posts have
been manually annotated by a pool of experts according to some guidelines pro-
viding privacy-sensitive content definitions and examples. More in detail, SENS2
contains posts that received the same “sensitive” or “non sensitive” tag by at
least two annotators. Therefore, 3 336 posts are annotated as sensitive, the others
5 429 as non-sensitive.

OMC 6, instead, is a corpus of English conversations about family and inti-
mate relationships, extracted from two subreddits in Reddit: r/CasualConver-
sations, a subcommunity where users share their opinions about different topics;
r/OffmyChest, a mutually supportive community where deep sentiments and
emotions are shared. Each post is annotated depending on how much informa-
tional and emotional disclosure it contains. We exploit such annotations to assign
a new label to each post: “sensitive” if post discloses informational or emotional
data, “non sensitive” otherwise. Consequently, the dataset contains 17 860 posts,
of which 10 793 are annotated as “sensitive” and 7 067 as “non sensitive”.

5 Our dataset is available online at https://github.com/federicopeiretti/ITA-SENS.
6 https://github.com/kj2013/claff-offmychest.

https://github.com/federicopeiretti/ITA-SENS
https://github.com/kj2013/claff-offmychest
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Table 1. Details on the datasets used in our study.

Dataset Language #posts #sens #nosens

ITA-SENS Italian 15 144 8 419 6 725

SENS2 English 8 765 3 336 5 429

OMC English 17 860 10 793 7 067

4.3 Preprocessing

Before feeding posts to a language model, they need to be preprocessed. To
this end, we use a Python library optimized for texts from social networks,
called Ekphrasis [9] that allow us to perform tokenization, word normalization,
word segmentation and spell correction. We also remove URLs, emoticons and
emojis that are not that important for analyzing the sensitivity of the text and,
additionally, may introduce biases in the machine learning processes. However,
we keep hashtags (removing the # symbol) because they are often used as terms
in a sentence. In addition, we sanitize the text by replacing e-mail addresses,
dates, hours, currencies and phone numbers, with a generic placeholder using
the format 〈entity type〉.

5 Monolingual and Cross-Lingual Content Classification

In this section, we introduce the classification strategies used to solve the con-
tent sensitivity analysis task for Italian posts. Our methodology is based on the
findings reported by the authors of [8] and [12], that show how to solve the same
task for English. The authors train and compare different classifiers based on sev-
eral types of models, from the most traditional ones (e.g. k-NN, SVM, Random
Forest) to more sophisticated deep neural network models (e.g. CNN, LSTM,
Google BERT). They observe that the former are not suitable because they fail
to capture the manifold of privacy-sensitivity with sufficient accuracy. Instead,
the latter perform better due to the ability of deep learning models to take into
account the context of words and sentences in their training processes. In con-
clusion they find that BERT, the only model based on Transformers considered
in their study, outperforms all other models.

Hence, following these results, we focus on the most recent and accurate Lan-
guage Models (LMs) based on the Transformer architecture in order to classify
Italian posts according to their sensitivity and compare them. We also exam-
ine two recent alternative approaches: LASER [3], performing multilingual sen-
tence embedding for over 93 languages in a shared space, and MultiFiT [26], a
fine-tuning technique that is much cheaper to pre-train but more efficient than
Transformers in terms of space-time complexity.

In the following, we firstly illustrate the two experimental settings. Then, we
describe the language models we use and how we fine-tune them.
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5.1 Experimental Settings

In our study, two different experimental settings are considered. The first is the
most traditional one and consists in fine-tuning the language models using the
training and validation sets of ITA-SENS. Then we test the learnt models on the
test set and report the results. In the second experiment, we exploit the zero-
shot transfer capabilities of multilingual models in order to perform zero-shot
cross-lingual transfer learning [19,52]. It consists in the transfer of the knowledge
learned using the data available for a reference language (English in our case)
to solve the task in another target language (Italian in our application). This
is useful when the former language is a high-resource one and latter is a lower-
resource one. To this end, we first fine-tune the model on the English corpus
(SENS2+OMC ), then, we transfer the learned model on Italian, performing the
inference on the test set of ITA-SENS.

All the experiments have been implemented in Python with the support
of some libraries, especially PyTorch, Scikit-learn and Keras, and have been
executed on a server with 32 Intel Xeon Skylake cores running at 2.1 GHz, 256
GB RAM, and one NVIDIA Tesla T4 GPU. In the remainder of the section, we
provide the details about the different language models used in our study.

5.2 Language Models

In this section, we present the language models (LMs) used in our comparative
analysis and, for each of them, we provide the details on parameter fine-tuning.

Transformer-Based LMs. As first category of methods, we consider several
language models with a Transformer architecture, based on attention mecha-
nisms [58]. These models are pre-trained on large text corpora (e.g. Wikipedia,
CommonCrawl, Europarl, Books) on one or more typical NLP tasks (e.g. Next
Sentence Prediction, Masked Language Modeling). Pre-training is useful to learn
general language patterns and features, and avoids training the models from
scratch. Consequently, it reduces the computation costs. More in detail, we
take into account the most popular multilingual Transformers: mBERT [24] and
XLM-RoBERTa [20]. We also consider monolingual versions specifically trained
for Italian: AlBERTo [49] based on BERT, GilBERTo [50] and UmBERTo7 [44]
based on RoBERTa. We employ their respective versions for sequence classifica-
tion made available in HuggingFace8 by means of Transformers APIs, as they
have already a linear layer for sequence classification on top of the pooled output.
We use AdamW optimizer [38] with linear scheduler, with ε = 10−8 as default
value, and the Binary Cross Entropy as loss function.

7 We consider two versions of UmBERTo: wikipedia-uncased, uncased version trained
on Wikipedia; commoncrawl-cased, cased version trained on CommonCrawl.

8 https://huggingface.co/.

https://huggingface.co/
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Fig. 1. Bootstrapping method adopted to perform zero-shot transfer with MultiFiT
using LASER classifier as cross-lingual teacher.

LASER. As first alternative multilingual model, we consider LASER, a new
architecture to learn joint multilingual sentence embeddings for over 93 lan-
guages, proposed by Meta [3]. More specifically, LASER uses a single Bidirec-
tional LSTM (long short-term memory) encoder with a shared BPE (Byte Paired
Encoding) vocabulary for all languages, which, in its turn, is coupled with an
auxiliary decoder and pre-trained on parallel corpora. We refer the reader to the
original paper for further details. In our experiments, we use the pre-trained
model downloaded from the official GitHub repository9 as follows: first, we
encode all input texts into LASER embeddings. Then, we create a sequential
neural network that works as a decoder for classification and consisting in: (i)
an input layer taking a LASER embedding with fixed size of 1024 input neurons;
(ii) 4 hidden dense layers with 512, 128, 32, 8 neurons, respectively, LeakyReLU
as activation function, dropout rate of 0.25 and batch normalization; (iii) a
dense output layer with one neuron, which produces the predicted class, using
the sigmoid as activation function. For the learning process, we use the AdamW
optimizer with default value of ε = 10−8 and Binary Cross Entropy as loss
function.

MultiFiT. As second alternative multilingual model, we use MultiFiT, an alter-
native approach for fine-tuning monolingual models proposed by Eisenschlos et
al. [26]. MultiFiT is an extended version of ULMFiT [29], designed to enhance
its efficiency and applicability to NLP tasks in languages other than English. Its
architecture includes subword tokenization and a Quasi-Recurrent Neural Net-
work (QRNN) [15]. Instead of fine-tuning the classifier directly, MultiFiT first
fine-tune the pre-trained model on the input corpus and then use that as the

9 https://github.com/facebookresearch/LASER.

https://github.com/facebookresearch/LASER
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base for the classifier. To this purpose, several monolingual models, including for
Italian, are pre-trained on Wikipedia on the Next Word Prediction task. Addi-
tionally, the authors recommend to apply one-cycle policy with cosine anneal-
ing [55] and label smoothing techniques: the former is to make the training and
convergence of complex models faster, the latter to avoid overfitting and over-
confidence. We use the pre-trained model for Italian downloaded from the official
GitHub repository10 and rely on the fast.ai Python library in order to fine-tune
and train both the language model and the classifier.

It is worth briefly describing the bootstrapping method we adopt to per-
form zero-shot cross lingual transfer learning, proposed by the authors of the
paper and illustrated in Fig. 1. First, we exploit a LASER classifier previously
trained on the English corpus (SENS3+OMC ) as cross-lingual teacher and we
make inference on the Italian corpus (ITA-SENS ) obtaining the predicted labels.
Then, we perform zero-shot transfer with MultiFiT for Italian pre-trained on
Wikipedia: we fine-tune MultiFiT on ITA-SENS and train the classifier on top
using the pseudo-labels predicted by LASER.

5.3 Hyperparameter Selection

For each language model, with the exception of MultiFiT, we tune the hyper-
parameters by applying a grid search over a set of pre-defined values for the
learning rate and for the batch size. To avoid overfitting, we use the early stop-
ping criterion on the validation loss, initializing the epoch number to 100. The
selected hyperparameter values of each language model in both the categories
considered here are listed in Table 2. It is worth noting that all multilinguage
models (mBERT, XML-RoBERTa, LASER and MultiFiT) have been configured
for both experiments types: in the first one they are trained with ITA-SENS,
as for the other monolanguage models, in the second one they are trained on
SENS2+OMC and tested on ITA-SENS.

6 Results

In this section, we show and discuss the classification results of two experiments.
In the first one, all language models are trained directly on ITA-SENS. In the
second experiment, the models capable of performing cross-language transfer
are trained on the English corpus and transferred to the Italian one. In both
experiments, the results are reported for the test set of ITA-SENS.

We compare the different language models by computing the following eval-
uation metrics: accuracy, precision, recall, macro F1-score and Matthews cor-
relation coefficient (MCC) [17]. Although accuracy and F1-score are the most
popular metrics for evaluating binary classifiers, they can show overoptimistic
inflated results, especially on unbalanced datasets. MCC is more reliable and
yields a high score only if the outcome of the prediction is such that the values

10 https://github.com/n-waves/multifit.

https://github.com/n-waves/multifit
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Table 2. Best hyperparameter values for each language model considered in this study.

Experimental
setting

Language Model Batch size Learning rate # Epochs

Traditional
ITA → ITA

mBERT 32 5 · 10−7 4

XLM-RoBERTa 32 1 · 10−6 9

AlBERTo 32 5 · 10−7 5

GilBERTo 16 5 · 10−7 4

UmBERTo-wiki 32 5 · 10−6 3

UmBERTo-commoncrawl 32 2 · 10−6 3

LASER 32 2 · 10−5 28

MultiFiT 20 1 · 10−3 8

Zero-shot
ENG → ITA

mBERT 32 1 · 10−6 3

XLM-RoBERTa 32 5 · 10−6 2

LASER 32 2 · 10−5 28

MultiFiT 20 1 · 10−3 7

of the four confusion matrix categories (true positives, true negatives, false pos-
itive and false negatives) are all high, proportionally to the number of positive
and negative samples in the dataset. In fact it is defined as

MCC =
TP · TN − FP · FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)

where TP, TN, FP, FN represent the entries of the confusion matrix. The greater
their correlations, the more accurate the model.

6.1 Experiment 1: Language Models Trained on ITA-SENS

Table 3 reports the results obtained by the language models trained on ITA-
SENS directly. We indicate the metrics on the columns and the methods on the
rows. The language models are grouped by type: Transformer-based multilingual
ones, Transformer-based monolingual ones, LASER and MultiFiT.

The language models with the highest accuracy are MultiFiT (0.9366),
AlBERTo (0.9260) and UmBERTo-wikipedia-uncased (0.9260). It is worth not-
ing that, since accuracy is sensitive to class unbalance, the models cannot be
compared based on this metric only. For our task, it is important to analyze
the recall on the positive class as well, as we want the model to capture all
posts which are really sensitive. The model with the highest recall is UmBERTo-
wikipedia-uncased (0.9458), followed by XLM-RoBERTa (0.9387) that, however,
has a lower accuracy (0.9181). Other models with almost the same recall as XML-
RoBERTa are AlBERTo and MultiFiT, both with a value equal to 0.9352. As
regards the precision, MultiFiT is the model that predicts the highest percentage
(95%) of posts truly belonging to the positive class as sensitive. It is followed
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Table 3. Results of the model trained on ITA-SENS, reported for the test set.

Model Accuracy Precision Recall F1-score MCC

mBERT 0.8752 0.8691 0.9151 0.8722 0.746

XLM-RoBERTa 0.9181 0.9171 0.9387 0.9166 0.927

AlBERTo (it) 0.9260 0.9330 0.9352 0.9249 0.855

GilBERTo (it) 0.9098 0.9228 0.9157 0.9086 0.817

UmBERTo-wiki-U (it) 0.9260 0.9240 0.9458 0.9246 0.850

UmBERTo-CC-C (it) 0.9187 0.9347 0.9193 0.9177 0.836

LASER 0.9125 0.9168 0.9281 0.9110 0.822

MultiFiT (it) 0.9366 0.9508 0.9352 0.9358 0.872

by UmBERTo commoncrawl-cased (0.9347). Unlike MultiFiT, its precision is
much higher than its recall. The only Transformer-based model exhibiting the
highest precision and the highest recall at the same time is AlBERTo. On the
other hand, precision does not gives us any information on the number of posts
of the positive class that are not labeled correctly. Therefore, to capture the
balance between precision and recall, we compare all language models accord-
ing to the macro F1-score. Among the Transformer models, AlBERTo (0.9249)
and UmBERTo wikipedia (0.9246) have the highest value. Despite that, Mul-
tiFiT continues to outperform all models also in terms of macro F1-score: its
value (0.9358), indeed, is the highest one. Finally, as precision, recall and macro
F1-score ignore the true negatives, we also analyze the Matthews correlation
coefficient (MCC). In this case, the best model (XLM-RoBERTa with a MCC
of 0.927) has also a lower accuracy, precision and F1-score than the other mod-
els discussed above. Interestingly, XLM-RoBERTa is followed by MultiFiT with
MCC equal to 0.872, thus confirming the predominance of this latter model in
this experiment.

Summing up, monolingual models (AlBERTo, UmBERTo-wikipedia and
MultiFiT) achieve the highest performances in our first experiment. More specif-
ically, MultiFiT, the only model based on Quasi-Recurrent Neural Networks,
always ranks first or second for all metrics considered in our study, outperform-
ing all Transformer-bases models in the content sensitivity analysis task.

6.2 Experiment 2: Zero-Shot Cross-Lingual Transfer Learning

Table 4 shows the classification results obtained when multilanguage models,
trained on the English corpus, transfer the acquired knowledge on Italian.

The models achieving the highest accuracy are MultiFiT (0.7487) and
LASER (0.7411). Both models also correctly classify the highest percentage of
true positives, as their recall is, respectively, 0.7550 and 0.7544. They also have
the highest macro F1-scores (0.7463 and 0.7383, respectively). When the pre-
cision on the positive class is considered, XLM-RoBERTa predicts the highest
percentage (about 88%) of posts belonging to the positive class as sensitive, but
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Table 4. Results of zero-shot cross-lingual transfer from English to Italian.

Model Accuracy Precision Recall F1-score MCC

mBERT 0.7002 0.8458 0.5689 0.6990 0.447

XLM-RoBERTa 0.7306 0.8814 0.6001 0.7297 0.508

LASER 0.7411 0.7773 0.7544 0.7383 0.477

MultiFiT 0.7487 0.7879 0.7550 0.7463 0.494

this model also has a relatively low recall. Consequently, the macro F1-score
of XLM-RoBERTa (0.7297) is similar to that of LASER and MultiFiT which,
however, have a more balanced precision and recall values. The same applies to
mBERT, which has an even lower macro F1-score (0.6990). Finally, it can be
observed that XLM-RoBERTa has the highest MCC (0.508), which means that
this model exhibits a high correlation between real and predicted labels despite
having a much lower accuracy and recall than LASER and MultiFiT, whose
MCC is not far from the one of XLM-RoBERTa (0.494).

In conclusion, despite being trained on noisy pseudo-labels predicted by the
LASER classifier, even in the zero-shot learning scenario, MultiFiT turns out to
be the most accurate language model and seems to be the best choice for solving
a content sensitivity analysis task.

6.3 Discussion and Limitations

As seen in the previous sections, many language models achieve either high
accuracy and F1-score or high values of the MCC, despite the task being gen-
erally known as difficult. One may argue that this is due to the fact that the
language models are not learning to discriminate between sensitive and non sen-
sitive posts; rather, they are learning to distinguish the sources of the posts
(Insegreto or Twitter). In fact this could be a possible bias in our study and we
think that, in part, this could explain the very good results obtained in the previ-
ous experiments. To try to dispel any doubt, we set up an additional experiment
using the best classification models trained on ITA-SENS as predictors and, as
test set, a further annotated single-source Italian corpus. As our goal is to study
how ITA-SENS is adapted to the specific goal of content sensitivity analysis, we
do not use the transfer learning models trained on SENS2+OMC (the English
corpus) here. However, since we do not have an additional unbiased and anno-
tated corpus of Italian posts (which will be part of our future work), we use a
collection of posts taken from the OMC dataset and translated into Italian using
DeepL11, a famous and accurate automatic translator based on transformers. To
limit the number of mistranslated posts, we include in this set only those posts
with at least 20 words, as it is known that neural machine translation struggle
with short texts [61]. The final dataset consists of 4 380 posts (3 182 sensitive

11 https://www.deepl.com/it/translator.

https://www.deepl.com/it/translator
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Table 5. Results on the translated version of OMC using (some of) the language
models trained on ITA-SENS compared with the majority class classifier as baseline.

Language Model Accuracy Precision Recall F1-score MCC

Baseline 0.7264 0.7264 1.0 0.4207 0.0

mBERT 0.7312 0.7519 0.9402 0.5497 0.180

XLM-RoBERTa 0.7184 0.7392 0.9462 0.5053 0.104

AlBERTo 0.6212 0.7999 0.6382 0.5820 0.193

GilBERTo 0.6863 0.7880 0.7771 0.6097 0.220

UmBERTo-wiki-U 0.6214 0.7741 0.6763 0.5646 0.141

UmBERTo-CC-C 0.7166 0.7380 0.9456 0.5011 0.095

LASER 0.6687 0.7857 0.7479 0.5985 0.199

MultiFiT 0.6262 0.8103 0.6338 0.5906 0.216

and 1 198 non sensitive posts) annotated as described in Sect. 4.2. The results
are reported in Table 5. As expected, the results are lower than those obtained
when we apply the models to the test set of ITA-SENS. However, they are in
general way better than a baseline consisting of a classifier assigning all posts to
the majority class (the sensitive one in this case). In this experiments, the most
accurate models according to the different performance indicators are mBERT
(for the accuracy), MultiFiT (for the precision), XLM-RoBERTa (for the recall,
if we exclude the baseline that, as expected, achieve 100% recall on the sensitive
class) and GiLBERTo (for the macro F1-score and the MCC). More interestingly,
the results are in line with (and even better than) those reported in [12] for the
same dataset, where, however, the models where trained and tested on English
only. According to these results, even if we can not totally exclude the source
bias, we can safely confirm the conclusion drawn at the end of our experiments.

7 Conclusion

In this paper, we have proposed a new corpus specifically annotated for the
content sensitivity analysis task. We use it to feed several state-of-the-art lan-
guage models based on transformers and attention mechanisms to detect privacy-
sensitive content in social media posts. We also show the performances of differ-
ent multilingual models, including two alternative architectures based on bidi-
rectional long short-term memory and quasi-recurrent neural networks. We have
set up two different experiments, also including zero-shot cross-lingual transfer
methods where the model is trained with an English corpus and tested on Italian
posts. Despite some promising results, the models trained directly with the Ital-
ian corpus are still the best performing ones. Some limitations will be addressed
in future works. First, our corpus is annotated following the anonymity assump-
tion, which consists in labeling as sensitive every content item posted anony-
mously, and as non sensitive contents posted publicly with identifiable profiles.
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However, as shown by some recent work, this assumption does not hold in many
cases, hence we plan to launch a manual annotation campaign involving sev-
eral domain experts. Second, in this work we only rely on text posts, but it is
well-known that the most successful social media platforms are now fostering
the sharing of audio-visual content, such as images and short videos. As future
work we will investigate on sensitive content in such modalities and, more specif-
ically, on multimodal content sensitivity analsyis, to exploit the manifold of the
information provided by different representations of the same posted message.
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Abstract. Huge amounts of data are generated and shared in social net-
works and other network topologies. This raises privacy concerns when
such data is not protected from leaking sensitive or personal informa-
tion. Network topologies are commonly modeled through static graphs.
Nevertheless, dynamic graphs better capture the temporal evolution and
properties of such networks. Several differentially private mechanisms
have been proposed for static graph data mining, but at the moment
there are no such algorithms for dynamic data protection and mining.
So, we propose two locally ε-differentially private methods for dynamic
graph protection based on edge addition and deletion through the appli-
cation of the noise-graph mechanism. We apply these methods to real-life
datasets and show promising results preserving graph statistics for appli-
cations in community detection in time-varying networks.

The main contributions of this work are: extending the definition of
local differential privacy for edges to the dynamic graph domain, and
showing that the community structure of the protected graphs is well
preserved for suitable privacy parameters.

1 Introduction and Related Work

A huge amount of data is generated every day in networked systems such as
social networks [4,5], biological networks, internet peer-to-peer networks [13],
and other technological networks [3]. These data can be modelled using graph
theory in which, the nodes represent the users or objects and the edges repre-
sent the relationship between two nodes in such networks. All networks undergo
changes, with nodes or edges arriving or going away as the system develops.
Therefore, static graph networks are not adequate to model these kinds of net-
work structures.

It is known that naif anonymization of a graph can lead to disclosure because
the adversaries can use information that they posses to infer private information
from the structure of the graph. Several types of such attacks have been devel-
oped. See e.g., de-anonymization attack [18], degree attacks [14], 1-neighborhood
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attacks [23], and sub-graph attacks [11]. Proper privacy models have been devel-
oped for static graphs. These models can be broadly classified into those follow-
ing k-anonymity and those following differential privacy. We focus here in the
differential privacy model [8].

The definition of “adjacent graphs” is the key to extending differential privacy
to social networks [12]. So far different definitions have been provided: node
privacy [10], edge privacy [19], out-link privacy, and partition privacy [19,20].
The most commonly used are node and edge differential privacy. Node privacy,
provides desirable privacy protection but is impractical to deliver high utility
(precise network analysis). Edge privacy shields users from attackers trying to
learn about precise relationships between them, and it has been more widely
adopted since it offers effective privacy protection in many practical applications.

Data on dynamic networks can take many different forms, but the most
popular form and the one we consider in this paper is a collection of successively
obtained, typically (but not necessarily) equally spaced snapshots of the network
topology [22]. We restrict ourselves to networks based on a constant set of nodes.
That is, nodes do not change but only edges do. This is not a limitation, because
as we consider a finite set of snapshots all known a priori, the set of nodes
appearing in at least one snapshot is known beforehand.

Keeping all of these in mind, here we propose dynamic graph privacy models
and two novel edge-differentially private mechanisms for dynamic graphs. The
closest related work, are the differentially private algorithms for counting-based
problems in [9]. However, their algorithms are based on sensitivity and hence
the edge randomization cannot be carried out locally, as in the present work.

1.1 Contributions and Paper Structure

In this work, our contributions are:

– the extension of the definition of local differential privacy for edges to dynamic
graphs;

– the privacy mechanisms for providing graphs compliant with edge-local dif-
ferential privacy for dynamic graphs. This is achieved by applying the noise-
graph mechanism;

– an empirical analysis of such privacy mechanisms. We show that the commu-
nity structure in dynamic graphs can be preserved while still protecting the
edges with local differential privacy.

The remainder of the paper is arranged in the following manner. We con-
clude this section presenting basic definitions related to graph protection (Sub-
sect. 1.2). In Sect. 2 we propose two differentially private algorithms for dynamic
graph protection. In Sect. 3 we implement the algorithms and describe how they
work on real datasets. Lastly, we draw a conclusion and give a sketch of the
future work on the basis of all these discussions. This is in Sect. 4.
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1.2 Basic Definitions

For graph randomization, we consider adding noise-graphs as in [16], that is,
a simplification from the original definition in [21], assuming that the original
graph and the noise graph have the same sets of nodes.

We denote by G(V,E) the graph with the set of nodes V and set of edges E.

Definition 1. Let G1(V,E1) and G2(V,E2) be two graphs with the same nodes
V ; then the addition of G1 and G2 is the graph G = (V,E) where:

E = (E1 \ E2) ∪ (E2 \ E1).

We denote G as
G = G1 ⊕ G2.

We will add noise using the Gilbert model, which is denoted by G(n, p). That
is, there are n nodes and each edge is chosen with probability p. The Gilbert
and the Erdös-Rényi random graph models are the most common and general
in the literature. It has been proved that they are asymptotically equivalent in
[1]. So, to add noise to a graph G, we will draw a random graph G′ from the
Gilbert model (i.e., G′ ∈ G(n, p)) and add it to G, to obtain G̃ = G ⊕ G′.

Now, we can define the general noise-graph mechanism [15] that we will use.

Definition 2 (Noise-graph mechanism). For any graph G with n nodes, and
two probabilities p0 and p1, we define the following noise-graph mechanism:

Ap0,p1(G) = G ⊕ G0 ⊕ G1, (1)

where G0 and G1 are such that:

G0 = G′ \ G for G′ ∈ G(n, 1 − p0)
G1 = G′′ ∩ G for G′′ ∈ G(n, 1 − p1).

Definition 3 (Stochastic matrix associated to the noise graph). The
probabilities of randomization of an edge or a non-edge in a graph G after apply-
ing the noise-graph mechanism Ap0,p1 are represented by the following stochastic
matrix:

P = P (Ap0,p1) =
(

p0 1 − p0
1 − p1 p1

)
(2)

2 Dynamic Graphs

Considering that the relations in a dynamic network may remain or disappear
over time, a basic model that accounts for the ratios of appearence or disappear-
ance of edges in a graph over a period of time was proposed in [22].

Formally, the network is observed at an initial state G0 at time t = 0, and
for every snapshot Gt each node pair not connected by an edge at the previous
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snapshot gains an edge with probability α, or not with probability 1−α. Similarly
each existing edge disappears with probability β or not with probability 1 − β,
from one snapshot to the next.

We denote the set of all dynamic graphs with n nodes V and T timestamps
as G = {(G0, G1 . . . GT ) : Gt = Gt(V,Et) for t = 0, . . . T}.

Thus, we can formally define a dynamic network graph model G iteratively by
considering the initial state G0 and applying the noise-graph mechanism Ap0,p1

to Gi−1 to obtain Gi, where p0 = 1 − α and p1 = 1 − β, for i = 1, . . . T .

Definition 4 (Dynamic-network-graph-model). The dynamic network
graph model consists of an initial state G0 and states Gt, for t = 1, . . . T , defined
by:

Gt = A1−α,1−β(Gt−1)

We will denote it as: G(G0, T, α, β).

In the other way around, if we have a series of snapshots G0, G1, . . . , GT of
a graph that evolves with time, and we know that it follows the basic model
of dynamic graphs, then, we can estimate α and β from these snapshots. The
expressions to compute the parameters from the adjacency matrices are given
in [22].

2.1 Differential Privacy for Dynamic Graphs

We adapt the definition of local differential privacy from [6] to be applied specif-
ically to edges in a graph. Edge differential privacy is about the presence or
absence of any edge, and local differential privacy is related to local randomiza-
tion of each of the outputs. We combine both definitions for dynamic graphs to
consider the edges in any of the graphs (snapshots) of the dynamic graph.

Definition 5 (Local differential privacy). [6] A randomized algorithm π,
satisfies ε-local differential privacy if for all inputs x, x′ and all outputs y ∈
Range(π):

P (π(x) = y) ≤ eεP (π(x′) = y) (3)

We denote by 1uv(t) the indicator function of edge uv in Gt, that is 1uv(t) = 1
if uv ∈ Et, and 1uv(t) = 0 otherwise. Similarly, 1A(uv(t)) is the indicator function
of edge uv in A(Gt), the randomized graph.

Definition 6 (Edge-local differential privacy for dynamic graphs). An
edge randomization algorithm A : G → G, satisfies ε-edge local differential pri-
vacy if for every pair of nodes u, v ∈ V , any timestamp t ∈ {1, . . . T} and
x, x′, y ∈ {0, 1}:

P (1A(uv(t)) = y | 1uv(t) = x) ≤ eεP (1A(uv(t)) = y | 1uv(t) = x′), (4)

we say that A is ε-edge locally differentially private (ε-eLDP).
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Observe that when we consider local differential privacy at edge level, it
implies the same probability of presence or absence of every edge in the protected
graph independently of whether the edge was present or not in the original graph.

Thus, Definition 6 can be obtained from Definition 5, considering that the
inputs x, x′ represent whether any edge uv is present in the snapshot-graph Gt or
not, and output y is the presence or absence of the same edge in the randomized
graph.

2.2 Protection Mechanisms for Dynamic Graphs

Considering that a dynamic graph can be modelled with the dynamic-network-
graph-model from Definition 4, it is natural to use it as a first approach to
protect dynamic graphs. Thus, we show that the dynamic random graph model
G(G0, T, p0, p1) is edge-differentially private for specific parameters p0 and p1.

Additionally, we define the parallel protection mechanism that adds noise to
each snapshot of the dynamic graph, and therefore it may have a better utility.

Definition 7 (Dynamic-network-mechanism). Let G = (G0, G1 . . . GT ) be
a dynamic graph. We define the protected dynamic graph G′ = (G′

0, G
′
1 . . . G′

T )
by letting:

G′
0 = Ap0,p1(G0) and Gi = Ai+1

p0,p1
(G0).

That is, the dynamic-network-mechanism is:

Dp0,p1(G) = G(G′
0, T, 1 − p0, 1 − p1),

Remark 1 (Randomization probabilities matrix). The probabilities of random-
ization for the dynamic network mechanism Dp0,p1(G) are calculated by the
(t = 1, . . . , T + 1) powers of the stochastic matrix P in (2), we denote them as
as:

P t =
(

p0 1 − p0
1 − p1 p1

)t

=
(

p00[t] p01[t]
p10[t] p11[t]

)
(5)

Note that pxy[t] corresponds to: P (1A(uv(t)) = y | 1uv(t) = x), with x, y ∈
{0, 1}.

Theorem 1. The mechanism Dp0,p1 is ε-eLDP if

eε ≥ max
t=1,...T+1

{
p10[t]
p00[t]

,
p11[t]
p01[t]

,
p00[t]
p10[t]

,
p01[t]
p11[t]

}
(6)

See proof on page 13.

Lemma 1. Assume that the following inequality holds:

eε ≥ max
{

p10
p00

,
p11
p01

,
p00
p10

,
p01
p11

}
(7)

Then (6) holds, that is:

eε ≥ max
t=1,...T+1

{
p10[t]
p00[t]

,
p11[t]
p01[t]

,
p00[t]
p10[t]

,
p01[t]
p11[t]

}
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See proof on page 14.

Corollary 1. The mechanism Dp0,p1 is ε-eLDP if

eε ≥ max
{

p10
p00

,
p11
p01

,
p00
p10

,
p01
p11

}
(8)

Theorem 1 from [17] provides a complete characterization of the values for
the probabilities (p00, p11) for which this equation holds, hence (p00, p11) can be
parameterized depending on the ε required for protection.

Let us now consider an alternative protection mechanism. We call it the
parallel protection of a dynamic graph. We define it as follows.

Definition 8 (Parallel protection mechanism). Let G = G0, G1, . . . , GT be
a dynamic graph. Let Ap0,p1 denote the noise-graph mechanism. Then, we define
the parallel protection of the dynamic graph with parameters p0 and p1 as the
protection process that provides G̃ = G̃0, G̃1, . . . , G̃T with G̃i = Ap0,p1(Gi) for
i = 0, . . . , T .

We denote the parallel protection of a dynamic graph G with parameters p0
and p1 as A||

p0,p1(G).

Equivalently to Corollary 1, the following can be proven.

Proposition 1. The parallel protection mechanism A||
p0,p1 satisfies ε-local dif-

ferential privacy when

eε ≥ max
{

p10
p00

,
p11
p01

,
p00
p10

,
p01
p11

}

See proof on page 15.

3 Application to Community Detection Algorithms

This section consists of an experimental analysis of previous theoretical claims for
an application of the proposed privacy algorithms. We base our utility analysis
on community detection algorithms through normalised mutual information.

3.1 Experiment Description

We used two real-life datasets to evaluate the application of the proposed privacy
protection algorithms. They are: CAIDA-AS relationship and DBLP datasets.
We provide their basic statistics in Table 1.

One dataset is the CAIDA-AS relationship dataset [2] – Autonomous Systems
(AS), which roughly corresponds to Internet Service Providers (ISP) and their
relationships. We consider the p2p links, that are those that connect two ISPs
who have agreed to exchange traffic on a quid pro quo basis. From this data we
took the 1-month snapshot graphs for each of the 12 months in 2015.
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The computer science bibliography DBLP provides its whole dataset of bibli-
ographical entries in XML format, under the terms of the Open Data Commons
Attribution License (ODC-BY 1.0). We use the coauthorship graph from [7],
which has 1,482,029 unique authors and 10,615,809 timestamped co-authorship
edges between authors. We preprocess the DBLP dataset, considering only the
authors that published a paper each of the years between 2005 and 2013.

Table 1. Preprocessed datasets statistics

Dataset No. of nodes No. of Edges Avg. Snapshot Density

CAIDA-AS 5,715 403,761 0.0010

DBLP 25,439 450,878 0.00007

The experiments are divided into five parts, that we summarize as follows:

1. We divide the data into snapshots such that the same vertices appear in every
snapshot. In the case of DBLP this is the set of authors that have published
at least a paper each year of the period from 2005 to 2013.

2. We fix the value of p0, p1 as in Table 2. We choose the smaller values of p1 for
smaller ε, otherwise the data will have a huge amount of edges. For larger ε
values we may choose larger p1 which also yields better utility. Note that the
same ε can be obtained from several pair of values p0, p1, cf. [17].

3. We protect the data with our two proposed protection algorithms: the
dynamic-network and the parallel mechanisms. We apply them five times
each to obtain the average and confidence intervals of the utility measures.

4. We detect the community structure on each of the snapshot graphs, and
compare it to the original community structure without privacy protection,
we report the average and 95% confidence intervals on the figures.

5. We measure the density of each snapshot graph and compare them.

Table 2. Values of p0 and p1 to obtain the ε in the experiments.

ε 2 4 6 8 10 12 14 16 18 20

p0 0.986602 0.998187 0.999755 0.999967 0.999955 0.999994 0.999999

p1 0.099 0.999

Utility Measures: We use Community Detection Algorithms, to assess the
partitioning or clustering of nodes as well as their propensity to stick together
or disintegrate. Communities make it possible to map a network at a wide scale
because they operate as meta-nodes in the network, that are used to facilitate
analysis. The prediction of missing connections and the detection of fake links



Edge Local Differential Privacy for Dynamic Graphs 231

in the network are the two most significant applications of community detection
in network research.

NMI, or Normalised Mutual Information, is a metric used to assess how well
community discovery methods execute network partitioning. Due to its broad
meaning and ability to compare two partitions even when there are different
numbers of clusters, it is frequently taken into consideration.

Finally, the Graph Density is defined to be the ratio of the number of edges
with respect to the maximum possible edges.

3.2 CAIDA Dataset

In this section, we compare the effects of the dynamic-network and the parallel
mechanisms for small and large ε values on the NMI and density measures of
the CAIDA-AS dataset in Figs. 1 and 2.

(a) Dynamic mechanism for large ε values (b) Parallel mechanism for large ε values

(c) Dynamic mechanism for small ε values (d) Parallel mechanism for small ε values

Fig. 1. Normalized mutual information between the communities detected on the
CAIDA-AS data and the data protected with the dynamic and parallel mechanisms
for several ε values.
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In Fig. 1, we notice that for ε = 20 the NMI of both algorithms is almost 1,
which means that the communities discovered over the protected data are almost
the same as the original ones. Additionally, the NMI in the dynamic mechanism
tends to decrease as the timestamp increases, whereas the parallel does not has
this effect. For smaller values of ε, as the protection is stronger, the difference
between the NMI values in both mechanisms is small. This may be explained
with the larger densities obtained for small ε values in Fig. 2 (a) and (b). In
contrast, in Fig. 2 (c) and (d), we note that for large ε values, the densities for
each protected snapshot graphs are similar to the original density, and tend to
it as the ε value increases.

(a) Dynamic mechanism for small ε values (b) Parallel mechanism for small ε values

(c) Dynamic mechanism for large ε values (d) Parallel mechanism for large ε values

Fig. 2. Densities for the snapshot-graphs obtained by applying the dynamic and par-
allel mechanisms to CAIDA-AS.

3.3 DBLP Dataset

We compare the effects of the dynamic-network and the parallel mechanisms
for small and large ε values on the NMI and density measures of the DBLP
dataset in Figs. 3 and 4. In Fig. 3, it is shown that for larger ε, the communities
detected on the protected graph are similar to the original communities, since
the NMI is around 0.9. Also, it can be noted that the parallel mechanism has bet-
ter NMI than the dynamic-network mechanism for large ε values. Additionally,
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the dynamic-network mechanism’s NMI decreases in time, whereas the parallel
does not. For smaller ε values the performance of both mechanisms is similar.

(a) Dynamic mechanism for large ε values (b) Parallel mechanism for large ε values

(c) Dynamic mechanism for small ε values (d) Parallel mechanism for small ε values

Fig. 3. Normalized mutual information between the communities detected on the
DBLP data and the data protected with the dynamic and parallel mechanisms for
several ε values.

In Fig. 4 (a) and (b), we show the effect of both mechanisms on the densities of
the graph for small ε values. We notice that for ε = 2 the density of the protected
snapshots is near to 0.007 which means that they have around 4,529,999 of edges,
which is 100 times the original average snapshot density of 0.00007. In Fig. 4 (c)
and (d), we show the effect of both mechanisms on the densities of the graph for
large ε values. An increase in the density means that there have been created
more noise-edges than there have been erased real-edges. Again, the parallel
mechanism incurs a lower increase in density than the dynamic. Moreover, the
increase in density for ε = 10 is more steep for the dynamic than for the rest of
ε values.
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(a) Dynamic mechanism for small ε values (b) Parallel mechanism for small ε values

(c) Dynamic mechanism for large ε values (d) Parallel mechanism for large ε values

Fig. 4. Densities for the snapshot-graphs obtained by applying the dynamic and par-
allel mechanisms to DBLP.

4 Conclusions and Future Scope

We proposed two protection methods for dynamic graphs: the dynamic-network
and the parallel protection mechanisms. We extended the definition of local dif-
ferential privacy for edges in dynamic graphs. We showed that both our proposed
methods are ε-edge locally differentially private for specific values of random-
ization probabilities in the noise-graph mechanism p0 and p1. We performed an
empirical analysis of such algorithms, to show that they keep the community
structure of the dynamic graphs while protecting their edges with local differen-
tial privacy.

In this work, we only focus on edge privacy with fixed nodes which extend
the ε-edge local differential privacy notion. But, there is still room to look over
changing nodes and change of edges and nodes simultaneously. We also would
like to extend this notion of privacy in the path of graph neural networks and
federated learning. We plan to extend the empirical analysis to other graph
utility metrics and other definitions of dynamic graphs.
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Wallenberg AI, Autonomous Systems and Software Program (WASP) funded by the
Knut and Alice Wallenberg Foundation.
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A Proofs

Proof (Proof of Theorem 1). Let G = G0, G1, . . . GT be a dynamic graph. Recall
that Dp0,p1(G) = G(g0, T, 1 − p0, 1 − p1), which outputs the initial state g0 =
Ap0,p1(G0), and the further snapshots g1, . . . , gT such that gi = Ai+1

p0,p1
(G0).

To prove that mechanism Dp0,p1 is ε-eLDP we must show that:

P (1A(uv(t)) = y | 1uv(t) = x)
P (1A(uv(t)) = y | 1uv(t) = x′)

≤ eε

We assume that x 	= x′, otherwise the inequality holds.
Now, suppose that x = 1 and x′ = 0, and that (6) holds.
Therefore, we must prove that, for y = 0, 1 and t ≥ 1:

P (1A(uv(t)) = y | 1uv(t) = 1)
P (1A(uv(t)) = y | 1uv(t) = 0)

≤ eε (9)

Note that, these probabilities can be calculated using the stochastic matrix
P t in (5), and by Remark 1 they are the following for y = 0:

P (1A(uv(t)) = 0 | 1uv(t) = 1) = p10[t]

P (1A(uv(t)) = 0 | 1uv(t) = 0) = p00[t]

and the following for y = 1:

P (1A(uv(t)) = 1 | 1uv(t) = 1) = p11[t]

P (1A(uv(t)) = 1 | 1uv(t) = 0) = p01[t]

Thus, for y = 0, 1, the Eq. (9) becomes:

p10[t]
p00[t]

≤ eε and
p11[t]
p01[t]

≤ eε

The argument is similar when x = 0 and x′ = 1. As all these probabilities
are bounded by eε by (6), we finish the proof.

Proof (Proof of Lemma 1). Assume that (7) holds. We first show that (6) is true
for t = 2. Note that:

p00[2]
p10[2]

=
p00p00 + p01p10
p10p00 + p11p10

Divide all by p10 and, by (7), to obtain:

(p00
p10

)p00 + p01

p00 + p11
≤ eεp00 + p01

p00 + p11
.

And,
eεp00 + p01
p00 + p11

≤ eε ⇐⇒ p01
p11

≤ eε.



236 S. Paul et al.

Which is true from (7).
Note that:

p10[2]
p00[2]

=
p10p00 + p11p10
p00p00 + p01p10

Again, divide all by p10 and, by (7), obtain:

p00 + p11
(p00

p10
)p00 + p01

≤ p00 + p11

( 1
eε )p00 + p01

.

Moreover,

p00 + p11

( 1
eε )p00 + p01

≤ eε ⇐⇒ ( 1
eε )p00 + p01

p00 + p11
≥ 1

eε
⇐⇒ p01

p11
≥ 1

eε
⇐⇒ p11

p01
≤ eε,

which is true from (7). The proof is similar for p11[2]
p01[2]

and p01[2]
p11[2]

. Finally, since (6)
is true for t = 2, considering that it is true for t = 1, the proof for all t follows
by iteratively letting the corresponding pij [2] = pij , and all the rest is the same.

Proof (Proof of Proposition 1). We need to consider two cases. In the first case,
the edge uv is in A||

p0,p1(G) and also in A||
p0,p1(G′). We consider that we have a

graph G with an edge uv and the graph G′ does not have this edge. Then, the
protection mechanism will produce graphs G̃1 and G̃′. With probability p1 we
have that the edge uv is still in G̃1 and with probability 1 − p0 the edge uv has
appeared in G̃′. In order that the condition for differential privacy holds we need

p1/(1 − p0) ≤ eε.

Similarly, if the edge uv is in G′ but not in G, we will have

(1 − p0)/(p1) ≤ eε.

The second case is when we have that the edge uv is neither in A||
p0,p1(G)

not in A||
p0,p1(G′). Let us consider that the graph G does not have the edge uv

but the graph G′ has this edge. Then, the protection mechanism will add the
edge uv to G with probability 1 − p0, and the edge uv will be kept in G′ with
probability p1. So, we need that

(1 − p0)/p1 ≤ eε.

Similarly, if the edge uv is in G but not in G′, then

p0/(1 − p1) ≤ eε.
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Abstract. Tor is an open-source communications software program that enables
anonymity on the Internet. Tor’s ability to hide its users’ identity means it is
incredibly popular with criminals, who use it to keep their online activities secret
from law enforcement authorities. Tor uses layers of encryption to hide its users’
data on the Web. However, most encryption techniques implemented till date do
not provide full anonymity.We can use classification algorithms based onmachine
learning and deep learning to extract information about the users from network
traffic. In this paper,we show that byperforming a temporal analysis ofTor network
traffic flowing between the user node and guard node, one can classify the Tor
network traffic into various application types such as browsing, chat, email, P2P,
FTP, audio, video, VoIP, and file-transfer. We apply many standard and popular
machine learning and deep learning algorithms to categorize traffic by application
and achieved an accuracy of 95.75% for Random Forest which outperforms the
best work done till date on the ISCXTor2016 dataset.

Keywords: Deep Learning · Traffic-classification · Tor · Machine Learning ·
PET

1 Introduction

The continuously increasing usage of the Internet has led to the development of sophis-
ticated attacks. Attackers are coming up with innovative ideas to exploit the vulnera-
bilities in technologies which are developed to ease the user’s life. Identity disclosure,
linkage of network traffic with user identity, location disclosure, and data disclosure
during data transfer are examples of privacy threats. Privacy Enhancing Technology
(PET) is a collective term for technologies that aim to increase the levels of privacy. PET
creates an encrypted tunnel to hide the information related to URL visits; from exter-
nal/passive adversaries or attack vectors as shown in Fig. 1. These adversaries can cap-
ture the outgoing traffic from the client’s workstation and execute a traffic fingerprinting
attack [1].
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Traffic classification into different applications holds significant importance for a
variety of reasons. Firstly, it provides network administrators with valuable insights
into application usage, enabling them to efficiently manage the network by optimizing
resources and prioritizing traffic based on application types. Secondly, it plays a vital role
in enhancing security measures as it allows for the identification and prevention of unau-
thorized or malicious activities. Thirdly, traffic classification aids in optimizing network
performance by tailoring resource allocation and implementing traffic-shaping tech-
niques to meet the specific requirements of different applications. Furthermore, it assists
in capacity planning by facilitating efficient resource allocation and preventing conges-
tion. In summary, traffic classification is essential for effective network management,
security enforcement, performance optimization, capacity planning, and compliance
adherence.

Fig. 1. Types of attack vectors sniffing traffic between the client node and guard node in Tor

Our research experiment focuses on the passive traffic classification attack as shown
in Fig. 2 on Tor, one of the most popular PET. To launch this attack, the attacker captures
the traffic coming from the user node to the guard node. This traffic dump captured will
then be sent to the trained machine learning model to identify the application name. To
train the machine learning model, an attacker already has a huge size of the database
that maps the traffic pcap to the application name.

Tor [2] is one of the most interesting and controversial web developments of the
21st century. It is a piece of software that comes bundled with a stand-alone browser
that can help users remain anonymous when online. The attack scenario assumed by us
for our research study is discussed in Sect. 2. The classification of Tor network traffic
can downgrade the users’ privacy by revealing their activity within Tor. In our paper,
we show that by analysing only the time statistics of Tor network traffic flows between
the client node and the guard node, one can classify traffic into different applications-
browsing, chat, audio-streaming, video-streaming, file-transfer, email, VoIP and P2P.We
also evaluate the effectiveness of multilayer perceptron autoencoder models for traffic
classification.
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Fig. 2. Tor user connecting to a website through three proxy servers

Improving the accuracy of traffic classification into different application types can
be considered innovative work for several reasons. Firstly, it involves the development of
new techniques, algorithms, or models to enhance classification accuracy. This requires
exploring novel approaches to extract meaningful features from network traffic data,
improving classification algorithms, and utilizing advanced machine learning or deep
learning methods. Secondly, novel work in this area focuses on addressing the chal-
lenges posed by emerging technologies. This includes adapting existing classification
techniques or developing new ones specifically tailored to the unique characteristics
of these technologies. Examples include classifying traffic from streaming platforms,
virtual reality applications, IoT devices, or encrypted traffic. Encryption poses another
challenge, and innovative approaches are required to accurately classify encrypted traf-
fic by analyzing characteristics like packet size, timing, or statistical features. Finally,
considering multiple data sources, such as flow-level information, payload content, or
contextual data, can improve classification accuracy. Novel work involves integrating
these data modalities and developing hybrid models or fusion techniques to leverage
their complementary information.

Overall, advancing the accuracy of traffic classification into different application
types requires innovative approaches to tackle new challenges, emerging technologies,
evolving traffic patterns, encrypted traffic, and multi-modal data. In further sections, we
will show how our proposed model outperformed the models in prior research work by
0.15% in terms of accuracy using the same dataset.

2 Background

Tor does not provide enough protection against traffic classification attacks [3]. Adver-
sary aims to identify the source and destination of communication over Tor. At present,
the design of Tor ignores the fact that adversaries can monitor both entry and exit guards
in the Tor communication network. Based on this, attackers can enable the traffic clas-
sification attack. The focus of this type of attack is to develop an efficient algorithm to
accurately identify the users’ activities within Tor. Our research focuses on the passive
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traffic classification attack in Tor. The configuration used for the generation of the dataset
to facilitate the attack is shown in Fig. 3.

Fig. 3. Traffic fingerprinting attack on Tor

Whonix operating system is configured to route the traffic through Tor. Whonix is
composed of two VMsgateway and a workstation. Adversary (Network Sniffer, ISP,
Autonomous System) captures the outflowing traffic at the workstation and the gateway
at the same time. The collection consists of a set of pairs of regular and Tor traffic pcap
files. The regular pcap file is the one collected at the workstation and Tor traffic pcap
file is the one collected at the gateway. Once the pcap files are collected, it is labelled
simultaneously as traffic generated by application X. Then, using ISCXFlowMeter [4],
pcapfiles are converted into csvfiles of selected features. Since the attackers are operating
the attack in a controlled environment where they are executing the application one at a
time, they know which Tor flows belong to which application [5].

2.1 Related Work

Most of the research on Tor focuses on either compromising the anonymity of Tor or
improving its performance. For our research study, we went with the former. We studied
the previous work focused on traffic classification attacks on Tor network traffic, and
identified a few gaps which are as follows:

• Except for Research Work [6], none of the previous researches balanced the dataset
before training the model for traffic classification. The problem with an imbalanced
dataset is that most machine learning algorithms ignore the minority class or give
poor performance for the minority class although typically it is the performance of
the minority class that is most important.

• Most of the research directly applied ML classifiers without selecting the features
using feature selection algorithms. Feature selection is the process of reducing the
number of features or selecting the relevant features from the total available in the
dataset to build an efficient machine-learning model.

• Choice of metrics is important to depict the result of the attack. The wrong choice
of metric can understate the effectiveness of the attack. For asymmetric class distri-
bution like our dataset, accuracy is not as useful a parameter as it is for symmetric
class distribution, here, F1-score is a more useful metric than accuracy. F1- score
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is a weighted average of Precision and Recall and therefore, it considers both false
positives and false negatives.

• Lastly there was no mention of hyperparameter optimization in most of the research
papers. Hyperparameter optimization has a significant impact on the performance of
the trained model.

Hence, in our researchwork, we have addressed these gaps and improved themodel’s
performance. Since our research work is specifically focused on Tor traffic classifica-
tion into different application types, i.e., passive traffic classification attacks, we have
tabulated the characteristics of research closest to our study in Table 1, which depicts
the limitations of each research work.

Table 1. Related work

Citation Feature Selection Class Balancing Hyperparameter
Tuning

Accuracy F-1 Score

[1]
√

X X X X

[19] X X X X X

[20]
√

X
√ √ √

Our Work
√ √ √ √ √

The maximum accuracy and macro-averaged F1-Score achieved for a similar prob-
lem to date is 95.60% and 95%, respectively using the same dataset ISCXTor2016 [1].
Hence, our goal is to improve these metrics’ value with a better classification model.

2.2 Contributions

Our work focuses on the classification of Tor network traffic into different application
types using time-related features only. This classification can reveal the users’ activities
thereby downgrading their security. We also compare the efficiency of various machine
learning and deep learning algorithms in detecting the application’s type in the ISCX-
Tor2016 [1] dataset. The results are presented in the form of accuracy, precision, recall
and macro-averaged F1-score of the proposed model. We conducted six experiments
with a cross-combination of feature selection algorithms and classification algorithms.
Our SMOTE-based experiment performed better than all the other experiments. We
also checked the efficiency of the autoencoders in feature extraction for traffic type
classification.

2.3 Paper Organization

The structure of the rest of the paper is as follows. Section 3 discusses the dataset, and
methodology adopted to solve the Tor traffic classification problem accurately. In Sect. 4,
we analyse the result from different experiments and compare them with that of related
works. Finally, Sect. 5 provides the conclusion and future scope of work.
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3 Methodology

This section outlines themethodology adopted for the classification of traffic.We address
the dataset collection, methods of feature selection, algorithms of classification, and
metrics for measurement. The experimental model is shown in Fig. 4.

Wefirst divide the dataset into training and test sets into 70:30 ratios. Then the training
data is pre-processed as discussed in Sect. 3.2. Then, we apply different feature selection
algorithms and note down the important features obtained as discussed in Sect. 3.3. We
also tried class balancing before feeding the dataset for training as discussed in Sect. 3.4.
Then using the selected features, we apply ML-based classification algorithms and train
the model. We then test the performance of trained model on test data and note the
accuracy, precision, recall and macro-averaged F1-score obtained.

Fig. 4. Experimental model

3.1 Dataset Description

We constructed our machine-learning models for use on the ISCXTor2016 dataset [1],
generated using the attack model discussed in Sect. 2. It consists of Tor network traffic
captured usingWireshark [7] and Tcpdump [8]. The total size of the raw dataset is 22GB
in pcap format. Using ISCXFlowMeter [4], we get csv files with 23 features.
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Features extracted from Tor traffic flow

• Forward Inter Arrival Time(fiat): Time between two packets sent forward.
• Backward Inter Arrival Time(biat): Time between two packets sent backward.
• Flow Inter Arrival Time(flowiat): Time between two packets sent in either direction.
• Active Time(active): It is the amount of time a flow was active before idle.
• Idle Time(idle): It is the amount of time a flow was idle before becoming active.
• Flow Bytes per second(flowBytesPerSecond): Number of bytes flown per second.
• Flow packets per second(flowPacketsPerSecond): No. of packets flown per second.
• Duration of flow(duration): It is the total time duration of the flow.

We take the minimum, maximum, standard deviation, and mean values of fiat, biat,
flowiat, active and idle as the features.

Traffic Categories

• Browsing: Firefox and Chrome
• Email: POP3, SMTP and IMAP
• Chat: Facebook, Hangout, Skype, IAM and ICQ
• Audio-Streaming: Spotify
• Video-Streaming: YouTube, Vimeo
• File Transfer: File transfer over Skype, SSH and SSL
• VoIP: Voice-calls using Facebook, Hangouts, and Skype.
• P2P: BitTorrent, uTorrent

3.2 Feature Engineering

In our work, we utilized the complete case analysis (CCA) [9] for missing data imputa-
tion. CCA discards the observations where any of the features are missing. Hence, we
only analyse observations where all features are present. CCA is simple to use, does
not require the manipulation of data and preserves the distribution of features. We also
removed any constant or quasi-constant features [10].

3.3 Feature Selection

It is the process of reducing the number of features or selecting the relevant features
from the total available in the dataset to build an efficient machine-learning model [11].
Various types of feature selection methods are:

FilterMethods. They select features based on their correlation with the target variable.
They do not involve ML algorithms at the time of screening the features. That means,
these methods are model agnostic. We used the Mutual Information (MI) Method and
Correlation Feature Selection (CFS) Method of Feature Selection.

Mutual Information. It is the measure of the mutual dependence of two random fea-
tures. It quantifies the amount of information that we gain about one variable by
observing the values of the other variable [12]. We plot the Mutual Information
plot that ranks the features in descending order as shown in Table 2. Using this
plot, we select the top 10 features out of all features. These features are: min_biat,
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max_fiat, max_biat, mean_fiat, mean_biat, flowPktsPerSecond, flowBytesPerSecond,
max_flowiat, mean_flowiat, std_flowiat.

Correlation Feature Selection. Correlation is the measure of the association of two or
more features. Highly correlated features are those which show more than 0.7 corre-
lation coefficient values. We took the threshold value of 0.8 for eliminating correlated
features. Using CFS, we get seven features: total_biat, flowBytesPerSecond, min_biat,
min_ flowiat, std_active, max_idle, std_idle.

Table 2. MI values of features

Feature MI Value

Duration 0.315

total_fiat 0.330

total_biat 0.325

min_fiat 0.527

min_biat 0.610

max_fiat 0.652

max_biat 0.629

mean_fiat 0.733

mean_biat 0.744

flowPktsPerSecond 0.747

flowBytesPerSecond 0.800

min_flowiat 0.466

max_flowiat 0.632

mean_flowiat 0.753

std_flowiat 0.602

min_active 0.307

mean_active 0.292

max_active 0.282

std_active 0.133

min_idle 0.270

mean_idle 0.283

max_idle 0.278

std_idle 0.142

Wrapper Method. They build an ML algorithm for each evaluated feature subset.
Then, they select the subset of features that give the highest performance. Step For-
ward Feature Selection (SFS) is the most popular wrapper method for feature selection
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[13]. We used SFS with Random Forest (RF), XGBoost, AdaBoost, Decision Tree,
K-nearest neighbor, Logistic Regression and SVM. However, RF achieved the highest
accuracy. Features selected for RF using SFS: min_fiat, min_biat, mean_fiat, mean_biat,
flowBytesPerSecond, min_flowiat, std_flowiat, std_active, max_idle, std_idle.

Embedded Method. They complete the feature selection process along with the ML
model construction process as its part. They are also far less computationally expensive
than wrapper methods [5]. Features selected using this method: min_fiat, min_biat,
max_fiat, max_biat, mean_fiat, mean_biat, flowPktsPerSecond, flowBytesPerSecond,
max_flowiat, mean_ flowiat, std_flowiat.

Autoencoders for Feature Selection. Autoencoder [14] is a neural network that can
learn from a compressed form of raw data. First, the encoder compresses the input data
with 23 features into data with 12 features and then the decoder tries to recreate the
original input from the compressed representation of data as in Fig. 5.

After training, the encoder is saved and the decoder is discarded. Then, we apply
the machine learning algorithms to the encoder model to perform the classification. We
define the encoder model with three hidden layers, the first with all 23 features, the
second with more than the double number of features, i.e., 56 and the third with 12
features. Decoder is defined similarly as an encoder just reversed. The output layer will
have the same number of nodes as the number of original features. The flow of data
through the model can be seen through layers of our multilayer perceptron autoencoder
model as shown in Fig. 5. We use batch normalization [15] and the leakyReLu activation
function [16] to make sure the model learns well. We also tuned the hyperparameters of
the autoencoder using grid search [17].

3.4 SMOTE for Imbalanced Classification

Since our dataset has a severe imbalance as shown in Fig. 6, we used SMOTE [18] for
class balancing. The problem with an imbalanced dataset is that most machine learning
algorithms ignore the minority class or give poor performance for the minority class
although typically it is the performance of the minority class that is most important.
In SMOTE, we oversample the minority class. It involves duplication of examples in
minority classes, although it does not add any information to the model. Here, new
data is created from the available dataset. SMOTE improved the performance of our
machine-learning models significantly.

3.5 Applying Machine Learning Classifiers

We applied various ML algorithms like K-Nearest Neighbour (KNN), Logistic Regres-
sion, Decision Tree, RF, XGBoost, AdaBoost and SVM. However, RF performed better
than the rest of the algorithms. Hence, we further worked with RF and tried increasing
its accuracy by hyperparameter tuning via grid search [17].
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Fig. 5. Autoencoder model

4 Experimental Results

In this section, we discuss the results obtained from our experiments and show the
effectiveness of our proposed model. All experiments were performed withWindows 10
operating system, Intel core i7 processor with 16 GB RAM. Based on the traffic dataset
collected, we evaluate the performance of the classification model to label traffic into a
specific category (i.e., browsing, email, chat, audio, video, file transfer, P2P, VoIP).
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Fig. 6. Application-Traffic frequency in the dataset

The goal is to identify the type of traffic flow existing within an encrypted Tor
session. The comparative analysis of our best-performing model (SMOTE + SFS) with
the performances of models in prior research using the same dataset is in Table 3.

Table 3. Comparative Evaluation

Works→
Metrics↓

[19] [20] [1] Our best model

Precision 0.87 unavailable 0.84 0.96

Recall unavailable unavailable 0.85 0.95

F1-score unavailable 0.95 unavailable 0.95

Accuracy unavailable 0.956 unavailable 0.9575

5 Conclusion and Future Work

In this paper we analysed that by using time characteristics alone we can classify Tor
traffic into different applications like Chat, VoIP, File-Transfer, Video Streaming, Audio-
Streaming, Email, Browsing and P2P. We saw that class balancing by SMOTE signifi-
cantly improved the accuracy by 7.46% outperforming themodels in prior research work
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by 0.15% in terms of accuracy using the same dataset [1]. Additionally, we appliedmulti-
layer perceptron autoencoders for traffic classification and inferred that they are not very
effective in classifying Tor traffic accurately. In future work, we may apply variants of
autoencoders and deep learning methods to further improve accuracy.
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