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1 Introduction 

A static sign language is a hand gesture images used for communicating instead of 
spoken words. Every person in the world wants to convey the information or share 
their emotion to other person. Communication plays an important role in day-to-day 
life; not only a person who knows the language will communicate with words but also 
through his body language or through his facial expression he will communicate to 
others. The person who does not know the same language, but if he can able to speak 
will communicate to others. The person who could not able to speak or hear, also 
communicates with others through hand gestures which is called as sign language. 
The person who knows the nonverbal language using hand gestures can communicate 
to the person who understand the sign language. One deaf and impaired person will 
face many daily life challenges. A translation process is required which can be used 
to interpret static nonverbal language which is a hand gesture images to text and then 
to voice conversion can fill the bridge gap of communication among deaf impaired 
person and normal person who does not know sign language. There are many sign 
languages based on country urban, rural and tribal areas. Machine translation which 
is used to translate sign language to text and voice, and voice to sign language is used 
in the field of education to teach and train special abled people. The remaining paper 
is structured as follows. Section 2 discusses the literature reviews and related works 
of sign language recognition. In Sect. 3, the proposed methodology using convolution
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neural network classification algorithm is illustrated followed by evaluation metrics 
in Sect. 4. Lastly, the conclusion and summary work are presented in Sect. 5. 

2 Literature Survey 

Kohlon and Singh, in the text to sign language machine translation review [1], deal 
with the state of the art in the advanced deep learning technologies to build the 
translation optimal. Farooq et al., in the sign language translation, challenging and 
limitations [2], provide a systematic review in all the aspects of sign language in 
multidisciplinary subjects. Halvardsson et al. and Rastgoo et al. [3, 4], the hand 
gesture recognition applying deep learning approaches for spatio temporal informa-
tion using the deep learning, LSTM, SSD. And the dynamic sign language recogni-
tion using 2D convolution neural networks, 3D hand key points, SVD. Halvardsson 
et al. [3] use the transfer learning and convolution neural network system to provide 
the image perception and the mini-batch gradient algorithm during the pre-training 
and the accuracy model. In Sharma and Singh [5], Indian sign language recogni-
tion has created 65 different uncontrolled environments and shows the encouraging 
performance. In Adeyanju et al. [6], a review of hand gesture image recognition 
with the expert system learning methods demonstrates the remarkable success to 
achieve good results. In Sharma and Anand [7], Indian sign language recognition 
deep models perform a systematic evaluation and statistical deep models to pre-train 
using gradient-based optimization hyperparameters only a few ISL recognition. In 
Imran et al. [8], the communication gap has less understood based on the country 
sign and visual gesture language to communication among deaf people. 

3 Proposed Methodology 

The dataset covers 5000 raw image files from sign 0 to sign 9 (500 files of each sign) 
and 5000 corresponding output image files (applying Media Pipe) downloaded from 
Kaggle. This is an American Sign Language Digits Dataset, from sign 0 to sign 9. 
This dataset uses depth information for generating hand key points (using Media 
Pipe), which enriches the dataset and enhances the accuracy during classification. 
This is an American Sign Language Digits Dataset, using Media Pipe framework, 
which accurately detects the hand and 21 hand key points from a raw RGB image, 
and stores the co-ordinate values of these key points. The dataset contains 5000 such 
raw image files from sign 0 to sign 9 (500 files of each sign) and 5000 corresponding 
output image files (applying Media Pipe) (Fig. 1).

The graphical representation of digit images is displayed in Fig. 2, where Hori-
zontal axis represents the label of respective digit and Vertical axis represents the no 
of image files.
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Fig. 1 Sample digit image 0 
(raw image and image with 
media pipe)

Fig. 2 Graphical representation of digit dataset 

Convolution neural networks is a deep learning algorithm and an important classi-
fication algorithm that can take an input image, assign biases and weights to numerus 
objects in the input image [9, 10]. Compared to remaining classification algorithms, 
requirement of pre-processing is extensively lesser in Convolution Net. Like the 
pattern connectivity of neurons in the brain of human, so the architecture is analogues 
and inspired by the arrangement of Visual cortex in Convolution Net. The respective 
field is the visual field, a region where individual neurons respond (Table 1).

In the dataset, 75% of data is used for training and 25% of data used to test by 
the proposed model. The diagrammatic representation of convolution neural network 
algorithm which applied on digit dataset is displayed in Fig. 2. A convolution neural 
network algorithm will go through several steps for training the input data or input 
hand gesture images [9]. The algorithm has four layers which are rectified linear, 
convolution layer, pooling layer, unit layer, and fully connected layer. The first step 
is convolution layer. Any image is measured in the form of pixel values which is a 
matrix. In convolution layer, important features are extracted from an image which 
is in the form of matrix of pixels. They are operation of convolution phase which is
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Table 1 Model summary for 
digit recognition using CNN 
algorithm 

Layer Shape of the Output Param 

CONV 2D (1ST) (None,150,150,32) 2432 

MAX POOLING 2D (None, 75, 75, 32) 0 

CONV 2D (2ND) (None, 75, 75, 64) 18,496 

MAX POOLING 2D (None, 37, 37, 64) 0 

CONV 2D (3RD) (None, 37, 37, 96) 55,392 

MAX POOLING 2D (None, 18, 18, 96) 0 

CONV 2D (3RD) (None, 18, 18, 96) 83,040 

MAX POOLING 2D (None, 9, 9, 96) 0 

FLATTEN (None, 7776) 0 

DENSE (None, 512) 3,981,824 

ACTIVATION (None, 512) 0 

DENSE (None, 10) 5130 

Model Sequential

focused on feature detectors, basically works as neural network’s filters. The second 
phase is ReLU layer or rectified linear unit, which will reconnoitre the functions 
of linearity in the framework of convolution neural network. The third step in the 
algorithm is pooling [10] that can provide a method for sampling feature maps. 
The next step is Soft Max, a method of smoothen the combined feature map into a 
consecutive long vector and the last phase is Fully Connected layer, which is simply 
a feed forward network and it is an output of ending pooling. 

4 Evaluation Metrics 

The assessment metrics that are considered in this analysis are Accuracy, Precision, 
Recall and F1-score. The proposed measures play a significant role in the comparative 
analysis of different classification algorithms. 

Accuracy = TrPos + TrNeg 
TrPos + TrNeg + FalPos + FalNeg 

Precision = TrPos 

TrPos + FalPos 

Recall = TrPos 

TrPos + FalNeg 

F1 − Score = 2 ∗ 
Recall ∗ Precision 
Recall + Precision
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Table 2 Classification report for digit recognition 

Digit Pr Re f1-sc Sup 

0 1 1 1 146 

1 1 1 1 123 

2 0.98 0.99 0.99 126 

3 0.99 0.98 0.99 116 

4 1 0.97 0.99 118 

5 1 0.98 0.99 118 

6 1 0.92 0.96 123 

7 0.89 0.95 0.92 141 

8 0.92 0.92 0.92 106 

9 0.94 0.99 0.96 136 

Accuracy 0.97 1250 

Where Pr = Precision, Re = Recall, f1-sc = F1-score, sup = Support 

where 

TrPos True (Correctly labelled) Positive 
TrNeg True (Correctly labelled) Negative 
FalPos False (In Correctly labelled) Positive 
FalNeg False (In Correctly labelled) Negative 

The experiments are done with the accuracy of 97.12 using the modules Tensor-
Flow with keras in Python. The results are analysed using F1-score, Precision and 
Recall which are listed in the classification report of digit recognition in the Table 2. 
The output graph of confusion matrix is also analysed, and digit 0,1,4,5 and 6 hand 
gesture images are recognized correctly compared to other digits (Figs. 3, 4).

The correctly classified digits and incorrectly classified digits are displayed in 
Figs. 5 and 6. It is observed that the hand gesture image of digit 9 is classified as 
5 and 7. And the hand gesture image of 7 is identified as 8 because of the hand 
positions.
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Fig. 3 Confusion matrix output graph for digit recognition 

Fig. 4 Model loss and model accuracy output graph for digit recognition
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Fig. 5 Correctly classified 
digits
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Fig. 6 Incorrectly classified 
digit 

5 Conclusion 

Digit recognition using hand gestures in sign language for deaf and muted people 
is a helpful way to fill the gap among the deaf muted person and common person. 
The manuscript presents the performance of convolutional neural network on digit 
hand gesture static images with Media Pipe. 97% of accuracy is obtained in the 
experiment analysis. In future, the partial voice of muted people will be added with 
dynamic video of sign language to recognize the sentence and emotion of that person
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and the recurrent neural network with long short-term memory will be applied on 
hand gesture images to get more accuracy compared to convolution neural network. 
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