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Preface 

This book presents proceedings of the 11th International Conference on “Advances 
in Metrology” AdMet 2022 organized by CSIR-National Physical Laboratory from 
24 to 26 August 2022 New Delhi, India. The book highlights and discusses the tech-
nological developments and advances in the areas of physico-mechanical metrology, 
electrical metrology, environmental sciences, sensor technology, advance materials 
for industrial application, automation, traceability in measurements and quality 
control. It provides significant advanced technological information to metrolo-
gists, scientists, engineers, academicians and students from research institutes and 
industrial sector to explore the future research and development in the areas of 
sensors, advance materials, measurement, and quality improvement. The main objec-
tives of AdMet 2022 were to provide a healthy platform for metrologists, tech-
nocrats, researchers, and students of various National Metrology Institutes, labora-
tories and institutions to participate and share their knowledge and experiences and 
foster national and international collaborations across the globe in various fields of 
metrology. The book serves as a valuable reference for science and engineering grad-
uates and postgraduates, researchers, policy-makers, and entrepreneurs for a better 
understanding about the art of measurements and personnel engaged in conformity 
assessment, quality system management, calibration and testing and quality control 
in all sectors of industry. 

The response to the call for papers had been overwhelming from all over India. 
AdMet 2022 proved to be an enlightening experience with several eminent keynote 
and invited speakers and two Pre-admet Workshops were also organized on 22 and 23 
August 2022. The event consisted of invited talks, technical sessions, paper presen-
tations, poster presentations and discussions with eminent speakers on various topics 
in the field of metrology. This book is a compilation of some of the research papers 
presented at the conference by various researchers all across the country. 

We express our earnest gratitude to all the eminent keynote speakers, authors, and 
the participants who made AdMet 2022 and successful and memorable event. We

v



vi Preface

also express our gratitude and appreciation to all the eminent reviewers who have 
helped us to maintain the high quality of manuscripts included in the proceedings. 
We are highly grateful to the entire Springer team for their support and cooperation 
in bringing this book. 

New Delhi, India Sanjay Yadav 
Naveen Garg 

Shankar G. Aggarwal 
Shiv Kumar Jaiswal 

Harish Kumar 
Venu Gopal Achanta
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Characterization of Atmospheric 
Carbonaceous Species in PM10 
over Darjeeling, an Eastern Himalayan 
Region of India 

Akansha Rai, A. Chatterjee, T. K. Mandal, and S. K. Sharma 

Abstract Carbonaceous aerosol (CAs) pollution is a significant cause of the deterio-
ration of the susceptible Himalayan region, which profoundly affects climate change. 
In this study, we examined the winter-time pollution load of carbonaceous species 
[Organic Carbon (OC), Elemental Carbon (EC), Water-Soluble Organic Carbon 
(WSOC), Water-Soluble Ionic Species (WSIS), Primary Organic Carbon (POC), 
Secondary Organic Carbon (SOC), and Total Carbonaceous Aerosols (TCAs)] of 
PM10 over a semi-urban high-altitude site of Darjeeling (27.041° N, 88.266° E, 
2200 m above mean sea level (AMSL); an eastern Himalayan region), India, from 
January to February 2019. During winter, the PM10 concentration (µg m−3) was  
found to be 52 ± 18, which comprises 24% of CAs, 30% of WSIS, and 8% of 
sea salts. The secondary aerosols contribute about 79% to WSIS and 24% to PM10. 
The average concentration of WSIS was observed in the order of SO4 

2− > NH4 
+ > 

NO3
− > Na+ > K+ = Ca+2 > Cl− > Mg+2 > F−, respectively. Lower ECR (Effective 

Carbon Ratio) suggests a reduction in the number of scatterings CAs and possibly an 
increase in the absorbing CAs. The mean OC/EC ratio (2.04 ± 0.37), K+/OC (0.11 
± 0.04), and their good correlations of 0.77 and 0.74, respectively, suggested fuel 
combustion (biomass burning and fossil fuels) as the major contributing source in 
Eastern Himalayas. In addition, a high WSOC/OC ratio (0.74 ± 0.22) implied the 
formation of secondary aerosols and the presence of aged aerosols. The trajectory 
analysis showed that the air masses mainly originated from the IGP region, Nepal, 
and the local region of the sampling site.
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Keywords PM10 · Carbonaceous species · Secondary aerosols · Sources ·
Darjeeling 

1 Introduction 

Globally, air pollution is the most common environmental contributor to premature 
death. There are several air pollutants, each with their chemical composition, reaction 
behaviors, emissions, environmental permanence, capacity to be transported, and 
eventual influence on the quality of air and human well-being [1, 2]. Due to its 
detrimental impacts on atmospheric chemistry, quality of air, reduced vision, the 
Earth’s radiation budget, and human health, particulate matter (PM) has a substantial 
impact [3, 4]. Because they have implications for pollution problems, improvements 
in our understanding of atmospheric aerosols are an essential study concern [5]. 
Recently, organic and elemental carbon, denoted as OC and EC, comprises most of 
the carbonaceous aerosols (CAs) and has received the most attention. EC is a by-
product of the partial combustion of fuels (fossil fuels (FFC) and biomass (BB)) from 
human-made sources [6, 7]. Primary organic carbon (POC) and secondary organic 
carbon (SOC) are other components of OC. POC is emitted from anthropogenic or 
biogenic sources. On the other hand, with in-situ reactions of POC, SOC is formed. 
Water-soluble organic carbon (WSOC) can either come from primary emissions or 
be created by a chain reaction of organic compounds in the atmosphere while they 
are transported. It significantly affects hygroscopic characteristics, radiative forcing, 
and cloud condensation nuclei (CCN) [8–10]. In urbanized climates, water-soluble 
ionic species (WSIS) constitute a significant fraction of 50–70% mass of PM2.5 

[11]. Additionally, due to their aerosol hygroscopicity, secondary inorganic ions 
(NO3

−, SO4 
2−, and NH4 

+), essential components of WSIS, could worsen a decrease 
in visibility and lead to the formation of a haze [12]. 

The study of airborne particles over the Himalayan region is of utmost importance 
since the ecosystem of that region is seriously threatened by various environmental 
pollutants. Due to high vehicular traffic because of tourists, biomass burning for 
cooking, and fuelwood burning for heating, play a significant role in loading anthro-
pogenic aerosols over the Himalayan region [13–15]. Due to their relatively longer 
lifetime (several days to weeks), PM and its species often disperse far from their 
site of origin [7, 16]. Limited studies were conducted earlier on the physicochemical 
characterization of aerosols over the eastern Himalayas. They did not enlighten the 
possible sources of pollutants/aerosols from long-range regions [14, 17]. Thus, it is 
crucial to examine the pollutant concentrations, chemical characteristics, temporal 
fluctuations, and the impact of WSIS in the atmosphere over the eastern Himalayas 
of India.
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Fig. 1 Map of PM10 sampling site in the Eastern Himalayan region of India (Source Google Earth) 

2 Site Description 

In this study, the sampling was performed at Darjeeling, a well-known hill station 
over the eastern Himalayas, for tourists. The sampling location is close to the Indo-
Gangetic Plain (IGP), located ~50 km with a dense population with substantial 
aerosol mass loadings. The sampling site was located inside the Bose Institute (27.01° 
N, 88.15° E) at an altitude of 2200 m above mean sea level (AMSL), as shown in 
Fig. 1. Around the sample site, and there are numerous tea processing facilities and 
gardens that occupy 17,500 acres of land [14, 15]. Darjeeling Himalayan Railway 
(Toy Train) is a world heritage site UN (United Nations) which still runs on coal. 
The seasonal variations of aerosols produce subsequent signatures on the different 
physicochemical characteristics of aerosols [7]. 

3 Methodology 

3.1 Sample Collection 

For the collection of PM10 samples (n = 25), a respirable dust sampler (RDS) was 
used during the sampling period (January–February 2019). On the building’s rooftop, 
15 m above ground level (AGL), the sampler was placed on the Bose Institute campus. 
For 24 h, ambient air was filtered through 20 × 25 cm2 PALLFLEX quartz microfiber 
filters at a flow rate of 1.2 m3 min−1 (flow accuracy: ±2%). The standard protocol was 
followed for PM10 sampling using a Sartorius microbalance (resolution: ±10 µg). 
After the samples were collected, the filters were placed in a deep freezer and stored 
at a temperature of –20 °C until analysis.
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3.2 Chemical Analysis 

OC and EC analysis: Using an OC/EC carbon analyzer (Model: DRI 2001A, CA, 
USA), a punch of 0.536 cm2 of PM10 filter was used to determine OC and EC 
concentrations by following the IMPROVE-A carbon protocol. The thermal-optical 
analysis is the method-defined for the analyzer based on the successive oxidation 
of OC and EC at different temperatures. A previous publication has discussed the 
details regarding the operating procedure, calibration, and calibration standards [7]. 

Water-Soluble Organic Carbon (WSOC) analysis: Using a Shimadzu TOC analyzer, 
a punch of 3.79 cm2 of PM10 filter was used to determine WSOC concentration. 
The filter was cut in 20 ml of deionized water (resistivity: 18.2 MΩ cm), sonicated 
for 30 min and filtered using a nylon membrane. Its working principle is based on 
catalytic-oxidation combustion of carbonaceous compounds at 680 °C. The details 
regarding these methods have been discussed elsewhere [7]. 

Water-Soluble Ionic Species (WSIS) analysis: The collected PM10 samples were 
analyzed for WSIC using Ion Chromatography (IC Model: Metrohm 930 Compact 
IC Flex, USA). The left filtered extract (10 ml) from WSOC analysis was used to 
estimate ionic species. The cations and anions were measured using a 930 Compact 
IC Flex (Metrohm, Switzerland) system equipped with a Metrosep C4150/4.0 and 
ASRS-4MN columns, respectively. The details regarding these methods have been 
discussed in [18]. 

3.3 Air Mass Trajectory Analysis 

In the Himalayan region, Hybrid Single-Particle Lagrangian Integrated Trajectory 
Model (HYSPLIT) trajectory models are crucial for examining the movement of 
pollutants, long-term passage patterns, and probable local sources of PM10 [15, 19]. 
The air parcel back trajectories were downloaded for the sampling days for 500 m 
AGL. In order to estimate backward trajectories using the isentropic model calcula-
tion approach, three days (i.e., 72 h) were chosen because PM10 can travel a great 
distance. The geographical area of air parcels approaching a receptor site is created 
by the backward trajectory analysis, which generates enormous sets of trajectories 
[4, 20]. 

Cluster Analysis: Using Ward’s hierarchical technique, cluster analysis is employed 
to integrate all air mass trajectories into discrete transport groups arriving at the 
sampling location. The Euclidean distance was applied to identify the coordinates 
as variables of the distance between two trajectories and calculated using Eq. 1 to 
examine the direction of air masses [21, 22]:
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di j  = 
⌜
I
I
√

p
Σ

k=1

(
(

xi (k) − x j (k)
(2 + (

yi (k) − y j (k)
(2

)

, (1) 

where p denotes the point in p-dimensional space, Xi and Yi are denoted to the 
location of trajectory 1. Xj and Yj are denoted to the location of trajectory 2. The 
‘eye ball’ method was used to identify the appropriate cluster number by analyzing 
the disparities between the mean trajectories data [7, 21]. 

Concentration Weighted Trajectory (CWT) Method: The relative importance of 
probable source locations and their spatial distribution are determined using the 
CWT approach [15]. To calculate trajectory-weighted concentrations (WCWT), the 
geographical magnitude of the air mass trajectories determines how the total area 
occupied by the back trajectories is fragmented into a series of grid cells concerning 
its pollutant concentrations, as given in Eq. 2 [7, 21, 22]: 

Ci j  = 1
ΣN 

k=1 τi jk  

N
Σ

k=1 

ckτi jk, (2) 

Cij denotes the mean concentration weighted in particular (i, j)th cell, 
k denotes the trajectory’s index, 
N represents the overall number of trajectories, 
Ck is the pollutant concentration measured during the entry of trajectory k, and 
τ ijk denotes the time spent in the (i, j)th cell by trajectory k. 

4 Result and Discussion 

4.1 Mass Concentration of PM10 

The average winter-time concentration of PM10 was observed as 52± 18 µgm−3 with 
a range of 21–89 µgm−3 at Darjeeling. Table 1 shows the statistical overview of PM10 

with a 34.5% coefficient of variation during the winter. The monthly average concen-
tration of PM10 was found to be comparatively lower in the month of January (43 ± 
11 µg m−3) and higher in February (59 ± 20 µg m−3). Similar observations were 
reported by [23] at Pohara (51.8 ± 18.9 µg m−3) in the North-Western Himalayas, 
[20] at Nainital (39 ± 10 µg m− 3), Central Himalayas, [17] at Mohal-Kullu (51 ± 
16 µg m−3), Western Himalayas.
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Table 1 PM10 statistical 
overview Number of samples (n) 25 

Average concentration (µg m−3) 52 

Standard deviation 18 

Standard error 4 

Median (µg m−3) 50 

Range (µg m−3) 21–89 

Minimum concentration (µg m−3) 21 

Maximum concentration (µg m−3) 89 

Confidence level (95%) 7 

Coefficient of variation (%) 34.5 

4.2 Carbonaceous Species (OC, EC, and WSOC) 
and Effective Carbon Ratio (ECR) in PM10 

The average winter-time concentrations of carbonaceous species (OC, EC, POC, 
SOC, TCAs, and WSOC) of PM10 with maxima, minima, and median are summarized 
in Table 2. High concentration of OC (5.4 ± 2.0 µg m−3), EC (2.7 ± 1.0 µg m−3), 
and WSOC (3.8 ± 1.3 µg m−3) was observed (in Fig. 2), which ranges from 2.1– 
12.3 µg m−3, 1.4–5.3 µg m−3, and 0.2–7.5 µg m−3, respectively that might be 
due to local burning activities during the study period. The average concentration 
of carbonaceous aerosols (TCAs = OC × 1.6 + EC) was 11.4 ± 4.1 µg m−3 and 
contributed around ~22% to PM10. The POC and SOC were also computed using 
the EC tracer approach, which contributes 35 and 65% to OC, whereas WSOC 
contributes 70% to OC. The higher fraction of WSOC in the total OC indicated the 
aged nature of the carbonaceous aerosols. The substantial concentrations of CAs 
could be attributed to the enhanced impact of firewood burning for space heating, 
steady meteorological conditions, and open burning that led to the deposition of 
pollutants in the lower atmosphere.

The effective carbon ratio (ECR) indicates a link between CAs and climate change, 
taking into account the absorption properties of POC, which can be calculated as: 
ECR = SOC/POC + EC. The average winter-time ECR was estimated as 0.32 ± 
0.16, which varied from 0.01 to 0.6. According to [24], ECR values less than 0.30 
indicate low SOC concentrations, implying a decrease in the quantity of scattering 
CAs and maybe an upsurge in the absorbing type of CAs. 

4.3 Waters-Soluble Ionic Species (WSIS) in PM10 

The average winter-time concentrations of WSIS (Na+, K+, Mg2+, Ca2+, F−, Cl−, 
NH4 

+, NO3
− and SO4 

2−) of PM10 with maxima, minima, and median are summa-
rized in Table 2. The average winter sum of WSIS (ΣWSIS) concentration (15.5 ±
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Table 2 Average concentrations of carbonaceous and ionic constituents (in µg m−3) of PM10 at 
Darjeeling 

Species Average (n = 25) Min Max Median 

OC 5.4 ± 2.0 2.1 12.3 5.1 

EC 2.7 ± 1.0 1.4 5.3 2.5 

POC 3.6 ± 1.3 1.8 6.9 3.3 

SOC 1.9 ± 1.1 0.1 5.4 2.0 

TCAs 11.4 ± 4.1 4.7 25.0 10.4 

WSOC 3.8 ± 1.3 0.2 7.5 3.9 

Na+ 1.4 ± 0.7 0.1 4.0 1.4 

K+ 0.6 ± 0.4 0.1 1.8 0.6 

Mg2+ 0.1 ± 0.1 0.01 0.5 0.1 

Ca2+ 0.6 ± 0.3 0.1 1.5 0.6 

F− 0.04 ± 0.1 0.01 0.2 0.02 

Cl− 0.4 ± 0.2 0.02 0.9 0.3 

NH4 
+ 4.0 ± 4.1 0.3 16.0 3.2 

NO3
− 2.4 ± 2.5 0.4 11.7 1.7 

SO4 
2− 5.9 ± 5.2 0.5 19.7 5.2 

± Standard Deviation 

Fig. 2 Mass concentration of carbonaceous species of PM10



8 A. Rai et al.

12.2 µg m−3) contributed nearly 30% to PM10. In terms of concentration, SO4 
2−, 

NO3
−, and Cl− were the most prevalent anions, whereas NH4 

+, Na+, and K+ were the 
most prevalent cations. Based on winter average percentage contribution, the trend 
of most dominant ions was found to be in the order of SO4 

2− (38%) > NH4 
+ (26%) 

> NO3
− (16%) > Na+ (9%) > K+ (4%) = Ca+2 (4%) > Cl− (2%) > Mg+2 (1%) > F− 

(0.2%). A marker for secondary inorganic aerosols (SIA) is sulphate-nitrate ammo-
nium (SNA) which contributes around 24% of the PM10 concentration and 79% to 
WSIC. Only ~8% of sea salts were reported during the winter season. The charge 
balance of ionic species showed a good correlation of 0.79, as shown in Fig. 3f.

4.4 Diagnostic Ratios and Scatter Plots 

The diagnostic ratios of PM10 species (OC, EC, SOC, and WSOC) aid in determining 
the formation and removals processes of secondary organic aerosols (SOA), the aging 
of atmospheric aerosols, and the emission of CAs (Fig. 3a–c). The ratio of OC/EC 
suggests the origin of aerosols emitted from various sources, both locally produced 
and transported. In this study, the ratio of OC/EC ranged from 1.31 to 2.61, with 
an average of 2.04 ± 0.37 and a good correlation of 0.77. This indicates that fossil 
fuel combustion (FFC) is influenced mainly by tourist vehicles and local biomass 
burning (BB), as well as over the IGP region. Aerosols produced by BB and FFC can 
be identified using the ratios of K+ with OC and EC. The ratio of K+/OC varied from 
0.04–0.21 for BB and agricultural residue burning, which shows a good correlation 
of 0.74 (Fig. 3d). Similarly, relatively high K+/EC ratios were recorded for BB with 
a range of 0.06–0.53 and a significant correlation of 0.52 (Fig. 3e). On the other 
hand, WSOC/OC ratio can also be used as a tracer for emission sources, strength, 
and SOA contribution. In the present study, the ratio of WSOC/OC varied from 
0.08 to 0.94, with an average ratio of 0.72 ± 0.19 and a significant correlation of 
0.66. In the atmosphere, the photochemical oxidation reactions of volatile organic 
compounds (VOCs) through the gas-phase conversion are generally responsible for 
the high WSOC/OC ratio, i.e., through SOA formation. The obtained results indicate 
the emissions from FFC, widespread BB practices, and the production of SOC due 
to carbonaceous species transported from the surrounding IGP region. 

4.5 Air Mass Backward Trajectory 

Backward trajectory analysis is a conventional technique for identifying the location, 
airflow, and transport of aerosols imposing severe pollution load in the Himalayan 
region [15, 19]. In Fig. 4a, the 500 m trajectories originated from different regions 
in Nepal, the north-western regions of India, the Thar desert, central highlands, the 
semi-arid region, the IGP region, and Bhutan, demonstrating that the near-surface 
flows are chaotic in nature [7]. The medium-range transport was observed with heavy
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(a) 

(c) 

(e) 

(b) 

(d) 

(f) 

Fig. 3 Scatter plots of species of PM10 a OC with EC b OC with WSOC c OC with SOC d K+ 

with OC e K+ with EC f ionic charge balance

air mass loading at the IGP region. Whereas the long-distant passage of pollutants 
was observed from the north-western region, passing over China and approaching 
the receptor site.

Cluster Analysis of PM10: Cluster analysis was performed at an altitude of 500 m AGL 
to limit the impacts of surface friction and to simulate breezes in the lower boundary 
layer. The trajectory numbers of trajectories after clustering from different directions 
are depicted in Fig. 4b. Cluster 1 (orange color) belongs to short-range transport,
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(a) (b) 

Fig. 4 Air-mass backward trajectory (a) and cluster analysis (b) of PM10 during the winter season 
at 500 m AGL over Darjeeling

which accounts for 80% of air mass trajectory originating from the local and lowers 
IGP region, which is the most polluted belt in India. Cluster 2 (green color) belongs to 
medium-range transport, which accounts for 16% of air mass trajectory originating 
from the Thar desert and passing through Nepal and the IGP region towards the 
receptor site. In contrast, cluster 3 (pink colour) represented the long-distant passage 
of air masses (accounting for 4% of the total) from the north-western pathway passing 
over China. The short-distant trajectories were observed to correspond to the slow-
moving parcel of air masses. On the other hand, highly long pathways indicate strong 
flows, which significantly impact the quality of the atmosphere differently [15, 25]. 

CWT Analysis of PM10 along with its species (OC, EC, TCA, POC, SOC, WSOC, 
SIA): The WCWT were applied to identify the influence of the probable sources 
by aggregating apportionment numbers for each source and evaluating the pollution 
level associated with various trajectories. In Fig. 5a, the local area, lower IGP region, 
and Nepal contribute to higher concentration (WCWT values) of PM10, and low 
concentration was observed in the IGP region of India. From the observed results 
of winter-time PM10 and its carbonaceous species, it was found that these species 
might be generated by incomplete burning of fuel and wood at low temperatures, 
which are employed to combat chill—owing to the trapping of coarse particulates in 
the fog and calm breeze, a persistent thermal inversion with constrained dispersion 
forms at ground level.

The higher concentration of OC (Fig. 5b) and reconstructed POC (Fig. 5d) was 
observed in local and Nepal regions, which may contribute to fungal spores, plant 
debris, and biomass burning activities. The long-distant pathway of TCA through the 
prevailing westerly wind was assessed over Nepal, and local areas (Fig. 5e). Whereas 
EC (Fig. 5c) and SIA (Fig. 5g) concentrations were increased from the IGP region 
to Nepal and near the receptor site, which might contribute to the emissions from the 
vehicular exhaust and secondary aerosols. Higher concentrations of SOC (Fig. 5f) 
and WSOC (Fig. 5h) over the sampling area and Nepal region showed the emissions 
from the secondary aerosol formation, as reported by [10].
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(b)(a) 

(d)(c) 

(f)(e) 

(h)(g) 

Fig. 5 CWT plots of a PM10, b OC, c EC, d POC, e TCA, f SOC, g SIA, h WSOC (µg m−3) 
during the winter season at 500 m AGL over Darjeeling
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Similar results were also observed by [26, 27] in Nainital and Dhulikhel (Nepal), 
which showed that the accumulation of IGP aerosols and polluted continental air 
mass consisting of dust and smoke was prevalent during the winter seasons. [28] 
reported on the complexities of OC sources such as burning, pollen, tiny soil minerals, 
and mechanisms of secondary organic compounds. Because the pollutants from the 
suburban areas cannot reach the mountaintop during the winter, the boundary layer 
stays below Darjeeling (2.2 km), and the atmosphere remains relatively pristine [14]. 
So, in the winter, there are also fewer human activities involving tourists, which 
contributes to the local production of CAs. 

5 Conclusion 

The winter-time aerosols of PM10 have been studied at a high-altitude site 
(Darjeeling) in the eastern Himalayan region of India. The mean concentration (µg 
m−3) of winter-time PM10 was 52 ± 18, close to NAAQS and WHO limits.

● In this study, the winter-time concentrations (µg m−3) of OC (5.4  ± 2.0), EC (2.7 
± 1.0), and WSOC (3.8 ± 1.3) were observed due to the increasing influence of 
burning wood for domestic purposes, outdoor BB, and steady air conditions.

● WSOC contributes 70% to OC, indicating the aging nature of the CAs. The average 
winter-time concentration (µg m−3) of CAs  was 11.4  ± 4.1, contributing around 
~22% to PM10.

● A lower effective carbon ratio (0.32) suggests a reduction in the number of 
scatterings CAs and possibly an increase in the absorbing CAs.

● The average winter-time concentration (µg m−3) of WSIC was observed as 15.5 
± 12.2, contributing nearly 30% to PM10. SIA contributes around 24% of the 
PM10 concentration and 79% to WSIC.

● A major effect of BB, FFC, and SA as an origin of carbonaceous species over 
the eastern Himalayan region was revealed by the diagnostic ratios and linear 
regression analysis of OC with EC, WSOC with OC, K+ with OC, and EC. These 
variables were also positively correlated with carbonaceous components. 

Based on cluster analysis, 80% of air mass was short-range (local and lower IGP 
region), 16% was medium-range transport (the Thar desert and passing through Nepal 
and the IGP region), and 4% was long-range transport of air masses (north-western 
route passing over China). CWT analysis showed that carbonaceous species traveled 
from Nepal and the IGP region apart from local emissions. 

The present study showed a significant implication for the Himalayan region 
because the deposition of CAs over Darjeeling, a high-altitude location, is a matter of 
concern from the human well-being perspective and fragile ecology across the Indian 
Himalayas. Therefore, it is crucial to reduce the key contributors to PM10 and CAs 
over the Himalayan region (automobile pollution, FFC, and BB) by implementing 
effective and efficient waste management techniques, etc. Therefore, this study can
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aid the stakeholders and policymakers in understanding the characteristics of PM10 

for the Himalayan region. 
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Establishment of Sound Impedance Tube 
Facility at CSIR-National Physical 
Laboratory, New Delhi, India 

C. Gautam and N. Garg 

Abstract The paper discusses about the Sound Impedance Tube facility for eval-
uation of sound absorption characteristics of acoustical materials at CSIR-National 
Physical Laboratory, New Delhi, the National Metrology Institute (NMI) of India. 
The facility has been recently revived and brought under the Quality Management 
System as per ISO 17025:2017 and traceable to the national standards to the Sound 
Pressure Level. The paper reports methodology and measurement uncertainty in the 
evaluation of the sound absorption characteristics of acoustical materials as per ISO 
10534-2: 1998. The revived facility traceable to the national standards of sound pres-
sure level is instrumental in design and development of building acoustic materials 
for noise management and control. 

Keywords Sound impedance tube · Sound absorption characteristics · Acoustical 
materials and sound impedance 

1 Introduction 

Sound Impedance tube transfer function method is widely used in laboratory exper-
imentation especially when one can’t afford the costly Reverberation chambers. The 
sound impedance tube uses a small size of sample for measurement of the sound 
absorption characteristics. It is a conventional method to measure sound absorp-
tion characteristics, reflection coefficients and acoustic impedance [1]. A variety of 
materials with PU films with different diameters and different frequency ranges have 
been measured using the sound impedance tube [1]. There are two types of sound 
impedance tube methods: one is two-microphone transfer function method and other 
one is standing wave method. Several studies revealed that the two-microphone 
based transfer function method is quicker and provides absorption coefficient curve,
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whereas, in the standing wave method, single values for discrete sinusoidal frequen-
cies are obtained [2]. Sound absorption properties in textile industries are more 
popular for investigating the nanofibers and microfiber materials through sound 
impedance tube [3]. The textile’s acoustical properties in the range of 1000–4000 Hz 
frequency range had been reported in studies using the sound impedance tube [3]. 
Some studies reported the high sound absorption properties of natural fibers such 
as ramie, flax and jute fibers and their composites by the two-microphone based 
transfer function method and compared their results with synthetic fibers and their 
composites [4]. In some studies, four different excitation signals (white noise, pink 
noise, linear sine sweep and exponential sine sweep) were used with two microphone 
transfer function method to investigate the acoustical properties of melamine foam 
with 25 mm thickness and 60 mm diameter [5]. Also, some studies reported the 
Sound absorption characteristics, reflection factor and acoustical impedance ratio 
of 40 mm thick and 44 mm thick acoustical foam were analyzed in the frequency 
range of 200–1600 Hz [6]. It is obvious that sound impedance tube facility is widely 
used for routine measurements and is instrumental in design and development of 
acoustical materials for noise control. The present study discusses about the recently 
revived Sound Impedance Tube facility at CSIR-National Physical Laboratory, New 
Delhi. 

2 Sound Impedance Tube 

Sound impedance tube consists of Sound impedance AFD1000 Base Module Set 
(801022.5 Speaker Module, Amplifier, 971024.1, ¼ in. microphones), DAQ system, 
AFD1000 Absorption Tube with 30 and 100 mm diameter and Measurement of 
sound absorption Coefficient AFD 1000—AcoustiTube® Analysis Software AFD 
1001. The testing samples are inserted in between the specified location of the sound 
impedance tube. The sample size and impedance tube size are selected as per the 
frequency requirement. A loudspeaker in the tube then emits precisely quantified 
sound in the form of plane waves, and the microphones measure the sound pressure 
level at specific locations along the length of the tube. The software then calculates 
the normal incident acoustic properties of the material based on frequency response 
functions measured. Figures 1 and 2 show the pictorial view of the sound impedance 
tube facility at CSIR-NPL, New Delhi. The facility has been brought under the 
Quality Management system as per ISO 17025:2017 recently and also the testing 
services are provided to the customers in the measurement frequency range of 50– 
6600 Hz.
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Fig. 1 Sound impedance tube for measurement of sound absorption characteristics in lower 
frequency range 

Fig. 2 Sound impedance tube for measurement of sound absorption characteristics in higher 
frequency range 

The Transfer function, H12 is calculated by placing the microphones at their orig-
inal position and interchanging the microphone positions. Equations (1) and (2) deter-
mined to calculate the transfer function measured by the microphone interchange 
method [7]. 

H12 = |H12|e j∅ = Hr + j H i (1) 

H12 = 
e jk0x2 + re− jk0x2 

e jk0x1 + re− jk0x1 
(2)
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Sound pressure reflection factor is the amplitude of the reflected wave that of the 
incident wave in the reference plane for a plane wave at normal incidence. Normal 
incidence reflection factor is determined by Eq. (3) [7]. 

r = |r |e j∅r = rr + jr i = 
H12 − H1 

HR − H12 
e2 jk0x1 (3) 

where Hr : real part of H12; Hi: imaginary part of H12; rr : real component; ri: imag-
inary component; x1: distance between sample and the further microphone location; 
x2: distance between sample and first microphone; ∅r : phase angle of normal inci-
dence reflection factor; H1: transfer function for the incident wave; HR: transfer 
function for the reflected wave; k0: complex wave number. Sound absorption coef-
ficient at normal incidence Eq. (4) is the ratio of sound power entering to the test 
object to the incident sound power for a plane wave at normal incidence [7]. 

α = 1 − |r |2 = 1 − r2 r − r2 i (4) 

Specific acoustic impedance ratio and specific acoustic admittance ratio Eqs. (5) 
and (6) [7] 

Z /ρc0 = R/ρc0 + j X/ρc0 = (1 + r )/(1 − r ) (5) 

Gρc0 = gρc0 − jbρc0 = ρc0/Z (6) 

where R and X is the real and imaginary component of acoustic impedance; g and 
b is the real and imaginary component of acoustic admittance; Z is the acoustic 
impedance; G is the acoustic admittance; ρc0 is the characteristic impedance. 

3 Case Study 

The commercially available Pine Wood Board Panel, PET (Polyethylene Terephtha-
late) Acoustic Board and Glasswool of size 30 and 100 mm diameter were used to 
measure the sound absorption properties by sound impedance tube method as per 
ISO 10534-2: 1998 [7]. Figure 3 shows the pictorial view of the 100 mm samples of 
pine wood board, glasswool and PET acoustic panel. The 30 mm sample size was 
used for doing sound absorption measurements in 150–6600 Hz frequency range, 
whereas 100 mm sample size was used for 50–500 Hz frequency range measure-
ment in the sound impedance tube. The two-microphone transfer function method 
was used to do measurements in the range of 50–6600 Hz.

Table 1 shows the parameters of sound impedance tube and sound absorption and 
impedance characteristics were calculated and the correction for boundary absorption 
was applied.
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Fig. 3 Pine wood board, glasswool and PET acoustic panel (100 mm diameter)

Table 1 Sound impedance tube parameters 

Sl. 
No. 

Sample size 
(mm) 

Frequency 
range (Hz) 

Distance between two 
microphone (mm) 

Distance between microphone 
and sample (mm) 

1 100 50–500 300 500 

2 30 150–1250 120 180 

3 30 900–6600 20 80 

3.1 Sound Absorption Characteristics 

Pine Wood Board, PET acoustical panel and glasswool samples acoustical charac-
teristics such as Noise Reduction Coefficient (NRC), Sound Absorption Average 
(SAA) and Weighted Sound Absorption Coefficient (αw) were measured by the 
two-microphone transfer function method in sound impedance tube facility in the 
frequency range of 50–6600 Hz. 

Figure 4 describes the sound absorption characteristics of pine wood board, PET 
acoustic panel and glasswool in 50–6600 Hz frequency range. Sound Absorption 
Characteristics of all three samples in 1/3rd octave band frequency range.

Pine wood board’s NRC 0.50, SAA 0.50 and αw 0.35(H) were determined in 1/ 
3rd octave frequency band whereas PET acoustical panel’s NRC 0.45, SAA 0.46 
and αw 0.35(LH) were observed in 1/3rd octave frequency band. The glasswool’s 
acoustical characteristics like NRC 0.62, SAA 0.63 and αw 0.55(H) were determined 
at 1/3rd octave band frequency range. 

Figure 5 shows the real part of sound impedance properties, whereas Fig. 6 shows 
the imaginary part of sound impedance properties of pine wood board, PET acous-
tical panel and glasswool in the sound impedance tube. Figures 7 and 8 show the 
sound reflection characteristics in terms of real and imaginary part with 50–6600 Hz 
frequency range.
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Fig. 4 Sound absorption coefficient of Pine wood board, PET acoustic panel and glasswool in 
50–6600 Hz frequency range

Fig. 5 Sound impedance characteristics (real part) of pine wood board, PET acoustic panel and 
glasswool in 50–6600 Hz frequency range
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Fig. 6 Sound impedance characteristics (imaginary part) of pine wood board, PET acoustic panel 
and glasswool in 50–6600 Hz frequency range 

Fig. 7 Sound reflection characteristics (real part) of pine wood board, PET acoustic panel and 
glasswool in 50–6600 Hz frequency range

3.2 Measurement Uncertainty Evaluation 

The sound impedance tube facility of CSIR-National Physical Laboratory, New Delhi 
provides the evaluation of sound absorption coefficient with the highest levels of 
accuracy and precision due to its traceability to the National standards of sound pres-
sure level realized at CSIR-NPL, New Delhi. The quarter inch microphones, and
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Fig. 8 Sound reflection characteristics (imaginary part) of pine wood board, PET acoustic panel 
and glasswool in 50–6600 Hz frequency range

the DAQ system (Make: SINUS Messtechnik GmbH) are calibrated using the multi-
function acoustic calibrator, which in turn calibrated using the reference standard, 
LS2P microphone calibrated by primary reciprocity method in the frequency range 
of 31.5 Hz–8 kHz. 

While testing the sound absorption characteristics, high Signal to Noise Ratio, 
microphone mismatch correction factor, phase mismatch and spatial averaging is 
accounted to reduce the measurement uncertainty. Table 2 shows the uncertainty 
budget of the sound impedance tube with a coverage factor of k = 2 as per the 
Guide to the Expression of Uncertainty in Measurement [8], that corresponds to a 
confidence level of approximately 95% in the testing result. The quality checks with 
the reference sample are conducted periodically to understand the deviations if any 
in the sound absorption characteristics.
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Table 2 Measurement uncertainty (in %) in the evaluation of sound absorption characteristics by 
sound impedance tube facility 

Description of 
influencing components 

50 ≤ f ≤ 200 
Hz 

200 ≤ f < 1000 
Hz 

1000 ≤ f < 3150 
Hz 

3150 ≤ f ≤ 6600 
Hz 

Sound calibrator 
calibration 

0.2 0.2 0.2 0.2 

Error in calibration 
factor used for 
amplitude and phase 
mismatch between the 
microphones 

0.81 0.5 0.5 0.81 

Error in microphone 
amplitude calibration 
and analyzer 

0.57 0.57 0.57 0.57 

Error in correction for 
microphone mismatch 

0.92 0.57 0.57 0.92 

Analyzer non linerarity 
and A/D conversion, 
signal-to-noise ratio 

0.81 0.8 0.8 0.81 

environmental 
conditions in tube 

0.81 0.8 0.8 0.81 

Error in correction for 
tube attenuation 

0.75 0.5 0.5 0.75 

Bias error (time 
aliasing, amplitude and 
phase mismatch) 

0.92 0.8 0.8 0.92 

Accuracy of transfer 
function 

0.89 0.69 0.69 0.89 

Speciment mounting, 
shape and size 
considerations 

0.92 0.92 0.92 0.92 

Residual effects 
including the spatial 
averaging, finite 
impedance of 
microphone, offset from 
acoustic centre, 
distortion and hum in 
loudspeaker, frequency, 
vibration isolation and 
resonance modes 

1.15 0.75 0.75 1.15 

Random effect in repeat 
measurements 

0.57 0.37 0.44 0.39 

Expanded uncertainty 
(in %) 
(k = 2, 95% confidence 
level) 

6.0 5.0 5.0 6.0
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4 Conclusion 

The paper reports about the revived sound impedance tube facility at CSIR- National 
Physical Laboratory, New Delhi for evaluation of sound absorption characteristics of 
small size of acoustical materials with highest level of accuracy and precision. The 
measurement uncertainty of±6% (k = 2, 95% C.I) is evaluated in the frequency range 
of 50–6600 Hz. The paper presents the case study of various acoustical materials such 
as Pine Wood Board, PET acoustical panel and Glasswool. The sound impedance 
tube facility serves as a good substitute to the Reverberation chamber utilizing a 
smaller sample size of diameter 30 and 100 mm for determination of sound absorption 
characteristics. However, future studies in this regard shall focus on the comparison 
of sound impedance tube measurements with the Reverberation chamber method 
for ascertaining the accuracy and correlation of sound absorption characteristics 
measured by the two methodologies. 
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Abstract With the advent of time sensitive innovative applications under the Internet 
of Things and Industry 4.0 landscape, timing accuracy requirements have become 
crucial. Many current areas, like telecommunications, smart grids, the stock market, 
intelligent sensors ecosystems, etc., require timing accuracies in milliseconds to 
microseconds. The upcoming applications will require even more precise timing 
synchronization. For time synchronization, industrial applications are considering 
various approaches based on satellite or network-oriented techniques. These tech-
niques are unique in terms of their functioning and pose unique challenges regarding 
their applicability. For example, Global Navigation Satellite System (GNSS) based 
time synchronization can provide nanosecond-level accuracy; however, the acces-
sibility of satellite signals in indoor and other scenarios is a challenge. Distributed 
systems, like sensor networks, vehicular ad-hoc networks, distributed clouds, and 
many smart technologies under the umbrella of Industry 4.0, pose their unique chal-
lenges for time synchronization. The paper presents timing accuracy requirements for 
different application scenarios and discusses the suitability of available timing tech-
nologies to support them. It discusses the applicability and constraints of different 
technological solutions and explores new research directions in the area. 
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1 Introduction 

Internet of Things (IoT) technologies are becoming ubiquitous in modern days life 
[1, 2]. Timing accuracies are crucial for many IoT applications and the Industry 4.0 
landscape. From steam power machines to the invention of electricity and informa-
tion technology, time synchronization is still one of the most critical aspects of the 
industrial revolutions [3, 4]. Time synchronization requirement varies with applica-
tion scenarios. The precision requirement for telecommunication applications’ time 
synchronization varies from millisecond to nanosecond [5], e.g., ±65 to 240 ns for 
5G wireless communication. In a smart power grid, ±1 microsecond traceability 
is required as per IEEE standards. Different applications require different types of 
precise timing, e.g., few applications require absolute timing, while other applications 
require relative timing [4]. There are many driving applications considering future 
industrial automation, e.g., synchronization among robotics systems with distributed 
computing and cloud; wireless sensor nodes synchronization; wireless synchroniza-
tion for drone technology [6]. Timing is critical for applications like smart transporta-
tion, smart power grids, financial systems, and medical applications like telesurgery 
[7]. Further, as IoT applications are ubiquitous, the mass scale deployments require 
better timing accuracies with minimizing cost, weight, size and power consumption 
of the devices. As widely used inexpensive clocks drift due to various factors, the 
time synchronization is crucial for correct operations and correlating information 
from multiple devices. This motivates for developing innovative timing technologies 
to support noble solution in IoT and Industry 4.0 landscape. 

The manuscript presents timing accuracy aspects for IoT and Industry 4.0 land-
scape. It discusses timing accuracy aspects for different application domains. It 
explains time transfer technologies and time traceability aspects. It highlights timing 
technology selection criteria under different scenarios and explores key research 
directions in the area. The work, covering both technological advancements and 
the application aspects of timing technologies, is highly relevant for formulating 
innovative solutions in the area. 

The manuscript covers timing accuracy aspects in IoT and Industry 4.0 landscape 
in Sect. 2. In Sect. 3, time transfer technologies are discussed. Section 4 covers timing 
technology selection under different application scenarios. The research trends in the 
area are discussed in Sect. 5 and the manuscript is concluded in Sect. 6. 

2 Timing Accuracy in IoT and Industry 4.0 

As industries have evolved over time, the timing accuracy requirements have become 
more stringent (Fig. 1). Industry 4.0 considers cyber physical systems approach, 
interfacing physical and digital worlds, with the capability of real-time information 
exchange and decision making [8]. Industry 4.0 introduces an advanced automation
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Fig. 1 Increase in accurate timing requirements with Industrial Revolutions 

level that requires more accurate time synchronization. Considering the applica-
tion/domain specific requirements (e.g., industrial automation (1 µs–1 ms), wire-
less communication (200 ns–12.8 µs), smart grids (1 µs–100 ms)), a suitable time 
synchronization technology is considered based on satellite or terrestrial technolo-
gies [9] such as Network Time Protocol (NTP), Precision Time Protocol (PTP), 
Generalized Precision Time Protocol (gPTP), Precision Transparent Clock Protocol 
(PTCP), Synchronous Ethernet (SyncE) and White Rabbit (WR). 

The Internet of thing landscape is based on connected devices with commu-
nication, computations and sensing/actuating capabilities. Time synchronization is 
required for the correct operation of IoT networks involving efficient spectrum usage, 
coordinated communications and data acquisition from different sensors [10]. In 
Wireless Sensor Networks (WSN), time synchronization is required for many opera-
tions, e.g., correlating different reports, duty cycling and channel access scheduling, 
time-division multiple-access (TDMA) scheduling, data fusion/aggregation, real-
time monitoring and actuation [11]. IoT is widely used in various real-time applica-
tions such as smart homes, smart security solutions, smart healthcare, smart wear-
ables, transportation, renewable energy, etc. Each node/device in the IoT architecture 
generally contains a local clock. There are many parameters which affect the accuracy 
of clocks such as humidity, temperature, pressure, aging, voltage, and vibration [7]. 
On the other hand, network, software and hardware parameters may affect the time 
accuracy/offset of IoT devices. The local clock of IoT devices are synchronized with 
other more stable clocks for accurate timing. Time synchronization strategy for IoT 
devices is an exciting research area [12, 13]. Adequate time synchronization accu-
racy can help in achieving energy-efficient, reliable and low-latency communication 
networks in IoT infrastructure [10]. The IoT devices can improve their timing accu-
racy by getting a more accurate time using technologies based on network timing, RF 
based timing and or satellite based timing (Fig. 2). These techniques are discussed 
in next section.
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Fig. 2 Timing technologies for IoT landscape 

3 Time Transfer Technologies 

Metrological traceability is based an unbroken calibration chain to a reference, where 
each calibration has a documented measurement uncertainty. In time and frequency 
metrology, the usual reference is Coordinated Universal Time (UTC) or its official 
realization UTC(k) [14]. Time signals transmitted by satellites and network time 
servers, can be utilized for metrological traceability. Traceability to a stable time 
reference helps in maintaining timing accuracy at end devices. In Cyber Physical 
System landscape synchronization of low cost devices and communication infras-
tructure is crucial. The key solutions for time synchronization and traceability are 
generally based on satellites based and/or terrestrial technologies based approaches 
[5, 9, 15]. 

3.1 Terrestrial Technologies 

Network Time Protocol (NTP) is a widely used time synchronization technique 
for computer networks (Internet) based devices with a time accuracy limitation of 
around 100 ms. Precision Time Protocol (PTP) is another network based time transfer 
mechanism with time accuracy within 10 microseconds. However, PTP requires dedi-
cated LAN/fiber connectivity. Time transfer through telephone (PSTN) line has also
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Table 1 Time transfer technologies: terrestrial technologies 

Time transfer technique Accuracy Details Limitations 

NTP <100 ms Data packet based 
time transfer in the 
Internet/networks 

Millisecond accuracy 

Telephone line based ≤10 ms Telephone lines 
(PSTN) based 

Millisecond accuracy 

PTP ≤10 µs Based on data packets 
communication on a 
dedicated link 

Requires dedicated 
connectivity; hardware 
support 

gPTP ≤1 µs IEEE 802.1AS; 
specified for time 
sensitive wired and 
wireless network 

Limited to seven Hops, 
requires specialized 
hardware 

PTCP ≤1 µs Based on PTP Requires specialized 
hardware on switches 
and nodes 

SyncE ~±4.6 ppm Ethernet based, end to 
end reliable exchange 

Physical layer 
operation, Distribute 
only frequency 

White rabbit (WR) Sub nano second Deterministic 
delivery of a packet 

Costly, require to 
support PTP and SyncE 

Long wave radio (low 
frequency) 

100 ms Based on long-wave 
radio (low frequency) 
signals 

Available in a few 
countries 

been explored with time accuracy within 10 ms. Low frequency ground waves are 
also used for time dissemination in many countries, e.g., DCF77 by PTB. Further, 
there are other technologies like Generalized Precision Time Protocol (gPTP), 
Precision Transparent Clock Protocol (PTCP), Synchronous Ethernet (SyncE) and 
White Rabbit (WR).Table 1 shows a brief comparison of these key time transfer 
technologies. 

3.2 Satellite Based Technologies 

Satellite based time transfer techniques include Common-View/All-in-View Global 
Navigational Satellite (CVGNSS/AVGNSS) and Two-Way Satellite Time and 
Frequency Transfer (TWSTFT) (Fig. 3). The CVGNSS/AVGNSS techniques can 
attain accuracy within ten nanoseconds by processing the common-view data from 
reception of satellite signals. Two-Way Satellite Time and Frequency Transfer 
(TWSTFT), involving expensive two-way communication infrastructure and a leased 
link with a geostationary satellite, can provide a time accuracy within 1 ns.
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Fig. 3 CVGNS and TWSTFT methods of time transfer 

Table 2 Time transfer technologies: satellite based technologies 

Time transfer technique Accuracy (ns) Details Limitations 

CVGNSS/AVGNSS ≤10 Based on microwave 
signals received from 
navigational satellites 

Common-view data 
processing 

TWSTFT <1 Based on leased link 
on geostationary 
satellite 

Expensive; requires huge 
infrastructure 

For achieving high timing accuracy at the users’ end, satellites signal based disci-
plined oscillator may be considered. A GPS disciplined clock’s synchronization 
uncertainty may vary from ~10 ns to ~1 µs [14]. NIST (USA)’s disciplined clock 
(NISTDC) service considers common-view measurement to lock the user’s clock 
to UTC (NIST) with uncertainty ~10 ns. Table 2 shows a brief comparison of key 
satellite based time transfer technologies. 

4 Technology Selection Under Different Application 
Scenarios 

Different applications have different precise timing requirements. Many applica-
tions do not require absolute time or time traceable to Coordinated Universal Time 
(UTC) and their actual requirement is to measure accurately the time elapsed between 
events, e.g., heart rate monitors [4]. An accurate local clock can serve the purpose in 
such cases. However, other applications like global reference clocks require absolute 
time. There are applications with distributed devices/applications having a shared 
notion of time intervals. Absolute timing requirements are less stringent in many
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Fig. 4 Technology suitability for different timing requirements 

distributed precise timing applications like media equipment (e.g., microphones) 
synchronization in the broadcast industry requiring microseconds of accuracy [5]. 
Another example is smart electricity grids considering phasor measurement units. 
Further, for many distributed applications absolute timing is a necessity, e.g., finan-
cial/stock trading. Considering higher accuracies, GNSS based time synchronization 
may be suited for such cases. 

Figure 4 shows the consideration of different timing solutions for different timing 
requirements. Each timing solutions have some associated limitations, e.g., drifting 
of local clocks, unobstructed sky view requirement for GNSS-based solutions, etc. 
A practical approach could be to consider a hybrid solution with combining multiple 
approaches. 

5 Research Trends 

Along with Industrial landscape evolution through Industry 4.0, there is a rise of 
diverse timing aware innovative applications like Smart Power Grids; Smart Trans-
portation; Medical applications like telesurgery; Telecom systems; Financial systems 
like Stock Markets; Augmented/Virtual reality; Synchronization among robotics 
systems with distributed computing and cloud; Wireless sensor nodes synchro-
nization; Wireless synchronization for drone technology; Scientific applications, 
etc. 

Timing accuracy research directions are spread across the timing traceability 
chain. The NIST technical Note 1867 [7] on Time-Aware Applications, Computers, 
and Communication Systems (TAACCS) highlights six key R&D areas, viz., clock 
and oscillator designs; transfer methods for time and frequency; timing usage in 
communications and networking systems; architecture of hardware and software; 
design environments; design of applications. Considering large scale deployment



32 D. Sharma et al.

requirements in IoT landscape, the clocks and oscillator designs require consideration 
of increasing accuracy with minimizing cost, weight, size and power consumption. 
For example, Quartz crystal oscillators are inexpensive with low accuracy (10−5– 
10−4) and the Cesium oscillators are very accurate (10−13–10−12) and highly expen-
sive. Developing techniques for ensembling low cost oscillators and operating condi-
tions compensation are interesting research directions in the area. The key research 
directions in time and frequency transfer methods are cost-effective and power-
aware methods for networks; interdisciplinary approach like combining GNSS with 
network based timing; GNSS signal quality and reliability aspects; security tech-
nology for time transfer methods. Under time-aware networks and communications, 
key research areas are timing in network equipment hardware; time-controlled and 
time-aware networks; Time Sensitive Networking; timing aspects related to time 
sensitive applications under cloud computing and network visualization; synchro-
nizing databases, distributed applications; time augmentation in routing protocols; 
time support of latency control, wireless spectrum and bandwidth utilization. Timing 
support for applications require consideration of predicable execution times (preci-
sion timed machines), predictable processor designs, time-aware hardware mecha-
nisms and languages; timing interface hardware support; issues of scale; development 
of stable ultra-low-power local time references; cross-IoT-network synchronization, 
distributed computing issues. Other research directions are platform independent 
design environments with system timing and exploring potential improvements in 
applications using time-aware techniques. Considering real-time and delay sensitive 
aspects in today’s computer applications, time synchronization is considered as the 
fourth dimension in data center along with computers, storage and network [16]. 
In massive scale distributed databases, PTP based solution can improve database 
transaction timing performance over NTP based approach. 

The low cost sensor nodes in WSN are limited in resources (e.g., energy, band-
width, hardware) and face various challenges like energy-efficiency, networking, etc. 
Many synchronization protocols are proposed for WSN scenarios with microsec-
onds level precision [17]. Synchronization is required in vehicular ad-hoc networks 
(VANETs) for communicating time-critical vehicle messages from connected and 
automated vehicles for various applications related to road safety [18]. Time-critical 
machine-type communication (cMTC) requires the distribution of accurate time 
reference for a potential application like industrial automation [19]. Standards and 
products for Time Sensitive Networks (TSN) are considered to support real-time 
application requirements, which often require less than 1 microsecond time synchro-
nization [20]. In TSN, the synchronization is separable from other functionalities. 
The Precision Time Protocol (IEEE Standard 1588) is generally considered for clocks 
synchronization in the network; however, other algorithms may be considered based 
on application. 

In terms of other new research directions for time synchronization in IoT, 
researchers considered a visible light-based approach and achieved an average 
synchronization error of 1.3 timer ticks (32 µs per clock tick) [21]. Hybsync [22], a 
UWB communication and multisensor-based approach, can achieve clock synchro-
nization in nanosecond-level and centimeter-level positioning. It can work under
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GNNS-denied conditions and support 10+ nodes. Timing aspects for IoT devices 
exploiting remote servers and cloud services is another interesting area. Rinaldi 
et al. [23] present a comparison of time awareness of different cloud services. Secu-
rity and trust aspects in timing technologies is another interesting research direction. 
Margaria and Vesco [24] present trusted satellite based synchronization for Industry 
4.0 covering attack vectors analysis. The time synchronization research in upcoming 
communication technologies like 5G [25, 26] and 6G [27, 28] is another important 
area. Software-based synchronization (e.g., NTP) provides implementation flexi-
bility; However, improving their performance to match hardware-based solutions is 
another exciting research direction in the area. 

6 Conclusion 

Timing accuracy is essential for IoT and Industry 4.0 operations. With the emer-
gence of novel applications, timing accuracy requirements are becoming more strin-
gent and there is a need for innovative solutions for time synchronization. The work 
presents the timing technologies landscape for IoT and Industry 4.0 applications. The 
diverse timing technologies are discussed and timing technology selection aspects 
for different application requirements are covered in detail. The research trends in the 
area are highlighted, which show that timing accuracy improvements require multi-
disciplinary R&D across the timing traceability chain, i.e., precise time realization, 
maintenance and dissemination. Further, improving timing accuracy, stability, and/ 
or reliability could help in developing compelling new or enhanced applications. 
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Effect of Continuous NIR Exposure 
on the Absorbance Studies of Glucose 
Solutions at Physiological Levels 

Deepshikha Yadav, Manjri Singh, Surinder P. Singh, and P. K. Dubey 

Abstract Non-invasive glucose monitoring is the need of the hour due to steep 
rise in diabetic patients worldwide. Monitoring of glucose level at regular interval 
is important for preventing the diabetes related complications. Several non-invasive 
methods Raman, MIR, NIR, photo acoustic, bio impedance and fluorescence spec-
troscopy, polarimetry, microwave assisted monitoring etc. have been explored for 
this purpose. However, none of the techniques have achieved accuracies that are 
suitable for clinical use. NIR spectroscopy is a popular technique which is being 
extensively employed for the development of a non-invasive glucose measurement 
device. However, the NIR spectra is prone to variations due to changes in temper-
ature, machine drift, time drift, water content etc. and seem dominant because of 
extremely low level of absorption variation in glucose. In the present study, the vari-
ations in the glucose absorbance at 960 nm as a result of consecutive measurements 
are demonstrated. The study reveals that there is a decrease in the glucose absorbance 
because consecutive measurements cause long exposure of sample to NIR and hence 
the heating of the solutions which results in a rise in temperature. The absorbance 
at a wavelength of 960 nm is affected by temperature because it corresponds to OH 
stretching vibrations and the OH groups of sugars are sensitive to temperature. The 
results also reveal that even at 1 °C variation in the temperature of a 100 mg/dl glucose 
solution leads to a decrease in the glucose absorbance from 0.00301 to 0.00150 (δabs 
= 1.52 × 10–3). Even this small variation in the absorbance can cause large errors in 
the prediction of glucose concentrations. Therefore, for device fabrication using NIR 
spectroscopy temperature variations must be taken into consideration to improve the 
accuracy of glucose predictions. 
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Glucose
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1 Introduction 

Diabetes is a chronic metabolic disorder which leads to high blood sugar levels in the 
body as a result of insulin dysfunction [1]. According to the International Diabetes 
Federation (IDF) approximately, 537 million adults are suffering from diabetes 
worldwide aged between 20 and 79 years. The global mortality rates are 6.7 million 
[2]. Tight glycemic control is essential to prevent complications like retinopathy, 
cardiovascular disorders, stroke, neuropathy, nephropathy etc. [3]. Currently, the 
blood glucose measurement is performed by glucometers which are based on the elec-
trochemical method of sensing. This requires blood sampling for precise measure-
ment of blood glucose levels [4]. The invasive mode of measurement is not suitable 
for frequent blood glucose monitoring. 

Therefore, non-invasive glucose sensing techniques like, near infrared spec-
troscopy, Raman spectroscopy, mid-infrared spectroscopy, polarimetry, and fluores-
cence spectroscopy are slowly gaining momentum as alternatives for blood glucose 
measurements. Non-invasive glucose sensing using near infrared spectroscopy is 
a popular technique which has been extensively explored. Inspite of the growing 
popularity of this technique there are certain shortcomings which heavily influence 
the measurement of glucose. Owing to the low glucose absorption throughout the 
NIR, the signal to noise ratio is poor [5]. Besides, the temperature variations, water 
content, and scattering properties of the tissue heavily distort the spectra of glucose 
[6]. 

Temperature is an important parameter to be considered for non-invasive measure-
ments using NIR spectroscopy because, the absorption of water is largely influenced 
by variations in the temperature. It is a well-known fact that in regions where the 
absorption of water is strong, the S/N is poor [7]. Given, the significant percentage 
of water (up to 60%) content that makes up the human body, it is critical to consider 
its impact on the NIR spectra of glucose. The repeated exposure of glucose solutions 
to NIR light may cause the solution to heat up which leads to obvious temperature 
changes. These temperature variations result in a variation in the glucose absorbance 
[8]. In fact, studies have shown that even a variation of 1 °C lead to significant error in 
prediction of glucose concentration [6]. Therefore, studying the variations in glucose 
spectra due to continuous exposure to NIR light is necessary for the development of 
a non-invasive device. As per literature there are few studies on studying the effect 
of continuous scanning of glucose solutions leading to continuous exposure to NIR 
light resulting in temperature fluctuations. 

In the present study, we have corroborated the heating effect due to contin-
uous exposure of NIR light to glucose solutions using three different methodolo-
gies, namely, the temperature dependent scanning, kinetic study and average δ (δavg) 
studies. All the results reveal that the continuous scanning leads to steady decrease 
in glucose absorbance due to heating effect and the ultimate rise in temperature.
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2 Materials and Methodology 

Glucose powder was procured from Sigma Aldrich. For the studies, different concen-
trations of glucose solutions were prepared including, 60, 100, 140, 160, 180 
and 500 mg/dl covering the hypoglycemic, normoglycemic and hyperglycemic 
ranges. Five consecutive scans of the different glucose solutions were recorded in a 
Cary-5000 UV-Vis-NIR spectrophotometer, having spectral bandwidth from 175 to 
3300 nm. The temperature at the start of the first scan was recorded. The temperature 
at the end of five consecutive scans was also recorded. 

Kinetics study: Furthermore, kinetics study was also performed to evaluate the time 
dependent variation in glucose absorbance at 960 nm wavelength for a duration of 
15 min for glucose concentrations of 150, 200 and 250 mg/dl. 

Average δ studies: In order to study this variation in glucose absorbance at 960 nm, 
we evaluated the average δ value (difference), of absorbance at 860 and 960 nm 
for glucose concentrations of 350, 380, 400, 440, 470 and 500 mg/dl. Such high 
concentrations were taken to observe a significant variation in the average delta 
values. The readings were taken after an interval of 2 min after each scan, up to a 
duration of 10 min. 

3 Results and Discussion 

3.1 Glucose Absorbance Variations Due to Continuous 
Exposure to NIR Light 

For determining the effect of continuous exposure to NIR light on glucose 
absorbance. Different concentrations of glucose solutions covering the hypo-
glycemic, normoglycemic and hyperglycemic ranges, i.e. 60, 100, 140, 160, 180 
and 500 mg/dl were prepared and their NIR spectra were recorded. The temperature 
of the solutions before scanning was recorded and then the cycle was set for taking 
5 consecutive scans of the solutions. After the scanning was complete the solutions 
were removed from the instrument and their temperature was recorded again. It was 
observed that there was a steady decrease in the glucose absorbance at 960 nm due 
to the consecutive scanning with an average rise of 1 °C in the temperature of the 
solutions after scanning as shown in Fig. 1.

This rise in temperature may be attributed to the heating of the solutions as a 
result of repeated scanning which results in a rise in the temperature and a decrease 
in the absorbance of the glucose solution. This heating effect is a result of continuous 
exposure to the NIR light [4]. For a solution of 100 mg/dl, there is a change of the 
order of 1.52 × 10–3 in the glucose absorbance which can result in significant errors 
in the prediction of glucose concentration through NIR spectroscopy. Further, the
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Fig. 1 Variation in glucose absorbance due to continuous exposure to NIR light

wavelength 960 nm is particularly sensitive to temperature fluctuations because of 
the sensitivity of the OH groups towards temperature. 

3.2 Kinetics Study 

Different concentrations of glucose solutions i.e. 150, 200 and 250 mg/dl were 
prepared and subjected to kinetics studies to corroborate the results of the previous 
study. The study was performed at 960 nm wavelength to observe the variations in the 
glucose absorbance with time for a period of 15 min. A steady decrease in the glucose 
absorbance was observed with time up to a period of 5 min which corroborates the 
results of the previous study where the repeated scanning of the glucose solutions led 
to a steady decrease in the glucose absorbance for five consecutive scans which adds 
up to a period of five minutes because each scan takes about a minute to complete. 
Further, after a period of 5 min, a saturation in the glucose absorbance is obtained 
which continues for the rest of the time duration as shown in Fig. 2. This decrease in 
glucose absorbance is attributed to the heating of the glucose solutions as a result of 
the consecutive scanning due to prolonged exposure to NIR light as discussed above.
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Fig. 2 Kinetics study of different glucose solutions at 960 nm, scanning for 15 min 

3.3 Average Δ (δavg) Studies  

To study the average magnitude of the variation in the glucose absorbance with 
continuous exposure to NIR light, solutions of different glucose concentrations i.e. 
350, 380, 400, 440, 470 and 500 mg/dl were prepared and their NIR spectra were 
recorded. The spectra were recorded in such a way that after the completion of one 
scan the solution was kept in the cuvette holder of the UV-Vis-NIR spectrophotometer 
for a period of 2 min. The same process was repeated up to a duration of 10 min 
for each concentration. Then, the average difference in the absorbance values at 
860 and 960 nm (δavg) for all scans up to a period of 10 min was evaluated for each 
concentration. There was a steady decrease in the absorbance with time corroborating 
the results above due to continuous exposure to NIR light, accompanied with an 
increase in the δavg value with an increase in the glucose concentration as shown in 
Fig. 3.
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Fig. 3 Average δ values of different glucose solutions between 860 and 960 nm for consecutive 
scanning up to 10 min 

4 Conclusion 

In the present study, the effect of continuous exposure to NIR light on the NIR 
spectra of glucose solutions has been studied using three different methodologies. 
All the three studies reveal a steady decrease in the glucose absorbance as a result of 
consecutive scanning. This may be attributed to the continuous exposure of glucose 
solutions to NIR light resulting in heating effect leading to a rise in the initial temper-
ature of the solution. As discussed above, water absorption is strongly influenced by 
temperature variations. This is a critical point when undertaking the spectroscopic 
studies of the biological systems which are largely composed of water. The main 
aim of this study was to study the influence of temperature variations in the NIR 
spectra of glucose solutions. This is because, temperature fluctuations may result in 
large prediction errors in the non-invasive determination of glucose concentrations 
using NIR spectroscopy. Therefore, for the development of a non-invasive device 
using NIR spectroscopy, the temperature induced variations in the spectra must not 
be neglected and must be taken into consideration for better predictions of glucose 
concentrations. 
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Accuracy in Object Detection by Using 
Deep Learning Method 

Divya Sirala and Kuldeep Singh Nagla 

Abstract Accuracy and Precision measurement of an object in a complex environ-
ment for mobile robot applications is an important task. In a complex environment 
it is difficult to identify similar objects, such as chairs, tables, furniture and other 
objects available. Different methods are available to identify such objects, but high 
accuracy and precision are not easily achievable. This paper presents MobileNet with 
Vision Transformer for identification of objects in complex environments. Several 
experiments have been conducted for indoor environments where 94.3% accuracy is 
achieved for indoor environment with the implementation of MobileNet with Vision 
Transformer model. 

Keywords MobileNet · Vision transformer ·Mobile robot · Accuracy and 
precision measurement 

1 Introduction 

For Mobile Robots, the process of object detection is an important task as it is what 
helps the autonomous robot to detect hurdles and react to its environment to navi-
gate without the help or involvement of humans. Object Detection and Recognition 
method using deep learning is important as to verify new theories and methods for 
solving the various detection problem of general complex environment because of the 
accuracy and speed of the methods. There are many approaches of object detection 
for mobile robots like laser-based detection, camera-based detection, deep learning-
based detection, etc. However, Deep Learning has recently become quite popular 
because of its superior accuracy when taught on massive amounts of data.
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There are many Machine Learning and Deep learning based algorithms used for 
Object Detection and Recognition, such as Convolution Neural Networks (CNNs), 
Support Vector Machine (SVM), Regional Convolutional Neural Networks (R-
CNNS), You Only Look Once (YOLO) etc., it becomes crucial to select the appro-
priate algorithm for Mobile Robot Object Detection which should solve the problem 
regarding speed, accuracy response time and input data used to train and test the 
model. 

MobileNet model is used for object detection with custom dataset. To build 
MobileNet a light deep learning model with depthwise convolutions was created, 
which are faster compared to other CNN architectures. Due to its smaller size and low 
latency, MobileNet outperforms other Deep Learning methods for object detection. 

The proposed method describes an efficient network architecture using MobileNet 
with an additional Vision Transformer layer to be trained on a Custom Dataset of 
indoor environment. By means of high accuracy and efficient computing, ViT models 
surpass CNNs by roughly four times [1]. With the demonstration of experiments to 
detect certain objects present in the indoor environment, the factors determining the 
efficacy of the suggested model in comparison to a traditional model of MobileNet 
method for object detection are Accuracy, Precision, f1-Score, Confusion Matrix and 
Losses. 

1.1 MobileNet 

The depthwise separable convolutions, a type of factorized convolutions that factorize 
a conventional convolution into a depthwise convolution as well as a 1 × 1 convolu-
tional known as a point-wise convolution, are the foundation of the MobileNet model. 
Using depthwise convolution, MobileNet applies a single filter to each input channel. 
The outputs of the depthwise convolution are combined using a 1 × 1 convolution 
after the pointwise convolution. 

In one step, a conventional convolution filter mixes inputs to invent a fresh set 
of outputs. This is divided into two layers by the depthwise separable convolution: 
a layer for combining and a layer for filtering. The computations and model size 
are significantly decreased because of this factorization. Figure 1 [2] illustrates the 
factorization of a conventional convolution into a depthwise and a 1 × 1 pointwise 
convolution.

1.2 Vision Transformer 

Recently, there has been an increased interest in Vision Transformers (ViTs) in 
computer vision research. The introduction of self-attention for visuals is a key 
component of ViT’s ideation resulting in self-attention. The ViT model predicts the 
label for use with a classifier head and represents an input picture as a sequence of
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Fig. 1 The standard convolutional filters in (a) are replaced by two layers –depthwise convolution 
in (b) and pointwise convolution in (c) to build a depthwise separable filter [2]

image patches, like order of word representations used when employing transformers 
to text [1]. ViT exhibits exceptional performance when given the necessary duties 
to execute and is well-versed in large data. With very few computational needs, it 
can render contemporary CNN uses. These transformers have a good success rate 
for NLP models and are now utilized on photos for image recognition applications. 

ViT divides the pictures into visual tokens while CNN uses the pixels as arrays. The 
visual transformer separates the pictures into fixed-size patches properly integrate 
each one, and then provides the transformer encoder with the spatial embedding as 
input. After each block, residual connections are offered which enable components 
to move directly across the network without going through non-linear activations. 
When classifying images, the classification head is implemented by the MLP layer. 
It uses a single linear layer for fine-tuning and a single hidden layer for pre-training. 
Vision Transformer in computer vision uses multi-head self-attention (Fig. 2).

Without the necessity for image-specific biases [3]. 
The transformer encoder processes the positional embedding patches that the 

model creates from the pictures in order to comprehend the local and global aspects 
of the image. ViT requires less training time and has a better accuracy rate on a big 
dataset.
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Fig. 2 Vision transformer architecture [3]

2 Experimental Setup 

Dataset Preparation: The Dataset was created for five different objects: Almirah, 
Table, Chair, Bag and Bottle in an indoor environment. This dataset was used to 
train and test both the networks with eighty percent of images used for training and 
twenty percent used for validation, i.e., testing the trained models. To generate a 
large variety of data, different backgrounds, textures and rotations were done using 
Data Augmentation (Fig. 3).

Object detection models including convolutions and transformers can do better 
with a few data augmentation that can help the model learn more rigorously and 
reduce bias which increases the performance of the model. Here image rotation and 
image protection are applied to fifty percentages of the total input data. 

2.1 MobileNet Model 

In the implementation of MobileNet, considering a pre-trained MobileNet model 
from tensor flow, and here training and testing the algorithm on a custom dataset. 
The top layer of the pertained MobileNet model will be removed, with softmax being 
used as the classifier for activation. It is a very huge network, so it’s not required 
to train all layers of the model. By freezing the trainable parameters of the original 
model, the efficiency of the network increases. And few layers on top of this model
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Fig. 3 Data augmentation

are added, which need to be trained. In a deep neural network, ReLU [5] is typically 
employed as an activation function for the hidden layers, by leveraging the activation 
of the penultimate layer to learn the weight parameters of the ReLU classification 
layer by backpropagation [4].
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Flow Chart of MobileNet 

2.2 MobileNet ViT Model 

Hyper parameters and image pixels are important for implementation of the model. 
For the input images of size 256 × 256, a rescaling of the images is done to reduce 
patch size [6]. A 2D convolution layer is added to perform convolution twice on 
the same image. MobileNet uses depthwise convolution layer followed by batch 
normalization and fully convolution layers. After repeating the step nine the layer 
normalization is done which makes the image suitable to enter the transformer block.
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Flow Chart of Proposed Method   Block Diagram of ViT Block 

The multi-head attention vision transformer layer is added, which is a part of a 
single hidden layer, to make the network dense and more accurate these layers are 
connected twenty times. After execution of all hidden layers with attention layer, 
a layer of global average pooling before dense layer is added making the model 
trainable for five image classes. The Transformer Encoder creates image patches, 
which are flattened constructing “Patch Embeddings,” which are lower-dimensional 
linear embeddings. These sequences are given positional embeddings to preserve the 
positional information, for detecting anomalies on the frames. The trainable class 
encoding output from the MLP is simply piled on top of the trainable class output 
images, completing the classification process [7]. 

3 Results and Discussion 

After the models have been trained on the custom dataset, the performance evaluation 
metrics are used to measure the performance of the network. These metrics include 
precision, recall, f1-score, accuracy and confusion matrix that are used to gain valu-
able information about the performance of algorithms and to perform comparative 
analysis (Figs. 4 and 5).

For MobileNet model the training and validation accuracy for all the epochs is 
calculated (see Fig. 6) where the overall accuracy of the model is 65% for Training and 
55% for Validation, which makes the model less accurate. The confidence percentage 
which shows the true positive for chair class object is 94% (see Fig. 7). For Bag 
class the confidence value is 93%, but for other classes like, the false positive is 
25%, making the model less accurate for detection. The evaluation parameters are 
mentioned in Table 1 with precision, accuracy, recall and f1-score. For all the classes 
in the dataset, the accuracy is observed to be 61.7% using conventional MobileNet 
model on custom dataset (Figs. 9, 10, 11).
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Fig. 4 Accuracy versus 
epochs graph for MobileNet 

Fig. 5 Loss versus Epochs 
graph for MobileNet

The training and validation accuracies of MobileNet ViT model overlap over 10 
epochs (see Fig. 8), with 95% accuracy for training and validation datasets. This 
increase in accuracy, results in a less erroneous network, result of adding layers of 
Vision Transformer in the MobileNet network. For the chair class, the true positive 
value is 94%. Similarly, for class table, the true positive value is 96%. The true 
positive values are higher, and the false positive values are least, minimizing the
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Fig. 6 Training and validation accuracy for MobileNet 

Fig. 7 Confusion matrix

error index of this network. The overall accuracy is 94.3% (see Table 2) using Vision 
Transformer with MobileNet.
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Table 1 Evaluation matrix for MobileNet model 

Precision Recall F1-score Support 

Almirah 0.608696 0.608696 0.608696 23.000000 

Bag 0.583333 0.608696 0.595745 23.000000 

Bottle 0.666667 0.521739 0.585366 23.000000 

Chair 0.538462 0.608696 0.571429 23.000000 

Table 0.708333 0.739130 0.723404 23.000000 

accuracy 0.617391 0.617391 0.617391 0.617391 

macro avg 0.621098 0.617391 0.616928 115.000000 

weighted avg 0.621098 0.617391 0.616928 115.000000

Fig. 8 Accuracy versus 
epochs graph for MobileNet 
ViT
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Fig. 9 Loss versus epochs graph 

Fig. 10 Training and validation accuracy
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Fig. 11 Confusion matrix for MobileNet ViT model 

Table 2 Evaluation Matrix for MobileNet ViT 

Precision Recall F1-score Support 

Almirah 0.875000 0.913043 0.893617 23.000000 

Bag 0.818182 0.782609 0.800000 23.000000 

Bottle 0.904762 0.826087 0.863636 23.000000 

Chair 0.760000 0.826087 0.791667 23.000000 

Table 0.869565 0.869565 0.869565 23.000000 

accuracy 0.943478 0.943478 0.943478 0.943478 

macro avg 0.845502 0.843478 0.843697 115.000000 

weighted avg 0.845502 0.843478 0.843697 115.000000 

4 Conclusion 

After observing the Evaluation metrices values of both the models, it can be 
concluded that the overall accuracy of conventional MobileNet model on custom 
dataset is 61.7% (see Table 1), whereas the accuracy of MobileNet model with 
Vision Transformer reaches 94.3% (see Table 2) for the same custom dataset. Thus 
making MobileNet ViT a suitable model for object detection for mobile robot appli-
cations. A conventional MobileNet used for object detection becomes a deep network 
with multiple layers, making it more complex and time consuming. Adding a layer of 
Vision Transformer in the MobileNet algorithm, gives a vast difference in the network



Accuracy in Object Detection by Using Deep Learning Method 55

output. The vision transformer which is based on the concept of self-attention, outper-
forms existing transformer models while being faster than most competitive CNNs 
like MobileNet, shown by extensive experiments on object detection in Laboratory. 

The use of Vision Transformer to counter convolutional network helped the 
network use “self- attention” to focus on key object segments in the image, reduce 
computationally intensive operations, and provide better results as the positional 
deployment helped the network learn about the various image segments and the 
relevance of their position, which was not possible in convolutional network. The 
transformer network also has a better operational capability than the conventional 
model. A conventional MobileNet used for object detection becomes a deep network 
with multiple layers, making it more complex and time consuming. Adding a layer of 
Vision Transformer in the MobileNet algorithm, gives a vast difference in the network 
output. The vision transformer which is based on the concept of self-attention, outper-
forms existing transformer models while being faster than most competitive CNNs 
like MobileNet, shown by extensive experiments on object detection in Laboratory. 
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Metrological Controls and Performance 
Studies on a Liquefied Natural Gas 
Dispenser 

K. Suresh, K. G. Jayesh, and G. Sundaravadivel 

Abstract The requirement of metrological controls and performance tests stems 
from either the intended or potential use of measuring instruments in activities 
where the quality of measurement is of public concern. Such uses may be identified 
as the measurement of quantities related to specified classes of objects, commodi-
ties, phenomena, materials, or conditions. Performances of Liquefied Natural Gas 
Dispensers are critical because of their potential use in commerce, especially where 
custody transfer is involved. At an auto LNG dispensing station, LNG is stored 
and dispensed as automotive fuel to motor vehicles. Billing is done based on the 
quantity measured by the dispenser. Any potential error in measurement will lead 
to losses to the public. Tests were conducted as per general guidelines of OIML 
R117 (OIML R 117-1:2019 (E), Dynamic measuring systems for liquids other than 
water, 2019), Dynamic measuring systems for liquids other than water. This paper 
focuses on the model approval studies, metrological controls and performance tests 
on a LNG dispenser along with discussions and interpretations of results (OIML 
R 117-1:2019 (E), Dynamic measuring systems for liquids other than water, 2019; 
ISO/IEC 17,025, General requirements for the competence of testing and calibration 
laboratories, 2017; ISO/TS 21,748, Guide to the use of repeatability, reproducibility, 
and trueness estimates in measurement uncertainty estimation; Certificate number 
FCRI/WFL/T/2021/75 issued by Fluid Control Research Institute). 

Keywords LNG dispenser · OIMLR117 ·Model approval ·Metrological controls 

1 Introduction 

Fuel dispensers are devices for supplying and quantifying LNG directly to vehicles 
that use LNG for fuel instead of petrol or diesel. As a standard, a flow meter is used 
to confirm the accurate transfer of LNG. To ensure that the liquid is cold enough 
to be delivered, the dispensers use a recirculation circuit that is linked to the flow
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meter. The circuit closes once the flow meter is cooled sufficiently, beginning the 
delivery of LNG. As the receiving vehicles need to vent the excess vapor from their 
supply tank, a vapor return line connecting to the LNG dispenser is used. In the LNG 
dispenser configuration, the vapor return will be measured to correct the total LNG 
measurement for this amount. 

Liquefied natural gas (LNG) is natural gas that has been cooled to a liquid state, 
at about −162° Fahrenheit, for shipping and storage. The volume of natural gas in 
its liquid state is about 600 times smaller than its volume in its gaseous state. 

According to the policy of the Ministry of Petroleum and Natural Gas, the share of 
natural gas in the Indian economy is estimated to increase from the current 6.3 to 15% 
by 2030. In order to facilitate that, the policy proposes setting up of LNG terminals 
of 100 MMTPA capacity by 2030, and regasification capacity of 100 MMTPA by 
2040, allowing free marketing and sale of LNG. 

With the government’s plan of setting up more than 1,000 LNG stations across 
the country, LNG as a transport fuel would not only reduce air and noise pollution 
levels but also have a greater commercial advantage in comparison to the prices of 
other petroleum products like diesel and petrol. 

The decision for governments to recognize LNG measuring systems is made 
easier by the fact that detailed guidance exists in the International Organization of 
Legal Metrology OIML R 117-2019 [1] for LNG measurements. Section 5.11 of 
OIML R 117-1 2019 [1] outlines the requirements to follow for both industrial LNG 
transactions and those with fuel dispensers. 

LNG dispensers play a significant role in measuring the use of sustainable and 
environment-friendly LNG for motor vehicle transportation. Model approval of LNG 
dispensers is mandatory because of their potential use in commerce, especially where 
custody transfer is involved. 

During the model approval program, the metrological and technical characteristics 
of the model are studied after taking into account the possible incidence of influence 
factors and their effect on metrological and technical characteristics. The general 
behavior of the model, that is to say, its robustness, reliability, and susceptibility to 
fraudulent use are studied. 

2 Methodology 

The design and operation of an LNG measuring system shall ensure that the product 
in the liquid flow meter remains in a liquid state during the measurement. LNG 
delivery systems shall indicate the quantity delivered in terms of mass. Supplemental 
information may include energy unit quantity. LNG fuel dispensers for direct selling 
to the public shall have a minimum measured quantity not exceeding 20 kg. The 
minimum height for the figures of the resettable quantity indicator is 10 mm. The 
minimum height for the unit price is 4 mm [1]. 

When only one nozzle can be used during delivery, and after the nozzle has been 
replaced, the next delivery shall be inhibited until the corresponding indicating device
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has been reset to zero. When two or more nozzles can be used simultaneously or 
alternately, and after the utilized nozzles have been replaced, the next delivery shall 
be inhibited until the indicating device has been reset to zero. Moreover, by design, 
the provisions in measuring systems intended to deliver liquids, no means shall be 
provided by which any measured liquid can be diverted downstream of the meter. 
However, two or more delivery outlets may be permanently installed and operated 
simultaneously or alternately provided so that any diversion of flow to other than the 
intended receiving receptacle(s) cannot be readily accomplished [1]. 

When the flow is not interrupted during the failure of the principal power supply 
device, the measuring system shall be provided with a means to safeguard all 
measuring functions during that failure. When the flow is interrupted during the 
failure of the principal power supply device, data contained at the moment of the 
failure shall be saved and shall be available for (on-demand) display on an indicating 
device subject to legal metrology control during a period of at least 15 min, to permit 
the conclusion of the current transaction. 

In addition, electronic fuel dispensers shall be designed such that an interrupted 
delivery cannot be continued after the power supply has been re-established if the 
power failure has lasted more than 15 s. 

For LNG fuel dispensers, the quantity-indicating device and its printing device, 
if provided, shall comply with the zero-setting device for the quantity-indicating 
device. A quantity-indicating device may be provided with an ancillary device for 
setting the indication to zero either by manual operation or by means of an automatic 
system. Once the zeroing operation has begun, it shall be impossible for the quantity-
indicating device to show a result different from that of the measurement which has 
just been made, until the zeroing operation has been completed. Indicating devices on 
fuel dispensers and electronic measuring systems shall not be capable of being reset to 
zero during measurement. On analog indicating devices, the residual indication after 
return to zero shall not be more than half the minimum specified quantity deviation. 
On digital indicating devices, the quantity indication after return to zero shall be zero 
without any ambiguity [1]. 

When it is necessary to cool the delivery path of the LNG prior to making a 
delivery (to prevent vaporization of the liquid), the measuring system may include 
a circuit, downstream of the meter, to allow for the recirculation of the product. 
Such circuits shall be equipped with a suitable means to indicate when there is a 
product flowing through the circuit. If the flow is detected in this circuit before or 
during delivery, the delivery shall not be started or shall be terminated. If the piping/ 
hose downstream of the meter of an LNG system is not designed to remain filled 
between transactions, the system shall employ a means to automatically account for 
the quantity of product required to fill the piping/hose downstream of the meter prior 
to starting a transaction. 

The calculator that indicates the total mass of the transaction may reset to a 
negative value (buyer credit) compensating for the mass of LNG that is missing from 
the hose during normal transaction conditions, prior to commencing the transaction, 
reset to zero before the transaction commences, but after the hose has been filled, 
or suppress the advancement of the indication until the piping/hose is charged and
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start the transaction at zero at that time. The manufacturer shall specify the operating 
conditions required for the correction device to ensure the stated accuracy. A suitable 
correction device can be a flow meter in the vapor return line. There shall not be an 
ability to flow liquid between the delivery tank and the receiving tank through the 
vapor return line. If it is possible for liquid to enter the gas return line, provisions 
shall be made to detect this and stop the transaction. 

For LNG fuel dispensers, any connection between the vapor space of the storage 
tank and that of the receiving tank is prohibited during the transaction unless the 
system is equipped with a vapor return correction device [1]. 

Testing of the LNG Dispenser was carried out in two stages. As part of initial 
verification, certification of the dispenser was carried out with a water medium which 
differs from the liquid the dispenser is intended to measure; comparative tests with 
these two liquids shall also be carried out to determine the maximum permissible 
errors on this verification [1, 7]. 

Whatever the number and location of the stages and whatever are the tests, it 
must be possible to conclude that the measuring system, installed at the site of use, 
fulfills all applicable requirements under rated operating conditions. The Auto LNG 
Dispenser was tested at cryogenic conditions with liquid nitrogen as a flow medium 
at the site [1, 7]. 

3 About Flow Laboratory 

The flow Laboratory at FCRI, established in 1989, has been providing technical 
consultancy, research, training, testing, calibration, and flow measurement for clients 
across the globe. Activities of the water flow laboratory are calibration and testing of 
flow products including flow meters, valves, water meters, pumps, and firefighting 
equipments. Static gravimetric method as per ISO 4185 [3] is adopted here for the 
measurement of flow rate (Fig. 1). 

Fig. 1 Schematic of test setup of the dispenser at the laboratory
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The dispenser to be tested was installed in the standard test line of the Water Flow 
Laboratory. The required flow was provided using pumps. The “Standing start and 
stop” method was employed for the test. Universal Counter was used to determine 
the time of collection of water. The upstream pressure of the dispenser was measured 
using a precision pressure gauge and the density of the working fluid was determined 
using an online density meter. 

The line was flooded and entrapped air cleared using circuit air bleeds. Direct 
pumping was employed to obtain higher flow rates. The flow rate was adjusted using 
the downstream control valve. When flow conditions had stabilized, the actual flow 
rate was determined by collecting water for a measured time interval in the weighing 
system. 

The time of collection was determined by a high-precision counter, which was 
triggered by a photo switch-timer blade arrangement attached to the diverter. The 
collection time, differential pressure, line temperature and line pressure also were 
recorded. The actual flow rate, actual mass, and % of error were then computed as 
given in the sample calculation. This procedure was repeated for the other flow rates 
covering the entire flow range. A set of five readings were taken at each flow rate for 
repeatability estimation (Fig. 2). 

Fig. 2 Dispenser under test 
at the laboratory
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4 Tests Conducted on the Dispenser 

4.1 Test to Check the Functioning of the Flow Meter 
and to Make Initial Adjustments 

Initially, the dispenser was assembled to the test line and the air vented from the test 
lines and the dispenser. The flow was started through the dispenser at a medium flow 
rate and a higher flow rate to check whether the dispenser is functioning smoothly. 

4.2 Accuracy Test Before Endurance Test 

After sufficient warm-up, the accuracy of the dispenser was determined at six different 
flow rates which are distributed over the measuring range at regular intervals. 

% Accuracy in mass = (Mi − Ma) × 100 
Ma 

where “Mi” is the indicated mass by the dispenser and, “Ma” actual mass measured by 
the gravimetric system. At each flow rate, the accuracy in indicated mass was deter-
mined at least three times independently. The repeatability was checked at different 
flow rates within the flow range specified. The minimum flow rate at which the accu-
racy test was conducted was 19 lpm and the maximum was 190 lpm, covering the 
span of the dispenser. 

4.3 Durability Tests 

A durability test was carried out at above 80% of the maximum flow rate (Qmax = 
190 lpm) of the dispenser. Here the continuous flow is given through the dispenser 
to check the wear and tear of the flow meter and any drift occurring during the run. 
During the endurance tests, accuracy is also determined periodically to check at what 
point the equipment failed. 

4.4 Accuracy Test After Durability Test 

As per OIML R117 [1], an accuracy test should succeed the durability testing. The 
deviations between the errors determined before and after the durability test shall 
remain within the limits specified as in OIML R 117—i.e. 1.5% of the measured
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quantity, without any adjustment or correction. The Repeatability of the mass flow 
meter shall be within 1% of the measured quantity. 

4.5 Minimum Measured Quantity Test 

A Minimum Measured Quantity deviation test was conducted to determine the abso-
lute value of the maximum permissible error for the minimum measured quantity. In 
measuring systems intended for delivery operations, this smallest quantity is referred 
to as the minimum delivery; in those intended for receiving operations, it is referred to 
as the minimum receipt. The accuracy test was conducted by collecting the minimum 
measured quantity specified by the manufacturer (20 kg). 

4.6 Flow Disturbance Test 

A flow disturbance test was conducted to determine the effect of abrupt pressure 
variations on the accuracy of the dispenser. The interruption test was performed 
three times at the maximum flow rate. The test volume shall be at least the volume 
delivered in one minute at Qmax. Using the nozzle valve, the liquid flow was started 
and stopped abruptly five times during the same measurement. These stops were 
made at various intervals. 

4.7 Verification of Dispenser at Manufacturers Site 

The dispenser was verified at the manufacturer’s premises using Liquid Nitrogen as 
a flow medium. The verification was conducted using the gravimetric method. Here 
LNG is pumped through the dispenser and collected in a closed fuel tank placed 
above a weigh scale. The initial mass of the empty fuel tank was recorded and after 
the run, the final mass was noted. The difference in mass gives the actual LNG passed 
through the dispenser. The accuracy is calculated by comparing the indicated mass 
by the dispenser to the actual mass collected in the weighing system (Fig. 3).

5 Results and Discussion 

LNG dispensers are equipped with Coriolis mass flow meters which measure mass 
flow rate. Since the cost of fuel is expressed per unit mass, the use of a Coriolis meter 
eliminates the need to determine the LNG density in the calculation. This avoids the 
uncertainty associated with density measurement (Fig. 4).
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Fig. 3 Test at site with liquid nitrogen

Fig. 4 Dispenser under test with liquid nitrogen 

Accuracy and repeatability were verified before and after the durability test. A 
durability test was conducted on the dispenser for a cumulative time period of hundred 
hours at a flow rate between 145 and 155 lpm. The accuracy obtained was within the 
specified limits of ±0.15% [1, 5–7] of the rate as claimed by the manufacturer. The
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repeatability obtained was better than 0.05%, which is within the limits specified in 
OIML R 117. The stable performance of the meter, and the accuracy and repeata-
bility of the measurements, are evidence of the general suitability of mass flow meter 
technology for cryogenic applications. Although the LN2 measurements were less 
accurate than with water, the flow meter meets the requirements of OIML recommen-
dations. Flow meter manufacturers provided technical data in product specification 
sheets specifying the zero stability and mass or volume flow measurement accuracy. 
For the flow rates considered in this paper, the accuracy of flow meters stated is typi-
cally at around 0.15% and repeatability better than 0.05%. These values are typically 
stated for ambient water flow conditions. In addition, temperature and pressure sensi-
tivities on the measurement accuracy are also specified. The dispenser was tested at 
liquid nitrogen without changing any parameters in the flow meters. Manufacturers 
recommend mitigating the temperature and pressure effects on measurement uncer-
tainty by zeroing in the process at cryogenic conditions. The accuracy obtained during 
the test in liquid nitrogen was 0.8% [7]. The results indicate that the calibration results 
are within the manufacturer’s specifications as given by product data sheets and user 
manuals. Proper zeroing in cryogenic conditions will be challenging even if care-
fully following the manufacturer’s instructions and as one depends on the insulation 
capability of a cryogenic installation. The results have indicated that a calibration 
taken at room temperature with water, with some loss of accuracy, be transferred to 
liquid nitrogen at cryogenic conditions. The cryogenic tests were conducted using 
liquid nitrogen at a temperature around −193 °C and LNG operating temperatures 
are around −160 °C. It would therefore seem reasonable to assume that the liquid 
nitrogen calibration can be transferred to LNG [2]. The similar properties of LN2 and 
LNG mean that an LN2 calibration shall be transferable to LNG. However, precau-
tions should be taken for the sub-cooling and insulation required to avoid bubble 
nucleation due to heat leakage to the flowing stream. 
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Intermediate Checks: Ensure Confidence 
in Validity of Measurement Results 

K. Arulselvi and S. M. Saraswathi 

Abstract According to the definition, calibration refers to the procedures with 
which comparison is carried out between the results of a measuring instrument or 
a measuring system and the corresponding values in the measurement standard. It 
includes evaluation of measurement uncertainty and providing measurement trace-
ability to SI units. Calibration is carried out in a periodic time cycle referred as 
a calibration interval, which is expected to ensure the reliability of the equipment 
performance. In order to confirm the equipment performance and maintain confi-
dence in the measurement carried out, intermediate checks in between calibrations 
shall be performed as per documented procedure. Intermediate checks are the best 
monitoring system in between the calibration interval for identifying any drift or 
change in the performance of the equipment. The ISO/IEC 17,025:2017 (1) standard 
requirement is that ‘when intermediate checks are necessary to maintain confidence 
in the performance of the equipment these checks shall be carried out’ and ‘when’ 
mentioned in the requirement is the selection of periodicity for performing interme-
diate checks based on the significance of applications. Discovering an equipment 
which is out of calibration (beyond tolerance limits) has a high potential value which 
would result in reducing the risks like financial risk, consumer risk etc. The sooner 
the equipment is identified as out of tolerance, the lesser the risks associated with the 
measurements. The purpose of this paper is to provide the details about the impor-
tance of the intermediate checks, plan and perform intermediate checks, analyze 
the results and maintain the records. It is hoped that the intermediate checks on 
measuring and test equipment will be given more importance and carried out for the 
equipment which requires calibration to minimize the risks involved in performing 
measurements.
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1 Introduction 

Periodic calibrations are performed on measuring and Test Equipment for the purpose 
of evaluation of measurement uncertainty and to provide metrological traceability to 
SI units. The purpose is to control the measurement errors and uncertainties to accept-
able levels, defined by the tolerance limits of parameters under calibration as per the 
manufacturer’s specification. A calibration is valid only at the time of implementa-
tion and immediately after calibration the status is affected due to the reasons like 
extreme temperature conditions, high operating hours (continuous operation), dirt 
and moisture conditions and any vibration during transportation etc. and hence the 
confidence of the user would be decreased. The continuous and frequent monitoring 
of the equipment performance may provide or enhance the confidence of the user of 
the equipment. The periodicity of these checks may vary depending on the purpose, 
applications and parameters included in the equipment or standard. For some applica-
tions, this may be daily or before use every time. An intermediate check is a periodic 
quality check performed to maintain confidence in the calibration status in between 
calibrations. These checks are one of the calibration quality control activity that is 
implemented internally and the data shall be recorded and results of intermediate 
checks are analysed using the laboratory statistical techniques documented in the 
procedure. This process can easily identify the errors or any significant drift in the 
performance of the measuring and test equipment. The importance of intermediate 
checks and the procedure to implement the intermediate checks are discussed in this 
paper. 

2 Purpose 

2.1 Why to Perform Intermediate Checks

. Necessary to maintain confidence in the performance of the measuring and test 
equipment in between calibrations.

. To monitor the validity of measurement results, if the results are within the 
acceptable limits or if any significant drift occurred.

. To ensure the equipment performance is as required by the user for its fitness for 
purpose.

. To minimize or eliminate the risks which would lead to false accept or false reject 
in the manufacturing field due to inaccurate (wrong) measurements.

. Intermediate checks are required by the International Standard ISO/IEC 
17025:2017 (1) under the clauses 6.4.2, 6.4.10 & 7.7.1. Clause 6.4.10 states that 
when intermediate checks are necessary to maintain confidence in the performance 
of the equipment, these checks shall be carried out according to a procedure.
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2.2 When to Perform Intermediate Checks

. If intermediate check plan is available for each equipment and standard, the same 
shall be followed (The intermediate check plan shall be modified every year 
based on the results of the previous intermediate check and performance for each 
equipment, by monitoring the trends of the deviations).

. If any failures during measurement or any significant deviations are observed in 
the performance of the equipment, unplanned intermediate checks shall be carried 
out and the results shall be analysed and recorded based on which the frequency 
of checks shall be altered.

. When the results are suspected and if they deviate more than usual, and when they 
are not caused by the work or device under calibration, intermediate checks shall 
be carried out. 

3 Procedure 

3.1 Equipment Record/Equipment History 

The user of the equipment or the laboratory personnel is responsible for the correct-
ness and condition of the equipment. In order to confirm the proper conditions of 
the laboratory equipment, equipment records shall be maintained by the user of the 
equipment with the details of calibration plan, maintenance plan and intermediate 
plan for every year. The calibration record or history shall consist of an unbroken 
sequence of calibration results with respect to parameters calibrated, tolerances used, 
procedure followed, standards used for calibration and the results for the same shall 
be recorded. The equipment record shall be prepared and maintained according to 
the accepted norms considering the manufacturer’s instructions and also the stan-
dard ISO/IEC 17025:2017 (1) requirements by the trained and authorized laboratory 
personnel. For all the parameters in the equipment, traceability details shall be avail-
able to the national or international standards. The calibration agency shall not be 
changed often in order to maintain traceability as far as possible because to have 
control over the performance of the equipment and to maintain consistency in the 
values of uncertainty in measurement. The drift for the value of the parameter has 
to be calculated after every calibration from the calibration certificate and also the 
intermediate check results also to be compared with the results given in the calibra-
tion certificate. The trend in the deviation of values from the calibration certificates 
with the intermediate check values shall be analysed and recorded.
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3.2 Steps Involved in Performing Intermediate Checks

. Establish a process to check the performance of the equipment and standards 
which includes the intermediate check plan at regular intervals and results of the 
same.

. Select the parameters, range and points for the equipment under intermediate 
check which are required for effective performance of the equipment and have a 
major impact on the measurements.

. Based on the parameters and range select the equipment or standard to be used 
for comparison or check. The equipment used for check shall be better than or 
equal to the tolerance limits of the equipment which requires intermediate check 
(at least with equal or better resolution and with better accuracy). If the checks 
are performed with lower accuracy standards, the expected result or purpose will 
not be achieved.

. Define the acceptance criteria for evaluation of the results which would confirm 
the status of the performance of the equipment. The acceptance criteria shall be 
decided and/or approved by the authorized person in the management system.

. Use control charts for each parameter of the equipment to verify and monitor the 
measurement results. This will identify the changes in the results and the drift rate 
of the parameters which will be useful for further process of intermediate checks.

. If the changes observed are found to be out of the limits set by the acceptance 
levels, take appropriate actions to control or minimize the impact on the quality 
of measurements or validity of calibration. 

3.3 Case Study 

An example of typical behavior of a DMM, 6½ Digits taken from the results of the 
calibration certificate are given in the table for AC and DC voltage of 0.9 V in 1.0V 
range when calibrated using Multifunction calibrator. The difference in the values 
varies in both + and − sides and the trend of error would not increase or decrease in 
any direction. It shows the inherent behavior of the instrument and hence continuous 
monitoring is required for any type of equipment used for measurement (Figs. 1, 2 
and Tables 1 and 2). 

(1) DC Voltage Range: 1 V 

Calibration Point: 0.9 V 
Initial measurement: 0.899992 V

(B) AC Voltage Range: 1 V 

Calibration Point: 0.9 V @ 50 Hz 
Initial measurement: 0.899616 V @ 50 Hz
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Fig. 1 Voltage deviation chart 

Table 1 DC voltage 
variation Time in year Observed value (V) Deviation in µV 

2016 0.899987 −5.0 

2017 0.899995 3.0 

2018 0.899994 2.0 

2020 0.89999 −2.0 

2022 0.899992 0.0

The behavior of the measuring equipment and standard is unpredictable and the 
results are uncontrolled. Monitoring the performance in between calibration would 
help the user to have more confidence and any changes in the performance would be 
identified at the early stage and necessary action could be taken appropriately.

Fig. 2 Voltage deviation chart
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Table 2 AC voltage variation 
Time in year Observed value (V) Deviation in µV 

2016 0.899648 32.2 

2017 0.899413 −203.0 

2018 0.899651 35.0 

2020 0.899771 155.0 

2022 0.899658 42.0

4 Results 

The intermediate check plan and the completion records including analysis of the 
intermediate checks shall be kept along with the equipment record or history. This 
will help in finalizing the calibration periodicity and provide confidence to the user 
about the performance of the equipment. 

5 Conclusion 

All measurements are critical and severity varies based on their applications. Any 
manufacturing plant needs to be absolutely confident that the products produced 
by them are working within the tolerance limit for a specified period of time. If the 
items are in doubt or with out of tolerance limits, the consequences can be disastrous, 
and the risks involved are unidentifiable. Hence any manufacturing plant or service 
organization like calibration and test laboratories shall have a maintenance plan 
and quality check activity which include intermediate checks on the equipment and 
standard used for measurement activity. The results of the intermediate checks can 
be used as a tool or evidence for confirming the calibration intervals and if required to 
adjust the calibration periodicity. Being the requirement of the international standard 
ISO/IEC 17025: 2017, the intermediate checks shall be carried out not only for the 
benefit of the organization in the area of technical and quality management but also 
enhances economical benefits [1–5]. 
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Abstract The most prevalent malignancy nowadays in women is breast cancer. 
Breast cancer risk factors include changes in lifestyle, hormonal changes, genetic 
mutations, radiation therapy, and alcohol consumption. Ultrasound is the predom-
inantly used mode of examination due to its portability, low cost, and lack of 
ionising radiation. Despite these benefits, the quality of ultrasound images can 
be lowered by the presence of speckle noise and low contrast. With the advance-
ment of computer technology, medical image processing techniques, and artificial 
intelligence-based algorithms, numerous opportunities for the research community 
to investigate the potential of computer-aided diagnosis (CAD) for the classification 
of breast abnormalities using ultrasound images have arisen. Tissue-specific features 
must be computed during medical image characterisation; e.g., when analysing breast 
abnormalities, the texture, as well as the shape of the tumour region, are consid-
ered important for diagnostic purposes. As a result, the current study compared the 
performance of texture, shape, and combined feature vectors on a total of 110 breast 
ultrasound images collected from a scan centre in Patiala. The results of the exper-
iments show that the PCA-SVM classifier achieves an overall accuracy of 93.9% 
using feature vectors containing texture features (computed using 2D Gabor wavelet 
transform) combined with shape features. Radiologists can use the proposed CAD 
system to verify their diagnosis in the course of their regular medical procedures. 
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1 Introduction 

Cancer occurs when cellular changes in the body result in the uncontrolled growth 
of cells, thus forming tissue masses called tumours [1]. These tumours can either 
be cancerous (malignant) or non-cancerous (benign). The benign tumour cells grow 
more slowly, do not invade other bodily regions, and are more differentiable. Other 
healthy body tissues may become infected by the cancerous tumour cells. Through 
the lymph system or bloodstream, these cells often travel to other parts of the body 
resulting in the formation of new tumours. This process is known as metastasis [1]. 
Breast cancer develops in the breast cells beginning either in the breast lobules or the 
ducts. It has become a notable health concern nowadays as it is being majorly diag-
nosed in women all over the world [2]. World Health Organisation (WHO) reports that 
approximately 2.3 million women worldwide will be diagnosed with breast cancer 
by 2020 [3]. Annually, at least one lakh new cases of breast cancer are reported 
by the Indian Council of Medical Research (ICMR). For women in the U.S.A, it 
was estimated that in the year 2019, a total of 268,600 new cases of breast cancer 
would be diagnosed [4]. These facts are alarming and indicate that breast cancer is 
prevalent not only in India but also globally. In the year 2017, India had the highest 
mortality rate for breast cancer globally. Even though high mortality rates have been 
associated with breast cancer, significant improvement in the possibility of surviving 
can be witnessed if detection is made at the onset of the disease [5–7]. For diag-
nosing breast diseases, various methods of imaging like mammography, ultrasound 
(US), digital breast tomosynthesis (DBT), computed tomography (CT), magnetic 
resonance imaging (MRI), etc. have popularly been used, however, CT, MRI, DBT 
are costly modalities and in case of CT and DBT, the patients are exposed to ionising 
radiations therefore, to cater to the need of general population in India, mammog-
raphy and ultrasound are commonly used as screening tools [6–11]. Mammography 
is however not suitable for patients like pregnant women due to the use of ionising 
radiations and also sometimes false-negatives are obtained with mammography due 
to the effect of high breast density in younger women. The advantages of ultrasound 
over other modalities are (a) absence of ionising radiations, (b) low cost, (c) non-
invasive nature, (d) ease of availability, and (e) ability to differentiate between cystic 
and solid tumours [11]. Due to speckle noise, the resolution of the ultrasound image 
is affected resulting in difficulty in the detection of small lesions thus making the 
interpretation difficult [12]. As technology, image processing techniques, and arti-
ficial intelligence algorithms have become increasingly advanced, researchers have 
been able to explore the potential of computer-aided diagnosis (CAD) to classify 
breast abnormalities based on medical scans. The tissue-specific features need to 
be computed during the characterisation of medical images, e.g. for the analysis of 
breast abnormalities, the shape and texture information of the tumour is considered 
important hence, the CAD systems should be designed based on both texture and 
morphological features exhibited by the tumours [13–26]. 

Daoud et al. [13] utilised an SVM-based decision fusion method to classify breast 
tumours, reporting an accuracy of 98.2%. An analysis of 110 images was conducted
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to determine texture and shape features. The morphological characteristics were 
calculated utilising the whole tumour, whereas the grey level co-occurrence matrix 
(GLCM)-based texture features were computed using several non-overlapping ROIs. 
The minimal-redundancy-maximal relevance (mRMR) and backward selection tech-
niques were then used on each feature set. The study used individual textural and 
morphological criteria to categorise the tumours, and the final tumour class was 
decided using decision fusion. 

Moon et al. [24] used 249 ultrasound images of malignant tumours for classifying 
them into metastatic and non-metastatic cancer. The images were first pre-processed 
using a sigmoid filter and gradient magnitude filter. Using a level set approach of 
segmentation, the tumour patches were recovered from the filtered images. Using 
the patches, textural and morphological characteristics were taken from the tumour 
photocomputeds. Backward feature selection was used to create an ideal feature set, 
which was then given to the logistic regression (LR) classifier, which reported an 
accuracy of 75.1%. 

A collection of 2050 breast ultrasound images were utilised by Gomez-Flores 
et al. [25] to differentiate between benign and malignant tumours. Using multiple-
resolution images acquired by the Ranklet transform, the authors calculated auto-
mutual information-based texture characteristics. The SVM classifier received the 
generated feature set after that and reported an area under the curve (AUC) value of 
0.82. 

167 breast ultrasound images were utilised by Bhusri et al. [26] in their study to 
categorise breast lesions as benign or malignant using a combination of several texture 
and shape characteristics computed using ROIs derived from the images. Texture 
features have been calculated by using different statistical techniques. According 
to the results, the authors’ method of combining morphological information with 
first-order statistics (FOS) using an SVM classifier yielded the maximum accuracy 
of 89.6%. 

Using a combination set of texture and shape characteristics, Liao et al. [17] classi-
fied breast tumours from 321 ultrasound images. Although the morphological charac-
teristics were calculated using sonographic data, the texture features were computed 
using spatial grey level dependency (SGLD) matrices. The merged feature set was 
fed to several classifiers, including SVM, ANN, and k-nearest neighbour (kNN), and 
the authors reported a maximum accuracy of 86.92% using SVM classifier. 

The purpose of the current work is to evaluate the effectiveness of several feature 
vectors for categorising breast tumours based on findings from earlier studies. 

2 Materials and Methods 

In the current study, a series of experiments have been performed for classifying breast 
tumours using different feature vectors containing texture, shape, and a combination 
of these features. In Fig. 1, the design process for the proposed CAD system is 
depicted.
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Fig. 1 The design process for the proposed CAD system stem 

2.1 Dataset Description 

The ultrasound images in this study’s experimental analysis were gathered from 
Patiala’s Modern Laboratory and Scan Center between December 2016 and 
September 2018. For inclusion, the images have been selected in collaboration with 
the participating radiologist based upon the following criterion, (i) Out of the multiple 
images of the same tumour, only one has been included. (ii) The size of the tumour 
region should be at least 800 pixels for computing reliable statistics. (iii) The images 
should not contain any artifacts. (iv) The images having annotations to point out 
certain features have not been included. The final dataset has a total of 110 images 
comprising 60 benign and 50 malignant cases.
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2.2 Segmentation 

The active contour method and its variants have been a popular choice for segmenting 
breast ultrasound images [15, 18, 27–30]. In the current work, breast tumours were 
segmented using the Chan and Vese active contour approach [31]. This method was 
typically used to segment objects that did not have well-defined boundaries and for 
which the classical active contour model was not applicable. This model is based on 
level sets that evolve iteratively to minimise an energy function. The model begins 
with an initial contour that evolves according to the level set method and stops 
on the desired boundaries of the foreground region. The user-provided parameters 
are (i) the initial level set function (mask) which represents the initial contour that 
evolves towards desired boundaries of the foreground and (ii) the length parameter 
that represents the number of iterations which are different for all images depending 
on the size of the tumour to be detected. The algorithm’s stopping condition is 
to maximise the overlap between the contours marked by the radiologist and the 
segmented tumour contour. 

2.3 Feature Extraction 

In CAD systems, the feature extraction stage makes use of the visual data that has been 
captured in an image and transforms it into what is known as features or attributes. 
These attributes include either morphological information, such as shape or colour 
information, or intensity distribution information, such as texture features. Radiol-
ogists use the shape and texture information present in the image to characterise 
tumours in breast tissue ultrasound imaging. [13, 32–36]. 

Texture Features. The distribution of grey levels in an image is quantified using 
texture information. The methods for computing texture characteristics can be 
broadly divided into three categories: (i) statistical methods, (ii) methods based on 
spatial filtering, and (iii) methods based on transform decomposition. 

By translating the image under study into the frequency domain, the transform 
domain methods are utilised to capture the texture information at various scales 
and orientations. In the present work, a transform domain-based method namely 2D 
Gabor wavelet transform (2D-GWT) has been used. Several Gabor functions, which 
are created by performing a sequence of dilation and shifting operations on the mother 
wavelet, are used to process the images. As a result, a collection of frequency- and 
orientation-selective filters is obtained and utilised to process the images [37, 38]. 
In the present work, 3 scales (0, 1, 2) and seven orientations (22.5o, 45o, 67.5o, 90o, 
112.5o, 135o, and 157.5o) have been used to create a group of 21 filters that are then 
convolved with the segmented tumour images to produce 21 feature images for each 
segmented tumour image. Two texture descriptors, mean and standard deviation, have 
been computed from the resulting feature images, yielding a total of 42 Gabor-based 
features.
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Shape Features. It has been well established that shape and margin informa-
tion is prominent for the differentiation of breast tumours [39]. While malignant 
tumours have an ill-defined margin, benign tumours have a smooth and well-defined 
margin. Accordingly, different shape features namely area, perimeter, equivalent 
diameter, convex area, length of the major and minor axis, Euler number, solidity, 
and circularity [15], etc. have been computed in the present work. 

2.4 Feature Space Dimensionality Reduction 

Some of the features in the computed feature set might be correlated with one another 
and ineffective for identifying benign and malignant tumours [15]. In the present 
work, principal component analysis (PCA) has been used to reduce the dimension-
ality of the input feature space thus finding the optimal principal components (PCs) 
useful for classification tasks [15, 40–42]. 

2.5 Classification 

The SVM is a kernel-based classifier used popularly for tasks involving the classi-
fication of medical images [13, 15, 17, 25, 26, 43–49]. A hyper-plane is employed 
in this classifier to divide the instances into distinct classes in the feature space. The 
hyper-plane is chosen in a way that maximises the distance between the two classes. 
The SVM classifier is a popular choice because it can handle linear data as well as 
non-linearly distributed data. The problems having a non-linear distribution of data 
are handled by mapping the non-linear data into linear data in a higher dimension-
ality space by making use of kernel functions. LibSVM library has been used for 
implementation in the current study, and the Gaussian radial basis function (GRBF) 
kernel is used for data mapping [50]. 

3 Results and Discussion 

Table 1 displays the findings of the experiments performed in the current study for 
categorising breast tumours.

As observed from the results shown in Table 1, using a mix of texture and shape 
features, the maximum accuracy is attained. It is also worth noting that in the case of 
all three feature sets, the same number of benign cases are being classified correctly 
however, the detection of malignant tumours starts to increase from texture to shape 
to combined feature set cases. These results are indicative of the fact that shape 
features combined with texture features are useful for clearly identifying malignant
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Table 1 The findings of the experiments performed in the current study for categorising breast 
tumours 

Feature set (No. of PCs) CM Accuracy (%) ICA_B (%) ICA_M (%) 

B M 

Texture features (6) B 17 1 75.7 94.4 53.3 

M 7 8 

Shape features (5) B 17 1 84.8 94.4 73.3 

M 4 11 

Texture + shape features 
(11) 

B 17 1 93.9 94.4 93.3 

M 1 14 

Note PCs: Principal components, B: Benign class, M: Malignant class, CM: Confusion matrix, 
ICA: Individual class accuracy

tumours. The combined feature set achieves an overall accuracy of 93.9% for differ-
entiating between benign and malignant tumours with only 2 testing instances being 
misclassified. 

4 Conclusion 

The visual analysis of ultrasound scans is very subjective, which has led to a rise in 
the use of CAD system designs for categorising breast ultrasound images during the 
past few decades. The authors of the current study use ultrasound images obtained 
with the assistance of radiologists at a nearby scan centre in Patiala to try to create 
a computer-aided design (CAD) system for differentiating between breast tumours. 
The experiments have been conducted on the segmented tumour images extracted 
using Chan-Vese active contour segmentation algorithm. The texture and morpholog-
ical feature sets were then tested individually and in a combined fashion using SVM 
classifier. The findings show that combining textural and morphological features 
yields the best classification accuracy, thus indicating the usefulness of both texture 
and shape information of tumours in differentiating between breast tumour types. 
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Investigations on Sound Absorption 
Properties of Perforated Designed Panels 
for the Selective Frequency Absorption 
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Abstract Due to rapid industrialization and urbanization, noise pollution emerges 
as one of the serious threats to human beings. Noise is countered by sound-absorbing 
materials in the buildings and other places. In this study sound absorption properties 
of pinewood-based high-density fiberboard (HDF) perforated ceiling panels have 
been investigated. Perforated panels have been selected because they can counter the 
noise in specific low frequency ranges. The panels of different specific drilled hole 
sizes and perforation ratios have been studied to see the influence of these parameters 
on sound absorption characteristics. Further, an attempt has been done to enhance 
the sound absorption bandwidth by inserting a porous material behind the perforated 
panels. The experiments for the measurement of sound absorption coefficients (alpha) 
have been done by the Reverberation Chamber method as per ISO 8285-1987. The 
main aim of this study is to optimize different parameters and design a structure for 
the ceiling panel that can provide an efficient, economical noise reduction solution 
for confidential speech privacy by reducing echoes and long reverberation inside 
rooms. 
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Reverberation chamber

K. Meena · G. Moona · M. Singh 
CSIR-National Physical Laboratory, Dr K. S. Krishnan Marg, New Delhi 110012, India 
e-mail: moonag@nplindia.org 

K. Meena · K. Soni · G. Moona · M. Singh 
Academy of Scientific and Innovative Research (AcSIR), Ghaziabad 201002, India 

K. Soni (B) 
CSIR-Advanced Materials and Processes Research Institute (AMPRI), Bhopal 462026, India 
e-mail: soniks@ampri.res.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Yadav et al. (eds.), Recent Advances in Metrology, Lecture Notes 
in Mechanical Engineering, https://doi.org/10.1007/978-981-99-4594-8_9 

85

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-4594-8_9&domain=pdf
mailto:moonag@nplindia.org
mailto:soniks@ampri.res.in
https://doi.org/10.1007/978-981-99-4594-8_9


86 K. Meena et al.

1 Introduction 

A noisy environment negatively impacts human life as well as other species by inter-
fering in different ways such as disturbing normal sleeping time irritates. Moreover, 
continuous regular exposure to high-intensity sound can cause some serious prob-
lems such as hearing impairment, hypertension, and ischemic heart disease [1]. The 
living spaces such as building nearby to heavily trafficked roads are highly prone to 
noise pollution from vehicles. Noise in hospitals is also a big worry as it disturbs 
the sleeping and rest time of patients and can become the cause of their (inpatient 
and working staff) high-stress levels; can further create a possibility of medical error 
[2–4]. Therefore, noise is a big threat and it must be controlled to enhance the quality 
and working efficiency of daily routine life. 

The application of sound-absorbing materials is one of the widely accepted tech-
niques used to reduce noise in living spaces by reducing echoes and reverberations; 
thus creating an acoustically pleasing environment. Hence, acoustical treatment of 
living spaces is a useful tool to create a healthy and peaceful working environment 
inside the home/office that enhances productivity. Further due to rising environ-
mental awareness, it is important to produce eco-friendly and cost-effective sound-
absorbing material [5, 6]. Porous materials, resonant absorbers, and perforated panels 
are the main types of sound-absorbing materials that are familiar and used for acous-
tical treatment. Porous absorbing materials are efficient at mid to higher frequencies 
while resonator and perforated panels absorb sound in the lower frequency but with 
limited bandwidth. The resonating panels that contain tiny holes are referred to 
as perforated absorbers. They could tune the resonance frequency to a particular 
need in room acoustics for reducing the reverberation time in a particular frequency 
range [7]. They are widely used in the interior of buildings e.g. ceilings and roofs. 
The research work on perforated panels for acoustic purposes begin in 1947 when a 
scientist named Bolt suggested that perforated plates can be used for sound-absorbing 
purposes. The structure of these panels (plates) can be considered (or is a type of) 
as multiple parallel compositions of Helmholtz resonators [8]. Researchers investi-
gated these types of panels and found that the major factors that influence acoustic 
properties are panel thickness, aperture size, perforated rate, and pore depth, of these 
perforated panels [9, 10]. The experimental study [11] about the wooden decorative 
perforated panels revealed that the sound absorption properties could be improved 
when a suitable perforated panel cavity depth was used, up to a certain extent. In 
another study, Hou et al. [12] discussed various factors linked to the wooden perfo-
rated panel which influences the sound absorption properties. Maa carried out more 
research work on perforated and porous materials [13] especially focused on the 
micro-perforated panels, and revealed that when holes are drilled with smaller diam-
eters sound absorption increases. Further, scientists had approached the prediction 
of the sound absorption coefficient of acoustically designed perforated panels with a 
porous layer backing [14]. Perforated panels provide selective absorption features by 
optimizing different parameters [9]. Generally, panel absorbers are manufactured by 
utilizing non-porous materials such as plasterboards, metallic sheets, and aluminum.
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Fig. 1 The perforated panels with different specific hole diameters a d = 2 mm and  P  = 2.2% b d 
= 6 mm and  P  = 4.4% c d = 9 mm and  P  = 6% 

Therefore, rationally selecting parameters can effectively improve the sound 
absorption coefficients of wooden perforated panels if they are optimized in a better 
way [15]. However, a lot of early research work focused on the sound absorption 
properties investigation of metal-based or gypsum perforated panels mainly [16], 
and the systematic studies on wooden-based perforated panels have not been inves-
tigated yet to the best of our knowledge. In this study, pinewood-based MDF was 
used due to the sustainability, biodegradability and eco-friendly nature of wood. The 
influence of two structural parameters aperture size, and perforation ratio studied. 
The influence of the back air cavity and porous backing below the wooden perfo-
rated panels have been investigated experimentally. The influence on the resonance 
frequency and bandwidth was analyzed based on the experimental results. 

2 Materials and Methods 

2.1 Testing Materials/Test Samples Specifications 

Different pinewood-based panels of fixed thickness and density have been selected for 
the acoustic properties investigations. Testing specimens were cut out and processed 
into three different perforation ratios of 2.2, 4.4, and 20% with circular holes having 
diameters of 3 mm, 6 mm and 9 mm. The panels has been shown in Fig. 1, while 
thickness and density were fixed at 16 mm and 700 kg/m3. The drilled holes were in 
circular patterns as per the design considerations [17]. These manufactured perforated 
panels are investigated in the reverberation chamber method for acoustical analysis 
and all materials were provided by Anutone Acoustics Limited, Bengaluru (Table 1).

2.2 Method and Measurements 

The sound absorption properties are usually expressed by the term “sound absorp-
tion coefficient” also denoted by alpha which is the ratio of reflected and incident
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Table 1 Description of the test samples 

Sample no Hole diameter (mm) Hole pattern Perforation ratio (%) 

1 3 Circular 2.20 

2 6 Circular 4.40 

3 9 Circular 6

wave intensities and “noise reduction coefficient” (NRC) which is the average of 
alpha values at four different frequencies. In this reported work sound absorption 
coefficient measurement has been done by the Reverberation Chamber method as 
per ISO standards. In this method a white noise signal has been generated in the 
chamber then decay of sound has been obtained with and without sample. For the 
calculation of SAC and NRC; the reverberation time with and without samples that 
are Rt0 and Rt are required, apart from these chambers volume and sample testing 
area are also required parameters. A more detailed theory of the experiment and alpha 
measurement has been given in our previous work [18]. The sample manufactured 
from pinewood were tested in different conditions: firstly, attached to a rigid wall, 
secondly at a certain layer of air below the samples and thirdly after placing a porous 
layer material below perforated samples. For each configuration sound absorption 
coefficient values were measured successively up to the frequency of 4 kHz. 

3 Results and Discussions 

3.1 Selection of Materials and Panel Designing Parameters 

The pinewood-based acoustic panels with multiple diameter holes and with different 
perforation rates were analyzed, from the acoustical point of view. However, aesthetic 
considerations of the panels have also been taken. The circular holes were designed 
within the panel for acoustic purposes and also perforation rates are limited up to a 
maximum of 5% because of the mechanical strength of the panels. The drilled holes 
of 3 mm, 6 mm, and 9 mm diameters and the perforation rates of the panels set up at 
2.2, 4.4 and 5% were selected for the acoustical analysis. Greater diameter holes are 
generally not liked by architectural designers unless it becomes an element of the 
interior design, thus maximum hole diameter was selected at 9 mm, also too fewer 
diameters are difficult to obtain. However, medium diameter holes are acceptable, if 
covered with acoustically transparent fabric [19]. The less visible perforations were 
obtained with dense perforations and smaller diameter circular holes, this further 
helps to make the panel more monolithic. The thickness of the typically perforated 
panels ranges between 5 to 15 mm; in this study thickness of all panels was selected 
at 16 mm due to acoustical and mechanical reasons. The enhanced sound absorption 
performance can be obtained by the procedure of combining the membrane or panel 
absorber with porous materials and so this is even worth considering. Therefore, the
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next approach in this section is the selection of a porous material layer for the back of 
the perforated panel. All the panels have been tested inside a reverberation chamber 
at the back air cavity of 300 mm. 

3.2 Sound Absorption Process in Perforated Panel Absorbers 

The wooden perforated panel and back air cavity space both combined work like 
a Helmholtz resonator [20–22]. This system has two communicating volumes one 
is called the neck and the other is a cavity, which is equivalent to a mass-spring 
mechanical system where the neck behave like a mass and the air space behaves like 
a spring (Fig. 2). 

The sound absorption phenomena of the perforated panels can be understood by 
the Helmholtz principle, where the tiny holes in the panel represent the neck of 
the resonator, while the space in between the wall and panel constitutes a cavity as 
shown in the figure. When sound waves strike the panel, the air inside the neck i.e. 
the mass is forced back into the air cavity. As a result, the air inside the cavity is 
forced to be compressed and like a spring it reacts by expanding and causing the 
incoming air to push out. Thus air is driven outside with a certain velocity, this goes 
a little beyond the neck. Hence, the air inside the cavity becomes rarefied and recalls 
inside other air restarting the cycle. This mass-spring action can significantly absorb 
a good amount of acoustic energy, which is changed into the air swing. It is pointed 
out that this phenomenon happens particularly in a specific frequency range that is 
resonance frequency, at which the maximal sound absorption occurred. Therefore, 
the sound absorption properties of such a system are influenced by the neck and 
cavities volumes. The Changes in volumes of these two (neck and cavity) determine 
amounts of absorption and the frequency around which maximum sound absorption 
occurs i.e. absorption peak could be adjusted.

Fig. 2 Longitudinal section 
of a Helmholtz resonator 
(left) and a system made of 
perforated panel and wall 
(right) 

Panel-wall system 

Holes in 

Air cavity 

wall 

Neck 

Helmholtz resonator
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Fig. 3 Influence of hole size on sound absorption of wood panels 

3.3 Influence of Hole Diameter 

The designed wood-based panels with perforation meet the general sound absorption 
characteristics, and the maxima of absorption peaks mainly occurred in the low to 
mid-frequency range [23, 24]. Figure 3, shows the absorption coefficient values 
obtained by the reverberation chamber method of the wooden perforated panels, 
having three different configurations that are hole diameters are 3 mm, 6 mm, and 
9 mm, while the thickness is 16 mm, the density of 700 kg/m3, perforation rates are 
2.2 remained constant. During this variation in circular holes’ diameter of panels, 
the perforations ratio was constant by reducing the number of holes. The resonance 
frequencies are 800 Hz, 500 Hz, and 400 Hz respectively for the different holes’ 
diameters of 3 mm, 6 mm and 9 mm. 

A point can be noted that as the hole size increases the resonance frequency is 
decreased (from 800 to 400 Hz), and the resonance absorption coefficient or maxima 
of absorption also decreases (from 0.46 to 0.39). Therefore, according to these results, 
the drilled hole size has a significant effect on the resonance absorption peak and 
resonance frequency of the perforated panels. 

3.4 Influence of Perforation Ratio 

Figure 4, shows the absorption behavior of three different perforation ratio wood 
panels, the perforation rates were at 2.2, 4.4, and 5% while thicknesses are 16 mm,
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density 700 kg/m3 and hole size 3 mm were fixed. Remember, this time perforation 
ratio is varied and in the previous case, hole diameters were varied. This variation 
in perforation ratios was obtained by increasing the number of holes and reducing 
the separation distance between the adjacent holes. The resonance frequencies of 
the perforated panels are 400, 500, and 630 Hz, for the panel perforation ratio of 
2.2%, 4.4% and 5% respectively. The curve obtained for these panels shows that the 
sound absorption coefficient peak values decreased from 0.52 to 0.44 and 0.37. This 
point can be noted that the perforation rate has a significant role in the resonance 
absorption peak of the perforated plates and the size of the resonant frequency. The 
acoustic resistance is inversely proportional to the perforation rate. According to 
the perforated plate resonance frequencies formula [25], when other parameters (the 
rear pore depth, pore diameter, and thickness) are constant, the perforation rate is 
proportional to the resonance frequencies of the perforated panels. 

When the perforated rate is increased from 2.2% to 5%, the resonance absorption 
frequency increases from 400 to 630 Hz, and the resonant frequency moves in the 
direction of a higher frequency but simultaneously a decrease has also been noted in 
maximum absorption peak value. When the aperture size of the circular holes was 
fixed at a constant value, an increment in the perforation rate leads to a decrease in 
the hole spacing and an increase in the number of holes on the specimens of the same 
area.

Fig. 4 Influence of perforation ratio on sound absorption of wood panels 
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3.5 Influence of Porous Material Backing 

The sound absorption performance of the perforated panel majorly depends upon the 
design and type of layout of the perforations, which can be considered as a group of 
multiple parallel Helmholtz resonators. When the frequency of the incident sound 
wave towards the panel is similar to its resonance frequency, the air within and nearby 
the small perforations generates intense vibrations and reduces a significant amount 
of sound wave energy by frictional forces in the backed porous layer behind the 
perforated panels. 

The porous recycled fiber-based polyester nonwoven wool was inserted below the 
perforated panel. These type of textile nonwoven structures are used as infilling mate-
rials due to their lightweight and provides acoustic comfort due to fiber interlocking 
as these fibers act as a frictional element. This insertion of porous material behind 
the sample results in enhanced and widened absorption results, as shown in Fig. 5. 
This might be due to the increased resistance provided to the approaching sound 
wave towards the installed panel inside the reverberation chamber by the porous 
layer. This new combination of both perforated panels and porous layer has wide 
bandwidth absorption properties compared to the without gluing perforated panels 
[26]. As the porous material is already a good absorber at higher frequencies, the 
addition of porous material with a perforated panel increases the resultant resistance 
[27]. 

Fig. 5 Wooden perforated panel sample 1, sample 2, and sample 3 backed with polyester fiber-based 
nonwoven wool (porous material)
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4 Conclusions 

The designed wooden perforated panels have been studied for sound absorption 
properties experimentally by the reverberation chamber method and the influence of 
different parameters has been covered in the study. The following conclusion can be 
drawn from this study: 

(1) When hole size is reduced to a lower diameter then the absorption coefficient 
peak value increases and the resonance frequency moves towards the lower 
frequency side, but the sound absorption bandwidth becomes narrower. It has 
to be noted that all other parameters remain constant. 

(2) The increment in the perforation rate causes the absorption peak value to 
decrease, the location of the resonance frequency to move towards the direction 
of a higher frequency, and the sound absorption bandwidth to become wider to 
some extent 

(3) Insertion of the recycled polyester fiber-based nonwoven porous layer behind 
the panels widened absorption bandwidth. 

Therefore, this study revealed the practicability of wooden perforated panels and 
promotion of their use instead of gypsum panels due to their eco-friendly nature. 
This study will be useful for the engineers in the designing of auditoriums, recording 
rooms, theatres, studios, hospitals, offices, classes rooms etc. Thus a perforated 
designing structure of a perforated panel required optimized or preferred condi-
tions of perforation rate, backing porous material etc. Further studies can be done to 
investigate the influence of air space between perforated facing and backing porous 
material. 
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Parametric Study of Factors Affecting 
Sound Absorption Characteristics 
of Acoustical Materials 

N. Garg and C. Gautam 

Abstract The paper reports the parametric sensitivity of the factors affecting the 
sound absorption characteristics of the acoustical materials tested in the reverber-
ation chambers. The various factors affecting the sound absorption characteristics 
such as air-gap, thickness, bulk density, porosity, tortuosity and air flow resistivity 
have been discussed based on the previous studies. The study also reports some of 
the recently developed acoustical sound absorbing materials having higher sound 
absorption characteristics for noise control applications. 

Keywords Sound absorption · Sound absorption coefficient · Acoustical materials 

1 Introduction 

The sound absorption coefficient of a material is defined as the fraction of the incident 
sound energy absorbed by it. It depends upon the nature of the material, frequency 
of the sound waves and the angle at which the sound waves strike the surface of 
the material and is measured at frequencies of 100–5000 Hz. There are numerous 
sound absorbing materials that can be used for acoustical treatment of buildings, 
dwellings, offices, theatres, halls and auditoriums. The choice of a suitable absorbent 
material depends, however, upon the requirements of the low or middle frequency 
acoustical treatment, durability, maintainability and availability of the material. The 
majority of the sound absorbing materials are either fibrous or porous in nature, 
Fibrous materials are in the form of boards or tiles while porous materials are in the 
form of tiles, blankets and resin-bonded slabs. Acoustic tiles are available in various 
textures and resin-bonded mineral or glass wool is available in the form of semi-rigid 
slabs, mats, etc. The cavity of Helmholtz resonators is also typical sound absorber 
used in auditoria or noisy rooms in a narrow region of the low frequency band. The 
use of wedge-shaped fibrous materials is extensively used for constructing anechoic 
chambers [1]. There had been numerous studies in the past on reverberation chambers
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method and sound impedance tube method that had analyzed the parametric analysis 
of the factors affecting the sound absorption characteristics of the various acoustical 
materials. However, the reverberation chamber method has proved to be the best 
method having lesser uncertainty and employing a larger specimen size for evaluating 
the random incidence sound absorption coefficient. A proper understanding of the 
factors affecting sound absorption characteristics and mounting considerations shall 
be indispensable in the design and development of better acoustical materials for 
noise control. 

2 Mounting Considerations 

The mountings test specimens during sound absorption tests as recommended by 
ASTM E795-16 standard as follows [2]:

. Type A Mounting-Test specimen laid directly against the test surface

. Type B Mounting-Test specimen cemented to gypsum board and laid directly 
against the test surface

. Type C Mounting-Test specimen comprising sound absorptive material behind a 
perforated, expanded, open facing or other porous material

. Type D Mounting-Test specimen mounted on wood furring stripes

. Type E Mounting-Test specimen mounted with an air space behind it

. Type F Mounting-Test specimen mounted with an air space behind it

. Type G Mounting-Test specimen is a drapery, window shade, or blind hung parallel 
to the test surface

. Type H Mounting-Test specimen is a drapery suspended away from any vertical 
surface Type I Mounting-The specimen is a spray- or trowel-applied material on 
an acoustically hard substrate

. Type J Mounting-The specimen is a sound absorbing unit or set of sound absorbing 
units

. Type K Mounting-Test specimen is an office screen

. Type L Mounting-This mounting is for use with concrete blocks or block-like 
specimen that are normally assembled using mortar

. Type M Mounting-Test specimen is theatre seats 

Type C, D, E, and G Mountings are further designated by a numerical suffix 
which indicates the distance (in millimeters from the specimen to the test surface 
rounded to the nearest integral multiple of 5 mm. For example, a Type E-400 
mounting is a plenum mounting in which the face of the test specimen is 400 mm 
away from the test surface. In case of G mounting, the test specimen shall be drapery, 
window shade, or window blind hung parallel to the test surface. The suffix of the 
mounting designation shall be the distance from the test surface to the centreline 
of the hangers rounded to the nearest integral multiple of 5 mm. The preferred 
distance between the centreline of the hangers and the test surface is 75 mm. In 
the case of Type J Mounting, the test specimen shall be a sound absorbing unit or
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set of sound absorbing units that are directly attached to or hanging from a ceiling, 
wall or other room surface. If the units are suspended flat panels (baffles), and an 
installation pattern is not specified, it is recommended that the following panel size 
and arrangement be tested. The total absorptive area (all exposed surfaces) of the 
sound absorbing units shall be at least 10 m2. The distance between any sound 
absorbing unit and any reflective surface (other than the test surface), rotating vane 
or diffuser panel shall be consistent with the requirements of Test Method C423. The 
measured sound absorption is in square meters per unit or Sabins per unit [2]. The 
analysis of the observations made for different mounting considerations is shown 
in Figs. 1 and 2. The following observations associated with various mounting 
considerations as presented by Sharma and Singal [1] are as follows [1]: 

. With increasing thickness, the absorption coefficient of porous soft materials at 
any frequency increases and for a slab of thickness 100 mm of mineral wool, the 
absorption coefficient attains a maximum value at 500 Hz which is maintained 
more or less uniformly at higher frequencies also.

Fig. 1 Sound absorption characteristics of absorptive material in ASTM mountings A and D [1]
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Fig. 2 Sound absorption characteristics of absorptive material in ASTM mountings C, D and E [1]

. With air-gap between the porous absorption material and the solid wall backing, 
the absorbing material and the solid wall backing, the absorption coefficient 
becomes more or less uniform in the mid frequency range 500–2000 Hz.

. The addition of the air-gap between the paneled absorbing material and the solid 
wall increases the maximum absorption coefficient while the increase in the open 
area in this situation not only shifts the resonance frequency but for a certain 
percentage of the open area (perforated 30%), absorption coefficient becomes 
uniformly high over a wider frequency range [1]. 

3 Edge Effect in Sound Absorption 

The diffraction from the edges at low frequencies causes reflected waves to diffract 
that produces edge effect whereby more sound absorption occurs near the edges of 
an absorber than its centre. Thus, the wave diffraction at the edges of the specimen 
causes the sound absorption coefficient greater than unity. The amount by which the 
absorber’s effective area increases is proportional to the ratio of the perimeter of the 
edges to the area of the absorber. The effect increases with decreasing frequency, 
decreasing specimen size and increasing aspect ratio [3–5].
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4 Parametric Study 

The parametric sensitivity of the various factors affecting the sound absorption char-
acteristics of acoustical materials are enlisted in Table 1 based on exhaustive literature 
surveys of various previous studies carried out in this field [6–13]. It may be noted 
that several factors such as perforation of the material, air-gap behind the absorp-
tive material, thickness and density of the absorptive material, airflow resistivity 
etc. play a vital role in determining the sound absorption characteristics. The diffu-
sivity characteristics of the reverberation chamber are also an important aspect in the 
determination of the sound absorption characteristics.

Table 2 describes the details of some of the sandwich constructions tested and 
observed to show higher sound absorption characteristics in the entire measurement 
frequency range. The sandwich constructions in many cases show enhanced sound 
absorption coefficient as shown in Fig. 3.

5 Conclusions 

The paper reports the parametric sensitivity of the factors affecting the sound absorp-
tion characteristics of the acoustical materials while these are tested in the Reverber-
ation chambers. The various factors affecting the sound absorption characteristics 
such as air-gap, thickness, bulk density, porosity, tortuosity and air flow resistivity 
etc. have been highlighted in the study that has a significant role in determining 
the sound absorption characteristics in the entire measurement frequency range. The 
study shows the application of sandwich absorptive materials showing enhanced 
sound absorption characteristics that can be used widely for noise control applica-
tions. Future studies shall focus on the parametric sensitivity analysis of all the factors 
affecting the sound absorption characteristics using the analytical and experimental 
evaluation.



100 N. Garg and C. Gautam

Table 1 Effects of various parameters of acoustical materials on sound absorption characteristics 
[6–13] 

Parameter Basic definition Effect on sound absorption characteristics 

Bulk 
density 

Total mass of the porous material 
per unit volume 

• As the density increases, the sound 
absorption coefficient shifts to the higher 
frequency range 

• In case fibers are too densely packed, it 
reduces porosity that restricts sound waves 
to penetrate the absorber [6, 7] 

Thickness Thickness plays a pivotal role at 
lower frequencies 

• The thicker the absorber, the more the low 
frequency components can be absorbed 

• The peak absorption of an absorber is 
indicated by equivalent quarter 
wavelength. The material thickness should 
be a quarter of the wave length of the 
sound wave to be an effective absorber [6, 
7] 

Porosity Relative fraction, by volume of the 
air contained within a porous 
material 

• Value ranges between 0 and 1 for porous 
materials 

• Some studies reported that for natural 
fibers, the sound absorption coefficient 
increased as porosity is decreased [8] 

Airflow 
resistivity 

Resistivity of a material against 
airflow is a measure of sound to be 
dissipated inside sound absorbing 
material 

• Airflow resistivity has an inverse relation 
to air permeability 

• Moreover, as the airflow resistivity of the 
material increases, then it is difficult for 
sound waves to enter the material. Hence, 
sound absorption shows a significant 
decrease [9–11] 

Tortuosity It is a dimensionless structural 
parameter that shows the influence 
of the internal pore structure on the 
macroscopic velocity of fluid flow 
through a porous material 

• According to Mamtaz, the more tortuous 
the material, the greater the sound 
absorption [12] 

• Higher tortuosity implies the pores are 
very curly causing higher interaction 
between sound and fibers of materials 
resulting in higher dissipation [13] 

Air-gap Air-gap improves absorption at 
lower frequencies 

• Sound absorption shifts to the lower region 
by increasing the depth of back cavity [9]
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Table 2 Description of sound absorptive materials of higher sound absorption characteristics 

S1 Woodwool Fiber cement composite panel with rockwool padding of 50 mm, 48 kg/m3 

density 

S2 Perforated composite metal alloy sheet filled with 50 mm thick glasswool of 48 kg/m3 

density 

S3 12.5 mm thick gypsum board with a geometric array of 3 mm square perforations (total 9% 
perforation) and 50 mm thick rockwool (48 kg/m3 density) filled with 1.5 mm thick gypsum 
backing 

S4 Hexagonal Stretch Ceiling with 12 mm HDF boards, LED in between and 25 mm thick 
mineral wool HDF boards in between having 47 mm and 60.5 mm air-gaps maintained with 
0.17 mm HDF board and acoustic fabric 

Fig. 3 Sound absorption coefficient of various sandwich acoustical materials of higher sound 
absorption characteristics tested in Reverberation chambers
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Precise and Secure Time Dissemination 
Through White Rabbit Network Based 
Optical Fibre Link 

Neelam, M. P. Olaniya, Sumit Kushwah, and S. Panja 

Abstract Precise transfer of time and frequency signals is an indispensable activity 
in the field of time and frequency metrology. Accurate time is a critical requirement 
for various fields, e.g., navigation, telecommunication and finance sectors along with 
many technological applications and advanced scientific research. Satellite based 
time transfer methods fulfil the requirements of accurate time for most of these 
applications but vulnerability to jamming and spoofing of satellite signals are big 
concerns for many of the critical applications. Optical fibre-based time transfer tech-
niques provide excellent options for transferring precise and secure time over a 
distance of several hundreds of kilometers. The present work describes the establish-
ment of an optical fibre link at CSIR-National Physical Laboratory, India utilising 
White Rabbit Precision Time Protocol (WR-PTP) for precise and accurate transfer of 
time and frequency signals from a reference atomic clock. White Rabbit (WR) tech-
nique includes several advanced features, e.g., synchronous ethernet, precision time 
protocol, digital dual mixer time difference etc. for measuring as well as compen-
sating link delays very accurately and provides time synchronisation within sub-
nanosecond uncertainty. In order to enhance the accuracy and stability of the optical 
fibre link, a feedback loop has been utilised for estimating as well as compensating 
dynamic phase variation, which arises due to ambient temperature variation around 
the link. 
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1 Introduction 

Time or clock synchronisation is the only activity which solves the problem/ 
requirement of common notion of time for advanced scientific research and daily life 
applications such as navigation, banking, defense, power grid management, telecom-
munications, meteorology etc. The requirement of accurate time for the proper func-
tioning of different applications varies from milliseconds to picoseconds or better. 
Usually designated laboratories from different countries, e.g., NationalMeasurement 
Institutes (NMIs) are given responsibility to realise and maintain their local time very 
accurately and keep it traceable to the international reference time realised by Inter-
national Bureau of Weights and Measure (BIPM) through the weighted average of 
large numbers of atomic clocks (~500 atomic clocks). The reference time generated 
at BIPM is called Universal Coordinate Time (UTC) [1]. UTC is not a physical 
clock, but it is a ‘paper clock’ and the relative performances of each contributing 
clocks along with all other information are published through the weekly (UTC-
rapid) and monthly (Circular-T ) bulletin of BIPM. [2]. Along with maintenance of 
accurate time, NMIs have a responsibility to transfer time to different organisations 
or technological sectors for fulfilling their requirement with desired level of accuracy. 

CSIR-National Physical Laboratory (CSIR-NPL) is the NMI of India and realises 
local universal coordinated time. i.e., UTC (NPLI) with a timescale consisting of an 
ensemble of Cesium atomic clocks, Hydrogen Maser and other measuring devices. 
Indian Standard Time (IST) is realised by adding 5 h 30min  to  UTC (NPLI).  There are  
several research and development activities in progress for transferring accurate time 
or synchronising clocks for providing common reference time to different organisa-
tions or sectors across the country. Some of the most commonly used network-based 
time transfer methods are (i) Network time protocol (NTP) and (ii) Precision time 
protocol (PTP). However, for transferring time and frequency signal very accurately 
over very long distances, satellite-based time transfer methods, e.g., Common View 
and All in View Global Navigation Satellite System (CVGNSS and AVGNSS) or 
Two-way satellite time and frequency transfer (TWSTFT) are used [3]. Optical fibre-
based time transfer methods provide most secure options along with the highest level 
of accuracy in time transfer. The present article discusses about establishment and 
analysis of White RabbitPrecision Time Protocol (WRPTP) [4, 5] based optical fibre 
link for transferring time with sub-nanoseconds accuracy. White Rabbit (WR) time 
synchronisation technique is an ethernet based time transfer technique which uses 
optical fibres as a physical media for transferring time to remotely located clocks. 

It is very well known that the fundamental unit of a clock is an oscillator and 
a counter which counts the oscillations of that oscillator. In most cases, quartz 
crystal oscillators are used as a local oscillators in the clock. Some of the improved 
versions of quartz crystal oscillators are oven-controlled crystal oscillators (OCXO) 
and temperature-compensated crystal oscillators (TCXO). The resonance frequency 
of these crystals depends on its shape and size. Its frequency is sensitive to environ-
mental conditions like temperature, humidity, pressure and mechanical vibrations.
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White Rabbit devices also use the quartz oscillator as its internal oscillator for gener-
ating frequency signals. To increase the stability and accuracy of these internal local 
oscillators, it must be locked to some external reference clock having higher accuracy 
and stability e. g., Cs or Rb atomic clocks. WR devices can be locked to an external 
reference clock through 10 MHz and 1 PPS (one pulse per second) signals or can 
also be operated in the absence of any external reference clock signal, in that case, 
its oscillator run freely. The WR devices are called as ‘Grandmaster’ when they are 
driven by an external reference signal (10 MHz and 1 PPS) while they are called as 
‘Master’ when their oscillators run freely. In WR network, a hierarchy is followed in 
the Master-Slave sequence (Fig. 1). WR device act as master when it sends synchro-
nisation messages to the nodes that are lower in hierarchy and acts as slave when 
they receive synchronisation message from the nodes that are higher in the hierarchy. 
Grandmaster is acting as ‘Master’ in hierarchy for both nodes namely Node1 and 
Node2 in Fig. 1. While Node1, and Node2 are slaves for Grandmaster. Once, these 
nodes synchronise their time with reference clock with the help of Grandmaster, they 
can synchronise the nodes in lower hierarchy and act as master. Here (Fig. 1), Node2 
acts as a master for Node3. Same process continues, till all the nodes in the WR 
network, synchronise their time and frequency with reference atomic clock. 

To synchronise the frequency or achieve syntonisation of the internal oscillators 
of the Nodes in the WR network, synchronous ethernet (Sync-E) [6] technique is 
followed. Through this technique, clock signals are sent to slave node by encoding 
data from the master node. At slave node, with the help of clock-data recovery circuit, 
data is separated from the clock signal and phase locked loop (PLL) is used to lock 
the internal oscillator with the recovered clock signal. This process continued to

Fig. 1 Schematic diagram 
of White Rabbit-Network 
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achieve frequency synchronization in the whole WR-network. In this way, frequency 
is transferred and syntonisation is achieved. After frequency syntonisation, the next 
step comes to achieve time synchronization in the WR network. 

For achieving time synchronisation between the two clocks, the most fundamental 
requirement is to estimate the link delays and clock offset between them. WR tech-
nique follows two–way communication for estimating link delays and clock offsets. It 
implements wavelength division multiplexing (WDM) for transferring and receiving 
data through a single strand of optical fibres at different communication wavelength. 
So, asymmetry arises due to difference in length of optical fibres used separately 
for transmitting and receiving data during two–way communication can be avoided. 
The expanses of optical fibres also reduced by 50% by using WDM [7] technique. 
WR technique estimates the asymmetry in link delays arising due to the different 
communication wavelengths and considered this delay during time synchronisation 
process. 

This technique estimates link delay between the clocks in two steps: 

(1) Coarse link delay 
Coarse link delay is estimated by following well known standard protocol 

called precision time protocol (PTP). During this process, timestamps of trans-
mitting and receiving data at the Master and Slave port are exchanged between 
master and slave to find out one way link delay from master to slave and clock 
offset between them. But the limitation of PTP is that it cannot record timestamps 
with better than the resolution of 1 cycle, which is 8 nsec. The frequency of an 
oscillator is 125 MHz which is used to timestamp the events. To synchronise 
clocks with better than nanoseconds accuracy, fine link delay must be estimated. 

(2) Fine link delay 
Digital dual mixer time difference (DDMTD) [8] technique is used for 

measuring the phase offset between transmitted and recovered clock signals 
with sub-nanosecond uncertainty. During this process, firstly frequency of the 
transmitted and recovered clocks is down-converted by mixing the signal with a 
slightly lower frequency signal and filtering out the higher frequency component 
part. Since the frequency has been down-converted, the same phase difference 
in terms of time offset can be measured with better accuracy. In this way, a fine 
delay is estimated. 

After compensating the total link delay i.e., coarse, and fine delay together, 
time synchronisation with better than nsec accuracy is achieved within the WR 
network [9]. 

In our studies at CSIR-National Physical Laboratory (CSIR-NPL), we have used 
White Rabbit Lite Embedded Nodes (WRLEN) for establishing WR network based 
optical fibre link for transferring time with better than nsec accuracy. The impedi-
ments associated with WRLEN has been discussed briefly and after that solution of 
these problems have also been discussed.
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Impediments associated with WRLEN based optical fibre links

. When WRLEN is configured in Grand-Master mode, it locks its oscillator with a 
reference signal (10 MHz and 1 PPS). But, every time, when it is locked, it shows 
a different time offset between the reference clock and WRLEN 1 PPS signal in 
the range of a few nanoseconds. Once it locks, this time offset remains the same 
throughout its operation.

. WRLENs have been found temperature sensitive [10].

. The WRLENs fixed transmission, reception, and asymmetric delay need to be esti-
mated for transceivers operating at other than communication wavelength 1490/ 
1310 nm. At this communication wavelength, WRLENs phase compensation 
algorithm work properly. The variation in time offset measurement with temper-
ature variation around optical fibres by ~30OC was not noticeable for 10 km long 
optical fibres. But, when transceivers of other wavelength are used, the variation 
in time offset with temperature variation around optical fibres are considerable. 

To solve all the above-mentioned problems and transfer precise time with better 
than nanosecond accuracy, a feedback optical fibre along with a phase and frequency 
offset generator can be incorporated in the WR link to compensate for phase variations 
and also to improve the stability of the optical fibre link. 

2 Experimental Setup 

White Rabbit Lite Embedded Nodes (WRLEN, Seven Solutions) and pair of 30 km 
long single mode optical fibre spools have been utilised for establishing 30 km long 
time transfer link and the pictorial representation of the experimental setup has been 
shown in Fig.  2. Bidirectional small form factor pluggable transceivers operating at 
wavelength 1550/1310 nm have been used for transmitting and receiving data through 
the single strand of optical fibres. It is important to mention here that, the transmit-
ting wavelength, i.e., 1550 nm for this SFPis different from the default transmitting 
wavelength, i.e., 1490 nm for which TX, RX and alpha values have been set in White 
Rabbit nodes. WRLENs follow White Rabbit Precision Time Protocol (WRPTP) and 
use these parameters during the estimation and compensation of the phase variations 
that arise due to temperature variations around optical fibres. At 1550/1310 nm wave-
length, variation in time offset is noticeable with the temperature variation around 
optical fibres of length 30 km. Cs atomic clock(5071A, Hewlett Packard) is used 
for configuring WRLEN1 in Grandmaster mode by providing 10 MHz and 1 PPS 
signal through a high-resolution phase and frequency offset generator (HROG-10. 
Spectra-Dynamics). Time interval counters (TIC, 53230A, Keysight) have been used 
for measuring time offset between two clocks. A specially designed heating chamber 
has been utilised for varying the temperature around the optical fibres in a controlled 
manner.

To compensate for the phase variations that arise due to temperature variation 
around the optical fibres, and enhance the stability and accuracy of the optical fibre
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Fig. 2 Schematic diagram of the experimental setup for transferring precise time over 30 km long 
WR network based optical fibre link

link, TIC and HROG-10 have been interfaced and integrated with a graphical user 
interface (GUI). The algorithm has been developed to estimate phase variations 
that arises at remotely located clock (WRLEN2) from the time offset measure-
ment recorded through TIC-1 at central location between Cs atomic clock and 
WRLEN3. The estimated amount of phase variation is introduced utilising HROG-
10 to compensate phase variations arising at remotely located clock (WRLEN2) in 
real time. 

3 Results and Discussion 

This section presents the analysis of the time offset variation with the temperature 
variation around optical fibres (30 km) without introducing phase compensation and 
with introduction of phase compensation respectively. Firstly, time offset variation 
at remotely located clock WRLEN2 has been recorded without utilising feedback 
optical fibre loop and without introducing phase corrections. It has been observed 
that there is fixed time offset ~58.3 nsec between Cs atomic clock and WRLEN2 at 
room temperature (24OC), which arises during locking of WRLEN1 with Cs atomic 
clock. After that temperature around optical fibres has been varied by ~30 °C in 
steps of 15 °C. The variation in time offset was measured to be ~250 ps with the 
temperature variation around optical fibres by 30 °C (Fig. 3).

In order to minimise the phase variations arises due to temperature varia-
tions around the optical fibres, feedback optical fibre link between WRLEN2 and 
WRLEN3 has been utilised to measure the variations arising due to temperature 
variation. The measurement in time offset between Cs atomic clock and WRLEN3 
shows the twice phase variations value arises due to temperature variations at the
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Fig. 3 Time offset variation between Cs atomic clock and WRLEN2 with temperature variation 
around optical fibres (30 km)

remotely located clock. So, half of the value of total phase variation, measured at 
central location between Cs atomic clock and WRLEN3, is fed to the HROG-10 to 
compensate phase variations at remotely located clock WRLEN2. 

The time offset variations after introducing required phase corrections have been 
shown in Fig.  4. The peak-to-peak fluctuation in time offset between Cs atomic clock 
and WRLEN2 is within 150 ps.

We can see (Fig. 5) that nearly 200 ps phase variations have been compensated 
and the stability of the link has been enhanced.

Frequency and time stability of the established optical fibre link have been esti-
mated by calculating modified Allan deviation and Time deviation. The value of 
modified Allan deviation is reaching 1.22 e−15 at integration time of 16,384 s and 
the minimum value of time deviation is 2.34 ps at integration time of 32 s (Fig. 6).

4 Conclusions 

A 30 km long WR–PTP based optical fibre link has been established for transferring 
precise and secure time with better than nanoseconds accuracy. After introducing 
active phase compensation, the time synchronisation uncertainty remains within 
150 ps even under varying temperature conditions (~35 °C) and frequency stability 
of the time transfer link is reaching 10–15 within several hours of integration time.
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Fig. 4 Time offset variation under varying temperature conditions (by 35 °C around optical fibres), 
between Cs atomic clock and WRLEN2 after introducing phase corrections for 30 km long optical 
fibres

Fig. 5 Amount of phase corrections (in terms of Time offset) introduced for compensating phase 
variations arises at the remote location due to temperature variations around 30 km long optical 
fibres
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Fig. 6 Frequency and time stability of the 30 km long phase stabilised optical fibre-based time 
transfer link
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Variation of Atmospheric Boundary 
Layer Height and Application of Forward 
Selection Technique during Diwali 
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Abstract During the Diwali festival in the Delhi region, the Atmospheric Boundary 
Layer (ABL) height is examined in relation to pollution (caused by firecrackers) and 
climatic conditions. Air quality, ABL height, and Ventilation Coefficient (VC) have 
all been studied over the past four years as a result of firecracker use. By employing 
a forward selection technique, we have determined the most important factors that 
influence the ABL’s height. The primary goal of this study is to discover the air 
pollution parameter that has the greatest impact on the ABL height. SOund Detec-
tion And Ranging (SODAR) has become a key tool for the continuous monitoring of 
ABL height. On Diwali in 2014–2017, the daily average ABL height was 300, 660, 
308, and 263 m, respectively. These year’s heights were about 25, 15, and 6% lower 
than the comparable Pre-Diwali days in 2014, 2016, and 2017, respectively; never-
theless, they were 15% higher in 2015. Mean comparisons and correlations show 
that the burning of firecrackers on Diwali contributes significantly to the amount of 
particulate matter and gaseous pollutants in the atmosphere. Using a forward selec-
tion strategy to choose the most influential parameters, the strongest correlations 
between meteorological variables and pollution concentrations were found. Temper-
ature, relative humidity, wind speed, NO2, and SO2 input variables were selected 
based on their importance in 2014–2017 using a forward selection technique. 
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1 Introduction 

Diwali is the most important and big festival, celebrated all over India. During the 
festival, firecrackers create a lot of pollution in the environment resulting decrease in 
Atmospheric Boundary Layer (ABL) height and causing negative effects on human 
health [1–3]. Diwali is celebrated in the winter months of October/November with 
the bursting of firecrackers, it has created a health hazard for human beings [4]. 
Uses of bulk firecrackers emit a large number of pollutants into the atmosphere. 
The concentrations of SO2 and NO2, as well as particulate matter such as PM10 and 
PM2.5, have been found about 2–6 times higher during Diwali day and next to Diwali 
day, when compared with the respective concentration of normal day [5, 6]. 

Lead, magnesium, salt, nitrate and nitrite are some of the compounds included 
in firecrackers. These chemicals have an adverse influence on the environment and 
on human health. This high level of pollutants, which is 8–9 times higher than the 
statutory norm [7] lingers in the air for around 5–10 days after the event. It has 
been noted that the firing of firecrackers contributes to a significant level of NOx 

and SO2 emissions [5]. There has been a six-year reduction in life expectancy in 
Delhi owing to Delhi’s air pollution [8]. This is due to an increase in automobile, 
industrial, as well as firecrackers pollution. The number of respiratory illness cases 
and pollution-related morbidity and death has also increased [9]. Deaths in Delhi due 
to particulate matter rose by 2.25% between 1995 and 2015, according to a study 
by Maji et al. [10]. Seven places in Delhi, including the Council of Scientific and 
Industrial Research—National Physical Laboratory (CSIR-NPL) New Delhi, have 
been investigated by Kotnala et al. [11] during the Diwali season (for the year 2017). 
This has prompted us to investigate how short-term changes in air quality might have 
a negative influence on the environment (such as a maximum concentration of PM2.5 

903 g/m3 and a lowest concentration of 140 g/m3) during the event. 
The ABL height is an important parameter in weather and climate modelling. 

The ABL is the lowest part of the atmosphere extending from the ground level to a 
few hundred metres in the troposphere. The ABL height controls the vertical mixing, 
concentration, and transformation of the atmospheric pollutants and affects the gases 
in the lower atmosphere. Air quality measurements are directly related to the ABL 
and it is an important factor in the formation and dissipation of atmospheric pollutants 
[12–14]. There are several instruments for the measurement of the ABL height like 
Balloon, RASS, Radiosonde, LIDAR, etc. According to the working principle of 
the instruments, these are divided into two categories in-situ system and remote 
sensing system. In this study, the ABL height is measured with SOund Detection 
And Ranging (SODAR). It is a real-time remote sensing device used to measure 
the ABL height in real-time. SODAR is a significant instrument that shows how the 
atmosphere of the ABL is different [14–16]. 

Studies on air pollution have shown that there are direct correlations between the 
amount of air pollution and the height of the ABL [1, 17]. The ABL height measured 
by SODAR can be used as a diagnostic tool for managing air quality. For example, 
the SODAR structure at different levels of pollution, such as good air quality, bad air
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quality, or the worst air quality, can be used to find out which area has the best, worst, 
or most polluted air. The Ventilation Coefficient (VC) may also be used to determine 
how much pollution a certain region can take [18]. A SODAR technique has made a 
big difference in meteorology studies of air pollution, and the data is used in models 
to predict how pollution will spread [19]. Du et al. [1] found that PM2.5, PM1, and 
PM10 concentrations have a negative relationship with ABL Height. Mahalakshmi 
et al. [17] used ABL and wind speed in different seasons to calculate the VC and 
found that it plays a big part in how pollutants move around. Tang et al. [19] found 
that the ABL Height is the most important factor in how atmospheric particles move 
around. 

It is necessary to investigate and analyse the air quality and ABL height during the 
Diwali festival in Delhi and the North Capital Region (NCR) to understand how fire-
cracker activity affects these variables. Diwali celebration in Delhi is a unique oppor-
tunity to study the impact of a certain parameter on ABL Height. For the past four 
years, this study will provide useful information about the urban air quality in Delhi 
throughout the Diwali time (2014–2017). Particulate Matter (PM2.5), trace gases 
(NO2, SO2, and CO), and daily and temporal data on ABL height, wind speed, rela-
tive humidity, and temperature were all taken into account during the investigation, 
as were pre- and post-five-day periods under various pollution loading settings. 

2 Data Collection and Methodology 

2.1 Study Location and Its Meteorological Condition 

The study location of Delhi is at the intersection of 77.12° E longitude and 28.64° 
N latitude. As per the topography, Delhi is located on the western fringes of the 
Indo-Gangetic Plains. The climate of Delhi experiences extremes of weather due to 
its geological location [20]. Delhi is the capital of India and the big metropolitan city 
having a population around 27 million. The climate of Delhi has been influenced by 
land position, temperature variation from maximum 48 °C in summer to minimum 
5 °C in winter [2, 20]. 

2.2 Measurement of ABL, Meteorological Parameters, 
and Pollutants 

With a carrier frequency of 2.25 kHz, a vertical resolution of 20 m, and a vertical 
range of 40–3000 m, the Monostatic SODAR has been constantly operating for 5 
decades in Delhi [15, 16]. One sound cycle (T&R) is completed at every 6 s with 
100 ms pulse duration, electrical transmitting power up to 50 watts and acoustic 
power of 10 watts. The SODAR antenna is a parabolic dish 1.22 m in diameter and
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the beam width is 150. In SODAR highly directional short bursts of acoustic signals 
are transmitted into the atmosphere and these signals are reflected back due to inho-
mogeneity in the atmosphere [21, 22]. To estimate an online echogram representation 
of ABL dynamics based on these reflected signals, the SODAR antenna receives and 
processes them. The turbulence in the lower atmosphere is captured in the form of 
SODAR echograms. SODAR sensitivity becomes poor in the daytime as compared 
to the night time, due to prevailing ambient noise which decreases its probing range. 
For determining ABL during the daytime, when the plumes are not capped by a 
stable layer, it establishes the basis of a Holzworth model using radiosonde data for 
Delhi [22, 23]. The meteorological and concentrations of pollutants data are taken 
from the Central Pollution Control Board (CPCB) www.cpcb.nic.in. 

2.3 Ventilation Coefficient (VC) 

The VC is an atmospheric dispersion value which gives an indication of the air quality 
and pollution potential, i.e., the capability of the atmosphere to dilute and disperse the 
pollutants over a location [24]. It is calculated by the product of ABL height (mixing 
height) and the average wind speed. For better atmosphere quality, the value of VC 
is high i.e., the more efficiently the atmosphere is able to dispose of the pollutants 
[18, 25]. In contrast, the lower value of VCs leads to poor dispersal of pollutants 
causing stagnation and poor air quality leading to possible pollution-related hazards. 
A variation in the values of the ABL height and the average wind speed causes a 
change in the VC. VC is less than 6000 m2/s in the afternoon hours indicating high 
pollution potential whereas during morning hours ABL height is less than 500 m 
which indicates the criteria for the occurrence of high pollution potential [24]. The 
VC is then computed as: 

VC = [ABLHeight (M) ∗ MeanWindSpeed (M/s)] (1) 

3 Result and Discussion 

3.1 Variation of ABL with Meteorological Parameters 

The ABL is positively correlated with temperature and wind speed [14]. During the 
day, the height of the convective boundary layer rises and falls in response to changes 
in surface temperature caused by the warming of the ground by solar radiation. 
Atmospheric convection is controlled by variations in surface temperature, and this 
has a significant impact on ABL height. Relative humidity, on the other hand, has a 
negative impact on ABL height when the ABL height drops. As shown in Table 1, the

http://www.cpcb.nic.in
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Table 1 The daily average of meteorological parameters 

Year Day ABL (m) Temperature (0C) Wind speed (m/s) Relative humidity 
(%) 

2014 22-Oct-14 300 27.79 0.9 61.78 

23-Oct-14 297 28.09 0.74 61.37 

24-Oct-14 327 27.99 0.76 61.7 

2015 10-Nov-15 495 25.14 0.89 61.06 

11-Nov-15 660 24.98 1.06 43.49 

12-Nov-15 663 24.52 0.92 46.03 

2016 29-Oct-16 286 26.0 0.58 48.04 

30-Oct-16 307 25.45 0.68 62.56 

31-Oct-16 310 24.57 0.63 71.79 

2017 18-Oct-17 258 – 0.75 42.42 

19-Oct-17 263 16.06 0.53 46.36 

20-Oct-17 191 – 0.54 50.07 

daily averages of meteorological parameters with ABL observed during the Diwali 
Season can be seen. During the post-Diwali period in 2017, ABL levels were at 
their lowest (191 m on 20-Oct-17) and their highest mean values in 2015 (663 m on 
12-Nov-15). The motivation for the comparison of day before, after and Diwali day 
is to identify the contribution of crackers burning on air quality. 

In addition, existing industries, control plant utilisation of vast scale vehicular 
exercises and habitually tidy tempest essentially contributed to high air contamination 
[4, 9]. Air contamination has caused eye irritation, cough, headache and respiratory 
problem [10]. According to Table 1, the wind speed is greatest in the year 2015 and 
lowest in the year 2017. Low wind speed is connected with high pollution levels 
[12]. If the wind direction stays consistent, the region will continue to be exposed 
to elevated pollution levels throughout 2016. Pollutants disseminate across a vast 
region when the wind direction changes. Humidity also has a significant impact on 
ABL height [14]. The humidity level was greatest in 2016 and lowest in 2015. 

3.1.1 Determination of Pollution Loading Capacity of the Region 

Assimilative capacity of the atmosphere can be determined in terms of the VC. VC 
of the region can be estimated by using the ABL height and average wind speed. It 
is an indicator of the pollution loading capacity of the region. 

Figure 1 depicts the temporal variation in VC recorded during Diwali celebrations 
from 2014 to 2017. Figure 1 shows that the overall average value of VC is substantially 
lower than 6000 m2/s for each of the four years, indicating that there is a high 
possibility for contamination across the region [17]. From 2014 through 2017, the 
year with the highest VC value is 2015. This is due to the high prevailing winds and
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Fig. 1 VC during Diwali day 

rain that happened this year. In addition, VC produced the lowest level of value in 
2017. Sujatha et al. [24] stated that the dispersion of pollutants is dependent upon 
many meteorological parameters, the most significant being wind and ABL height 
that defines the volume of air through which the pollutant is mixed. Therefore, a 
higher value of VC is observed during the daytime and lowers in the night time, i.e. 
the pollution loading capacity of the atmosphere is good during daytime and poor in 
the night time. 

3.2 Variation of ABL with Pollutants 

To analyse the variation of ABL with the concentration of air pollutants during the 
Diwali festival period, the SODAR data for ABL and concentration of pollutants 
data was collected for the years 2014 (18–28 October), 2015 (6–16 November), 
2016 (25 October–4 November) and 2017 (14–24 October). Round-the-year SODAR 
measurements were carried out at the CSIR- NPL, NewDelhi. An hourly average of 
ABL during Diwali day is in Fig. 2.

Burning of sulphur nitrates, magnesium, aluminium, paper, and mass of other 
materials contained in firecrackers has produced air pollution during Diwali. The 
full composition and the relative concentration of the various gaseous vapours and 
particulate pollutants emitted are not known. However, sulphur oxide, nitrogen oxide, 
and particulate matter are of special interest, as they are known to be potentially 
injurious to the respiratory passages and other health effects [26]. The daily average 
of ABL height and concentrations of PM2.5, SO2, CO, and NO2 have been calculated
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Fig. 2 Hourly average of ABL during Diwali day

for Pre-Diwali Episodes (before five days of Diwali), Diwali day and Post-Diwali 
Episodes (After five days of Diwali) during the year 2014–2017. The maximum 
variation of ABL is observed during the year 2015 and minimum variation was 
observed during the year 2017. On Diwali 2017, daily average values of CO, NO2, 
and SO2 were recorded at 1330, 58.24 and 66 µg/m3 respectively, which have also 
been compared to other years and observed that CO has nearly 1.05, 1.94 and 0.73; 
NO2 nearly 1.09, 1.13 and 0.52; and SO2 nearly 1.43, 3.16 and 1.13 times higher in 
2014–2016 respectively. The concentration of PM2.5 was noted at 260 µg/m3, nearly 
above 2.55 from 2015 and 0.45 times below from 2016 respectively. Also, the same 
trend has been observed in the case of Pre-Diwali and Post-Diwali. 

Variety of pollutant concentration is not consistent during Diwali periods, its 
segment varieties demonstrate that these contaminations are influenced by the nearby 
source, as well as remote sources in different areas. It correlates the relationship 
between ABL structure and atmospheric pollutants concentration to facilitate the 
basis for studies to monitor and forecast urban atmospheric environment. The concen-
tration of pollutants has shown higher value during night time when ABL has rela-
tively low, while lower value during the daytime. The ABL has been affected by 
many factors such as temperature sensible and latent heat fluxes, wind speed and 
direction, cloud cover and relative humidity [12]. 

3.3 The Potential Impact of Firecracker on the Health System 

The main purpose of this section is to review current literature to attempt to identify 
the potential differential effect of the firecracker on the respiratory health of healthy
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as well as susceptible individuals. The environmental consequences of firecrackers 
are very serious, ranging from health hazards to human beings, birds and animals to 
serious accidents. Firecrackers in large amounts aggravate the level of air pollutants 
and cause significant short-term air quality degradation with a possible impact on 
human health [27]. The pollution induces disposed individuals to develop irritation 
and information of the respiratory tract and episodes of cough and wheezing [28]. 

Due to firecracker, respiratory health issues have increased, with a 30–40% 
increase in the cases of wheezing, exacerbation of bronchial asthma and bronchitis 
[29]. Also, firecrackers were found to decrease peak expiratory flow rate and increase 
daily symptom and medication use. Gupta et al. [30] reported the effects of air pollu-
tion on human health and practical measures for the prevention of Iron. Several 
types of diseases are associated with immune system dysfunction affected by poor 
air quality. There is a 100% rise in emergency department visits around Diwali owing 
to air pollution, according to publications [31]. A large increase in enrolment from 
both rural and urban areas was reported after Diwali. There is increasing recognition 
of the detrimental effect of urban air pollution as compared to rural air pollution on 
human health both in the long and short-term. Rizwan et al. [9], Maji et al. [10], 
Gouder and Montefort [28] initiated an observational study with the aim of finding 
out the impact of air pollution during Diwali festival in patients having respiratory 
illness. 

3.4 Forward Selection Method 

Sections 3.1 and 3.2 concludes that the ABL height is dependent on different param-
eters. Many authors [12, 14, 19] also mentioned the correlation between ABL height, 
meteorological parameters, and pollutants concentration. According to Stull [12], the 
diurnal cycle of temperature, humidity, pollutant concentrations, and winds is driven 
by ABL height physics and dynamics. In this section, the most dominant correla-
tion between ABL height and weather parameters; and pollutants concentration is 
determined using a Forward Selection (FS) method. 

This technique has been used effectively to create a variety of reliable prediction 
models [32, 33]. This method is based on a linear regression model. For a small 
number of sample covariates (N), a prediction model has been selected by which 
certain measures such as CVE (Cross Validation Error) and RMSE (Root Mean 
Square Error) are computed for given subgroups of predictors [34]. When N has 
very large, the computational content has been increased very rapidly. Therefore, to 
overcome this problem, one of the method is FS method, which is a well-defined step 
by step algorithm [35]. The following approach was used in this study to discover 
the optimum subsets for the relationship between ABL height and 7 input factors 
(meteorological and pollutants data). 

Step 1: Choose an independent and dependent variable and Make correlation with 
independent variable and dependent variable
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Step 2: Find the independent variable with the highest squared correlation with 
the dependent variable and arrange in decreasing order 

Step 3: Fit k−1 different regressions using each of the remaining variables 
separately 

Step 4: Record the incremental changes in R2 and Select the variable with the 
highest R2 meeting this criterion (R2 increment is <5%) 

Step 5: Stop when no variable satisfies this criterion. 
A linear model is developed using the best-correlated subset of inputs. The input 

candidates are implemented into the model one by one according to the algorithm 
(Sect. 2). For evaluation of modelling goodness, correlation coefficient (R2) is used. 
Finally, input variables with the most significant effect on output are selected and 
other variables are removed. Results of FS method are presented in Table 2 where 
5, 6, 3 and 5 inputs according to their importance are selected as input variables in 
the years 2017, 2016, 2015 and 2014 respectively. Considering the importance of 
daily ABL height in the atmosphere of Delhi, FS method improves the prediction 
capability of models. It reduces output error and calculation time due to fewer input 
variables.

Noori et al. [38] found that FS-based models were more accurate than gamma-
based models. The burning of firecrackers is the primary source of pollutants during 
the Diwali season, according to the significant increase in pollutants (CO, NO2, SO2, 
and PM2.5), while Table 2 makes it abundantly clear that the pollutants concentration 
and meteorological parameters are correlated with ABL height. Additionally, it has 
been noted that temperature is one of the most important variables influencing ABL 
height since it appears in every FS result year after year. Table 2a–d makes it clear 
that in 2017 (Temp, RH, CO, SO2, and WS) was the most dominant subset, in 2016 
(Temp, CO, RH, WS, SO2, and NO2) was the same, in 2015 (Temp, RH and NO2)was  
the same, and in 2014 was the same (Temp, RH, CO, NO2, and WS). An FS approach 
was used to identify the most affecting factors, and the most significant association 
between ABL height and meteorological parameters as well as pollutants concentra-
tion was found. Results of the FS method, using five input variables (temperature, 
relative humidity, wind speed, NO2, SO2) selected based on their significance in the 
years 2014–2017. 

4 Conclusion 

The biggest and most significant celebration is Diwali, which is observed across 
India. Fireworks are a major source of environmental pollution during celebrations, 
which lowers the height of the Atmospheric Boundary Layer (ABL) and harms



122 N. Kumar et al.

Table 2 Result of forward selection method 

2017 Sub-table—2(a) 

Temp 0.472 

Temp RH 0.494 

Temp RH CO 0.529 

Temp RH CO SO2 0.534 

Temp RH CO SO2 WS 0.561* 

Temp RH CO SO2 WS PM2.5 0.561 

Temp RH CO SO2 WS PM2.5 NO2 0.591 

2016 Sub-table—2(b) 

Temp 0.384 

Temp CO 0.448 

Temp CO RH 0.486 

Temp CO RH WS 0.517 

Temp CO RH WS SO2 0.561 

Temp CO RH WS SO2 NO2 0.576* 

Temp CO RH WS SO2 NO2 PM2.5 0.574 

2015 Sub-table—2(c) 

Temp 0.522 

Temp RH 0.528 

Temp RH NO2 0.653* 

Temp RH NO2 PM2.5 0.654 

Temp RH NO2 PM2.5 CO 0.652 

Temp RH NO2 PM2.5 CO WS 0.653 

Temp RH NO2 PM2.5 CO WS SO2 0.653 

2014 Sub-table—2(d) 

Temp 0.349 

Temp RH 0.35 

Temp RH CO 0.427 

Temp RH CO NO2 0.403 

Temp RH CO NO2 WS 0.464* 

Temp RH CO NO2 WS SO2 0.466 

*and _ denotes After this value, a variation of R2 is negligible change (<5%) and thus, inputs related 
to this value are selected; Temp-Temperature; RH-Relative Humidity; WS-Wind Speed

human health. To understand how firecracker activity influences environmental vari-
ables during the Diwali festival in Delhi and the North Capital Region (NCR), it is 
required to examine the air quality and ABL height. In this study, Pre-Diwali, Diwali 
and Post-Diwali variations in Delhi’s ABL, as well as other meteorological variables 
and pollutants, were analysed from 2014 to 2017. Particulate matter concentrations in
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2017 were 1.14, 2.52 and 1.16 times higher than they were in 2014, 2015, and 2016. 
The pollution levels were found higher at night when the ABL height was low, and 
lower during the day when the ABL height was higher. Due to the emission and depo-
sition of particulate matter and gas pollutants, firecrackers had a significant influence 
on ambient air quality during the Diwali festival. The most dominant relationship 
between ABL height and weather parameters, as well as pollutants concentration, 
was determined using the forward selection technique. The highly influencing param-
eter for ABL height was successfully selected. With this method, it was also possible 
to pinpoint exactly which parameter is to impact for the excessive pollutant loading 
found within ABL. As a result, this study argued for a denser network of monitoring 
stations in Indian cities to better quantify ABL exposure to air pollutants during the 
Diwali festival period. 
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Separation of Weak Signals from White 
Noises Using Python-Based Software 

Paramita Guha and Rina Sharma 

Abstract Weak signals are available from various applications like, geological 
explorations, biomedical sciences, military, aerospace and other fields. Detection of 
such signals is important for further studies. However, these signals are often mixed 
with high-frequency noises. These noises have very high-frequency, zero expecta-
tion value and zero average value. Various fields of control theory like, convolution 
time domain, frequency domain, and time domain analysis are required along with 
different nonlinear theoretical tools, like, chaos, stochastic resonance etc. These theo-
retical algorithms are used to develop an instrument called a lock-in amplifier which 
has a strong detection ability and high reliability of many weak signals. Before actu-
ally developing the amplifier, a simulation model is required to be developed. In this 
paper, the authors have developed a simulated model for the separation of weak input 
signals from white noises. For this process, Google Colab notebook and Python soft-
ware have been used. The main advantage of this work is that the authors have used 
Python-based software which is open source software and takes very less computer 
space. 

Keywords Digital lock-in amplifier · White noise · Modeling & simulation ·
Nonlinearity · Google Colab · Open source software 

1 Introduction 

A lock-in amplifier is based on the fact that the measured signal should not be corre-
lated with the noise. A single channel analog lock-in amplifier can be schematically 
shown as following (Fig. 1).

Here the measured and reference signals are multiplied to achieve a spectrum after 
being conditioned. Then the multiplied signal is fed to a low-pass filter so that the 
unwanted higher frequency signals are filtered out. Finally, the required DC signals
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Fig. 1 Schematic view of single channel analog Lock-in amplifier

are obtained. This model is quite simple and highly popular. The basic principle of 
a typical analog lock-in amplifier is as follows. 

Let the measured signal be 

x(t) = Asin(2π f1t + θ1) + n(t) 

and the reference signal is given as 

r (t) = Bsin(2π f2t + θ2) 

Here, A and B are the amplitudes of the measured and reference signals respectively, 
f1 and f2 are the respective frequencies, whereas, θ1 and θ2 are the initial phase 
angles of them. The noise in the measured signal is given as n(t). The signals are 
multiplied by phase sensitive detector (PSD) and a by-product signal is achieved. 

x(t).r (t) = [Asin(2π f f1t + θ1) + n(t)] × [Bsin(2π f2t + θ2)] =  n(t).r (t) 

+ 
AB  

2 
cos[2π ( f1 − f2)t + (θ1 − θ2)] 

+ 
AB  

2 
cos[2π ( f1 + f2)t + (θ1 + θ2)] 

This signal when passed through a low-pass filter, the higher frequency signals 
are curtailed and the remaining signal is displayed on the output panel. 

V (t) = 
AB  

2 
cos[2π ( f1 − f2)t + (θ1 − θ2)] + n′(t) 

Hence, smaller the frequency difference ( f 1 − f2), and the residual noise n′(t), 
more accurate the outputs are. Hence, this model is quite simple and easy to develop. 
However, there are several disadvantages of an analog lock-in amplifier. The main 
problems are harmonic rejection, output offsets, limited dynamic reserve, gain error 
etc. 

In due process of time, an analog lock-in detects all of the odd harmonics which 
makes the system more prone to harmonics. When there is a large noise signal present, 
the analog PSD measures the signal with an error. The error is caused by nonlinearity
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in the multiplication. This error is dependent on noise amplitude, frequency and 
waveform and can be quite large. This in turn causes large output uncertainty. As the 
analog PSD multiplies the signal by an analog reference sine wave, the variations 
in reference amplitude imply directly as a variation in the overall gain. Moreover, 
analog sine wave generators are susceptible to amplitude drift. For these reasons, a 
digital lock-in amplifier outperforms its analog counterpart. 

2 Literature Review 

Weak signals are available from various applications like, geological explorations, 
biomedical sciences, military, aerospace and other fields [1–3]. Detection of such 
signals is important for further studies. However, these signals are often mixed with 
high-frequency noises. Hence, an efficient detection method is required. Various 
fields of control theory like, convolution time domain, frequency domain, and time 
domain analysis are required along with different nonlinear theoretical tools, like, 
chaos, stochastic resonance etc. [4, 5]. These theoretical algorithms are used to 
develop an instrument called lock-in amplifier which has strong detection ability 
and high reliability of many weak signals [7, 8]. The relevant products based on 
these principles are discussed in detail in [9–12]. However, there are several disad-
vantages of analog lock-in amplifier, viz., harmonic rejection, output offsets, more 
gain error, limited dynamic reserve etc. 

To overcome these disadvantages, digital lock-in amplifiers have been developed 
[13]. An automatic frequency tracking digital lock-in amplifier based on LabVIEW 
software has been developed in [13]. This software uses FFT to reduce the mismatch 
between the measured and reference signals. However, this method has disadvan-
tages of limitations in accuracy, capturing of small discrete frequencies etc. In order 
to improve these disadvantages, authors in [] have proposed an improved digital 
lock-in amplifier such that its automatic frequency tracking ability synchronizes the 
frequency of reference and measured signals. 

Although many digital lock-in amplifiers are available in the market, they are 
costly in nature. Hence, the investigators aim to develop a cost effective, efficient 
prototype of a digital lock-in amplifier which can be used for experimental purposes. 
However, before the development of any prototype, its software simulation is impor-
tant to evaluate the internal parameters of the system. In this paper, a simulated model 
of digital lock-in amplifier is obtained using open source software. 

3 Methodology 

The schematic view of the proposed model is shown below (Fig. 2).
Here input voltage will be given from a photoelectric diode. The voltage output of 

the photo-diode will be amplified before being conditioned. The primary role of the
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Fig. 2 Block diagram of the proposed model

conditioning circuit of the signal channel is to digitally sample the signal after which 
the latter is passed through an automatic frequency tracking module. The automatic 
frequency tracking module will track the frequency of the measured signal accurately 
so that a quadrature reference signal without frequency error can be generated. After 
that, the measured and reference signals will be multiplied using integrated circuits 
called Field Programmable Gate Arrays (FPGAs) to complete the frequency mixing. 
Then, the AC signals from FPGAs will be passed through two digital low-pass filters 
so that higher-order frequency signals can be eliminated. Finally, the in-phase and 
quadrature-phase signals will be added together to get the amplitude of the measured 
signal without noise. 

4 Simulated Model and Results 

Before actually developing the amplifier, a simulation model has to be developed 
using standard software. The authors have developed a simulated model and prelim-
inary results are obtained. Here, Google Colab notebook and Python software have 
been used. Two signals of 100 Hz and 101 Hz are multiplied and a mixed signal is 
generated. They are shown in the following Figs. 3, 4, 5.

The resultant mixed signal comprises a weak signal and higher-order noises. The 
signal is further amplified and shown below (Fig. 6).

Then this is passed through a low-pass filter so that the higher-order noises are 
eliminated. The input signal without noise is given in Fig. 7. The signal is displayed 
in two forms, viz. amplitude and phases. They are shown in Fig. 8.

From the above figures, it can be observed that the small weak signals are effi-
ciently separated from the higher-order noises. For implementation of this model, the 
noises must be white in nature with zero mean, constant variance, and uncorrelated in 
time. The main advantage of our method is the proposed technique uses open source 
software and takes very less memory space.
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Fig. 3 Signal with 100 Hz 
frequency a Signal with 
101 Hz frequency 

Fig. 4 Derivative of signal 
with 100 Hz frequency
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Fig. 5 Mixed signal after multiplication

Fig. 6 Amplified signals comprise measured signals and noises

Fig. 7 Measured signal 
without noise
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Fig. 8 In-phase and quadrature components of the measured signal without noise

5 Conclusion 

In this paper, the authors have developed a simulated model so that extremely weak 
signals can be separated from the noises. The noises are white in nature which implies 
that they have zero mean, constant variances and uncorrelated in time. The model uses 
open source software which saves exchequers costs. For this process, Google Colab 
notebook and Python software have been used. Two signals of 100 Hz and 101 Hz 
are multiplied and a mixed signal is generated. The resultant mixed signal comprises 
a weak signal and higher-order noises. The signal is further amplified. Then this is 
passed through a low-pass filter so that the higher-order noises are eliminated. In this 
way, the input signal without noise is separated. The signal has been displayed in 
two forms, viz. amplitude and phases. The main advantage of this work is that the 
authors have used Python-based software which is open source software and takes 
very less computer space. Based on the simulated results, the hardware part of the 
prototype can be designed. 
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Ozone Formation Potential of Volatile 
Organic Compounds During November 
2021 at an Urban Site of Delhi 

Pooja Yadav, T. K. Mandal, and S. K. Sharma 

Abstract Volatile organic compounds (VOCs) are the precursor of secondary 
aerosols and surface ozone in the atmosphere. The present study has been carried 
out to understand the ozone formation potential (OFP) of different VOCs at an urban 
site of Delhi in November 2021. Ambient air samples were collected for VOC anal-
ysis using GC-FID. The total concentration of VOCs was (80.47 ± 38.77) ppbv. 
Out of 22 species of VOCs, n-butane has the highest monthly average concentration 
(14.47 ± 8.78) ppbv. Alkanes were the most abundant (63.80%) followed by alkenes 
(19.66%), aromatic hydrocarbons (11.25%), and, acetylene (5.29%) respectively. 1 
hexene has the highest OFP value (56.11 ppbv) and n-nonane has the lowest OFP 
(0.54 ppbv) as well as the lowest concentration (0.69 ± 0.15) ppbv. Alkenes have 
the maximum percentage contribution (56.09%) to total OFP followed by alkanes 
(24.03%), aromatics (17.73%), and Alkyne (2.15%). 

Keywords Surface ozone · Ozone formation potential · VOCs 

1 Introduction 

Delhi, India’s National Capital Territory (NCT), has deteriorating urban air quality as 
a result of a rise in the number of motor vehicles, commercial activity, and aggressive 
commercialization [1] particularly post-monsoon and winter. These anthropogenic 
activities lead to the emission of toxic trace gases like surface ozone, volatile organic 
compounds (VOCs), nitrogen oxides (NOx), Sulphur dioxide (SO2), and carbon 
monoxide (CO) at an alarming rate [2]. Among all air pollutants, volatile organic 
compounds (VOCs) have emerged as a significant problem for urban air quality 
because they participated in the production of secondary aerosols and their role in 
the formation of surface ozone [3]. The chemical reactions of VOCs with other trace
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gases like NOx in the presence of sunlight give rise to the secondary air pollutant 
surface ozone and its formation causing problems for living beings all around the 
world. In addition to serving as precursors for tropospheric ozone, some VOCs’ 
oxidation products can nucleate to create new gas-to-particle phase pollutants on a 
local, regional, and global level [4]. 

The earth’s atmosphere is exposed to a wide variety of VOCs, each of which 
reacts differently and through various mechanisms. As a result, the impact of VOCs 
on the generation of ozone might vary greatly. VOCs’ “reactivities” is known as the 
variations in ozone generation by different VOCs [5]. 

Anthropogenic VOCs can have a wide range of chemical properties and reac-
tivities, resulting in varying rates of ozone formation. As a result, the decrease 
in VOC emissions may result in a greater or lesser decrease in ozone than the 
decrease in another VOC’s emissions. The concept of ozone-forming potential seeks 
to explain how various VOCs’ chemical characteristics affect the ozone’s photochem-
ical production [6]. The fundamental reason for the discrepancy is the different rates 
at which these species react in the environment. Species that have longer lifetimes, 
only a small part of their emissions in urban areas undergo local reactions before 
being transferred elsewhere. Therefore, it makes a relatively little contribution to 
ozone generation in metropolitan areas. But for the species which have a shorter 
atmospheric lifetime, most of their part react at the site of their origin, which leads 
to higher Ozone formation potential [6, 7]. 

This study presents the ozone formation potential (OFP) of observed VOCs for 
the month of November 2021 to understand the role of different VOC species in the 
formation of surface ozone. The month of November is of special interest because 
Delhi faces severe air quality during this time period as it gets affected by stubble 
burning from the nearby states, and fireworks from the Diwali celebration. 

2 Methodology 

2.1 Sampling Site 

The ambient sample has been collected at the CSIR- National Physical Laboratory 
(28°38'N, 77°10'E; 218 m mean sea level) in November 2021. The sampling location 
represents a typical urban setting, with heavy traffic on the surrounding highways 
and agricultural areas to the southwest. In the winter and summer, airmass flows from 
the northeast to northwest and from the southeast to southwest, respectively, have 
an impact on this region. Delhi’s monthly average temperature ranges from 12.9 °C 
in the winter (December to February) to 34.8 °C in the summer (March to June) 
(Fig. 1).
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Fig. 1 Sampling site CSIR—National physical laboratory 

2.2 Instrumentation 

The PerkinElmer Clarus®580 Gas Chromatograph equipped with a dual flame 
ionization detector, a Turbo Matrix Thermal desorber, and Total Chrom Remote 
Control Software, was used to measure VOCs. Turbo Matrix Thermal desorber with 
integrated online sampling accessory is responsible for gathering the sample from 
the passivated canister for the flame lighting in the detector hydrogen and zero air. 
At the elevation of approximately 10 m above the surface of the ground, a repre-
sentative sample of ambient air was collected in passivated stainless steel canisters. 
These canisters have a 1-L capacity and are prerinsed with nitrogen (purity: 5N). A 
total of 38 samples were taken during the study period. 

The measured VOCs species were 25 which were categorized into 4 groups of 
hydrocarbons: alkanes (ethane (C2H6), propane (C3H8), iso-butane (C4H10), n-butane 
(C4H10), iso- pentane (C5H12), n-pentane (C5H12), n-hexane, n-heptane (C7H16), 
n-octane (C8H18), n-nonane (C9H20), n-decane (C10H22), n- undecane (C11H24), n-
dodecane (C12H26)); Alkenes (ethylene (C2H4), propylene (C3H6), 1- butene (C4H8), 
1- pentene (C5H10), 1-hexene (C6H12), isoprene (C5H8)); Aromatic hydrocarbons 
(benzene (C6H6), toluene (C7H8), ethyl benzene (C8H10), o- xylene (C8H10), iso-
propyl benzene (C9H12)) and Alkyne (acetylene (C2H2)). The sample collection was 
done during the daytime from 10 am to 5 pm. 

2.3 Quantification of OFP 

Ozone formation potential (OFP) was quantified to assess VOCs’ ability to create 
O3 [8]. The OFP was calculated using the following equation: 

OF  P  = 
nE

i=1 

Ci × MI  Ri
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Here, Ci is the mass concentration of species i and MIRi is the maximum incremental 
reactivity (MIR) value of species i [7]. 

3 Results and Discussion 

3.1 Concentration of VOCs 

The species with the most abundance was ethane > n-butane > isopentane > propane 
> ethylene > isobutane > n-pentane > 1-pentene > toluene > n-dodecane > 1-butene 
> n-decane > ethylbenzene > n-hexane > benzene > o-xylene > 1-hexene > n-octane 
> acetylene > n-undecane > isopropyl benzene > n-nonane. Out of 25 species, the 
least measured species isoprene, propylene, and n-heptane (presence < 25%) were 
taken out from the observation. The average concentration, standard deviation, and 
minimum and maximum values of 22 species of VOCs have been shown in Fig. 2. 

Overall alkanes were the most abundant (63.80%) followed by alkenes (19.66%), 
then aromatic hydrocarbons (11.25%), and acetylene (5.29%). Among the alkanes, 
n-butane has the highest monthly average concentration (14.47 ± 8.78) ppbv, and 
n- nonane has the lowest monthly average concentration (0.69 ± 0.15) ppbv. In the 
case of alkenes, 1-hexene has the highest monthly average concentration (10.22 ± 
4.22) ppbv, and 1- butene has the lowest monthly average concentration (0.77 ± 
0.17) ppbv. Among alkynes, the monthly average concentration of Acetylene has a 
(4.49 ± 1.01) ppbv and among aromatics, toluene has the highest monthly average 
concentration (4.02 ± 2.63) ppbv and isopropyl benzene has the lowest monthly 
average concentration (0.75 ± 0.22) ppbv.

Fig. 2 Monthly average conc. with standard deviation 
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3.2 Assessment of Ozone Formation Potential 

VOCs are recognized as the precursors of O3 because they have the potential to take 
part in a number of intricate photo chemical processes in the formation of ozone. The 
MIR coefficient method can evaluate the near-surface O3 production potential more 
accurately [9]. In this study, the MIR approach was used to assess the contribution of 
VOCs to O3 formation in the atmosphere. Table 1 lists the MIR values and their OFP 
for VOC species. Among alkanes, n-butane has the highest OFP (16.64 ppb) and n-
nonane has the lowest OFP (0.54 ppbv), among alkenes 1- hexene has the highest 
OFP (56.11 ppb) and 1-butene has the lowest OFP (7.56 ppbv) and among aromatic 
hydrocarbons, toluene has highest OFP (16.08 ppbv) and benzene has lowest OFP 
(1.09 ppbv). A similar trend of OFP of aromatic hydrocarbon was observed in Delhi 
[1] and Japan [10], where toluene has the highest OFP value and benzene has the 
lowest. Acetylene has an OFP value of 4.27 ppbv.

Among all the groups of hydrocarbons, alkenes have the highest contribution 
(56.09%) to the total OFP followed by alkanes (24.03%), aromatics (17.73%), and 
acetylene has the lowest contribution which is 2.15% as shown in Fig. 3.

The total OFP (574.47 µg/m3) levels predicted at the study site were greater than 
the recommended air quality standards, which the World Health Organization (WHO) 
has set at 120 µg/m3 [11]. Surface Ozone has long been regarded as one of the most 
dangerous gaseous air pollutants due to its range of negative impacts on human health. 
Numerous respiratory symptoms, such as coughing, throat irritation, infection, lung 
inflammation, decreased lung capacity, shortness of breath, and wheezing, may be 
brought on by such high levels of OFP [12]. 

4 Conclusion 

VOCs play a very important role in the formation of ozone. VOC species have 
different rates of reactions and formation of ozone. In this paper, alkanes were the 
most abundant however, the ozone formation potential was the highest for the alkenes. 
In this study, the total OFP of 22 species of VOCs was 4.8 times higher than the WHO-
prescribed limit of OFP value in the studied month. Such higher OFP produces very 
high surface ozone which ultimately harms human health and other living organisms. 
This study could help in the mitigation of surface ozone by removing the precursors 
which have high OFP values.
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Table 1 Different VOCs with MIR value and their ozone formation potential 

VOC species Average (ppbv) MIR OFP 

Alkanes Ethane 5.95 0.28 1.67 

Propane 9.19 0.49 4.50 

Iso-butane 8.09 1.23 9.95 

n-butane 14.47 1.15 16.64 

Isopentane 3.67 1.45 5.32 

n-pentane 1.49 1.31 1.95 

n-hexane 1.23 1.24 1.53 

n-octane 0.84 0.9 0.76 

n-nonane 0.69 0.78 0.54 

n-decane 1.93 0.68 1.32 

n-undecane 1.12 0.61 0.68 

n-dodecane 5.43 0.55 2.99 

Alkenes Ethylene 3.97 9.00 35.75 

1-butene 0.77 9.73 7.50 

1-pentene 1.70 7.21 12.29 

1-hexene 10.22 5.49 56.11 

Alkyne Acetylene 4.49 0.95 4.27 

Aromatics Benzene 1.52 0.72 1.09 

Toluene 4.02 4.00 16.08 

Ethylbenzene 1.87 3.04 5.68 

o-xylene 1.38 7.64 10.56 

Isopropyl benzene 0.75 2.52 1.88 

Total OFP (ppbv) 199.05 

Total OFP (µg/m3) 574.47
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Fig. 3 % contribution of 
Alkanes, alkenes, alkyne, 
and aromatics in ozone 
formation potential
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Calibration and Analysis of Precision 
Capacitance Bridge and LCR Meter 
for Dissipation Factor Measurement 

Priyanka Jain, Satish, Sachin Kumar, Ashmeet K. Uppal, Jyotsana Mandal, 
and J. C. Biswas 

Abstract The series combination of standards resistor and capacitors is used as 
dissipation factor standard to calibrate precision LCR meter and capacitance bridge. 
The dissipation factor is measured in the range of 0.1 to 0.0001 with uncertainties 
in the range of 0.1% to 11%. The precision capacitance bridge and LCR meter are 
calibrated for dissipation factor at 1 kHz. The calibration results are compared and 
discussed in the presented work. It is observed that the accuracy of the dissipation 
factor measured with the GR1615 precision capacitance bridge is in good agreement 
with theoretical values. 

Keywords Standards · Traceability · Dissipation factor · Capacitance · Resistance 

1 Introduction 

A capacitive impedance is defined as the series resistance and reactance. When a 
signal is applied to the capacitor, there is always a power loss. Power is absorbed by 
the dielectric material and dissipated through the series resistance. The dissipation 
factor (DF) is a measure of power loss when ac voltage is applied to the capacitor. It 
is defined as the ratio of series resistance and reactance of a capacitive impedance. 
The capacitive impedance vector is shown in Fig. 1. The DF of the capacitance is 
given by the ratio of the real and imaginary components of the capacitive impedance 
vector shown in Fig. 1 i.e., R/(1/ωC). The DF is a demanding parameter from the 
electrical and electronics industry. LF, HF Impedance, and DC metrology subdivision 
at CSIR-NPL provide calibration services for impedance [1, 2] and DC parameters. 
The capacitance measurement capabilities are established at CSIR-NPL from audio 
to radio frequencies using electrical equivalent circuit model [3].
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Fig. 1 Capacitive 
impedance vector 

R 

1/jωC 

The series combination of standard capacitor and resistor can be used as a DF 
standard [4, 5] for precision measurements. CSIR-NPL has recently defined the DF 
standard from the 0.1 to 0.0001 range using the set of 4TP resistance and capacitance 
standards. 

2 Theory  

The three-terminal configuration of the series RC network has residual capacitors 
CHG, CLG, CRHG, and CRLG, as shown in Fig. 2a. The residual capacitance CLG and 
CRHG contribute to the DF realization. These can be measured precisely on GR1615/ 
AH2700A capacitance bridge [5, 6]. The DF, ‘D’, is theoretically defined as (1), with 
associated uncertainty /\D, given by (2). 

D = 2 ∗ π ∗ f ∗ R(C + CCLG  + CRHG  ) (1)

/\D = 2 ∗ pi ∗ f ∗
/
R2

|
/\C2 + /\C2 

LG  + /\C2 
RHG

| + /\R2[C + CLG + CRHG]2 

(2) 

where 
R,/\R: the reference resistance and associated uncertainty respectively, y
C,/\C : the reference capacitance and associated uncertainty respectively, F 
CLG ,/\C LG : The stray capacitance of the reference capacitor and associated 

uncertainty respectively, F 
CRHG  ,/\C RHG : The stray capacitance of the reference resistor and associated 

uncertainty respectively, y
f : Frequency of operation, Hz.
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Table 1 Measurement results 

C, pF 
Nominal 

R, ky
Nominal 

DF 
Nominal 

DF 
Theoretical 

± ue, 
% 

DF, 
GR1615 

± ue, 
% 

DF, LCR 
meter 

± ue, 
% 

100 100 0.1 0.099492 0.3 0.1071 0.7 0.120883 0.6 

100 10 0.01 0.009914 0.3 0.0109 4.5 0.012054 0.6 

100 1 0.001 0.000993 0.3 0.0011 9.4 0.001208 1.0 

100 0.1 0.0001 0.000099 0.3 0.000105 10.5 0.000115 5.8 

The traceability of DF measurement is linked with QHR and fused silica capaci-
tors, as shown in Fig. 3. The combinations of four-terminal pair (4TP) resistance stan-
dards, ‘R’ (Model 16074A), and 4TP capacitance standards, ‘C’ (Model 16380A), are 
chosen to define the DF standard. The R, C standards and residual capacitors CLG 

and CRHG are calibrated against national standards of capacitance and resistance 
maintained at CSIR-NPL. 

The theoretical values of the DF standards are calculated with assigned values 
of R, C, CLG and CRHG using (1). The uncertainty in measurement was computed 
for each range of DF according to Eq. (2). The measurement results are reported in 
Table 1. 

3 Measurement of DF with RC Standard on GR1615 
Capacitance Bridge and Precision LCR Meter 

The series RC network was measured directly on the GR1615 capacitance bridge in 
three-terminal configurations. The residual capacitance CHG is terminated with the 
BNC to GR874 connector to the ‘H’ terminal of the capacitance bridge. Similarly, 
CRLG is terminated at the ‘L’ terminal of the capacitance bridge. The impact of these 
capacitors is eliminated with manual bridge balancing. The equivalent circuit of the 
DF standard is now modified to Fig. 2b.

The DF was measured directly on an Agilent E4980 LCR meter in three-terminal 
configurations. The uncertainties of the capacitance bridge and LCR meter for 
DF measurement are evaluated with repeatability in measurements, resolution of 
the measuring instrument, and the uncertainty ‘/\D’ of the DF standard. The DF 
measured in the capacitance bridge and LCR meter is compared with the theoret-
ical value of DF. The measurement results and associated uncertainties of all three 
methods are shown in Table 1 and Fig. 4a, b.
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C 
a 

b 

2 

2 

Fig. 2 a Three terminal configuration of series RC network b Equivalent circuit of dissipation 
factor standard 

Fig. 3 Traceability chart for dissipation factor
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Fig. 4 a Dissipation factor measurement data b Uncertainties in measurement 

4 Conclusion 

This paper demonstrates that the resistance and capacitance standards could be used 
to define the DF precisely. The precision LCR meter and capacitance bridge are 
calibrated for the DF from 0.1 to 0.0001 using the series RC combination of 4TP 
resistance and capacitance standards at 1 kHz which are traceable to National standard 
of impedance at CSIR-NPL. The measurement data shows that the DF measured in 
GR1615 capacitance bridge is in good agreement with theoretical values. However, 
the uncertainties in measurement achieved in an LCR meter are comparatively better. 
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Elemental Analysis and Health Risk 
Assessment of PM2.5 at An Urban Site 
of Delhi 

Sakshi Gupta, S. K. Sharma, and T. K. Mandal 

Abstract In order to comprehend the elemental annual contributions to PM2.5 over 
Delhi’s urban region from January 2021 to December 2021, this study was carried 
out. Elemental analysis (Na, Mg, Ca, Cr, Al, P, S, K, Fe, Cu, Zn, Cl, and Mo) of 
PM2.5 was performed using a non-destructive method (Wavelength Dispersive X-
Ray Fluorescence Spectrometry). During the sampling period, the observed annual 
average concentration of PM2.5 was 105 ± 44 µg m−3, which exceeds the National 
Ambient Air Quality Standards (NAAQS) limit (40 µg m−3) by approximately 2.5 
times. Among elements, majorly Cl (22%), S (21%), and K (19%), Fe (11%), Zn 
(6%), Ca (5%), Al (4%), Cr (3%) contributed to PM2.5. Whereas Cu, Ga, Mo, Zr, Mg, 
Na, B, P, Mn, Pd, As, Br, Ni and Ti contributed ≤1%. The diagnostic ratios of Al/ 
Fe, Al/Ca, and Al/Mg indicates their common source of these elements. According 
to enrichment factor estimation, Fe, Ca, Mg and Na contribute to crustal/ soil dust, 
while Mo, Cr, Zn, and Cu are likely to be emitted due to industrial activities. The 
health risk assessment (HRA) evaluated the non-carcinogenic risk of Cr and Pb along 
with the carcinogenic risk of Cr. The burning of fossil fuels and biomass, industrial 
pollutants, automobile emissions, and crustal or mineral dust are among the likely 
sources of the PM2.5 anticipated at Delhi’s urban site. 

Keywords PM2.5 · Elements · Enrichment factor · Health risk assessment ·
Delhi · Sources 

1 Introduction 

Ambient air quality and human health are negatively impacted by atmospheric partic-
ulate matter (PM)/aerosols [3]. Trace elements contribute a small fraction of PM by 
mass but they serve as gauges for various pollution sources [8]. In the past few
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decades, elemental pollution gained a lot of attention due to its adverse effects on 
atmosphere [15]. The elemental composition contains both trace &heavy metals and 
the heavy metal composition in PM is an important concern for human health [3, 
7]. The elemental content and size distribution of these atmospheric particles are 
correlated, both natural and human-made sources have an impact on the emission 
of these aerosols [1]. The source of the origination of these trace elements involves 
vehicular emissions, combustion, crustal/road dust, construction activities, etc. [2, 
10]. The elements such as Al, As, Cu, Ni, Pb, V, etc., are notably responsible for 
both cardiovascular and pulmonary disorders [4]. Therefore, identifying the sources 
of these heavy and trace metal emissions and quantifying them is essential for their 
mitigation. 

Various researches have been done so far to identify the emission sources of trace 
and heavy metals [2, 8, 13]. Jain et al. [2] identify the natural sources i.e., crustal 
or road dust that dominantly contributed to the emission of major elements (Ca, Fe, 
Mg, Mn and Ti) while anthropogenic sources contributed to the emission of toxic 
elements (As, Cr, Cu, Pb and Zn). Rai et al. [8] reported the heavy elements i.e., Ba, 
Bi, Cl and Cu emitted from fireworks, Cl from sea salts, Ba, Cr, Cu, Fe, Mn and Zn 
from non-exhaust traffic related source. Wang et al. [13] reported the elements (Al, 
Ca, Fe, K, Na and Mg) mainly contributes to sources like soil and crustal dust and 
heavy elements (Co, Pb and Zn) were emitted from human-made actions. 

In the current work, an effort is made to measure the elemental contents of PM2.5 

over Delhi. Also, this study includes the estimation of Enrichment Factor (EF), 
diagnostic ratios between various elements that correspond to the estimation of the 
probable sources of emission of the quantified elemental species, and health risk 
assessment (HRA) for various heavy metals (Al, Cr, Pb, As & Ni). The study may 
help to a better comprehension of annual elemental contribution and their possible 
sources of PM2.5 across Delhi’s urban region. 

2 Methodology 

2.1 Sampling Location 

At the CSIR-NPL, New Delhi, PM2.5 samples were collected from January to 
December 2021 (there was a complete lockdown in Delhi due to COVID-19 from May 
2021–July 2021, the sampling for these 3 months was not collected). The sampling 
location is situated on the rooftop of the laboratory complex, 218 m above sea level 
(a.s.l), in central Delhi (28º38’N, 77º10’E) (Fig. 1).

The sampling site is encircled by a region with significant traffic, a residential area 
to the north, and an agricultural area (the Indian Agricultural Research Institute) to 
the south-west direction.
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Fig. 1 Study site (Source 
Google Earth)

2.2 PM2.5 Sampling 

To study the annual concentration of PM2.5, the samples were obtained using a PM2.5 

sampler (APM 550; Envirotech, India) on pre-combusted (550 ºC) quartz fiber filter. 
The sampler is positioned 10 m above the ground level (AGL) and the average flow 
rate of the sampler was 1m3h−1 (accuracy ±2%). Following the Central Pollution 
Control Board’s (CPCB) guidelines, 24 h sampling was carried out in Delhi, India. 
Before and after sampling, filters were desiccated, and microbalance with a resolution 
of ±10 µg was used to calculate the initial and final weights. The amount of PM2.5 

was measured gravimetrically. 

2.3 Elemental Analysis 

Total 59 samples (January 2021 to December 2021) were collected and examined 
for the study. The elemental study (Al, As, B, Br, Cl, Cr, Fe, K, Na, Mo, P, Pb, 
S and Zn) has been done by using non-destructive wavelength dispersive X-ray 
fluorescence (WD-XRF) technique (ZSX Primus, Rigaku, Japan). The analysis was 
done under vacuum condition having a temperature of 36 ºC and tube rating of 24 kW. 
Parameter method approach included in software package of WD-XRF was used to 
obtain quantitative results [2]. 

2.4 Enrichment Factor (EF) 

To understand the origination of the probable source of the elemental species in the 
PM, the EF has been computed for PM2.5. Taylor and McLennan [11] calculated the
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EF using the Eq. (1): 

EF = 
Elsample 

Xsample 

Elcrust 
Xcrust 

(1) 

where, Elsample and Xsample are the mass concentrations of element (El) and reference 
element (X) respectively in the sample. Aluminum (Al) is considered as a reference 
element as it has the third highest composition in Earth’s crust after oxygen (O2) and 
silicon (Si). Elcrust and Xcrust are the mass composition of the element and reference 
element of the upper continental crust, respectively. 

2.5 Health Risk Assessment (HRA) 

HRA computation was done by using criteria suggested by USEPA and database 
provided by Integrated Risk Information System (IRIS) for carcinogenic and non-
carcinogenic risk of Al, As, Cr, Ni, and Pbby inhalation exposure of PM2.5. The  
exposure concentration (µg/m3) (EC), Hazard Quotient (HQ) and Carcinogenic Risk 
(CR) was calculated by applying the following Eqs. (2–4) [12]. 

EC = 
C × ET × EF × ED × IR 

AT × BW 
(2) 

where, C is the composition of element in ambient air (µg/m3), ET is exposure 
time (12 h/day) (h/day), EF is exposure frequency (day/year) (350 day/year), ED 
is exposure duration (years) (6 for children & 24 for adults), IR is the rate of air 
inhalation i.e., 10 m3 day−1 for children and 20 m3 day−1 for adults, AT is the 
average time (days/years) (365 ∗ ED), and BW is the body weight i.e., 15 kg for 
children and 70 kg for adults. 

For Non-carcinogenic risk assessment, Hazard Quotient (HQ) is used, 

HQ = EC 

(R fc × CF) 
(3) 

where, R fc is reference concentration in mg/m3, CF is the conversion factor and its 
value is 1000 µg/mg. HQ ≤ 1 means no health, hazard means safe and HQ ≥ 1 health 
hazard possibility is there and adverse health effects. 

For Carcinogenic risk assessment, 

CR = IUR × EC (4)
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where IUR is inhalation unit risk and if the value of CR is greater than 10–4 then 
there is a high risk of cancer while its value between 10–6 to10−4 indicates the 
acceptable limit and CR value less than 10–6 is considered to have mild health effect 
[5, 6, 13, 14]. 

2.6 Air Mass Back Trajectory 

Air mass backward trajectory analysis was performed using air resource laboratory 
(ARL), National oceanic and atmospheric administration (NOAA). Hybrid Single 
Particle Lagrangian Integrated Trajectory (HYSPLIT) model (http://ready.arl.noaa. 
gov/HYSPLIT.php) is used to relocate the air pathway of PM from the receptor 
site. Utilizing TrajStat software, the 120-h backward trajectories at 500 m AGL for 
sampling day were created and examined. 

3 Results and Discussion 

3.1 Mass Concentration and Elemental Composition 

The observed annual concentration of PM2.5 was (105 ± 44) µg m−3, which exceeds 
the NAAQS value (40 µg m−3). Among elements majorly, Cl (2.141 ± 1.211 µg 
m−3), S (2.050 ± 0.709 µg m−3), K (1.822 ± 0.912 µg m−3), Fe (1.090 ± 0.434 
µg m−3), Zn (0.572 ± 0.234 µg m−3), Ca (0.530 ± 0.331 µg m−3), Al (0.367 ± 
0.199 µg m−3), Cr (0.279 ± 0.107 µg m−3), Pb (0.236 ± 0.265 µg m−3), Cu (0.140 
± 0.117 µg m−3) and Ga (0.119 ± 0.162 µg m−3) contributed to PM2.5. These 
elements might originate from biomass burning, combustion, crustal dust and other 
anthropogenic activities that occurred during the study period [2, 10]. The other 
quantified elements Mo, Zr, Mg, Na, B, P, Mn, Pd, As, Br, Ni and Ti contributed less 
than 1%. The average annual elemental composition of all the estimated elements 
during study time is given in Fig. 2.

3.2 Diagnostic Ratio and Correlation Plot 

The diagnostic ratio of Al/Ca (r = 0.97), Al/Mg (r = 0.97) and Al/Fe (r = 0.63) 
indicates their common source i.e., crustal or soil dust [2] (Fig. 3). Also, there is a 
significant correlation among Zn, Pb and Cu corresponding to their common source 
of origin i.e., through vehicular and industrial emissions [8] (Fig. 4).

http://ready.arl.noaa.gov/HYSPLIT.php
http://ready.arl.noaa.gov/HYSPLIT.php
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Fig. 2 Annual elemental concentration of PM2.5

Fig. 3 Scatter plots between Al with Fe, Al with Ca and Al with Mg of PM2.5
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Fig. 4 Correlation plot of all 
the elements 

3.3 Enrichment Factor (EF) 

EF explains the contrast between natural and anthroprogenic sources, as the element 
having EF less than 5 will be considered as natural or crustal origin, whereas EF in 
between 5 to 10 corresponding to the mixed i.e., both natural and anthroprogenic 
origin and EF > 10 dominantly shows the anthroprogenic source of origin [9]. The 
results specify the metals (Na, Mg, Ca and Fe) have EF less than 5, thus these elements 
might have crustal or natural sources of origin. P and K have EF between 5–10, hence 
have both natural and anthroprogenic sources. Both these elements might originate 
from agricultural and combustion activities. The elements Cu, Zn, Cr and Mo have 
EF greater than 10, thus they have anthroprogenic source of origination i.e., most 
probably industrial emissions (Fig. 5). 

Fig. 5 Enrichment factor
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Table 1 Annual exposure concentration (EC), hazard quotient (HQ) and carcinogenic risk (CR) 
of heavy elements of PM2.5 in Delhi 

Adults Children 

Elements EC (µg m−3) HQ CR EC (µg m−3) HQ CR 

As 6.01 × 10–2 2.00 × 10–1 1.29 × 10–5 1.40 × 10–1 4.68 × 10–1 6.0310–5 

Cr 9.17 × 10–1 9.17 × 100 5.50 × 10–4 2.14 × 100 2.14 × 101 2.57 × 10–3 

Pb 7.74 × 10–1 1.80 × 101 – 1.81 × 100 4.20 × 101 – 

Ni 2.85 × 10–2 1.43 × 10–3 – 6.66 × 10–2 3.33 × 10–3 – 

Al 1.21 × 100 6.36 × 10–1 – 2.82 × 100 1.48 × 100 – 

3.4 Health Risk Assessment 

The EC, HQ & CR assessment of five heavy elements (As, Cr, Pb, Ni and Al) for 
both adults and children are given in Table 1. The HQ values for Cr (21.4) and Pb 
(42.0) is beyond the safe limit i.e., greater than 1 in children whereas HQ for Cr 
(9.17) and Pb (18.0) is higher than the safe limit in adults. Hence these elements 
have non-carcinogenic health risks. Also, the element Cr has carcinogenic risk in 
both adults and children as its value exceeds from the permissible limit i.e., greater 
than 10–4. Hence, children are more prone to the adverse effects of the heavy metal 
concentration present in PM2.5. The HQ of As, Ni and Al are within the safe limits, 
therefore there is no health hazard for these elements. 

3.5 Trajectory Analysis 

To know the air traffic path of the sampling site throughout the sampling period, 
air mass annual backward trajectory at 500 m AGL is plotted (Fig. 6). The long-
range transport of air traffic at the study site mainly from Pakistan, Afghanistan, 
Turkmenistan, North-East India, Bay of Bengal (BoB), Arabian sea and pass over 
IGP region.
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Fig. 6 120 h air mass 
backward trajectories at the 
sample site 

4 Conclusion 

• The observed annual level of PM2.5 was (105 ± 44) µg m−3 during 2021. 
• EF and correlation analysis of elements indicate that Fe, Ca, Mg and Na arise 

from crustal/soil dust, while Mo, Cr, Zn, and Cu are likely to be coming from 
industrial activities. 

• The HRA evaluated the non-carcinogenic risk of Cr and Pb along with carcino-
genic risk of Cr. 

• The long-distance transit that brings the approaching air mass traffic to the 
study location is mostly from Pakistan, Afghanistan, Turkmenistan, North-Eastern 
India, BoB, and the Arabian Sea, and it passes across the IGP region. 

• The burning of fossil fuels and biomass, industrial pollutants, automobile emis-
sions, and crustal/mineral dust are among the likely sources of the pollutants 
anticipated at Delhi’s urban site. 
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Roundness of a Flick Standard 
and Analyzing Effects of Different Filters 
While Using Least Squares Reference 
Circle Method of Roundness 
Measurement 

Sandeep Kumar, Jokhan Ram, Mukesh Jewariya, Rina Sharma, 
and Yogesh Mishra 

Abstract It’s imperative to ascertain and specify the roundness of mechanical 
components, otherwise, they could fail in the real world. In this paper, an attempt 
is made to analyze the roundness of a flick standard with Least Squares Reference 
Circle method using different filtration techniques. This analysis will help us under-
stand the effect of these filters during measurements and the results thus obtained will 
be compared against each other to optimize the filters for roundness measurements. 

Keywords Roundness · Filters · LSCI · Flick standard · Dimensional metrology ·
Traceability 

1 Introduction 

Roundness in general, is the measurement of the shape/form of an object which 
draws closeness to a mathematically perfect circle. The roundness measurement of 
an object/artefact requires 360º traces of the object with the help of a turn table type 
device/instrument or a stylus-type instrument [4]. The method of rotational datum 
is the most accurate and widely used method for the assessment of the roundness of 
any component. In this method, the variation of radius is measured from an accurate 
rotational datum with the help of a scanning type probe and the probe remains in 
contact with the surface of the object in question while measuring roundness and 
generates so many data points [11, 12]. To analyze this data, one must fit a reference 
circle to this data [5–10]. Accordingly, the roundness of the object can be calculated 
from the center of the reference circle.
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Fig. 1 High precision form 
tester RA 2200, Make: 
Mitutoyo 

Fig. 2 The deviation of flick 
standard Flick Depth 

At CSIR-NPL, a high precision form tester RA 2200 (Make: Mitutoyo) is used to 
perform the measurements [16–18]. It is shown in Fig. 1. 

Flick Standard and its Roundness 

A flick standard is an easy to use standard for measuring the roundness of your 
instrument. A typical flick standard has a very round shape with a flat groove on one 
side which can be termed as the flick depth [3, 20]. The depth of this flick specifies 
the roundness of flick standard. As shown in Fig. 2, a flick standard has a very round 
ground cylinder and a nominal depth from that cylinder diameter is provided with a 
flick depth. When it is measured for the roundness, we could see the deflection when 
the probe transverses the standard. 

2 Methodology and Different Filters Used for Measurement 

At CSIR-NPL, a high precision form tester RA 2200 (Make: Mitutoyo) shown in 
Fig. 1 is used to perform the measurements.
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Least Squares Reference Circle (LSCI) 

In this reference circle, we fit a circle to the acquired data in any such way that the 
square sum of the deviation of this data from that circle is minimum [1, 2, 12]. This 
circle, when observed, divides the whole profile into equivalent minimum areas. 
LSCI is the most widely used Reference Circle by the metrologists. As shown in 
Fig. 3, total Roundness RONt is shown as the profile’s maximum deviation from 
LSCI reference circle or in other words it is the sum total of the highest peak and 
lowest valley from the reference circle [7–13]. 

The method of measurement analysis is designed keeping in view the effect of 
spectral wave number using UPR on different filters [14, 19, 21] viz a viz 2 CR,  
Gaussian and robust spline. Evaluation is also done in the absence of filters and 
compared with the aforementioned conditions. 

Following conditions are selected for the measurements of the flick standard: 

Method of Measurement (reference circle algorithm) 

Least Squares Reference Circle (LSCI) is the most widely used Reference Circle by 
the metrologists. Therefore it is decided to use LSCI as the reference circle algorithm 
for the study.

Fig. 3 Least square 
reference circle 
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Filters Used 

Without Filter: First, we will measure the roundness of the flick standards without 
using any filter, be it undulation or phase correction. Such observed data will be 
compared against the data using a combination of various undulations and digital as 
well as analogue filters. 

Earlier, measurement instruments were using analogue filters. These filters are 
known as 2CR filters. These 2CR represent two resistors and two capacitors. This 
electronic filter, albeit is still acceptable and recognized by international standards, 
suffers from phase distortion due to the nature of its electronic components. To 
overcome this problem, we have phase correct filters which do not suffer such issues 
due to the phase distortion of their electronic components. 

Modern measuring instruments use phase correct filters, like the Gaussian filter. 
This type of filter significantly reduces filter distortion, though they can only be 
applied where filtering is done by mathematical algorithms as in computer based 
processing. 

Similarly, there is a robust spline filter, which is also recommended by Inter-
national Organization for Standardization (ISO) but differs from Gaussian filter in 
terms of algorithms and filtering characteristics [16] (Table 1). 

2CR 50 

This has the same attenuation characteristics as a pair of R–C circuits with an identical 
time constant are connected in series. The attenuation characteristic is −12 dB/oct 
and the amplitude transmittance at the cutoff value is 50%. 

Characteristics of 2 CR 50 filter 

Attenuation characteristics: 

H (λ) = 1 

1 + (
λ 
λc

)2 

Gaussian 

The attenuation characteristic is approximately −11.6 dB/oct and the amplitude 
transmittance at the cutoff value is 50%.

Table 1 Filter types for roundness measurement 

Filter name Amplitude characteristics Phase characteristics Amplitude transmittance at 
the cut-off wavelength 

2CR 50 2CR No 50% 

Gaussian Gaussian Linear 50% 

Robust spline Non-linear 1 

1+16·α·sin4
(

π ·/\x 
λ

) Non-linear Non-linear (50%) 
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Attenuation characteristics of Gaussian filter 

Attenuation characteristics: 

H (λ) = 1 − e−π( aλc 
λ )

2 

Attenuation characteristics of the low-pass filter: 

H (λ) = e−π( aλc 
λ )

2 

where 

α =
(
ln 2 

π

) 1 
2 

= 0.4697 

Robust Spline 

The robust spline filter’s transfer function cannot be given because the filter is a 
non-linear filter. The algorithm of this filter is based on the weighted spline filter. 
Therefore the output of this filter is the same as that of the spline filter for an outlier 
free input data. 

The spline filter’s transfer function is given by the following formula: 

H (λ) = 1 

1 + 16 · α · sin4(π ·/\x 
λ

)

where, 

α = 1 

16 · α · sin4(π ·/\x 
λc

)

This filter is a phase compensation filter and its gain at the cutoff wavelength is 
50%. 

UPR (undulations per revolution are the number of surface-profile deviations 
from a true circle in one revolution) 

As we know, the roundness profile is a closed profile and is measured by a scan-
ning probe while the component is fitted on the rotating spindle, therefore a round 
component can be considered to have multiple surface wavelengths or harmonics 
superimposed over it. Such harmonics are nothing but the information providing 
fingerprints about the process of manufacturing through which the component is 
manufactured and such irregularities can affect the function of such components 
when in operation. Hence, it is important to divide the roundness profile into sepa-
rate harmonic regions to understand the processes and operational function in a better
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way. These harmonics are stated in respect of Undulations per revolution (UPR). 

Wavelengths on the Surface = Harmonics = UPR 

3 Results and Discussion 

In this part of the paper, measurement results of the flick standard are shown and 
compared with each other. We have also provided some graphs for reference given 
below and plotted RONt without filter data (Fig. 4).

Method of Measurement (reference circle algorithm): Least Squares Reference 
Circle (LSCI); Filters Used: Without Filter. 

The effect of different filters on total roundness (RONt) is tabulated in Table 2 
and graph is plotted in Fig. 5 to understand the same.

The uncertainty of measurement [15] of RONt for all the measurements is given 
below: 

Uncertainty of Measurement of RONt : ±0.030 μm 

The reported uncertainty is at coverage factor k = 2, which corresponds to a coverage 
probability of approximately 95% for a normal distribution. 

We have also deduced the flick depth using Length Measuring Machine (LMM). 
Flick depth for the same is explained below: 

Diameter of the Flick neck (D): 20.0127 mm. 

Diameter with flick depth (D–h): 19.9966 mm. 
Hence 

Flick Depth(h) :D − (D − h) 
= 20.0127 − 19.9966 
= 0.0161 mm 

= 16.1 μm 

Uncertainty of Measurement of Flick Depth(h) : ±0.12 μm 

The reported uncertainty is at coverage factor k = 2, which corresponds to coverage 
probability of approximately 95% for a normal distribution. 

The experiments show that the total roundness measurement results vary with 
the type of filters chosen for the measurement such as undulations per revolutions, 
analogue or electronic filters as discussed earlier in the report. From our results, 
we have observed that around 150 UPR upto 500 UPR, we close towards the
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Fig. 4 RONt plot (Without Filter)

required accuracy of the results. We have compared our results with the diameter 
measurements done on LMM.
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Table 2 Effects of different filters on total roundness (RONt) 

Filter type RONt, µm 

Unfiltered 15.194 15.174 16.125 16.116 

Gaussian (average) 6.138 
@ 15 UPR  

13.635 
@ 50 UPR  

16.191 
@ 150 UPR 

16.553 
@ 500 UPR 

2 CR (average) 7.075 
@ 15 UPR  

14.065 
@ 50 UPR  

16.720 
@ 150 UPR 

17.216 
@ 500 UPR 

Robust spline (average) 5.816 
@ 15 UPR  

15.381 
@ 50 UPR  

17.212 
@ 150 UPR 

17.277 
@ 500 UPR 

4 

6 

8 

10 

12 

14 

16 

18 

15 UPR 50 UPR 150 UPR 500 UPR 

RO
N

t, 
 μ

m
 

Undulations per revolution 

Effects of different filters on RONt 

Unfiltered 

Gaussian 50% (Average) 

2CR 50% (Average) 

Fig. 5 Effects of different filters on total roundness (RONt)

4 Conclusion 

In this work, the roundness of a flick standard is measured and analyzed using 
different filters viz various undulations per revolutions to represent the harmonic 
component of the roundness profile, without filter, analogue filter such as 2 CR filter, 
Electronic filters as Gaussian and Robust Spline Filters over Least Squares Reference 
Circle. 

It is observed that lower undulation per revolution generally loses significant 
information about the roundness and misses the accuracy of the results. However 
Gaussian filter with higher UPR shows consistent and accurate results which are 
desired by the metrologists. It is recommended to use Gaussian filter with higher 
UPR, at least 150 UPR, for roundness measurement of flick standards.
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Analysis of Effect of Seasonal Variations 
on the Environmental Noise Levels 
in Urban Zones 

S. Kumar, N. Garg, and C. Gautam 

Abstract The paper presents the effects of seasonal variations on environmental 
noise levels and also discusses the correlation of different meteorological factors 
with the ambient noise levels. The present study is conducted for two major cities of 
India–Delhi and Mumbai. The day and night equivalent levels of different seasons 
for ten sites of each of the two cities were analysed. No specific trend was observed 
for the seasonal variation of the noise levels for different seasons. It was observed 
that day, night, and 24 h equivalent levels show the highest values in the summer 
season. 

Keywords Seasonal variation · Environmental noise · Noise pollution · Temporal 
trend 

1 Introduction 

Numerous health issues are continuously exacerbated by noise pollution, including 
hearing loss at a young age, high blood pressure, insomnia, lack of concentration, 
decreased productivity at work, various cardiovascular diseases, annoyance, etc., 
[1–3]. Unregulated traffic, industrial machinery, loudspeakers, and construction site 
activities, etc. are the major sources of elevated ambient noise levels. According to 
several studies, the ambient noise levels are also influenced by several other factors 
like variations in meteorological conditions. Ovenden et al. [4] demonstrated a 10– 
20 dB of variation in noise levels because of the meteorological conditions at signif-
icant distances from the highways [4]. According to Singh et al. [5], wind velocity 
and low relative humidity attenuate the ambient noise while the increase in temper-
ature enhances the noise levels [5]. Chowdhury et al. [6] also reported a positive 
correlation of relative humidity and wind speed with respect to the noise levels
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and a negative correlation of air temperature with the noise levels for Kolkata city 
[6]. Even the wind characteristics were observed to have convincing effects on the 
ambient noise [7]. Also, an increase of 0.4–1.9 dB in sound pressure levels has been 
reported when the wind velocity is increased by 1 m/s [8]. In addition, the meteo-
rological parameters vary temporally with the seasons and weather conditions of an 
area, and various studies have shown the temporal variability of the ambient noise 
levels with different months and different weather conditions. Also, Jagniatinskis 
and Fiks [9] reported an increment in the standard deviation of monthly LDEN from 
1.3 dB to 5 dB when seasonal weather conditions were introduced [10]. Furthermore, 
Bjork [11] concluded that spring and autumn were the seasons with the highest noise 
levels while winter was the season with lowest noise levels [12]. In a recent study by 
Munir et al. [13], the variation of various noise descriptors in different seasons of the 
year and the correlation of noise levels with various meteorological parameters have 
been discussed and the summer season was identified as the season with the highest 
ambient noise levels in Peshawar city, Pakistan [14]. 

The present study is primarily focussed on the effects of different seasons on the 
environmental noise pollution in Indian scenario, seeking the pattern of variation 
of the noise levels with the change in seasons. This study has been conducted for 
the two major cities of India, i.e. Delhi, and Mumbai for the year 2020 with the 
following prime objective of investigating the effects of seasonal variations on the 
ambient noise levels in urban areas of the major cities of India. 

2 Materials and Methods 

Two metropolitan cities of India, Delhi and Mumbai were considered for the present 
study for the year 2020. In India, five seasons are mainly observed throughout the 
year: Winter (December and January), Spring (February and March), Summer (April 
to June), Monsoon (July to September), and Autumn (October and November). In the 
present study, the continuous monitoring of the ambient noise levels was conducted 
at ten sites of both cities by the noise monitoring stations installed by CPCB India. 
The technical details and working methodology of these noise monitoring stations 
are provided in an earlier study by Garg et al. [12]. The average day and night 
equivalent noise levels of each of the seasons were calculated by considering the 
peak month of every season—January was considered for the winter season, March 
was considered for the spring season, May was considered for the summer season, 
July was considered for the monsoon season, and October was considered for the 
autumn season [15]. The difference of the seasonal averages with respect to the 
annual average for each season is considered for the study and it is calculated as 
follows: 

Ldiff = Lannual,avg − Lseason,avg
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where, Lannual,avg is the annual average of the noise levels of a particular site in dB(A) 
and Lseason,avg is the average noise level of a particular site for a season in dB(A). 

3 Results and Discussion 

3.1 Delhi City 

It is observed from Table 1 that for the daytime, Ldiff was recorded as highest at 4 out 
of 10 sites in the summer season and minimum at 4 sites in the winter season while 
for the nighttime, Ldiff was observed to be highest at 4 sites in the summer season. In 
addition, it can be seen from Table 2 that the maximum Lday, Lnight, and LAeq,24 h were 
observed in summer season and minimum Lday was observed in monsoon season, 
Lnight in the winter season, and LAeq,24 h in the autumn season. It is observed from 
Fig. 1a and b that the highest seasonal day and night equivalent levels were recorded 
in autumn season at 4 sites and summer season at 4 sites respectively while the lowest 
seasonal day equivalent levels were recorded in the summer season at 4 sites and 
lowest night equivalent levels were recorded in spring and summer seasons at 3 sites 
each.

3.2 Mumbai City 

It is observed from Table 1 that Ldiff was recorded as highest at 6 sites in the summer 
season for the daytime and 5 sites in the summer season for the night time while 
Ldiff was observed to be minimum at 5 sites in the autumn season for the daytime 
and 4 sites in monsoon season for the night time. Table 2 shows that the maximum 
Lday and Lnight were observed in the summer season and the maximum LAeq,24 h was 
observed in monsoon season while the minimum Lday was observed in the monsoon 
season and minimum Lnight and LAeq,24 h were observed in the summer season. From 
Fig. 2a and b, the highest seasonal day and night equivalent levels were observed 
in the autumn season at 5 sites and in monsoon season at 4 sites respectively. In 
addition, the lowest seasonal day and night equivalent levels were observed in the 
summer season at 7 and 5 sites respectively.

Although no specific trend was observed for the seasonal noise levels of both cities 
it has been observed that the day, night, and 24 h equivalent noise levels appeared to 
be maximum in the summer season in both the cities. The reason could be the fact 
that the speed of sound increases with the rise in atmospheric temperature, which 
causes listeners to perceive higher ambient noise levels [14].
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Table 2 Maximum and minimum noise levels in different seasons 

Seasons Delhi Mumbai 

Lday Lnight LAeq,24 h Lday Lnight LAeq,24 h 

Max Min Max Min Max Min Max Min Max Min Max Min 

Winter 83.8 48 81.1 42 82.6 47.2 83.9 42.1 84.9 44.7 83.6 45.7 

Spring 80.2 50.7 76.4 44 79.1 49.9 80.7 43.6 79.9 44.6 79.7 44.8 

Summer 89.5 45 86.3 42.1 89.5 48.7 89.1 41.8 89.6 40.3 88 40.1 

Monsoon 87.8 44.3 82.7 43.7 86.4 47.8 89 40.7 89.3 40.7 88.6 41.2 

Autumn 85.2 47.2 81 43.8 83.9 46.5 86.9 46.1 86.6 43.5 86.8 45.6

4 Conclusions 

The ambient noise levels of two metropolitan cities of India have been studied for 
different seasons throughout the year 2020 and the following conclusions can be 
derived from the present work:

. There is no specific pattern observed for the seasonal average of noise levels for 
different seasons for the ten locations of both cities. A possible reason for this 
result could be the fact that the traffic flow in Indian cities is heterogeneous and due 
to the heterogeneity of the traffic flow, the traffic noise dominates over the effects 
of seasonal impact on the noise levels, and thus no specific pattern is observed for 
the same.

. The maximum Lday, Lnight, and LAeq,24 h levels are observed in the summer season. 
The reason could be the fact that the speed of sound increases with the rise 
in atmospheric temperature, due to which higher noise levels were recorded in 
summer.
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Fig. 1 a Day equivalent sound levels of ten sites of Delhi city in all seasons for the year 2020. 
b Night equivalent sound levels of ten sites of Delhi city in all seasons for the year 2020
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Fig. 2 a Day equivalent sound levels of ten sites of Mumbai city in all seasons for the year 2020. 
b Night equivalent sound levels of ten sites of Mumbai city in all seasons for the year 2020
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Importance of Cosine Response 
of Optical Detectors in Irradiance/ 
Illuminance Measurements 

Vijeta, Rajeev Dwivedi, Shibu Saha, V. K. Jaiswal, and Parag Sharma 

Abstract Quantification of artificial lighting is an important aspect in the field of 
radiometry and photometry. Optical detectors are employed for the radiometric and 
photometric measurements and need to be characterized in terms of linearity and 
angular response. This work highlights the importance of the cosine response of 
detectors while doing illumination measurements under different lighting condi-
tions. It is found that the measurements under quasidirectional light sources result 
in erroneous values whereas the uniform distribution of illumination minimizes the 
measurement errors irrespective of the detector positioning. The discrepancies in 
the irradiance/illuminance measurements are attributed due to the cosine errors of 
the detectors. The analysis clearly shows the importance of ascertaining the linearity 
and angular response of detectors before employing them for measurement purposes. 
A study of angular response and corresponding measurement errors in irradiance/ 
illuminance is also done. 

Keywords Optical detector · Linearity · Angular response · Cosine error ·
Illuminance 

1 Introduction 

In recent times, artificial lighting has become a necessary aspect of human life. It is 
utilized in a wide range of applications from industry to education to healthcare to 
home tasks etc. The measurement of artificial light can be broadly categorized in the 
fields of radiometry and photometry. Photometry is concerned with measuring light as
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perceived by the human eye, whereas radiometry encompasses measurements of the 
optical power of illuminations [1–3], and quantification of illumination is facilitated 
by optical detectors [4]. The optical detector is based on the principle of transducing 
the radiometric power, illuminating the detector surface, to a proportionate elec-
trical signal. The output signal of an optical detector is proportional to the optical 
power irradiating a unit area of the detector is termed as irradiance in the context 
of radiometric measurement and illuminance, when weighed by the response of an 
average human eye [5]. As the detector forms the basis of photometric and radiometric 
measurements, hence for accurate photometric and radiometric measurements, the 
characterization of the detector is important [6, 7]. Establishing traceability of the 
measurements, to SI units, is a crucial part of the characterization process, and is 
achieved by calibration of the detector [4, 5]. Calibration of detectors is carried out 
in the laboratory under the ideal condition of normal incidence and usually at a 
single point. However, practical conditions are not always the same as that in the 
laboratory. While performing calibrations under practical conditions, the detectors 
may be subjected to conditions like illumination levels beyond the calibration range, 
and angular incidence of illumination. Hence, detector properties like linearity and 
angular response of detectors are required to be determined, for ensuring accuracy 
in the measurements [5, 8, 9]. The present article describes a study carried out to 
quantify the errors introduced in measurements made by commercial detectors under 
practical illumination conditions. An experimental setup was designed to investigate 
the performance of commercial detectors. The errors in measurement under three 
different illumination conditions were recorded. The analysis of the data shows that 
the angular response of detectors plays a major role in determining the reliability of 
their measurements. It was also observed that the non-linearity of detectors gives a 
misleading impression about the deviation of angular response from the ideal cosine 
response and needs to be verified before making measurements. 

2 Experimental Procedure 

2.1 Determination of Linearity of Detectors 

The linearity of detectors is generally mentioned in their datasheet; however, it is 
better to verify before the measurements. For ensuring this, the response of the test 
detectors was compared with that of the working standard lux meter traceable to SI at 
different illuminance levels. The illuminance level was varied by changing the source-
detector distance on an optical bench. It was verified that the range of illuminance 
used in the linearity study of the detectors includes the level of illuminance at which 
the angular responses were measured.
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2.2 Determination of Angular Response of Detectors 

The picture and schematic diagram of the experimental setup for determining the 
cosine response of detectors are shown in Fig. 1a and b, respectively. The setup was 
established in a dark room, simply consisting of a stable light source and the optical 
detectors under test mounted on a graduated rotating stage. An incandescent light 
source of 200W powered by a stable AC source was used for illuminating the test 
detectors. The test detector was made to rotate about its vertical axis in discrete steps 
(shown in Fig. 1c and d) keeping a constant distance between the light source and 
the center of the detector. This experiment was performed for the source-detector 
distance of 50 cm. The detector under test was mounted on a computer-controlled 
motorized rotatory stage. Before starting the experiment, a proper alignment of the 
source and the test detector was ensured for normal incidence and measurements 
from the detectors were recorded in steps of 5° angular rotation on both sides. The 
angular response determined by the above setup should ideally be the same as the 
cosine response. However, practical detectors do not exhibit an ideal cosine response. 
The deviation of the angular response of detectors from an ideal cosine response 
is quantified by a parameter known as the integral cosine error. For determining 
the said parameter, angle-dependent cosine error, f 2(θ ) given by the International 
Commission of Illumination, 1982] is calculated as [8]: 

f2(θ ) =
[

E(θ ) 
Cosθ E0 

− 1
]

(1) 

where θ is the angular deviation of the incident light from the normal to the detector 
surface, E(θ ) is the signal measured at the angle θ and E0 is the signal measured 
under normal incidence. The integral cosine error <f 2> (directional response index) 
is then evaluated as [10]: 

< f2 >= 
◦ 
85 ∫
◦ 
0 

| f2(θ )| · sin 2θdθ (2) 

The value of <f 2> or performance index is zero for detectors having ideal cosine 
response and increases with a decrease in the angular performance of the detector.

2.3 Experimental Realization of Different Lighting 
Conditions Inside a Cuboidal Enclosure 

To simulate actual lighting conditions inside a closed room, a cuboidal enclosure (of 
dimensions 50 × 50 × 54 cm) was prepared as shown in Fig. 2. Five planar 3W LED 
sources (S, S1–S4) were placed at the roof (or top face of the enclosure) to obtain
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Fig. 1 a Photo of experimental setup established in the laboratory; b Schematic of the designed 
experimental setup; c Front view of optical detector showing the rotation of detector surface to 
incident light; d Lateral view of detector showing the axis of rotation of rotating mount

uniform distribution, as shown in Fig. 2a. The test detectors were placed at different 
positions on the floor for recording the illuminance measurements. To ensure precise 
and repeatable positioning of the detector on the floor, the box was marked to be 
divided into a grid of 5 × 5 matrix. The measurements were obtained by placing the 
test detectors at the center of different grids, which can be seen in Fig. 2b.

Three lighting arrangements were realized experimentally with the lights installed 
on the top face of the cuboidal enclosure, which is schematically shown in Fig. 3a– 
c [5]. The light source centered at the top face (Fig. 3a) has been considered to
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Fig. 2 a Photograph of the roof of the cuboidal enclosure, installed with four 3W planar LEDs 
at the corners and one 3W planar LED at the center; b Photograph of the floor of the cuboidal 
enclosure divided into a grid of 5 × 5 matrix and detector placed at one of the grids of the floor for 
the measurement

Fig. 3 Schematic of the cuboidal enclosure under different lighting conditions a Sim-1; b Sim-2; 
c Sim-3 

simulate lighting conditions concentrated at the center of an enclosure (Sim-1). The 
configuration depicted in Fig. 3b simulates a condition of spatially apart multiple light 
sources placed at the far expanse of an enclosure (Sim-2). The schematic depicted in 
Fig. 3c is designed to obtain a uniformly distributed light in the enclosure (Sim-3). 

2.4 Detectors Under Study 

Six test detectors as shown in Fig. 4, were chosen for the experimental study, two 
were photodetectors (D1, D2), three were commercially available lux meters (D3, D4, 
D5), and one working standard lux meter (D6) traceable to SI. All the detectors were 
calibrated by a standard procedure and also tested for repeatability by subjecting them 
to multiple measurements under the normal incidence of illumination. The detectors 
D1 and D2 were found to have an uncertainty of 1.0% in their measurement; while
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Fig. 4 Test detectors D1, D2, D3, D4, D5, D6 used for study 

D3, D4, and D5 have an uncertainty of 0.8%. The working standard lux meter D6 
has a measurement uncertainty of 0.5%. 

3 Results and Discussion 

3.1 Linearity of Test Detectors to Working Standard Lux 
Meter 

The linearity study was carried out over a range of illumination achieved inside the 
cubical enclosure meant for the experiment. The comparison of the normalized output 
of the test detectors D1, D2, D3, D4, and D5 with that of a working standard lux 
meter (D6) under the same illumination is shown in the graphs presented in Fig. 5. 

It can be inferred from the graphs in Fig. 5, that output of the detectors D1 and D2 
do not vary linearly to the illuminance measured by the working standard lux meter. 
On the other hand, variations of the output of commercial lux meters D3, D4, and

Fig. 5 Response of 
detectors (D1–D5) to the 
illuminance measured by 
working standard lux meter 
(D6) 
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D5 vary linearly to the output of the working standard lux meter (D6) under similar 
illumination conditions. 

3.2 Angular Response of Detectors Under Study 

The angular response of the detectors under study was measured using the experi-
mental setup depicted in Fig. 1, at an illuminance level (Ev) of 790 lx. This illumi-
nance was chosen for ascertaining the angular responses, as the highest illumination 
recorded in the experimental enclosure was of a similar order. The plots of angular 
response obtained for the test detectors are shown in Fig. 6 along with the ideal cosine 
response. 

It is observed that the detectors D3, D4, D5, and D6 show an angular response that 
is quite close to the ideal cosine response. However, the detectors D1 and D2 show a 
hump-type angular response that makes them prone to erratic measurement outputs 
in cases of oblique incidence of illumination. The error in illuminance measurement 
at the normal incidence position is due to the non-linear response. The quality of 
the detectors to their angular response can be quantified by calculating the integral 
cosine error (<f 2>), which is tabulated in Table 1. 

As discussed earlier, the output signal of the detectors D1 and D2 do not vary 
linearly to illumination as the angular responses of the detectors deviate from the

Fig. 6 Cosine responses of 
the detectors (D1–D6) to 
detector following ideal 
cosine response 

Table 1 Integral cosine error (<f 2>) of test detectors used for measurement 

Detectors D1 D2 D3 D4 D5 D6 

<f 2> 14.9 28.1 8.79 2.37 6.00 1.69 
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ideal cosine response. Since at higher illuminations, the detector output starts satu-
rating, hence a small fall in the illumination level with an increase in the angle of 
incidence (especially at angles closer to 0°), does not produce a proportional drop in 
the detector’s output signal, leading to the flatness in angular response. On the other 
hand, the proximity of the angular response of the test detectors D3, D4, and D5 to 
the ideal cosine response may be attributed to the linear variation of the output of 
test detectors with illuminance in the testing range (Fig. 5). The angular response 
of detector D1 was again obtained, but now in lower illumination condition (Ev = 
155 lx), wherein the detector response is linear. The angular response in this illu-
mination level is quite close to the ideal cosine response curve (Fig. 7) and the 
corresponding integral cosine error (<f 2>) for detectors D1 was calculated to be 
1.97. 

The results indicate that the angular response of the detectors is also related to the 
level of illumination. Non-linearity in detector response at a particular illuminance 
range may adversely affect the angular response of the detector. Hence, to ascertain 
the usefulness of a detector in a particular illumination level (in terms of linearity and 
angular response), it would be advisable to verify its linearity first. The proximity 
of the angular response to the ideal cosine response is also indicative of the fact that 
the detector characteristics would be linear up to that illumination level, at which 
the angular response has been ascertained. However, only the linearity of a detector 
does not ensure a proper angular response.

Fig. 7 Cosine response of 
test detector D1 in lower 
illumination to the working 
standard lux meter D6 
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3.3 Illuminance Measurements Under Different Illumination 
Conditions Inside a Cuboidal Enclosure 

It was observed that detectors D1 and D2 are non-linear and have flat cosine responses 
in higher illumination levels. Hence, illuminance measurements were done using test 
detectors D3-D5 and working standard lux meter, D6 having their angular responses 
close to the ideal cosine response. Measurements were performed under different 
lighting conditions as explained in Sect. 2.2. 

All the experimental illuminance data were normalized to the respective illumi-
nance measurements made by the detectors at normal incidence to the source S and 
compared with theoretical data (detector following ideal cosine response) as shown 
in Fig. 8a–c. 

The relative error in the experimental measurement of each detector to the theo-
retical simulation was calculated. The normalized illuminance data obtained experi-
mentally (Ev;N-Exp) was compared with the theoretical data (Ev;Theory) and the relative 
error due to angular response was calculated as: 

Relati  ve ErrorAngular (%) = 
Ev;Theor  y  − Ev;N−Exp  

Ev;Theor  y  
× 100 (3) 

This relative error was calculated for illuminance measurements made by all four 
detectors at all twenty-five grid positions under all three illumination conditions. The

Fig. 8 Theoretical simulation of normalized illumination measurements by detectors D3-D6 and 
ideal detector w.r.t normal incidence position a Sim-1; b Sim-2; and  c Sim-3. Relative measurement 
errors (%) of test detectors (D3-D6) to the detector following ideal cosine response, observed at the 
floor of cuboidal enclosure on moving away from central grid to the corners d Sim-1; e Sim-2; and  
f Sim-3 
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Table 2 Maximum relative 
errors (%) recorded by test 
detectors under different 
illumination conditions 

Detectors Sim-1 Sim-2 Sim-3 

D3 23.2 16.8 9.64 

D4 −5.94 −8.90 −5.37 

D5 12.2 11.1 6.91 

D6 2.52 2.16 1.76 

Table 3 Standard deviation 
of relative errors (%) recorded 
by test detectors in different 
illumination conditions 

Detectors Sim-1 Sim-2 Sim-3 

D3 7.92 2.39 0.83 

D4 2.03 1.59 0.47 

D5 3.81 1.98 0.42 

D6 0.79 0.49 0.38 

distance of the grids from the central grid position was evaluated. The illuminance 
measurements made at grid positions at the same distance from the central grid 
were averaged before the error calculations. The evaluated relative errors for the 
test detectors and working standard lux meter at different positions under different 
illumination conditions are graphically shown in Fig. 8. 

The maximum relative errors recorded by each detector in every configuration are 
tabulated in Table 2. For quantifying the variation in the relative errors, the standard 
deviation of the relative errors was calculated as shown in Table 3. 

3.3.a. Measurements under Sim-1: The measurement errors were found to be zero at 
the central grid due to normal incidence. The data (Table 2) shows that the maximum 
relative error is highest for the test detector D3 which can be attributed to the poor 
cosine response as compared to the other three detectors. The increase in relative 
errors on moving away from the central grid is much faster in detectors having larger 
<f 2>. The standard deviation of the relative errors for test detector D3 (<f 2> = 8.79) 
is calculated to be 7.92% while the measurements using working standard lux meter 
D6 have a minimum <f 2> of 1.69 shows a standard deviation of 0.79%. The negative 
relative errors in the case of test detector D4 are because the response of the said 
detector is larger than the ideal cosine response at all angles, while the other detectors 
(D3, D5, D6) have a lower response to the ideal and has a positive relative error. 

3.3.b. Measurements under Sim-2: The spatially apart multiple light sources create a 
condition wherein the detectors placed at the center will have maximum illumination 
but under angular incidence. However, as we move away from the central grid, the 
relative error starts decreasing and becomes minimum at the corners. The change 
in the relative errors for all four detectors (D3-D6) is quite less as the measurement 
position moves away from the central grid. The maximum standard deviation in 
relative errors is calculated to be 2.39% for detector D3, which is much lesser than 
illumination condition Sim-1 (standard deviation of 7.92%).
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3.3.c. Measurements under Sim-3: In this case, each point receives a higher quantity 
of normal illumination as compared to oblique illumination. This further leads to 
a much smaller deviation in relative errors due to the position of detectors, as is 
evident from Table 3. However, unlike the Sim-1 configuration, the relative error is 
maximum at the central grid in this case and Sim-2. Here, it is important to point 
out that the deviations in angular response to the ideal cosine are maximum in the 
mid-angle range and lowest at both extremes of 0º and 90°. Hence, as the angle of 
incidence increase beyond a point, the contribution to errors due to angular response 
again decreases. 

4 Conclusion 

This manuscript presents the experimental results signifying the importance of 
linearity and cosine response of commercial detectors for practical field applications. 
It is observed that the discrepancies in photometric measurements are attributed due 
to the deviation of angular response from the ideal cosine response. A thorough 
investigation of the cosine response of detectors and their impact on the illuminance 
measurements under different practical lighting conditions is done. It has been found 
that the measurements under uniform illumination are more reliable as compared to 
the concentrated ones irrespective of detector positioning. Moreover, the variations in 
the measurement errors under uniform illuminations are very less and are quite signif-
icant for application purposes where quantified illumination is needed. It is concluded 
that the detectors should be calibrated for multiple illumination points rather than a 
single point to modify their cosine response and reduce the measurement error. 
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Realization of Total Spectral Radiant 
Flux of an Incandescent Lamp 
with Three Spectroradiometer 
Configurations 

Vijeta, Shibu Saha, V. K. Jaiswal, and Parag Sharma 

Abstract In an attempt to realize the total spectral radiant flux (TSRF) scale from 
spectral irradiance and total luminous flux, a study has been carried out to determine 
the suitability of the spectroradiometric configurations for sphere spectroradiometric 
measurements. Three spectroradiometric configurations have been studied and spec-
tral irradiance measured from all the configurations was used to derive the TSRF 
scale, which has been used for the calibration of sphere-spectroradiometer system. 
Total luminous flux of a set of test lamps was measured under all three calibra-
tions. Ananalysis of the measured total luminous flux has been done to ascertain the 
suitability of all the configurations for deriving TSRF from the spectral irradiance. 

Keywords Total luminous flux · Sphere-spectroradiometer · Total spectral radiant 
flux · Spectral irradiance 

1 Introduction 

With the development, artificial lighting has become an integral part of our day-to-
day life [1]. In the general lighting sector, LED (Light Emitting Diode) sources have 
totally replaced conventional light sources like incandescent and fluorescent lights. 
In developing countries, nearly 20–25% of the electric energy is used in illumina-
tion which is about 5% of the consumption of total energy [2]. LEDs are the most 
energy-efficient light sources used for illumination and are best suited for commer-
cial purposes due to their environment-friendly nature. This has made LED lighting 
immensely popular for general illumination. Hence, the measurement and calibration 
of LED sources have become important.
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Accurate measurements of light are very crucial in scientific and technological 
applications, industries, manufacturing markets, environmental surveys, and health 
and safety sectors [3, 4]. The measurement of artificial light sources and corre-
sponding calibration procedures are studied in the field of radiometry and photom-
etry. Photometry is the measurement of light taking the human eye response into 
consideration, while the measurement of radiant power irrespective of the human 
vision is covered in radiometry [5–7]. Any artificial light source meant for different 
illumination requirements is characterized by its photometric parameters. Total lumi-
nous flux is one of the fundamental photometric quantities that is used to quantify 
the luminous power/flux exuded by a light source in all directions [8]. The total 
luminous flux of light sources can be usually measured by two methods: goniopho-
tometer and integrating sphere which are absolute and relative methods respectively. 
The testing laboratories prefer the relative method due to good turn-around-time, and 
low-cost of initial investment. In recent times, conventional photometer-based inte-
grating spheres have been replaced by spectroradiometer-based integrating spheres 
for the photometric and colorimetric measurements of light sources [6]. The sphere 
spectroradiometer system is calibrated against a reference standard of known total 
spectral radiant flux (TSRF) [8]. However, the current standard allows the total spec-
tral radiant flux lamp to derive its traceability from spectral irradiance and total 
luminous flux standards, both traceable to the SI [9]. 

In an effort to establish traceability of the TSRF scale from spectral irradiance and 
total luminous flux scale, an initial study has been done to ascertain the suitability of 
spectroradiometer configurations for sphere spectroradiometer system. In the present 
study, three spectroradiometric configurations have been studied for deriving the 
scale of TSRF. Total luminous flux of different test lamps was measured from sphere 
spectroradiometer sytem, against the calibration of TSRF scale derived from different 
configurations to ascertain their suitability. 

2 Experimental Procedure 

Three spectroradiometric configurations were used for determining spectral irradi-
ance to derive the traceability of TSRF. The first configuration (method 1), is a double 
monochromator based spectroradiometer having an integrating sphere of 150 mm 
diameter as the input optics (Fig. 1) [10]. A handheld CCD array based spectrora-
diometer was used in the other two different configurations. The second configuration 
(method 2) consists of the CCD array based spectroradiometer connected to another 
integrating sphere of 80 mm diameter through a multi-mode optical fiber as shown in 
Fig. 2. The CCD array based spectroradiometer was integrated with a PTFE cosine 
diffuser through the optical fiber in the third configuration (method 3) as shown in 
Fig. 3.

In all the arrangements the respective spectroradiometer was firstly calibrated 
against a standard lamp. This was followed by the spectral irradiance measurement 
of a seasoned 60W tungsten halogen lamp (T1), which was taken as the working
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Fig. 1 Double monochromator based spectroradiometer arrangement (method 1) for spectral 
irradiance measurement of a light source 

Fig. 2 CCD array based spectroradiometer integrated with integrating sphere for spectral irradiance 
measurement of a light source (method 2) 

Fig. 3 CCD array based spectroradiometer integrated with a PTFE-based cosine diffuser for 
spectral irradiance measurement of a light source (method 3)

standard lamp for the present study. The normalized spectral density (S(λ)) was 
derived from the spectral irradiance data. The total luminous flux of the lamp, T1 
was also derived using standard protocol. The TSRF (φ(λ))  of  the T1 lamp was  
derived separately from all the S(λ) obtained from spectral irradiance measurements
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made by three different configurations, and the luminous flux scale (φv), using Eqs. 1 
and 2 [11]: 

φ = AKm 

780∫

380 

S(λ)V (λ)dλ (1) 

A = φv 

Km
∫ 780 
380 S(λ)V (λ)dλ 

(2) 

where, V (λ) is the photopic spectral luminous efficiency function and Km is the 
maximum spectral luminous efficiency of the human eye under light-adapted vision 
(683 lm/W). 

The sphere-spectroradiometer system was calibrated separately against the TSRF 
derived from the three configurations. A set of test lamps consisting of incandes-
cent lamps (G-1, G-2, G-3, G-4) and LED sources (LED-1, LED-2, LED-3, LED-
4) of different wattages were chosen. The sphere-spectroradiometer system under 
different calibrations was used for the measurement of total luminous flux of the 
test lamps. The total luminous flux measurements were compared with the standard 
protocol measurements. 

3 Results and Discussions 

The TSRF of the reference standard lamp (T1) evaluated by obtaining spectral irra-
diance from the three configurations and luminous flux scale (discussed in Sect. 2), 
is shown in Fig. 4a. 

Fig. 4 a Derived TSRF of T1 using three different spectroradiometer configurations. b Relative 
error in TSRF obtained by methods 2 and 3 w.r.t method 1
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The relative deviations of the TSRF obtained by the methods 2 and 3, with respect 
to method 1 are shown in Fig. 4b. The analysis (mean and standard deviation) of the 
deviation plots indicates that the derived TSRF are in correspondence to each other. 
However, the TSRF derived by method 1 is closer to the one obtained by method 3, 
as compared to that of method 2. 

The total luminous flux of a set of test lamps (in the range of 300–1500 lm) was 
measured (Table 1) using sphere spectroradiomter system against three derived TSRF 
calibrations. The measured total luminous values are further tabulated along with the 
standard protocol measurements and the relative percentage deviation. The relative 
percentage deviations in the total luminous flux values are graphically represented 
in Fig. 5. 

It can be inferred from the data that the total luminous flux values obtained using 
method 2 have a larger deviation as compared to the other two methods. The total

Table 1 Total luminous flux (lm) of different light sources measured by sphere-spectroradiometer 
system under different TSRF calibrations. The quantities in the bracket represent the relative 
percentage deviation with respect to the standard protocol measurements 

Lamps Standard Protocol (lm) Method 1 (lm) Method 2 (lm) Method 3 (lm) 

G-1 400.4 403.67 (−0.8) 409.66 (−2.3) 399.85 (0.1) 

G-2 729.6 730.15 (−0.1) 734.44 (−0.6) 730.55 (−0.1) 

G-3 1562.0 1565.3 (−0.2) 1599.0 (−2.4) 1563.0 (−0.1) 

G-4 3110.3 3126.8 (−0.5) 3071.5 (1.2) 3144.6 (−1.1) 

LED-1 636.52 643.69 (−1.1) 657.20 (−3.2) 641.87 (−0.8) 

LED-2 613.27 615.00 (−0.2) 629.15 (−2.6) 616.43 (−0.5) 

LED-3 1326.1 1320.7 (0.4) 1371.4 (−3.4) 1330.3 (−0.3) 

LED-4 1418.1 1430.0 (−0.8) 1482.5 (−4.5) 1434.7 (−1.2) 

Fig. 5 Graphical 
representation of relative 
error in total luminous flux 
of different test lamps 
measured using sphere 
spectroradiometer system 
against derived TSRF 
by three configurations, with 
respect to the measurement 
of total luminous flux by 
standard protocol 
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luminous flux measurements of the test lamps, made under TSRF calibration derived 
from spectral irradiance measurement using the configuration described in methods 
1 & 3, were found to be within ±1.5% of the standard protocol values. Method 2 
uses an integrating sphere along with an array based spectroradiometer connected 
through an optical fiber. The larger deviations obtained in method 2 in comparison 
to that of the other two, may probably be attributed to the involvement of the sphere 
coating, which might be interfering with the true spectrum of the lamps. However, 
further investigations are required for a conclusive reason. 

4 Conclusion 

In summary, a study has been done to ascertain the suitability of spectroradiometer 
configuration to determine the spectral irradiance, for establishing traceability of total 
spectral radiant flux from spectral irradiance and total luminous flux. Three different 
spectroradiometric configurations were studied for deriving the scale of total spectral 
radiant flux. A sphere spectroradiometer system was calibrated using the three TSRF 
scales and measurements of a set of test lamps were made corresponding to the 
three different calibrations. The method for determining spectral irradiance based on 
array spectroradiometer with integrating sphere as the input optics, shows maximum 
deviations in the total luminous flux measurements made under the TSRF calibration 
derived from it. The total luminous flux measurements made under calibration derived 
from the other two methods were well within uncertainty. 

The study would augment the effort for establishing traceability of the TSRF from 
spectral irradiance and total luminous flux, for sphere-spectroradiometeric applica-
tions. Further, the handheld CCD array based spectroradiometer can be used to 
establish a cost-effective sphere spectroradiometer system for the measurements of 
photometric parameters of artificial light sources. 
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Studies on Pressure and Temperature 
Dependent Dielectric Properties of Lead 
Magnesium Niobate
-Lead Titanate Binary Relaxor to Use 
as a Pressure Sensing Material 

Vinay Kumar 

Abstract Measurement of pressure with required accuracy is important in many 
industries such as process, chemical manufacturing, automobile etc. The accurate 
pressure measurement is important not only due to quality considerations but also 
for safety purposes. A large number of instruments and sensors are available to 
measure gauge, differential, and absolute pressures. The primary standards measure 
the pressure using the fundamental units. The Secondary or transfer pressure stan-
dards measure pressure in terms of some other quantity like resistance, capacitances 
etc. Since the discovery of ferroelectricity in single crystal materials (Rochelle salts) 
in 1921 and its subsequent extension towards the poly-crystalline material (barium 
titanate, BT) during the 1940s, there has been a continued discovery of new material 
and technological development leading to the use of ferroelectric relaxor in a signif-
icant number of applications like multilayer capacitor, actuators, energy storage etc. 
The present study describes the investigation of pressure and temperature dependent 
dielectric properties of Lead Magnesium Niobate-Lead Titanatebinary (PMN-PT) 
Binary relaxor specimens. In this study, the investigator optimized the specimen’s 
preparation method by changing PT concentration to improve the specimen’s pres-
sure sensing properties. This study adds another pressure sensing application of 
relaxor materials amongst many other applications. 

Keywords Pressure · Relaxor · PMN · Dielectric · Sensor 

1 Introduction 

Pressure is one of the most important physical property needs to measure accu-
rately. Pressure and temperatures play a major role in ‘pipeline constructions’, ‘water 
supply’, ‘hydraulic lifts’, ‘hydraulic presses’, ‘hydraulic diggers’, ‘hydraulic for
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irrigation’, ‘thermal power’, ‘hydraulic power’, ‘aviation of flights’, in flow meter, 
maintaining optimal pressure in tubes/tires of vehicles and in human blood, etc. The 
accurate measurement of pressure plays an important role in many processing indus-
tries such as automobiles, aerospace, steel, and chemical, for the synthesis of high 
strength materials and research etc. In the industry accurate pressure measurement 
is important not only due to quality considerations but also to safety requirements. 
No single instrument can measure the pressure in the entire range of interest with 
the same accuracy and reproducibility. Some types of pressure measuring devices 
are ‘Bourdon Tube Pressure Gauge’, ‘Diaphragm Pressure Gauge’, ‘Capsule Pres-
sure Gauge’, ‘Absolute Pressure Gauge’, ‘Differential Pressure Gauge’, ‘Bellows 
Pressure Gauge’, ‘Manometer Pressure Gauge’, ‘Piezometer Pressure Gauge’ etc. 

Since the discovery of the ferroelectricity in single crystal materials (Rochelle 
salts) in 1921 and its subsequent extension towards the poly-crystalline material 
(barium titanate, BaTiO3) during the 1940s, there has been a continuous discovery of 
new material and technological development leading to the use of ferroelectric relaxor 
in a significant number of applications including pressure measurement [1–13]. 

Relaxor ferroelectric materials are characterized by diffuse phase transition [14]. 
There has been extensive research activity in relaxor ferroelectric for the past few 
decades [15] owing to fundamental scientific interest and potential technological 
applications. As a result, many compounds have been discovered using relaxors till 
now and the work is still in progress. 

A wide range of compounds having perovskite structure (ABO3) exhibit relaxor 
ferroelectric behavior. Amongst the compounds Lead Magnesium Niobate(PMN) 
has been investigated extensively since its discovery, because it has high dielec-
tric constant and fabrication of this perovskite is difficult. In past, large number of 
research were attributed to optimize fabrication parameter of PMN. Many theories on 
relaxor ferroelectrics, kinetics of formation the perovskite phase etc. were conceived 
with PMN [16–18] as the prototype relaxor material. 

Temperature insensitiveness of the relaxor ferroelectric in the Curie region can be 
used to make a device, and result of that should not be affected by the temperature 
variation. In this context, the present investigation is directed to study the pressure 
effect of the Lead Magnesium Niobate -Lead Titanate (PMN-PT) relaxor mate-
rial. First time, this study should lead to the development of the capacitive pressure 
sensing material using PMN-PT relaxor, to measure the high hydrostatic pressure 
independent of temperature variation. 

2 Experimental 

Lead Magnesium Niobate (PMN) was first synthesized by Soviet workers in the 
late 1950s. The dielectric properties of PMN have since been widely investigated in 
both single crystal and ceramic forms. The fabrication of PMN is complicated due 
to the formation of lead niobate-based pyrochlore phase during the initial stage of 
reaction between mixed oxide. The subsequent transformation of pyrochlore phase
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into perovskite phase is sluggish and necessitates repeated calcination at relatively 
high temperature for long time. Mixed oxide process rarely results in pyrochlore free 
PMN and has associated problems of reproducibility and control of PbO Stoichiom-
etry. Swartz and Shrout [16] devised a novel approach to obtaining perovskite PMN 
through a columbite route eliminating the intermediate pyrochlore phases. In this 
study, the author applied the same approach. 

2.1 Specimen Preparation 

Specimens with varying composition of PT in the (1–x) PMN—xPT binary system 
where x = 0, 0.1, 0.35 were prepared using high purity oxides (PbO—99.9%, MgO— 
97%, Nb2O5—99.9% and TiO2—99.9%) adopting columbite precursor technique 
describe as by Swartz and Shrout [16]. 

For preparation of specimens, all the oxides except PbO were mixed stoichio-
metrically and ground in agate mill for 10 to 12 h in acetone medium. Mixture was 
then calcined at 1273 K for 2 h. Then PbO was mixed in the calcined mixture and 
the resultant mixture was again calcined at 1073 K for 2 h. Calcined powder was 
ground finely, and few drops of poly vinyl alcohol (PVA) were added to the calcined 
powder and then pressed into the pellets of 18 mm in diameter and 1 to 2 mm thick by 
applying 5000 kg load. After burning off at 573 K for 30 min, pellets were sintered 
at 1373 K for a period of 2 h, in a closed alumina crucible. To minimize the lead loss 
during sintering, pellets were coated with lead oxide power. A flow chart for making 
PMN—PT specimens is shown in Fig. 1. 

Fig. 1 Flow chart for making PMN—PT specimens
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2.2 Measurement 

For capacitance/dielectric measurements, the sintered pellets were polished with 
1 μmAl2O3 powder. The guarded silver electrodes were deposited by vacuum evap-
oration, using a special mask. To eliminate fringing field effect [19] the width of 
guarded electrode is chosen such that the following condition is satisfied: 

Guardring width  

Specimen thickness 
> 3 

Capacitance and dielectric loss (Tan δ) were measured at 1 kHz fixed frequency 
using auto ranging digital capacitance bridge (Andeen—Hagerling, Model 2500A, 
USA) with an accuracy of 0.1 ppm in the entire capacitance range. 

The schematic diagram of the high-pressure cell [4] used for the temperature 
and pressure measurement is shown in Fig. 2. This specimen holder was made of 
Invar[20]. Holder consists of five flanges, in the middle flange there is a hole that 
can accommodates specimens of different diameters (maximum 25 mm). On both 
sides of center flange there are two other flanges which have golden bellow for the 
electrical contact with specimen. Three connections from bellow are given to BNC 
connector, which are held outside the holder. Outer two flanges are for holding the 
pressure. This holder can accommodate two specimens at a time. 

Temperature for the dielectric measurement was varied using thermostatically 
controlled temperature bath model RTD 8dd Nes Lab, USA. This bath is capable to 
maintain the temperature of specimen within ±0.05 K. Temperature of the specimen 
was measured using chromel–alumel thermocouple and a digital temperature display 
of resolution 0.01 K. Range of temperature variation was chosen from 283 to323 K.

Fig. 2 High pressure cell 
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Fig. 3 Block diagram for pressure generating system 

To measure the dielectric constant at various temperatures specimen holder was 
placed in copper vessel filled with ethyl hexyl sebacate fluid. As specimens were in 
the center of the holder therefore about 30 min time was given for stabilization of 
temperature whenever temperature was changed. 

2.3 Dielectric Measurement at Various Pressures 

To study the effect of pressure variation the specimen holder was placed in a high-
pressure vessel of maraging steel which can accommodate the above said specimen 
holder. The pressure was generated by means of a conventional high hydrostatic 
pressure generating system [21] comprising pressure intensifiers and fine control 
valves. Block diagram for pressure generating system is shown in Fig. 3. 

The pressure was transmitted through ethyl hexyl sebacate fluid as it does not 
react with the specimen and its viscosity does not change appreciably over the range 
of interest. The pressure vessel was jacketed by a copper vessel which have copper 
tube around it. Copper tube is connected to temperature bath to maintain the temper-
ature. The pressure effect on chromel-alumel thermocouple was negligible, and the 
consequent temperature correction is quite small in the present study. The national 
hydraulic primary pressure standard (NPLH1) is used to measure the applied pres-
sure. The measurement uncertainty of NPLH1 is better than 0.013%. The particulars 
of the NPLH1 are available elsewhere [22]. 

3 Result and Discussion 

Capacitance of PMN, PMN + 10% PT, PMN + 35% PT measured at various temper-
atures 283,293, 303, 313, and 323 K increasing as well as decreasing temperatures. 
The dielectric constant (K)is then calculated using the standard formula from the 
capacitances by measuring the radius and thickness. The variation of K/KO of PMN, 
PMN + 10% PT and PMN + 35% PT specimens as a function of temperature (for
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both increasing and decreasing temperatures) is shown in Figs. 4, 5 and 6 respec-
tively. Ko is Dielectric constant at 283 K and atmospheric pressure. The graphs show 
negligible hysteresis at lower temperature values. 

Capacitance of PMN, PMN + 10% PT, PMN + 35% PT measured at various 
pressures 69, 138, 206, 274, 344 and 415 MPa and 302 K increasing and decreasing 
pressures. The variation of pressure of PMN, PMN + 10% PT, PMN + 35% PT 
specimens as a function of K/KO (for both increasing and decreasing pressures) 
is shown in Figs. 7, 8 and 9 respectively. Ko is Dielectric constant at atmospheric 
pressure and 302 kelvins. The polynomial fit of 2nd order and linear fitted equations 
is also shown in the graph.

The Dielectric Constant, Dielectric Loss, Pressure and Temperature coefficient of 
PMN, PMN+ 10% PT, PMN+ 35% PT specimens are tabulated in Table 1. The PMN 
specimen has a negative temperature and pressure coefficient of dielectric constant 
while the PMN+10%PT and PMN+35%PT specimens have positive temperature and 
pressure coefficient of dielectric constant. The PMN + 10 % PT specimen have the 
highest dielectric constant, pressure coefficient and temperature coefficient. There is 
hysteresis at lower pressure points in PMN + 10%PT and PMN + 35%PT specimens 
but for PMN specimen hysteresis is at random pressure point.

Fig. 4 The variation of K/KO as a function of temperature of PMN specimen
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Fig. 5 The variation of K/KO as a function of temperature of PMN + 10% PT specimen 

Fig. 6 The variation of K/KO as a function of temperature of PMN + 35% PT specimen



206 V. Kumar

Fig. 7 The variation of pressure as a function K/KO of PMN specimen 

Fig. 8 The variation of pressure as a function K/KO of PMN + 10% PT specimen
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Fig. 9 The variation of pressure as a function K/KO of PMN + 35% PT specimens

Table 1 The dielectric constant, dielectric loss, pressure and temperature coefficient of PMN, PMN 
+ 10% PT, PMN + 35% PT specimens 

Composition Dielectric constant Dielectric loss Pressure coefficient 
(Pa−1) 

Temperature 
coefficient (K−1) 

PMN 1557.28 0.00661 –381 × 10–12 –0.0057 

PMN + 10%PT 3869.2 0.0502 +367 × 10–12 +0.0164 

PMN + 35%PT 1100.55 0.0933 +246 × 10–12 +0.0065 

4 Conclusion 

The present investigation strongly concludes that the pure PMN or combination with 
PT can be used as capacitive pressure sensing material. As obvious from the fitted 
equation the variation of dielectric constant with pressure the 2nd order polynomial 
fit has less R2 value. Therefore, second order equation can be used to calculate the 
pressure from dielectric constant. Furthermore, investigation is required to mini-
mize the hysteresis, increase, and linearize the pressure coefficient and minimize the 
temperature coefficient. Once the processing parameters are optimized uncertainty 
calculation in pressure measurement is also required. 

Acknowledgements Author is thankful to Dr. Sanjay Yadav for his encouragement and valuable 
guidance.
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Quality Management System of BND® 
Development in Collaboration 
with RMPs at CSIR-NPL, India 

Vipin Jain, Pallavi Kushwaha, S. P. Singh, and Nahar Singh 

Abstract CSIR-National Physical Laboratory (NPL), India, has recently initiated 
the activity of development and production of CRMs in various sectors (including 
Water & Chemicals, Cement and Building Materials, Petroleum Products, Precious 
Metals, Hardness Blocks, Ores & Minerals, Organic Substances, etc.) in collaboration 
with recognized RMPs under the “Make-In-India” initiative of the Government of 
India (GoI). The aim of this joint development activity is to harmonize the Quality 
Infrastructure and also to boost the production and availability of indigenous CRMs 
in the country. The developed CRMs are available with the trade name ‘BND®’. 
The procedure of the development and production of BNDs jointly by CSIR-NPL 
and concerned RMPs is controlled by the Quality Management System (QMS) of 
CSIR-NPL that is based on IS/ISO 17034: 2016 and IS/ISO/IEC 17,025: 2017. The 
‘BND Outreach’ and ‘BND Management’ Sub-Divisions falling under the ‘BND 
Division’ at CSIR-NPL actively coordinate with numerous recognized RMPs for the 
joint development and production of BNDs. The ‘QMS’ system being followed by 
CSIR-NPL and concerned RMPs is being discussed in this article. 

Keywords Certified Reference Material (CRM) · Bharatiya Nirdeshak Dravya 
(BND®) · National Metrology Institute (NMI) · Traceability · Reference Material 
Producer (RMP) · Quality Management System (QMS) 

1 Introduction 

Certified Reference Materials (CRMs) are reference materials characterized by a 
metrologically valid procedure for one or more specified properties, accompanied by 
a certificate that provides the value of the specified property, its associated uncertainty,
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and a statement of metrological traceability. ISO Guide 30: 2015 very well defines 
various terms and definitions related to reference materials including the ‘CRM’ 
[1]. Bharatiya Nirdeshak Dravya (BND®) is a ‘CRM’ produced by CSIR-NPL, 
the National Metrology Institute (NMI) of India or a Reference Material Producer 
(RMP) with a well-defined traceability to CSIR-NPL established via specific criteria 
and protocols defined and documented by CSIR-NPL and tailored to meet the needs 
of the beneficiaries/clients/customers [2]. CSIR-NPL has got ‘BND®’ as trademark 
registered [TM No.- 3669341] with the Registrar of Trademark office in India in 
the year 2017 [3]. Under the aegis of the ‘Make-In-India’ initiative of the Govern-
ment of India (GoI), CSIR-NPL has recently made serious efforts for the devel-
opment of BNDs in collaboration with recognized RMPs in the country. These 
RMPs are accredited for IS/ISO 17034: 2016 [4] and/or IS/ISO/IEC 17,025: 2017 
[5]. The numerous accredited RMPs having collaboration with CSIR-NPL aiming 
towards the joint development and production of BNDs include; AASHVI Tech-
nology LLP (ATL), Ahmedabad; National Council for Cement & Building Materials 
(NCCBM), Ballabhgarh; Hindustan Petroleum Corporation Ltd. (HPCL), Visakha-
patnam; Bharat Petroleum Corporation Ltd. (BPCL), Mumbai; India Government 
MINT (IGM), Mumbai; Jalan & Company (JALANCO), New Delhi; Global PT 
Provider Pvt. Ltd. (GPTP), New Delhi; Pharmaffiliates Analytics & Synthetics 
Pvt. Ltd., Panchkula; FARE LABS Pvt. Ltd. (FARE LABS), Gurugram; SUMS 
Techno Labs Pvt. Ltd. (SUMS), Bellary, etc. Till date, CSIR-NPL has developed 145 
NEW BNDs (About 115 nos. in association with the RMPs and 30 nos. under the 
‘In-House BND’ activity of the laboratory) [6, 7]. This collaboration for the joint 
development of BNDs is in the niche areas, such as; Chemicals, Cement & Building 
materials, Petroleum Products, Precious Metals (Gold & Silver based), Hardness and 
PMMA Blocks, Ores & Minerals, etc. The procedure of the development and produc-
tion of BNDs is controlled by the Quality Management System (QMS) of CSIR-NPL 
[8, 9] that follows the norms of international standards, i.e., IS/ISO 17034: 2016 and 
IS/ISO/IEC 17,025: 2017, etc. The ‘QMS’ system being followed by CSIR-NPL 
and concerned RMPs for the joint development and production of BNDs is being 
discussed in this article. 

2 Quality Management System (QMS) of CSIR-NPL 

CSIR-NPL had started working on the development of BNDs way back in the 1990s 
with the aim of utilizing them as economic import substitutes. However, the program 
has grown exponentially since 2017 after the registration of the trademark ‘BND®’ 
with the Registrar of Trademark office in India [3]. For the first time, CSIR-NPL has 
developed a consolidated Quality Manual for the whole laboratory that addresses 
all requirements of both IS/ISO/IEC 17,025: 2017 and IS/ISO 17034: 2017 [8]. 
This integrated Quality Manual was successfully implemented in October 2020. 
During November 2020, CSIR-NPL has undergone a peer review of the Quality 
System of twenty-three (23) Sub-Divisions through Asia Pacific Metrology Program
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(APMP) [9]. Subsequently, no non-compliance was observed during the on-site 
assessment at CSIR-NPL. The ‘QMS’ of CSIR-NPL is discussed in extensive detail 
by Mandal et al. [9] addressing the Quality Policy of CSIR-NPL in terms of Clause 
4: ‘General requirements’, Clause 5: ‘Structural requirements’, Clause 6: ‘Resource 
requirements’, Clause 7: ‘Process requirements’ and Clause 8: ‘Management System 
requirements’ based on IS/ISO/IEC 17,025: 2017 and IS/ISO 17034: 2016. This 
‘QMS’ system plays an important role in maintaining the Quality System of CSIR-
NPL for reporting accurate measurement results and production/development of 
BNDs ‘In-House’ and also in alliance with numerous recognized RMPs in India. 
Effective implementation of ‘QMS’ is supervised in all Sub-Divisions covered under 
the ‘QMS’ through internal audits effectively being conducted annually (once in a 
year) followed by management review known as ‘Steering Committee’. CSIR-NPL 
has sufficient number of trained and qualified Assessors for conducting internal 
audits for its own purpose. The selection of auditors is made as per the guidelines 
proposed in ISO 19011 [10]. Internal audits are essentially conducted as per the 
guidelines/procedure set by the ‘QMS’. As an apex body, APMP monitors the activ-
ities of different NMIs through numerous technical committees by the presentation 
of annual reports and discussions in APMP annual meetings. 

3 Bharatiya Nirdeshak Dravya (BND) Division 
at CSIR-NPL 

CRMs are important for the calibration of all analytical equipment for accurate 
and precise measurement of data. In order to harmonize the whole process of the 
BND activities, CSIR-NPL has set-up a new division entitled ‘Bharatiya Nirde-
shak Dravyas (BND)’ also known as Indian Reference Materials Division in the 
year 2017. The division was further segmented into four Sub Divisions; namely, In-
House BND, BND Outreach, Chemical and Food BND and BND Management. The 
In-House BND Sub-Division is involved in the preparation of In-House BNDs in the 
field of alloys and minerals, powders, liquid suspension, etc. The Sub-Division also 
maintains high end sophisticated analytical instruments such as, SEM & EDS, FE-
SEM & EDS, XRD, XRF, HRTEM, etc. All these instruments are covered under the 
quality system of CSIR-NPL as per IS/ISO/IEC 17,025: 2017 [5]. The Chemical and 
Food BND Sub-Division focuses on the BNDs in the field of water and chemicals, 
trace elements, etc. This sub-division has developed several BNDs for the calibration 
of equipment like AAS, ICP-OES, ICP-MS, etc. as per the norms of IS/ISO 17034: 
2016 [4]. It has also been providing support for chemical characterization of mate-
rials as per the requirements of CSIR-NPL and stakeholders like Delhi Jal Board, 
Election Commission of India, etc. This Sub-Division also maintains sophisticated 
equipment like ICP-HR-MS, F&GA-AAS, IC, UFLC, UV–VIS spectrophotometer, 
etc. as per IS/ISO/IEC 17,025: 2017. The BND Outreach Sub-Division is engaged 
in coordinating with numerous RMPs working in different sectors in the country
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and also makes arrangements with them for signing of Agreement/MoU with CSIR-
NPL for the BND development and production as per IS/ISO 17034: 2016. Finally, 
the BND Management Sub-Division facilitates the distinguished RMPs associated 
with CSIR-NPL for the BND certification (as per the guidelines of IS/ISO 17034: 
2016 and CSIR-NPL ‘QMS’). This Sub-Division also coordinates with different Sub-
Divisions of CSIR-NPL towards certification under the In-House BND program of 
the laboratory. In fact, BND Outreach and BND Management Sub-Divisions collec-
tively coordinate with different RMPs accredited for IS/ISO 17034: 2016 towards the 
objective of joint development of BNDs for the dire need of the country. The BND 
Management Sub-Division is also actively involved in the development of Nano-
material based BNDs for Spectrophotometers using UV–VIS Spectroscopy, AFM, 
etc. In the following section, the Document Structure of CSIR-NPL that is imple-
mented in October 2020 [9] for the joint development and production of BNDs in 
collaboration with RMPs is discussed. 

4 Document Structure of CSIR-NPL for BND Development 
and Production 

The ‘QMS’ of CSIR-NPL prepared for the BND development and production has 
three level Document Structure [9] as shown in Fig. 1 (a & b as per IS/ISO/IEC

(a) (b) 

Fig. 1 Document structure of CSIR-NPL for BND development and production based on a IS/ 
ISO/IEC 17025: 2017 and b IS/ISO 17034: 2016 [9] 
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17,025: 2017 and IS/ISO 17034: 2016, respectively). The first level (Level-1) docu-
mentation is ‘Quality Manual’ of various objectives, policies, and procedures of 
CSIR-NPL as per IS/ISO/IEC 17,025: 2017 and IS/ISO 17034: 2016 as discussed 
in Sect. 2 [8]. This document has set-up guidelines for preparing Document Manual 
by various Sub-Divisions. The second level of documentation (Level-2) is ‘Docu-
ment Manual’ prepared by each Sub-Division including the BND Sub-Divisions as 
per the guidelines given in the Quality Manual. There have been total of ten (10) 
documents (Doc.#1 to Doc.#10 identified for testing and calibration activities and 
Doc.#1A to Doc.#10A defined for the BND activities). The third level of documen-
tation (Level-3) is relevant ‘Technical and Management Records’ and maintained by 
each sub-division at CSIR-NPL. 

The ‘Document Manual’ (Level-2) of the four BND Sub-Divisions namely, In-
House BND, BND Outreach, Chemical and Food BND and BND Management is 
prepared independently according to the formats and guidelines available in the 
CSIR-NPL Quality Manual. Hence, the structure of Level-2 documentation for each 
BND Sub-Division has an identical resemblance. The documentation for testing/ 
calibration activity is as per IS/ISO/IEC 17,025: 2017 and for BND development 
activity is as per IS/ISO 17034: 2016. The BND Outreach and BND Management 
are the two Sub-Divisions that jointly coordinate with registered RMPs and their 
concerned ‘Technical Teams’ at CSIR-NPL along with the Business Development 
Group (BDG) of CSIR-NPL towards the development and production of BNDs. The 
BND Outreach and BND Management Sub-Divisions primarily look after the BND 
program as per IS/ISO 17034: 2016 and the structure of their Document Manual is 
depicted in Fig. 2 [11] and discussed in Sect. 5.

The ‘Technical and Management Records’ (Level-3) maintained by each BND 
Sub-Division primarily include Record of Training of personnel, Environment, 
Contact with customers, Availability of BNDs, Correspondence with RMPs, Obser-
vations, Analysis of data, Evaluation of uncertainty, Internal audits, Steering 
committee meeting, Peer review, etc. This is as per the guidelines of the Quality 
Manual of CSIR-NPL [8]. More specifically, BND Outreach and BND Management 
Sub-Divisions maintain Records; such as, (i) Copy of Safety Manual of CSIR-NPL, 
(ii) Record of Agreements with RMPs and relevant correspondences, (iii) Record 
of Consent by the CSIR-NPL ‘Technical Teams’ appointed by the Head-BND Div. 
for concerned RMPs, (iv) Record of Invoices with RMPs, (v) Record of Payment & 
GST Filing, (vi) Record of BNDs developed/produced through RMPs, (vii) Record of 
receipt/dispatch of RM/CRM material from/to RMPs and Record of Witness Testing 
conducted by concerned Technical Team/s at RMP’s site [including Value Assign-
ment data, Procedure and Production Report (PPR) of BND, Uncertainty calculation, 
etc.], (viii) Record of BND certificates, (ix) Record of Internal Audits as well as Peer 
Review and corrective action taken, (x) Record of Training of scientific/technical 
staff of concerned Sub-Division, and (xi) Miscellaneous documents; such as, Labo-
ratory Layout Diagram, Record of Complaints [usually issued twice in a year by the 
Center for Calibration & Testing (CFCT) section at CSIR-NPL], Record of Non-
conforming work and follow up action and Copy of Office Memorandums (OMs), 
etc.
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Fig. 2 Structure of ‘Document Manual’ (Level-2) for BND Sub-Divisions at CSIR-NPL

5 Document Manual (Level-2) of BND Sub-Divisions 

The first level (Level-1) documentation, i.e., ‘Quality Manual’ for various objectives, 
policies, and procedures of CSIR-NPL as per IS/ISO/IEC 17,025: 2017 and IS/ISO 
17034: 2016 is prepared as discussed in brief in Sect. 2 [8]. The ‘Document Manual’ 
(Level-2) of the four BND Sub-Divisions; namely, In-House BND, BND Outreach, 
Chemical and Food BND and BND Management is prepared independently as per the 
formats and guidelines available in the CSIR-NPL Quality Manual. In the following 
sub-sections, ‘Document Manual’ (Level-2) maintained by the BND Outreach and 
BND Management Sub-Divisions is discussed. Documentation of ‘Technical and 
Management Records’ (Level-3) is already discussed briefly in Sect. 4.
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5.1 Guidelines of Procedure for Traceability of BND 
(Doc.#2A) 

According to IS/ISO 17034: 2016 [4], clause 7.9, the metrological traceability of 
the certified values of a ‘CRM’ is demonstrated in compliance with the relevant 
requirements of IS/ISO/IEC 17,025: 2017 [5]. Accordingly, “The laboratory shall 
establish and maintain metrological traceability of its measurement results by means 
of a documented unbroken chain of calibrations, each contributing to the measure-
ment uncertainty, linking them to an appropriate reference” [clause 6.5.1 of IS/ISO/ 
IEC 17,025: 2017]. The RMP shall ensure to deliver evidence of the metrological 
traceability of the certified value to a stated reference. The clause 7.14 of IS/ISO 
17034: 2016 briefly discusses the content of the certificate of a ‘CRM’ in which it 
is emphasized that certified property value should be mentioned with the relevant 
measurement uncertainty and a statement of metrological traceability and how that 
is established. The ‘Traceability’ of the property value of BNDs developed jointly 
by CSIR-NPL and concerned RMP is obtained through calibration and/or testing 
following primary method/using CRMs linking to SI units or through international 
key comparisons organized by BIPM, APMP, etc. Where such comparisons are not 
available, bilateral comparisons are conducted and degree of equivalence is ensured. 

5.2 Procedure for BND Development/Production (Through 
RMP) [Doc.#3A(ii)] 

The procedure for BND Development/Production (Through RMP) involves the 
following sequential steps [8, 11]: 

RMP Registration: Any RMP interested in developing collaboration with CSIR-
NPL for the joint development and production of BNDs shall register on CSIR-NPL 
website (www.nplindia.org). An online form maintained by the BND Division has 
to be filled up for this purpose. 

BND Outreach Sub-Div. gets connected with the registered RMP in online/offline 
mode. 

BND Outreach Sub-Division collects the scope of the RMP and calls a meeting 
of Heads, BND Sub-Divisions under the chairmanship of Head, BND Division for 
reviewing the scope/request of the RMP. 

Technical Team: Head, BND Division reviews and discusses the feasibility and 
defines a ‘Technical Team’ accordingly. 

Agreement/MoU: Draft of the Agreement along with scope of the RMP is prepared 
jointly by BND Outreach Sub-Div., BND Management Sub-Div. and concerned 
‘Technical Team’. The draft of the agreement is submitted to the Head, BDG at 
CSIR-NPL for further processing. Recently; CSIR-NPL has constituted a committee 
named ‘BND Committee for Agreements with RMPs’ to recommend the terms and 
conditions for signing of New/Renewal of Agreements with RMPs. Therefore, prior

http://www.nplindia.org
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to sending to Head, BDG, the draft agreement is sent for discussions in the above 
BND Committee. After recommendation of the BND committee, the agreement is 
sent to Head, BDG for necessary approval of the competent authority. Agreement 
signing ceremony is organized by the Head, BND Div. along with all BND Head, 
Sub-Divisions, Technical Team and Head, BDG. The Agreement/MoU is signed by 
the Director, CSIR-NPL or Head, BDG with the concerned Head, RMP. 

Head, BDG is responsible to maintain the record of the signed original Agreements 
with RMPs; however, a copy is shared with Head, BND, Head, BND Outreach and 
Head, BND Management. 

Planning for BND Preparation: The respective RMP does the planning of BND 
preparation for the desired parameter/s along with the concerned ‘Technical Team’ 
at CSIR-NPL. Clause 7.2 of IS/ISO 17034: 2016 addresses RMP’s requirements for 
production planning of RMs including CRMs [4]. A schematic flowchart of different 
steps involved in the planning of BND is given elsewhere [12]. 

‘Technical Consent’ on RMP’s Request: Head, RMP or its representative sends 
request to BND Outreach for the ‘BND Registration’ and for the desired parameters. 
Head, BND Outreach forwards the RMP’s request to the concerned ‘Technical Team’ 
for its consent. This request has to be sent through the concerned Head, Sub-Division 
of the members of the technical team. After receipt of the approval from the ‘Technical 
Team’, Head, BND Outreach further processes the RMP’s request. 

Head, BND Outreach Sub-Div. further sends the request to Head, BND Manage-
ment Sub-Div. for generating BND® number and invoice for the agreed parameters 
as per Agreement along with the name of associated ‘Technical Team’ members. 

BND Registration and Invoice Preparation: BND Management Sub-Div. regis-
ters and allocates a unique BND number for the agreed parameter. Different series 
are defined based on the category of the BND. For example, series 1000, 2000, 
3000, 4000, 5000, 6000, 7000, 8000 and 9000 are defined for Water & Chem-
ical BNDs, Instrument Calibration BNDs, Food and Beverages BNDs, Metals & 
Alloys BNDs, Cement & Building Materials BNDs, Gas BNDs, Petroleum Prod-
ucts BNDs, Ores and Minerals BNDs and Biomaterial BNDs, respectively. Head, 
BND Management generates ‘Proforma Invoice’ for the new BNDs registered as 
well as for the successive batches of BNDs and sends to BND Outreach for further 
processing. 

Payment & GST Filing: Head, BND Outreach Sub-Div. takes care of processing of 
BND invoice/s for receiving payment/s from the concerned RMP/s and subsequently 
for the GST filing through Head, BDG. 

BND Development/Production and Value Assignment: BND development/ 
production by the concerned RMP is carried out as per the procedure described in 
the CSIR-NPL Quality Manual on pages 141–144 [8]. Concerned ‘Technical Team’ 
from CSIR-NPL will collect test material samples for validation/value assignment (at 
CSIR-NPL) along with required documents as per the approved checklist. Validation 
and value assignment may also be conducted by the technical team at RMP’s site as 
mutually agreed. The approved checklist of documents (No. 1–6) to be provided by 
the RMP and/or technical team to the BND Outreach Sub-Div. includes (1) Agree-
ment copy, IS/ISO 17034: 2016 and IS/ISO/IEC 17025: 2017 accreditations of RMP,
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(2) Procedure and Production report (PPR), (3) Property value assigned by RMP and 
CSIR-NPL technical team with associated uncertainty, (4) Draft copy of BND certifi-
cate and label approved by the ‘Technical Team’ (along with certificate number and 
label size to be printed), (5) MSDS Report (if applicable), and (6) other relevant 
document (if any). Head, BND Outreach Sub-Div. reviews all the documents and 
submits to Head, BND Management Sub-Div. for further processing. 

In the case of production of successive batches of BNDs of same properties by 
using similar starting materials and by applying the same procedures, information 
obtained from the previous batches remains applicable for the new/successive batches 
(clause A7.2.4 of CSIR-NPL Quality Manual [8]). 

Certification and BND Release: BND Management Sub-Div. receives certifi-
cate and sticker draft and conducts final formatting along with size and number 
of labels and certificates to be printed. All the BND-CRM and BND-RM certifi-
cates are prepared as per the guidelines of IS/ISO 17034: 2016 [4] and CSIR-NPL 
Quality Manual [8]. BND Management Sub-Div. takes necessary approval of the 
Head, BND Div. for the release of the BND certificate. Final certificates and labels 
as per the approved number are printed by the concerned RMP/BND Management 
Sub-Division and record is maintained for the same. 

Stock Verification of BND® Sale: A committee approved by Head, BND Manage-
ment Sub-Div. & Head, BND Div. has to perform BND® stock and sale verification 
of all RMPs, minimum once in a year. After expiry of BNDs, BND Management 
Sub-Div. witnesses the destruction of expired BNDs as per IS/ISO 17034: 2016 at 
the concerned RMP’s site. The unused certificates, labels and BNDs are destroyed 
after necessary approval of the Head, BND Div. and the concerned Head, RMP. 

Traceability and Dissemination Charges: All RMPs have to submit record of 
BND® Sale minimum once in a year to Head, BND Division. After verification of 
the sale record by the BND Outreach and BND Management Sub-Divs., ‘Proforma 
Invoice’ is generated by the latter. The invoice is processed by BND Outreach Sub-
Div. for receipt of the payment and subsequently for the GST Filing through Head, 
BDG. 

5.3 Doc.#4A(ii), Doc.#5A(ii), Doc.#6A, Doc.#7A, Doc.#8A, 
Doc.#9A(ii) and Doc.#10A(ii) 

Format of Authorized Signatories for BND Development/Production (Through RMP) 
[Doc.#4A(ii)]: The document is maintained as per the format prescribed on page 146 
in the CSIR-NPL Quality Manual [8]. 

Labels/Stickers for BND Development/Production (Through RMP) [Doc.#5A(ii)]: 
Format of Labels/stickers for (i) BND (CRM) and (ii) BND (RM) developed through 
RMPs is given on page 148 in the CSIR-NPL Quality Manual [8].
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Format of Record of Personnel Working in Sub-Division [Doc.#6A]: The document 
is maintained as per the format prescribed on pages 75–77 &149 in CSIR-NPL 
Quality Manual [8]. 

Procedure for Record, Storage, Handling and Use of BND Developed/Produced 
(Through RMP) [Doc.#7A]: The document is maintained as per the instructions given 
on pages 150 &151 of CSIR-NPL Quality Manual [8]. 

Format of Record of BND Developed/Produced (Through RMP) [Doc.#8A]: 
Record of BNDs developed/produced by CSIR-NPL jointly with different RMPs 
is maintained by the concerned Head, Sub-Div. as per the format given on page 152 
of CSIR-NPL Quality Manual [8]. 

Format of Certificate of BND (CRM) Produced (Through RMP) [Doc.#9A(ii)]: 
Format of the Certificate of BND (CRM) produced by CSIR-NPL jointly with RMP 
is given on pages 155 & 156 in the CSIR-NPL Quality Manual [8]. 

Format of Product Information Sheet of BND (RM) Produced by RMP 
[Doc.#10A(ii)]: Format of the Product Information Sheet for BND (RM) produced 
by RMP jointly with CSIR-NPL is available on pages 159 & 160 in the CSIR-NPL 
Quality Manual [8]. 

6 Conclusion 

CRMs are an essential requirement for the purpose of calibration of all the analytical 
equipment for accurate and precise measurement results. For a long time, the Indian 
industry was dependent on the imports of CRMs. To develop economic indigenous 
substitutes of imported CRMs, CSIR-NPL had initiated the program of development 
of CRMs with the trade name BND way back in the 1990s; however, the program 
has grown exponentially since 2017 after the registration of the BND® trademark. 
Since then, CSIR-NPL has collaborated with numerous recognized RMPs for the 
development and production of BNDs in the fields of Water & Chemicals, Cement & 
Building Material, Petroleum Products, Precious Metals, Hardness Blocks, Organic 
Substances, Ores & Minerals, etc. The process of development and production of 
BNDs by CSIR-NPL in association with RMPs is controlled by the ‘QMS’ system 
of CSIR-NPL which is a 3-Level structure that is addressed in this article. 
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