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Preface 

The escalating human activities, control efforts over river flow, and disturbances 
to river systems in recent years have necessitated sustainable protection and careful 
management of river corridors. These actions can disrupt the natural water-ecological 
balance within these systems. Furthermore, activities within the river corridor, such 
as inland transport, damming, generating hydroelectric power, intervening in river 
dynamics, and tourism, need to be conducted while minimizing environmental 
effects. It’s crucial to gain a comprehensive understanding of these issues to effec-
tively develop guidelines for river corridor development. To address these concerns, 
an international conference focused on River Corridor Research and Management 
was held from May 30 to June 1, 2022. The conference aimed to identify the specific 
problems, discuss the challenges, and outline future directions for managing river 
corridors. 

Recent Development in River Corridor Management is a compiled volume of 
selected research papers from the 2nd International Conference on River Corridor 
Research and Management (RCRM 2022), focusing on fluvial-hydro-ecological 
processes of riverine systems. The book, structured into five distinct sections, encom-
passes 26 chapters. Part I, “River Corridor Issues and Challenges,” addresses concerns 
like flooding in dynamic braided river systems, dam and barrage impacts, and 
responses to tectonic and glacial activities. Part II explores numerical and phys-
ical modeling techniques to understand flow-vegetation interactions, the turbulence 
in sinuous channels, and the effect of simulated macro-microporosity on soil infiltra-
tion. River ecology, including topics such as river recovery, ecological biodiversity 
in river corridors, and the impact of human activities on water quality, is the focus 
of Part III. Part IV delves into the effects of climate change on floods, streamflow 
extremes, and land use and landcover changes. The final section, Part V, investigates 
upland catchment management, including aspects like watershed-scale soil moisture 
dynamics, applications of satellite remote sensing, soil erosion, and crop irrigation 
water requirements. 

We extend our gratitude towards IIT Guwahati and IIT Jammu for their admin-
istrative support and cooperation. We also wish to acknowledge the contributions 
of our keynote speakers, who shared insights in their areas of expertise through
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vi Preface

plenary lectures and technical interactions. Our appreciation further extends to Dr. 
Chandan Pradhan and Mr. Mridupawan Deka in reviewing processes and minor 
editing of all the chapters. Contribution of research scholars working in Geoin-
formatics laboratory IIT Guwahati in meticulous organization of the conference is 
sincerely acknowledged. Lastly, we are grateful for the financial support received 
from the National Mission on Himalayan Studies (NMHS) project, which was 
instrumental in facilitating this conference. 

We anticipate that this book will serve as a significant resource for academicians, 
practitioners, and emerging researchers, providing a valuable addition to the current 
literature on river processes and river sciences. 

Guwahati, India 
Jagti, India 

Subashisa Dutta 
Vinay Chembolu
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Influence of Lateral Connectivity 
on Channel Characteristics 
in (Post)Glacial Landscapes 

Marwan A. Hassan, Mike Turley, David A. Reid, Stephen Bird, 
and Porter Abbey 

Abstract Postglacial mountainous regions are characterized by wide valleys with 
steep walls, over-deepened valley segments linked with abrupt topographic steps, 
and thick sediment deposits on valley floors which grow and decay as the paraglacial 
period progresses. In many formerly glaciated regions, despite over ten thousand 
years of modification by non-glacial processes, the landscape characteristics and 
process behaviors are still dominantly controlled by the glacial legacy. In this paper 
we examine the pace and style of landscape evolution in paraglacial mountainous 
settings in comparison to fluvially-dominated systems. In particular, the paper will 
explore how variable valley geometries control lateral connectivity and influence 
sediment sources, sediment delivery to the channel network, and the geometry and 
morphology of contemporary channels in previously glaciated mountainous basins. 

Keywords Channel morphology · Flooding · Glaciation · Landscape history ·
Sediment supply · Coupling · Connectivity · Sediment connectivity 

1 Introduction 

Mountain drainage basins are dynamic, complex systems shaped by a variety of 
active geomorphic and hydrologic processes, their interactions, and climatic and 
tectonic history. The spatial variability of channel reach morphology and geometry 
influences aquatic ecosystems and is, in turn, affected by the geomorphic processes 
that are directly connected to the channel network. Understanding the processes
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https://doi.org/10.1007/978-981-99-4423-1_27 

M. A. Hassan (B) · M. Turley · D. A. Reid · P. Abbey 
Department of Geography, The University of British Columbia, Vancouver, BC V6T 1Z2, Canada 
e-mail: marwan.hassan@geog.ubc.ca 
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driving both landscape evolution and in-channel morphology conditions requires 
a knowledge of the spatial pattern and linkages between channel morphology and 
processes that shape the drainage basins. The shape and dimensions of stream chan-
nels are formed not only by water flowing from upstream and from hillslopes, but 
also by the sediment flux from upstream, adjacent hillslopes, and streambanks. This 
is especially the case for small, headwater streams in mountainous terrain that are 
directly coupled to adjacent hillslopes through active mass movement processes 
which transfer substantial amounts of sediment to low-relief areas, valleys, and the 
channel network [40, 54]. The location and volume of sediment inputs to the channel 
and landscape heterogeneity affect the spatial variability of channel morphology, 
channel geometry, and the texture of the bed [11, 12, 36, 46, 48, 49, 52]. Addition-
ally, lag material within the channel from nonfluvial sources (e.g., mass movement, 
glacial processes) can control channel stability and the geomorphic effectiveness of 
floods [18, 34]. In contrast to small, coupled stream systems, most watersheds tend 
to be fragmented [29] with only a small portion of the watershed supplying sediment 
to the channel (e.g., [30, 39]). 

In mountainous regions with a history of intense glaciation, such as British 
Columbia (e.g., [11, 12], landscapes have generally been sculpted by glacial erosion 
and deposition, which has resulted in the formation of glacial cirques and U-shaped 
valleys, as well as widespread accumulation of glacial deposits [8, 33, 45]. Glacial 
erosion conditions subsequent fluvial geomorphic change, and alters the spatial orga-
nization and relative importance of geomorphic processes. In these settings, slope-
area relationships reveal a generalized process-form disequilibrium, with a mismatch 
between topographic signatures and currently active geomorphic process domains 
(e.g., [11]). Glacial processes have redistributed sediment over large areas, often 
leading to thick deposits of erodible material through which rivers flow. This sedi-
ment can make its way into high-order lowland streams as a result of both colluvial 
and fluvial processes [19, 21]. Based on suspended sediment data collected from 
basins in British Columbia, [21] reported a positive relation between specific sedi-
ment yield and drainage area for basins up to 30,000 km2 as a result of reworking 
glacial sediments. Building on this finding, [59] developed a postglacial sediment 
budget for the Chilliwack River Valley (British Columbia) and showed that specific 
sediment yields are lowest in small basins (<10 km2) implying sediment deposition, 
while sediment yields in basins > 10 km2 increase through the remobilization of 
glacial and glaciofluvial valley fills [13, 21]. In modeling the postglacial adjustment 
of an idealized glacial trough, [25] show a rapid adjustment of hillslope processes, 
but a comparatively slow adjustment of the fluvial system in the range of 5,000– 
10,000 years. While glacial sediment deposits may stabilize through time, terraces 
composed of glacial material have recently been identified as a major sediment source 
to lowland streams [55]. These terraces, however, also act as buffers that prevent hill-
slope sediment from reaching the channel network [29], adding complexity to the 
spatial patterns of landscape connectivity [5]. In summary, contemporary non-glacial 
processes operating on relict glacial topography results in unique and poorly under-
stood sediment transfer dynamics, network configurations, and patterns of landscape 
connectivity, each changing over time.
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The legacy of past glacial episodes has resulted in disconnectivity between sedi-
ment sources on hillslopes and river networks, leading to unique watershed configura-
tions at a range of spatial scales [19, 21, 56]. This disconnectivity limits our capacity to 
predict river response to disturbance [28] and has implications for geohazard mitiga-
tion [42, 50] and aquatic habitat function [10]. Sediment connectivity/disconnectivity 
depends on the spatial organization of hillslope-channel coupling which dictates sedi-
ment inputs to the channel and hence channel morphology (e.g., [36, 51]). Coupling 
is the transmission of matter and energy between two components of the landscape 
and in this paper refers to the transfer of sediment between hillslopes and channels 
unless otherwise specified. Similarly, connectivity is defined as the efficient transfer 
of matter and energy within and between component parts of the landscape and 
applies at all scales. 

In the last three decades, researchers have predominantly focused on landscape 
adjustment to accelerated hillslope processes and reworking of glacial sediment 
deposited along valleys [6, 7, 21, 60]. An overlooked aspect of glacial erosion is 
the effect of valley characteristics (e.g., width, depth, topography) on the postglacial 
sediment flux [14]. Glacial valleys tend to have discontinuous geometries, such as 
alternating flat and stepped long profiles, and wide valley floors, which reduces the 
sediment transport capacity of contemporary streams and increases the storage of 
hillslope sediments in the valley bottom. The increased disconnectivity in previously 
glaciated landscapes reduces the volume of sediment exported from the landscape 
on a watershed scale by current erosional processes [61, 62]. 

Knowledge of the spatial extent of landscape-shaping geomorphic processes is 
critical for the prediction of the spatial organization of hillslope and channel char-
acteristics, degree of coupling between hillslopes and channels, and ultimately the 
efficiency of sediment transfer within the landscape (i.e., connectivity) which, in turn, 
has direct implications for channel morphology and ecology. Also, such research is 
important to understand the response of a landscape to changes in climate and land 
use. While research in paraglacial landscapes has advanced significantly (e.g., [6, 
7, 44]), there is a need to explore watershed-scale sediment dynamics in mountain 
regions with a complex landscape history [61]. 

This paper aims to integrate recent research to illustrate the diverse consequences 
of past and contemporary glaciation on disconnectivity and associated channel char-
acteristics. We aim to describe how landscape organization by glacial erosion, trans-
port, and deposition determines the location and the amount of sediment inputs to 
channels and their associated channel morphology. The specific objectives are to: 
(1) develop a conceptual model to describe sediment (dis)connectivity in a variety 
of glaciated watersheds, (2) identify controls on sediment supply, in the form of 
buffers of sediment input from hillslopes to channels, and barriers that reduce down-
stream transport, and (3) provide case studies to demonstrate how disconnectivity 
influences channel characteristics. Three case studies were selected to demonstrate 
different aspects of our conceptual model. These case studies from the Pacific North-
west of North America represent widely varying, although not exhaustive, examples 
of mountainous glacial landscapes encompassing both erosional and depositional
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glacial features, semi-arid to temperate rainforest biomes, and low-gradient plateau 
to high-gradient glaciated stratovolcano topography. 

2 Conceptual Model 

Here we describe a conceptual model for comparing spatial trends in sedi-
ment connectivity, and their impacts on channel characteristics, in mountainous 
unglaciated basins with those in mountainous deglaciated basins (Fig. 1). Specif-
ically, this model integrates components from a model proposed by [36] that looks at 
landsliding within a connectivity framework and a model by [51] that does the same 
for channel widening to provide a more holistic description of (dis)connectivity in 
glacial landscapes. Like these existing models, we consider glacial and paraglacial 
landforms to be primary controls on sediment connectivity through the intermedi-
aries of valley width and channel confinement. Our model similarly emphasizes the 
high spatial heterogeneity of connectivity trends in (de)glaciated mountain land-
scapes. Our conceptualization departs from the previously mentioned models by 
(1) including three types of postglacial landscapes and (2) by incorporating barriers 
and buffers to sediment transfer (in the sense of Fryirs et al. [29]) to provide a 
more nuanced understanding of controls on sediment connectivity. Our intention 
in proposing this conceptual model is to synthesize general observations from the 
diverse case studies we present.

In unglaciated headwater basins (Fig. 1a) we expect to see relatively continuous 
downstream trends including steadily decreasing slope (creating a smooth, concave-
up long profile), increasing valley width, and bed material coarsening up until an 
inflection point after which a gentle fining trend occurs [15]. Lateral connectivity 
decreases downstream as valley width increases. 

In small, high-relief (post)glacial basins carved primarily by a single ice flow 
(Fig. 1b), the downstream trends in slope, valley width, bed material, and coupling 
may be similar to unglaciated headwater basins (Fig. 1a). Glacial landforms increase 
landscape heterogeneity and may lead to unique spatial patterns of disconnectivity. 
Additionally, sediment availability and yield are likely still elevated above rates in 
comparable unglaciated basins [19, 21]. 

In formerly glaciated basins with high-relief topography (Fig. 1c), the main-
stem channel’s long profile may be complex and stepped, a characteristic imposed 
by glacial macroforms such as cirques and hanging valleys. Moving down the 
long profile, lateral connectivity oscillates between coupled and uncoupled states 
according to valley width. Where the gradient is steep and the valley bottom is 
narrow, hillslopes are coupled with the channel. As the slope decreases (e.g., in a 
hanging valley) the valley widens, and lateral connectivity decreases. 

In formerly glaciated basins with subdued topography due to overtopping glaciers 
(Fig. 1d), long profiles may also be stepped, with lateral connectivity oscillating in a 
similar manner to the previous scenario. However, the low-relief topography in these
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basins—particularly the wide valleys and rounded drainage divides—has less gravi-
tational potential energy for sediment transport processes than high-relief, formerly 
glaciated basins. This manifests as a distinct scarcity of paraglacial depositional 
landforms, which could act as barriers or buffers. In this scenario, spatial patterns of 
lateral connectivity are primarily determined by valley geometry, with a prevailing 
state of hillslope-channel decoupling. Any lateral connectivity may take the form of 
fluvial erosion of glaciofluvial terraces.
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⏴Fig. 1 Conceptual model of lateral connectivity and channel characteristics in mountainous post-
glacial basins. (a) Unglaciated basin for comparison. This scenario features lateral connectivity 
which decreases in the downstream direction, relatively continuous downstream trends, and may 
include non-glacial barriers and buffers including fans, alluvial terraces, and floodplains. (b) Small, 
high-relief (post)glacial basin carved primarily by a single ice flow. Like panel (a), lateral connec-
tivity tends to decrease downstream but with added complexity due to paraglacial disconnectivity 
features (see Table 1) including wide, U-shaped valleys, cirques and associated tarns, and lateral 
moraines. (c) Large, high-relief glacial basin with valley step. Lateral connectivity oscillates down-
stream according to glacially imposed valley width. Each valley step effectively “resets” the down-
stream trend of decreasing lateral connectivity [11] with corresponding grain size trends resetting in 
tandem. As described in [51], stream power and sediment availability change downstream as dictated 
by valley width and channel gradient. (Para)glacial features may act as buffers, inhibiting lateral sedi-
ment input to channels, or barriers, inhibiting downstream transmission of sediment. (d) Formerly 
glaciated basin with subdued topography due to breached divides. Hillslope-channel decoupling 
prevails due to glacially imposed low-gradient valley geometry but there may be fluvially-initiated 
lateral connectivity in the form of glaciofluvial terrace erosion. Lateral drainage divide breaching 
may locally reduce connectivity by forming low-gradient valley walls and may cause discontinuous 
channel bed grain size trends (e.g., [52]). Figure modified from [36, 51] 

3 Small, High-Relief (Post)Glacial Basins—Tahoma Creek 

The Tahoma Creek watershed inspires panel (b) of Fig. 1, which is a conceptual model 
of connectivity in small, high-relief (post)glacial watersheds. However, this site also 
has breached divides as shown in panel (d) and discussed in more detail in this section. 
In the following paragraphs we discuss the glacial history of Tahoma Creek, the 
resulting glacial landforms and valley geometry characteristics that cause disconnec-
tivity, and the spatial patterns of connectivity and hillslope-channel coupling. Turley 
et al. [61] leveraged a suite of semi-quantitative connectivity indices to provide a 
more holistic estimation of connectivity within the basin. The reader is referred to 
the original paper for more details on the methodologies, while a summary of the 
results is presented here. 

The Tahoma Creek watershed is approximately 40 km2 and is located on the south-
west flank of t∂qwuPmaP (Mt. Rainier) in the Cascade Range of Washington, USA, 
in the territory of the dxwsqwali? abš (Nisqually) and spuyal∂pabš (Puyallup) tribes 
(Fig. 2). The watershed is the product of volcanic activity [26], edifice collapse [56], 
and repeated glaciations [24]. The resulting landscape is topographically complex 
and characterized by a mix of low-gradient ridges, high-relief valley walls with local 
relief exceeding 1000 m, cirque basins, large valley margin paraglacial sediment 
storage reservoirs, and a wide and flat valley floor.

Although much of the Tahoma Creek watershed is ice-free today, the land-
scape preserves a record of past glaciations of much greater extent. At many times 
throughout the Pleistocene, much of the watershed was covered in a thick ice cap, 
and the main ice flow extended beyond the modern watershed boundary [24]. In fact, 
as late as ~80–40 ka and corresponding to the Salmon Springs Glaciation, the ice 
cap over Rainier extended as far west as Mount Wow overtopping Mount Ararat and 
leaving Tumtum Peak as a nunatak [24], (Fig. 2). Remnant glacial features on the
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Table 1 Description and characteristics of selected glacial sources of disconnectivity 

Feature Type Scale Description/comments 

Wide/flat, 
U-shaped valleys 

Buffers/barriers Macro Glacially carved valleys tend to be wide and 
U-shaped with relatively flat valley bottoms. 
Wide/flat valley floors promote deposition 
over transport, increasing disconnectivity 

Cirques/glacial 
overdeepenings 

Buffers/barriers Macro Cirques form when glacial ice carves a 
concave amphitheater-shaped headwall, 
leading to convergent ice flow and rapid 
subglacial erosion producing an 
overdeepening at the base of the headwall. 
Overdeepenings also occur downvalley as a 
result of ice flow dynamics. As the ice 
retreats, water often fills these depressions 
(see tarns/lakes below). Reverse slope at base 
of cirque promotes disconnectivity 

Hanging valleys/ 
valley steps 

Buffers/barriers Macro Hanging valleys are U-shaped tributary 
valleys perched above the main valley due to 
reduced subglacial erosion in the tributary. 
Valley steps along the main valley may also 
occur at ice stream confluences as a result of 
increased basal erosion or due to lithological 
changes. Valley steps “reset” and disrupt 
trends in downvalley (de)coupling and 
channel characteristics 

Valley 
constrictions 

Barriers Macro Valley constrictions, or abrupt reductions in 
valley width, may occur as a result of ice flow 
dynamics, lateral moraines, etc. Constrictions 
prevent the river from migrating laterally and 
can cause backwater areas and aggradation 
upstream as a result of the bottleneck effect 

Breached divides Buffers Macro Glaciers breaching valley divides results in 
more subdued and lower relief topography, 
and subsequently reduced gravitational 
potential energy available for sediment 
transport processes. Low-gradient upland 
surfaces are likely to be disconnected from 
the channel network 

Lateral moraines Buffers Meso Sharp-crested linear accumulation of 
glacially transported rocks and debris 
dropped by the ice along its’ lateral margins 
as it melts. Lateral moraines disrupt the 
sediment cascade by causing localized 
deposition of hillslope sediment on the distal 
slope of the moraines while the proximal 
slope often acts as a sediment supply

(continued)
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Table 1 (continued)

Feature Type Scale Description/comments

Tarns/lakes Buffers/barriers Meso Proglacial mountain lakes formed in a cirque 
excavated by a glacier and lakes formed in 
glacial over-deepening’s. Glacial lakes 
effectively disconnect all upstream areas with 
respect to coarse sediment, and likely trap a 
high proportion of the suspended sediment 

Grain size/ 
competence 

Barriers/blankets Micro Sediment transported and deposited by 
glaciers is commonly unsorted, with clasts 
ranging in size from clay to boulders 
(diamictic). Fluvial reworking of this 
material may lead to lag deposits consisting 
of material too coarse for fluvial transport 
due to differences in process competence, 
increasing longitudinal disconnectivity 
through persistent aggradation and/or 
non-transport

hillslopes include cirque basins containing tarns, breached divides at Emerald Ridge 
and Round Pass (Fig. 1d), and parklands at the base of Pyramid Peak and Copper 
Mountain (Fig. 2). These features increase landscape heterogeneity and complexity 
and, in turn, sediment disconnectivity by fragmenting the sediment cascade (Table 
1), [5]. Many of these glacial features, such as cirque basins and tarns, are long-
term sediment reservoirs that hillslope sediment must pass through before eventually 
reaching the channel network. Other glacial features which are low gradient, such 
as breached divides and parklands, result in reduced gravitational potential energy 
which promotes deposition and longer residence times over transport (Table 1). 

Later during the Last Glacial Maximum (LGM; locally termed the Fraser Glacia-
tion, 17–18 ka) the South Tahoma Glacier was likely confined to the valley floor but 
still extended beyond the watershed boundary [24]. During this time, erosion was 
concentrated along the main valley, producing a wide, U-shaped valley with steep 
sidewalls. Locally, the Pleistocene-Holocene transition corresponded to a cold and 
dry climate without glacier advances, in contrast to many other areas globally [37]. 
More recently, neoglacial advances during the sixteenth and nineteenth centuries 
(e.g., 1550 AD, 1840 AD) formed impressive lateral and terminal moraines 3.5 km 
below the modern-day glacier termini [57]. Today, rapidly retreating glaciers are 
exposing a thick blanket of unconsolidated glacial till within the proglacial zone. 

The resulting glacial landscape morphology is a unique canvas over which contem-
porary processes operate. Today, Tahoma Creek flows through three distinct zones 
after issuing from the South Tahoma Glacier. From river kilometer (RKM) 0–3.5 the 
river flows through the proglacial zone where it is deeply incised in a narrow canyon 
of unconsolidated neoglacial drift (Figs. 2 and 3a). In applying the hillslope-channel 
coupling method proposed by Whiting and Bradley [64], Turley et al. [61] found that 
this reach of channel is coupled (AD—pink in Fig. 4) to the adjacent hillslopes. This 
is supported by fieldwork observations of bank erosion along the entire length of this
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Fig. 2 Overview map of the Tahoma Creek watershed including watershed location, glacial land-
forms, (paleo) ice flow patterns, hillslope-channel coupling estimates (visualized as valley bottom 
centerline), and Fig. 3 extent indicators (green boxes)

reach. However, lateral moraines delineate the proglacial area and prevent hillslope 
sediment from outside of the proglacial zone from reaching the channel network, 
while also creating a valley constriction where they come together as end moraines 
(Fig. 3a). Additionally, at least 33 debris flow/flood events have been recorded since 
1967 (Fig. 4a; [9, 61]). These events begin as glacial outburst floods or failure of 
proglacial gully walls [41, 63] and are responsible for mobilizing large volumes of 
diamictic sediment and carving the deep canyon. Between 2002 and 2008, a period 
encompassing a large debris flow/flood event [4], up to 40 m of incision occurred 
within this reach, smoothing out the minor irregularities visible in the otherwise 
concave-up long profile (Fig. 4c). Through this same zone (RKM 0-3.5), the effective
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catchment area method [30] and Index of Connectivity [16] suggest that connectivity 
is high [61].

From RKM 3.5–6 the glacial trough is moderately narrow, and the active channel 
occupies much of the valley floor (Fig. 4ab). Because of this configuration, hills-
lope sediment that reaches the valley margin is readily entrained and transported 
downstream. This observation is supported by hillslope-channel coupling estimates 
which suggest the channel is coupled (AD) or semi-coupled (MD, OD—yellow 
in Fig. 4) with the adjacent hillslopes [61, 64], and morphometric analysis results 
suggesting relatively little net change occurs within the active channel (Fig. 4c), [3, 
60]. Connectivity indices estimate moderate connectivity that is decreasing in the 
downvalley direction [61]. 

Much of the debris flow/flood material mobilized from the proglacial zone is 
deposited where the valley abruptly widens beginning at RKM 6. The coarsest 
fraction of these deposits includes boulders greater than 2 m in diameter and can 
likely only be reworked during extreme events. This results in channel widening 
and coarsening. The Residual Flow method [27] also predicts a zone of persistent 
aggradation in this location based on proximity to sediment sources and sediment 
routing patterns [61]. 

From RKM 6-14 the glacial trough becomes wide (Fig. 4b), and paraglacial 
valley margin reservoirs are common (Fig. 3b). Despite the wide valley floor, 
channel confinement fluctuates along this reach as a result of debris cones, and 
extensive terraces (Fig. 3bc). Historical records suggest that four debris flows have 
occurred since 2003 at RKM 8.5. Five large paraglacial landslides (i.e., rockfall 
and rock avalanches) were also identified along this lower reach through geomor-
phic mapping, while bank erosion was found to be negligible (Fig. 4a). Quantitative 
indices indicate that the hillslopes are predominantly decoupled (SD—grey in Fig. 4) 
or semi-coupled, and connectivity decreases to a minimum value [61]. 

Taking Tahoma Creek as an example, we can conclude that small, high-relief 
(post)glacial basins (Fig. 1b) maintain a record of past glaciations that increases 
landscape complexity and results in unique patterns of connectivity. In these basins, 
hillslope-channel coupling and sediment connectivity tend to decrease in the down-
valley direction. Making a space-for-time substitution, sediment yields are also likely 
to decrease in the downvalley direction as landforms stabilize [19], (Fig. 4c), unless 
secondary reworking of glacial sediment becomes important [21]. 

4 Moderate Relief Postglacial Basins with Breached 
Divides—Riley Creek 

The Riley Creek watershed inspires panel (d) of Fig. 1, which is a conceptual model 
of lateral connectivity for low-relief postglacial basins with breached divides (Table 
1). However, the watershed also contains a mix of high-gradient slopes similar to 
panel (c). In the following paragraphs we discuss the recent glacial history of Riley
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Fig. 3 Geomorphic map of select locations within the Tahoma Creek watershed. Mapping extents 
are shown in Fig. 2. Lateral moraine dates are based on [57]. Mapping was completed in the field 
by M. Turley during the summer of 2019
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Creek, valley geometry characteristics, and the resulting downstream changes in the 
lateral input of sediment and wood (lateral connectivity) and its’ control on channel 
characteristics. 

Riley Creek drains 28 km2 of terrain along the western edge of the Skidegate 
Plateau in the archipelago of Haida Gwaii, British Columbia, territory of the Haida 
Nation (Fig. 5). The islands were last overridden by ice during the Fraser Glaciation 
when valley glaciers emerged from the Queen Charlotte Ranges along a northwest-
southeast oriented ice divide, and at times coalescing with the Cordilleran ice sheet 
to the east [23, 58]. West of the divide and in the region of Riley Creek, ice flowed 
westward toward the ocean [1, 58]. In Riley Creek and in neighboring basins, the 
landscape is represented by glacial troughs generally aligned east to west with divide 
breaches aligned northeast to southwest, the latter due to past glacial transfluence 
[36]. Cirques in hanging valleys are evident in the basin and oriented primarily to 
the north [1, 36].

The Riley Creek basin is characterized by a mix of high-gradient hillslopes, with 
a relative relief of 870 m and about 8 km2 of slopes with a gradient > 30°, and low-
relief breached divides. The hillslopes are generally covered by a veneer of colluvium 
with thicknesses in the range of 0.1–1.0 m [1]. The postglacial landscape has been 
heavily modified by hillslope processes. The basin receives more than 3600 mm of
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precipitation per year, most of which falls as rain in the fall and winter months [65]. 
This, in combination with a weak, heavily fractured volcanic lithology, and regional 
seismic activity produces widespread landsliding from glacially oversteepened hill-
slopes [32, 43]. Most landslides in Riley Creek occur as debris avalanches, debris 
torrents, and debris slides that transfer sediment and trees from hillslopes to either 
the valley bottom or directly to the channel network depending on valley geometry 
(e.g., [38]) (Fig. 5). 

Riley Cr. Flows through three distinct reaches (Fig. 5, R1-R3) which we will 
discuss from upstream to downstream. The longitudinal profile of the mainstem 
channel is variable, alternating between concave-up and concave-down reaches 
(Fig. 5b). In the headwaters (R3; Fig. 5), the channel is generally flanked by a rela-
tively narrow ribbon of vegetated fluvial deposits set into the basal till (non-sorted 
sand, silt, and clay) that forms the valley bottom (where present). Steep, headwater 
channels generally flow through gullies that serve as conduits for debris flows (upper 
coupled slopes in Fig. 1d). The location of debris flow-prone tributaries is given in 
Fig. 5. The largest tributaries are 9–10 m in width and 0.07–0.08 in gradient and 
transfer coarse sediment and large wood (LW) to the mainstem channel in a mix of 
fluvial and hillslope processes [38]. However, the mainstem of Riley Creek begins in 
a cirque where an area of plateau-like topography developed from a divide breaching 
by valley glaciers, leaving behind gently sloping valley sidewalls that do not generally 
reach the threshold of slope failure (upper decoupled reach in Fig. 1d). In areas where 
the threshold is exceeded and slope failures occur, colluvial sediments and debris are 
deposited on a relatively wide valley bottom of up to 200 m formed mainly due to 
a breached dived from the northeast (Fig. 5), but may approach the channel margin 
[36]. Hillslope coupling in this reach is limited to that of small, steep tributaries that 
transfer lag materials derived from the veneer of upslope colluvium to the mainstem 
channel, especially in drainage areas < 0.3 km2 and thus the reach is considered only 
semi-connected to the hillslopes. Additional sediments are transferred to the channel 
through lateral erosion of alluvium and relict glacial till stored along the banks and 
in the valley bottom [35]. Areas of higher sediment storage generally reflect the 
location of tributary confluences (Fig. 6). 
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Bed slope averages 0.013 and increases in the downstream direction (Fig. 7). The 
channel is relatively stable flowing through a series of pools and riffles among mature 
coniferous trees that populate the streambanks in an old growth forest (Fig. 8). Riffles 
are short (<0.5 bankfull widths in length) (Fig. 8a) and pools are frequent, typically 
occurring every 2 bankfull widths (Fig. 8b). LW inputs to the channel are mostly 
derived from riparian sources [35] and logjams are generally absent from the reach 
although remnants of a logjam at least 300 years in age was observed in the lower 
portion of the reach where the valley begins to narrow (see [38]). Channel width is 
about 10 m in the upper portion of the reach but approaches 30 m in the vicinity 
of the old logjam in the lower portion of the reach after side channels formed as 
the channel adjusted laterally across the unconfined valley bottom (Fig. 7). Depth 
generally decreases and width increases with basin area. Grain size in this portion 
of the reach is 0.1 m in diameter and declines in the downstream direction (although 
data here is sparse).

Moving downstream to reach 2 (R2 in Fig. 5), the channel enters a glacial trough 
and the valley becomes narrow and confined by steep valley walls where sediment and 
debris are transferred to the channel. The channel is directly connected to the hillslope 
(e.g., the lower coupled reach in Fig. 1d). Induvial landslides can transfer > 10,000 
m3 of sediment (Fig. 7) and over 3000 m3 of LW to the channel [35]. During the past 
century, at least seven landslides have reached the channel and debris flows occurred 
in 10 steep tributaries [36]. Logjams related to landslide deposits are frequent in 
this reach and generally store anywhere from 10 to 500 m3 of LW (Fig. 7). Bed 
slope appears almost cyclical ranging from 0.01 to 0.03 and typically in relation to 
locations of recently formed logjams with the steepest gradients found downstream 
of the jam [38]. The downstream fining of the bed surface material noted in R3 
reverses, increasing to a grain size of 0.5 m for drainage areas ranging from 1–2 km2 

to about 10 km2 and attributed to the presence of logjams and inputs of colluvium 
from landslides. Channel width averages 19 m and is relatively independent of basin 
area for most of R2 as the channel is confined by the valley walls (Fig. 7). Channel 
adjustment is generally restricted to the vertical dimension as the channel aggrades 
and degrades in response to logjam and landslide inputs of LW and sediment and 
channel depths range from 1 to 3 m (Fig. 7). Sediment storage loci are generally 
found downstream of recent landslide inputs (Fig. 6). Riffles in R2 are relatively 
long and typically up to a bankfull width in length but reach five widths upstream 
of a large and recently formed logjam (Fig. 8a). Compared to R3, pools are less 
frequent and are spaced up to 12.5 widths in a section of channel severely impacted 
by a landslide (Fig. 8b). Bedrock outcrops are rare throughout Haida Gwaii [58] 
and are localized to valleys differentially scoured by glacial ice [1]. This is likely 
the case in the lower portion of R2 as the channel flows through a narrow bedrock 
canyon. Here the channel gradient reaches up to 0.08 and a single step over a debris 
pile anchored by a bedrock knob creates a 2 m hydraulic jump. 

Moving further downstream to reach 1 (R1), the channel enters a wide glacial 
trough where the valley broadens to over 200 m in width and the valley walls are 
relatively gentle in slope given glacial breaching of the divide from the north to the 
south (Fig. 5; Table 1). Although one landslide enters the channel near the upstream
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boundary with R2, the channel is generally decoupled from surrounding hillslopes 
(e.g., the lower decoupled reach in Fig. 1d). Bed slope declines with basin area 
from about 0.01 to 0.001 while grain size declines from 0.2 to 0.05 m (Fig. 7). The 
channel also becomes wider and shallow along the reach in the downstream direction 
but there is relatively large scatter around these relations imposed by the frequency, 
size, and age of logjams (Fig. 7). As in R3, inputs of LW to the channel are derived 
from riparian sources [35]. The bed aggrades upstream of a logjam and then adjusts 
laterally across the valley bottom often creating multiple side channels around and 
through the structure of the logjam [38]. Sediment transfer to the reach comes in the 
form of transport from both R2 and several small tributaries flowing across the valley 
floor, and from erosion of alluvium and glacial till stored on the valley bottom. Local 
sediment storage increases (Fig. 6) as sediments are transferred to the valley bottom
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and eventually stabilized by riparian vegetation. Compared to R2, riffle length, and 
pool spacing decreases and generally matches conditions in R3. 

5 Lateral Erosion of Glaciofluvial Deposits—Guichon 
Creek, B.C. 

Guichon Creek presents a watershed where sediment dynamics continue to be domi-
nated by relic glacial features, despite a lack of direct hillslope-channel connectivity 
along much of the main stem. While the connection between the legacy erosional 
features (i.e., oversteepened valley walls, hanging valleys) can provide a long-term 
signature to geomorphic processes in formerly glaciated regions (e.g., [36]), the 
Guichon Creek case study provides an illustration of how the depositional environ-
ment created by past glaciation continues to dominate fluvial processes. Guichon 
Creek presents an example of a watershed corresponding most closely to panel (d) in 
Fig. 1—though the headwaters hillslope connectivity is also comparatively muted. 

The Guichon Creek watershed is located in the southern interior of British 
Columbia in the territory of the Nlaka’pamux people. Guichon Creek flows off the 
Thompson Plateau in a southerly direction, joining the Nicola River 10 km west of 
the town of Merritt and draining an area of approximately 1200 km2 (Fig. 9).

As with most of B.C., the regional topography and surficial geology have been 
strongly shaped by past glaciation. While the region has been repeatedly overrun by 
ice during glacial episodes (as many as 20 over the last one million years), the most 
recent glacial episode (Fraser Glaciation) began approximately 30,000 years ago and 
terminated 10,000 years ago [20]. The dominant direction of ice flow was from the 
north toward the south over the interior plateau of British Columbia [20]. This glacial 
event resulted in extensive morainal deposits in upland areas, and major valleys in 
the region are filled with lacustrine, glaciofluvial, and contemporary alluvial deposits 
[22]. Along Guichon Creek, the channel mainstem and major tributaries flow through 
such deposits including unconsolidated gravel terraces, lacustrine sediment, relic 
fans, and contemporary alluvium ([31], Fig. 9). Upland areas consist of till-covered 
bedrock, with till depth varying substantially over short distances. Since the last 
glacial retreat, the channel has eroded laterally into sediment deposits adjacent to the 
active channel along the lower 15 km of the creek (Fig. 10b). A wide (200–500 m) 
contemporary floodplain is apparent (Fig. 10a) along the lower 6 km of channel, 
slightly incised within a large lateral fan deposited during ice melt from the most 
recent glacial retreat [22].

Watershed elevation spans from 575 m to approximately 2000 m and is fairly 
low-relief with a watershed-average slope of 12%. Floodplain-adjacent terrace fronts 
compose the few steep areas exceeding 30°. Watershed climate is semi-arid, with 
precipitation averaging 321 mm/year. Precipitation is even throughout the year, but 
occasional thunderstorms deliver intense localized rainfall. Peak flows are snowmelt 
driven and usually occur in mid May. In spite of the large catchment area, the highest
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Fig. 9 Hillshade map of Guichon Creek. Photo locations shown in Fig. 10 are marked as green 
dots. Note the location of Mamit Lake. Surficial geology of the Guichon Creek watershed, is also 
shown with features digitized from maps generated by Fulton [31]

mean daily flows near the creek outlet average below4 m3/s. The largest lake in the 
watershed, Mamit Lake, is located 32 km upstream from the Nicola River confluence 
(Fig. 9). 

As opposed to the typical concave longitudinal profile [53], Guichon Creek 
contains a generally linear and then convex longitudinal profile. Mamit Lake lies 
approximately at the transition in the profile with channel gradients ranging from 
0.2 to 1% upstream and at the outlet of the lake, and increasing gradient downstream 
of the outlet reaching a maximum of 3.5% (Fig. 11b). Above Mamit Lake, flood-
plain width varies but generally increases in a downstream direction from ~150 m 
to a maximum of nearly 800 m near the lake, with small confined sections located 
adjacent to relic glaciofluvial terraces (Fig. 11a). Below the lake, floodplain width is
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Fig. 10 a Image looking upstream from the lower portion of Guichon Creek. Note the wide active 
channel area following flooding in 2018. b Examples of eroding terrace material along lower 
Guichon Creek, approximately 8 km upstream of the confluence with the Nicola River. c Guichon 
Creek approximately 3 km above Mamit Lake with gentle hillslopes shown in the background. 
d Headwaters of a tributary to Guichon Creek. Many headwater areas are relatively flat and contain 
wetlands

reduced to less than 75 m before increasing again and reaching a maximum of 800 m 
near the confluence with the Nicola River.

Landscape organization and topography, which is a result of past glacial episodes, 
have led to a distinct spatial pattern of sediment disconnectivity. The connectivity 
characteristics can be broadly divided into regions up and downstream of Mamit 
Lake, the only major disruptor of longitudinal connectivity (Table 1). However, 
several lower gradient areas near 52 km upstream likely represent a depositional 
region and a minor barrier. The more interesting characteristics lie in the nature of 
hillslope-floodplain coupling, which varies notably along the length of the channel 
(Fig. 11a). It is important to note that in this section we report coupling based on the 
floodplain width rather than channel width to represent the long-term potential for 
coupling. The floodplain is considered coupled when the adjacent terrace or slope 
exceeds 30° grade [51]. Above Mamit Lake (Fig. 11a), coupling is present near 41 
and 51 km (Fig. 11a). The floodplain is closely coupled along at least one side from 
32.5 to within 6 km of the Nicola River confluence. Approximately 50% of this length 
contains coupling along both floodplain margins. Much of this portion of coupled 
floodplain is lined with large (height > 20 m) terraces composed of glaciofluvial
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Fig. 11 a Plot of floodplain width along Guichon Creek. Each point corresponds to a width 
measurement made from a digital elevation model combined with aerial imagery. Sufficiently steep 
slopes adjacent to the floodplain would result in an indicator of “coupled.” However, hillslopes were 
rarely coupled directly to the channel. b Longitudinal profile and channel gradient along Guichon 
Creek. Floodplain coupling shaded from (a) is also indicated in (b)

deposits (see Fig. 11a for site location and Fig. 10b for an image example). Overall, 
the spatial patterns of connectivity are largely a function of past glacial deposition 
of sediment which buffers much of the channel from direct hillslope input. Instead, 
lateral sediment input is driven by fluvial processes, namely, erosion into glacial 
terrace material. 

The glacially imposed pattern of sediment availability and disconnectivity is 
reflected in the sediment dynamics and changes in channel width along Guichon 
Creek following two recent flooding events. Flooding occurred during May of 2017 
and again in 2018. These floods were of relatively high magnitude and long duration 
with flows exceeding twice the mean annual freshet value on 42 days in 2017 and 
22 days in 2018. Analysis of flow data return periods of the flood events are likely 
in the range of 1:20 years for 2017 and 1:40 years for 2018. 

Changes in channel width along the downstream portion of Guichon Creek and 
a portion just 2 km upstream of Mamit Lake were evaluated using aerial imagery 
and Lidar. This analysis spans the lower 15 km for the first flood event and the 
lower 6.5 km for the second flood event. Sediment delivery to the channel was also
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Fig. 12 a Channel width during three time periods along the lower 10 km of Guichon Creek. Dark 
lines correspond to a smoothed fit of the raw data; b channel width upstream of Mamit Lake during 
two time periods spanning the major flood events 

estimated using two sets of Lidar data collected after each flood event. Additional 
details of the analysis can be found in [51]. 

Figure 12a displays longitudinal variation and temporal change in width along 
the lower 10 km of Guichon Creek. In 2016, downstream width variation is minor, 
with values ranging from approximately 8 m to just over 20 m. However, the channel 
had widened to well over 20 m in most locations and approached 100 m in multiple 
locations following the 2017 flooding. During the 2018 flooding, the channel widened 
again, approaching 200 m in several locations. The average channel width for 2016 
is 10.1 m, 41.4 m after the 2017 flood season, and 84.6 m after the 2018 flood season. 
In contrast to the change in channel width downstream of Mamit lake in the region 
of terrace erosion, locations upstream of Mamit lake showed very little change in 
width (Fig. 12b). 

In addition to causing substantial channel widening, the proximity of erodible 
terrace material to the active channel led to widespread erosion of glacial deposits. 
Following analysis of channel change from Lidar and imagery, erosion associated 
with the flooding event in 2017 was estimated as 163,000 ± 83,000 m3. 73,890 ± 
11,752 m3 of additional material was eroded along the lowermost 7.5 km of channel 
during the 2018 flood season. These two years of input sum to 237,190 ± 95,052 
m3 of eroded sediment, which is likely an underestimate given the partial extent of 
available imagery and Lidar coverage. This input exceeds the mean annual transport 
capacity by a factor of 200. 

Sediment source reactivation and resultant channel response in Guichon Creek 
provides an example of “late-stage paraglacial conditions”, where stabilized post-
glacial landscape features have been reactivated via contemporary fluvial processes 
[7]. Past glacial episodes have largely influenced the spatial organization and charac-
teristics of erodible material within Guichon Creek (see Fig. 9), and also the patterns 
of connectivity within the system (Fig. 10a). The unusual shape of the longitudinal
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channel profile demonstrates numerous signatures of a glaciated landscape, with the 
stepped profile form being an important indicator [2, 36]. This form disrupts down-
stream connectivity, as sediment is deposited in Mamit Lake. Unlike many mountain 
areas where glaciation has occurred, the dry climate and absence of large and steep 
hillslopes within the watershed reduces the occurrence of sediment input to channels 
driven by hillslope processes. As a result, lateral fluvial erosion of glacial deposits 
is likely the key input source. Past incision into lacustrine and glaciofluvial deposits 
has provided the channel a disconnection from direct colluvial input, but the river is 
also in a position to migrate laterally into these sediment deposits during periods of 
enhanced channel instability. The interaction between lateral erosion and glacioflu-
vial terraces has not been broadly quantified or documented, but recent studies indi-
cate that terrace erosion may compose a large fraction of the total sediment budget in 
some watersheds, such as those in Puget Sound [55]. A positive feedback mechanism 
may be present in incised channels adjacent to erodible terraces: at locations where 
the channel is able to expand or migrate across a floodplain with erodible terraces on 
the margins, added sediment may lead to further channel widening and consequently 
more contact between the active channel margin and terrace fronts. This form of 
feedback has been documented in gravel channels with alluvial banks [17, 49]. 

6 Summary 

In this paper, we present a conceptual model of lateral connectivity and subse-
quent channel characteristics in mountainous (post)glacial basins. This conceptual 
model illustrates that glacial landscapes have a unique valley geometry and land-
form assemblage which controls lateral connectivity and subsequently character-
istics of contemporary channels in addition to catchment sediment yield. Glacial 
landforms increase landscape complexity and fragment the sediment cascade, ulti-
mately increasing sediment disconnectivity. Glacial processes condition hillslope-
channel connectivity on two spatial scales: valley scale and landform scale. Post-
glacial valley geometry often leads to an oscillating downstream trend in hillslope-
channel coupling on which (para)glacial landforms impose finer-scale complexity 
(Fig. 1b, c). Past glacial activity can influence two subsets of contemporary lateral 
connectivity: (1) hillslope-channel coupling patterns in high-gradient watersheds, 
and (2) glaciofluvial terrace-floodplain coupling in low-gradient watersheds with 
depositional glacial landforms, each of which alters channel characteristics. Lateral 
connectivity influences channel characteristics through past and present sediment 
transport dynamics. Glacially conditioned lateral connectivity is a control on contem-
porary channel response to floods. Over steepened valley walls, thick blankets of 
unconsolidated till, and accessible glaciofluvial terraces may still result in high sedi-
ment yields, paraglacial sedimentation, and rapid adjustment of the channel profile 
during extreme events and periods of channel instability.
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Challenges of River Corridor 
Management in Dynamic Braided River 
Systems 

Arup Kumar Sarma 

Abstract Delineating River Corridor of a large braided river from the mainland is a 
challenging task, as diverse human activities are often observed within the sand bars 
and in the point bars of such river. Large spatiotemporal variation in their width adds 
further complexities to River Corridor management of braided reaches. Dynamic 
nature and hence the complexities in river corridor delineation are demonstrated by 
analysing pattern of progressive changes in the river cross-section of the Brahma-
putra River within the period 1971 to 2011. Various prevailing human activities 
within the flow path of some of the large braided rivers of the world are presented 
to show its genuine utility. Scope and challenges of channelizing braided river are 
finally demonstrated through application of hydrodynamic model BRAHMA in a 
130 km long braided reach of Brahmaputra River. Need of field-based research along 
with application of modelling techniques to utilize the river corridor of a braided river 
advantageously without disturbing the river ecology is advocated. 

Keywords BRAHMA · Braided-river · River corridor 

1 Introduction 

Width of river corridor of a braided river system can vary significantly and, therefore, 
its management involves different challenges and opportunity. In some situations, 
defining a river corridor itself becomes challenging for a large braided river. Because 
of exponential population growth, pressure on the land is increasing globally leading 
to unaffordable cost of land. Apart from the factor of high cost, people started living 
within the river corridor in different ways due to certain other advantages. Floating 
village in the Mekong River, habitation and farming in sand bars of the Brahmaputra 
River are some of such examples. Because of the existence of different economic 
classes and different means of livelihood, high-rise building also may not serve as the 
ultimate solution to population pressure, at least in near future. Development of River
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Front by encroaching into the existing natural river bank alignment in a systematic 
way is another example of augmenting natural river corridor. Construction of storage 
structure to augment river flow, collection of bed material through river mining for 
constructional activities also influences the natural flow characteristic of a river and 
influence river corridor. Maintenance of navigation channel is another challenge in 
braided river. With increasing concerns about ecology and water quality, utilizing 
river corridor for habitation or agricultural activities should also be regulated in a 
more scientific manner with due emphasis on river ecology. With advancement in 
the capability of mathematical model and geoinformatics, consequences of various 
activities mentioned above or impact of any river training work for maintaining river 
corridor can now be investigated more conveniently. Need and scope of managing 
river corridor using advanced technology are presented in this chapter. 

2 Variation in River Corridor of Braided River 

Because of high variation in the seasonal precipitation and in longitudinal gradient, 
Himalayan Rivers of the sub-tropical region experience high seasonal variations in 
flow and sediment load. This leads to frequent changes in the river course. Manage-
ment of River Corridor in a braided river is therefore quite challenging because of 
huge spatiotemporal variation in their width. In some situations, defining a river 
corridor itself becomes challenging for a large braided river. While such varia-
tions generally create problem to people residing near the river, people with their 
long experiences have also utilized the river taking advantage of such spatial varia-
tion. A morphological study carried out for the Brahmaputra River has shown some 
interesting facts about spatiotemporal variations of River Corridor in braided river 
system. 

Pattern of progressive changes in the river cross-section, particularly in terms of 
the total section width, was analysed in the Brahmaputra River starting from Sadia in 
the east to Dhubri on the west by dividing the river reach into 65 cross sections. Data 
referred for the purpose are tabulated below (Table 1). It was observed that the river 
width in some sections has increased significantly during 1970–2011. However, at 
the nodal points, which exist primarily due to having either hill or rocky formation 
on both sides, the river width does not change. Some stable bank reach with clay 
formation was also observed in this reach of the Brahmaputra River. Figure 1 shows 
the decadal temporal variation of width in different sections of the river Brahmaputra 
from 1973 to 2011.

From Fig. 1, it is clear that for some of the reaches (sections 2-4, 20-22, 35-37, 
51-53, 58-60, 62-64), the change in width exceeds 5 km, and, in some cases, change 
is reaching nearly 10 km. As such, defining or fixing a river corridor for large braided 
river, even with a range of few kilometres, needs extensive observation and will have 
to be made reach specific.
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Table 1 Data used for 
temporal change detection of 
Brahmaputra River 

Year Data used (Toposheets/satellite data) 

1973–1974 GSI Toposheet; 1:50,000 scale 

1976–1980 Landsat MSS; 80 m resolution 

1993–1995 IRS 1B LISS 1; 72.5 m resolution 

2003–2004 IRS P6 LISS 3; 23.5 m resolution 

2008–2011 IRS P6 LISS 3; 23.5 m resolution 

Fig. 1 Plot of river width (km) of Brahmaputra in 65 sections from Dhubri to Sadia

3 Utility of River Corridor 

Because of exponential population growth, pressure on the mainland is increasing 
globally leading to unaffordable cost of favourable land. Because of this, many 
communities, more particularly those falling in the category of low-income group, 
encroach into the bank line of river to utilize the land in the lean period for their 
diverse benefits. Apart from the factor of high cost, people also started utilizing the 
river corridor in different ways due to certain other advantages. The possible impacts 
of such utilizations and their relevance to the concept of river corridor in case of 
large braided river are presented below. 

Floating village in the Mekong River and Tonle-sap Lake is an example of utilizing 
river corridor for living purpose and business activities. However, this kind of utiliza-
tion basically uses the water bodies of the river and, being floating structures, they 
allow flow even in the location where they exist, particularly when such floating 
structures are located in a flowing river and not in the lake portion with relatively 
stagnant water. There can be direct dumping of solid waste and wastewater from
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these establishments into the river and thus can affect the water quality as well as the 
flow cross-section of the river. 

Habitation and farming in the mid sand bar or in the point sand bar attached to the 
river bank are common practices in the Brahmaputra River, which is highly braided 
in nature. Because of the availability of fertile land within the river, people carry on 
cultivation in such sand bars almost on a regular basis during the period of lean flow. 
Some of the sand bars have now become almost permanent with well-established 
vegetation and people have started living in these sand bars. In some cases, people 
also claim such sand bars as their own land, as they have lost their original land due 
to river erosion. These forms of river utilization have direct relevance to the concept 
of demarcating river corridor, as people utilize the land masses located within the 
bank line of the river. The presence of these forms of river utilization has raised 
a question as to whether we can really demarcate a river corridor in large braided 
river and can keep it completely free dedicating the space solely for movement of 
flow alone. Considering the prevailing practices, we can also think of allowing such 
activities within the river corridor in a more planed manner by analysing the process 
scientifically and arranging it in a way that ecological disturbance to the system is 
minimum. A study carried out on utilization of sand bar [3] of river Brahmaputra 
is perhaps the first attempt in this direction. While optimal combination of crops 
for deriving maximum benefit from sand bar cultivation can be decided considering 
various constraints, impact of such agriculture on the water quality also should be 
considered with due emphasis. For example, the use of chemical fertilizer should not 
be allowed in sand bar cultivation and they can affect the aquatic habitat. 

River mining is another common exercise of braided river, which changes the river 
bathymetry. Need of soil for various constructional activities cannot be denied. In 
developing countries, such activities will continue for many years to come. Collec-
tion of river sand is therefore essential for such activities, as the alternative to this 
at similar cost is the hill cutting, which is far more detrimental to environment and 
ecology. While the concept of sustainable mining can easily be applied in a small river, 
quantification of sustainable mining is quite a difficult task in case of braided river. 
Barman et al. [1] carried out some study to identify best sediment transport equation 
applicable in mining pit constructed in laboratory using sand of river Brahmaputra. 
Continuous monitoring of aggradation, degradation, sand bar formation and their 
washing out is essential for taking a scientifically acceptable decision about sustain-
able river mining in braided river. With denudation of hills in the upper catchment, 
sediment influx and subsequent deposition of the same in the river bed is increasing 
at a faster rate reducing flow carrying capacity of the river with time. Considering 
this, river mining in a sustainable manner should be permitted in braided river and 
more research in this direction is necessary to understand sediment dynamics in a 
better way. 

Construction of storage structure or diversion structure to augment river flow is 
very common in almost all countries. Generally, such structures are not made in 
the mainstream of large braided river, rather they are made in the tributary of such 
large braided river. Such tributaries can also take a braided form in its alluvial reach. 
Operation of such reservoirs can influence the flow and significant flow variation, both
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seasonal and diurnal, can be experienced at downstream. Flow variation becomes 
more significant when the flow from one tributary is diverted and transferred for 
power production to power house located on the bank of another tributary to have 
higher head difference. Such river flows through a narrow channel during the period 
of normal flow, as power release goes to another tributary, and therefore, people start 
different activities in the free space of the river corridor. In countries having low 
population density, such river reaches are generally barricaded and no activities are 
allowed in such segments. However, in a developing country, having high population 
density, it becomes extremely difficult to regulate and prohibit activities in such 
river reach. Sensor-based real-time monitoring and coupled reservoir operation and 
hydrodynamic modelling [2] can help in providing a dynamic warning system to 
facilitate safe utilization of such otherwise risky corridor of river reach. 

4 Scope of Channelizing Braided River 

Large braided river generally moves in multiple channels even in the flood period 
except for the nodal points, where the river covers its full width. Even though the 
river does not cover the entire width, its banks suffer severe erosion because of 
existence of active near bank channel. Therefore, to get rid of erosion problem and 
also to acquire land from such wide braided river, scope of channelizing such river 
through a designed waterway of smaller width is now in active consideration for 
troublesome river reach of braided channel. Navigation in braided river is another 
important aspect, so far management of river corridor is concerned. For maintaining 
waterway, it becomes necessary to dredge the identified channel to maintain require 
depth. Channelization can, therefore, help in navigation as well. So far narrowing 
down of channel width is concerned, it is possible to reduce the width to a much 
narrow width without increasing the velocity alarmingly. For example, the present 
width of the Brahmaputra River varies approximately from 2.00 km to 20.00 km. 
A mathematical model study of Brahmaputra River carried out by us for a length 
of about 130 km starting from Bhumuraguri near Tezpur to Pandu near Guwahati 
has shown that the width of the river reach can be reduced to a much smaller width 
without increasing the velocity significantly. The maximum velocity computed by 
the hydrodynamic model BRAHMA-2D (Braided River Aid: Hydro-Morphological 
Analyzer) considering the entire width is 3.65 m/s, which changes to 3.53 m/s, 
3.73 m/s and 3.74 m/s for maximum channel width of 5.00 km, 4.00 km and 3.00 km, 
respectively. Although from the consideration of velocity, channelization appears to 
be a feasible task, many other socio-economic considerations need to be examined for 
establishing feasibility from socioeconomic and ecological viewpoint. For example, 
many small streams flow into the braided river from the nearby areas. People use 
small boats to move from the interior area to the main river through these small 
channels. Such connectivity has lots of implications and can affect the livelihood of 
people. Therefore, any measures taken for augmenting or maintaining river corridor 
should be done with a detailed investigation.
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5 Conclusion 

Encroachment into the waterway of river by human beings for various needs has 
raised a concern among scientific community regarding need of maintaining river 
corridor. The problem becomes more complex in developing country because of 
economic need of encroaching into river corridor. Because of the existence of 
different economic classes and different means of livelihood, high-rise building also 
may not serve as the ultimate solution to population pressure, at least in near future 
and therefore, such encroachment into unfavourable habitats like river corridors and 
hills will continue in a haphazard manner if not planned scientifically. Unplanned 
urbanization and deforestation in hilly area will also indirectly contribute to the 
reduction in river corridor space by releasing excessive sediment from the catch-
ment to make the river shallow. With increasing concerns about ecology and water 
quality, utilizing river corridor for habitation or agricultural activities should also 
be regulated in a more scientific manner with due emphasis on river ecology. With 
advancement in the capability of mathematical model and geoinformatics, conse-
quences of various activities mentioned above or impact of any river training work 
taken up for maintaining river corridor can now be investigated more conveniently. 
Therefore, we should always take recourse to such technology to utilize the river 
corridor advantageously without disturbing the river ecology. 
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Some Adverse Effect of Kosi 
and Farakka Barrages in India 

S. K. Mazumder 

Abstract Kosi and Farakka barrages were constructed on rivers Kosi and Ganga 
in the years 1963 and 1971, respectively. During the period 1731–1954, river Kosi 
had been shifting its course from east to west by a distance of 112 km causing 
devastating floods in Bihar. Kosi breached its flood embankments both upstream and 
downstream of the barrage on many occasions resulting in devastation in several 
districts in Bihar causing loss of life and damage to crops and properties. Similarly, 
river Ganga has breached its left marginal flood embankment upstream and erosion 
of right bank downstream of Farakka barrage occasionally causing loss of life and 
properties, damage of crops in Malda and Murshidabad districts in West Bengal. 
Author has described some salient features and discussed the adverse impacts of 
both the barrages on the respective rivers. In this paper, author has made an in-depth 
analysis of the different causes of the breaches of flood embankments and erosion of 
river banks resulting in failure of the flood embankments upstream and downstream of 
Kosi barrage and breaches in left marginal flood embankment upstream and erosion 
of right bank downstream of Farakka barrage. 

Keywords Kosi barrage · Farakka barrage · Flood embankments · Erosion ·
Energy dissipation 

1 Introduction 

After a great deal of investigations [2] for selection of site, Kosi and Farakka barrages 
were constructed on rivers Kosi and Ganga in the years 1963 and 1971, respectively. 
While Kosi barrage was built to divert flow into eastern and western Kosi canals, 
purpose of Farakka barrage was to forcefully divert flow from Ganga to Bhagirathi/ 
Hoogly as its offtake at Jangipur was silting up resulting in huge dredging cost for 
survival of Kolkata port, loss of navigation and water supply. During the period 1731– 
1954, river Kosi had been shifting its course from east to west by a distance of 112 km
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causing devastating floods in Bihar. It was decided to Jacket the river by building 
flood embankments 144 km on east side and 123 km on west side. Kosi breached 
its flood embankments on several occasions and 284 number of spurs (Appendix 1) 
had to be built on either side to save the embankments and to ensure that the barrage 
is safe and the river does not outflank the barrage. Yet, the river breached the flood 
embankments both upstream and downstream of the barrage (Appendix 2) on several 
occasions. Its left embankment got breached in the year 2008 at Kusaha about 15 km 
upstream of the barrage resulting in devastation in nine districts in Bihar. 

River Ganga has also breached its left marginal flood embankment upstream of 
Farakka barrage occasionally causing loss of life and properties, crop damage in 
Malda district in West Bengal. Estimated cost of damages due to 1998 flood alone 
is Rs.1000 crore [15] On the downstream side of Farakka barrage, river Ganga has 
severely eroded right bank of the river washing out important townships in the district 
Murshidabad in West Bengal. 76 spurs were built to protect the right bank downstream 
of the barrage to arrest erosion [6]. These were washed out in the floods and the river 
is severely threatening the feeder canal, National Highway (NH-34) and Railway 
connecting Kolkata with North-East of India. 27 spurs that were constructed on the 
left embankment on east side to protect the flood embankment and train the river up 
to the barrage were washed out. Yet the river breached the flood embankment 7 times 
and retired embankments were built 7 times to avoid outflanking of the barrage [11]. 
Unless the breach is controlled, the river is likely to wash out NH-34, railway line, loss 
of life and properties and damage to crops. Malda town will be severely affected and 
utility of the barrage for flow diversion will be lost. Needless to mention that the river 
training measures that had to be adopted to protect life and properties in a periodic 
manner involved huge cost. But even then, the measures are found ineffective. In 
this paper, author discusses the case histories of the Kosi barrage at Bhimnagar on 
Kosi River and Farakka barrage on Ganga River at Farakka and tries to analyse the 
different reasons for such devastations brought out post-barrage construction. 

2 Some Salient Features of Kosi and Farakka Barrages 

Figure 1a, b shows the plan and sectional views of Kosi barrage indicating eastern 
and western canals and flood embankments. Figure 2a shows a plan view of Farakka 
barrage illustrating feeder canal, NH-34 and rail lines linking North East with rest 
of India. While Kosi barrage was constructed to divert flow to eastern and western 
canals for irrigation and.

hydro-power (Fig. 1a), the purpose of Farakka barrage was to forcefully divert 
1135 cumec (40,000 cusec) flow to Bhagirathi/Hoogly River to save Kolkata port, 
navigability of Hoogly River (National waterways 1 and 2), water supply for Farakka 
super thermal power plant and municipal water supply to numerous cities/towns on 
the banks of Hoogly River, which is the lifeline of Kolkata metropolitan city. River 
link-1 [8] proposed by [18] connecting Brahmaputra with Ganga for transfer of 
surplus water of Ganga–Brahmaputra basins to the water deficit basins in the south.
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Fig. 1 a Plan view of Koshi barrage, b sectional (A-A) view of Kosi barrage

3 Case Histories and Purpose of Kosi and Farakka 
Barrages 

River Kosi originates in Tibet and travels 468 km before joining Ganga River at 
Kursela. Kosi is known to have changed its course across a width of 112 km from 
east to west during 1731–1954 (Fig. 3) with its appex at Chatra (in Nepal) where it 
comes down from hills to the plains. In 1946, there was a proposal to construct a 
239 m high dam at Barakshtra in Nepal with a storage capacity of 8500 million cubic 
meter at a cost of Rs.175 crore. But the proposal was dropped by the then British 
Govt. and a barrage was built at Bhimnagar/Hanuman Nagar in the year 1963 by 
the Indian Govt. Primary objective of Kosi barrage was to control flooding of Bihar 
by jacketing it with flood embankments on either side—152 km on eastern side and 
123 km on the west—on the flood plain of 6,900 m width having a spillway width of 
1190 m as shown in Fig. 1a. Cross-section of the barrage is shown in Fig. 1b. Kosi 
barrage is used to divert flow through eastern and western canals for irrigation in 
Bihar and Nepal, respectively. It also helps in generating hydro-power.

Farakka barrage is constructed in the alluvial flood plain of lower Ganga basin 
where the river has been in a meandering state [7, 9]. In pre-historic days, river 
Bhagirathi/Hoogly was the main Ganga flowing by the side of Kolkata. Gradually, 
the main course of parent Ganga (known as Padma in Bangladesh) was shifting 
towards the east side resulting in silting of its Hoogly off-take on right bank near 
Jangipur (Fig. 2a) thereby cutting off Hoogly River from upland discharge of Ganga
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Fig. 2 a Plan view of Farakka barrage, Feeder Canal, NH-34 etc. b Sectional view of Farakka 
barrage

during lean flow season. Farakka site in Malda district in West Bengal was selected 
for the barrage after a prolonged investigation and model study by eminent river 
engineers like Sir Arthur Cotton from UK, Dr. Hansen from West Germany, Dr. 
K.L. Rao and Joglekar from India. Farakka barrage was constructed to forcibly 
divert 1135 cusec flow from Ganga to Hooghly through a 26 km long feeder canal 
(Fig. 2a) for improving navigability of the river Bhagirathi/Hooghly serving Kolkata 
port, desalination of water of Hooghly River (a tidal river) for drinking and industrial 
water supply to Kolkata and other townships on both the banks of Bhagirathi/Hoogly.



Some Adverse Effect of Kosi and Farakka Barrages in India 41

Fig. 3 Swinging Kosi River d/s of Chatra (1731–1954)

NTPC super-thermal power project receives cooling water from feeder canal. The 
broad gauge railway and the National Highway (NH-34), which are important links 
to north-east India, cross Ganga passing over the barrage. Both National Waterways 
NW-1(from Prayag to Haldia) and NW-2 (from Sadia to Haldia) meet upstream of 
Farakka barrage and pass through feeder canal linking Ganga and Brahmaputra rivers 
with Bhagirathi/Hooghly. Farakka barrage is a nodal point for transfer of surplus 
flow of Brahmaputra and Ganga basins through the proposed Brahmaputra-Tista-
Ganga Link (No.1) under the National perspective plan by [18]. Figure 2a shows  the  
Farakka barrage on Ganga River and Jangipur barrage on river Bhagirathi, Feeder 
canal, NH-34, railway line and other details. Section of the barrage is shown in 
Fig. 2b. 

4 Some Adverse Impacts of Kosi and Farakka Barrages 

Planners of Kosi project did not perhaps anticipate the various problems being faced 
by the project authorities subsequently. Kosi brings large amount of sediments, which 
deposits upstream (u/s) of the barrage. It flows in multiple channels u/s of the barrage 
due to typical delta type formations where the river is unstable and often swings 
its course. Construction of long impermeable type spurs to channelize the river has 
resulted in further instability of the river [17] periodically attacking both left and right 
embankments and causing breach of flood embankments both upstream and down-
stream of the barrage. A total of 378 number of impermeable spurs—264 on eastern 
embankment and 114 on western embankment—were constructed (Appendix 1) to  
save the flood embankments but still the river had been breaching its embankments 
(Appendix 1). The river caused a 2200 m wide breach of eastern flood embankment
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on August 8, 2008 at Kushaha, about 15 km upstream of the barrage, resulting in 
devastating floods in 13 districts in Bihar (Photo 1). Western Kosi canal passing 
through Nepal is almost defunct due to heavy sediment deposition. The situation of 
eastern canal passing through Bihar is also not good due to sediment deposition and 
its carrying capacity has considerably reduced [4]. 

Similar to Kosi, there is an occasional breach in the eastern marginal flood embank-
ment u/s of Farakka barrage near Manikchak about 15 km u/s of the barrage. Devas-
tating flood occurred in Malda district in West Bengal (Photo 2). Estimated cost of 
damages due to 1998 flood alone is Rs.1000 crore. 27 spurs that were constructed on 
the left embankment on east side to protect the flood embankment and train the river 
up to the barrage were washed out. Yet the river breached the flood embankment 7 
times and retired embankments were built 7 times to avoid outflanking of the barrage 
[14, 22]. Unless the breach is controlled, the river is likely to wash out NH-34, railway 
line, loss of life and properties and damage to crops. Severe erosion occurred d/s of 
Farakka barrage washing out several townships on the right bank of Ganga River 
in Murshidabad district in West Bengal [21]. 76 spurs and revetments were built to 
arrest erosion of the right bank downstream of the barrage. These were washed out 
in the floods and the river is severely threatening the feeder canal, National Highway 
NH-34 and Railway line connecting Kolkata with North-East of India. 

5 In-Depth Analysis of Problems 

In India, it is customary to take remedial measures like plugging the breaches that 
occur in flood embankments and damage due to erosion on war footing unmindful 
of costs in order to arrest further damages that may be caused by the rivers. There is 
little effort to understand and analyse the basic causes triggering such events. Author 
wishes to discuss the basic cause of adverse impact of the Kosi and Farakka barrages 
in the following paragraphs.

5.1 Analysis of Causes of Breaches in Kosi Barrage 

As mentioned before, river Kosi had been swinging like a pendulum [3] with its apex 
at Barakhsetra/Chapra (Fig. 3). Even after jacketing the river by flood embankments, 
the river has a tendency to move east and west due to inherent instability of the river 
attacking both the embankments and causing breaches (Appendix 1, Appendix 2). It 
would have been perhaps wiser to build a dam at Barakshetra as proposed in 1946. 
The enormous cost of embankments, spurs and their maintenance could be perhaps 
avoided [23]. 

Downstream of Barakshetra, Kosi River has to shed its sediment load since 
carrying capacity of a mountainous river drastically reduces as per Einstein’s [5] 
bed load theory
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Photo 1 Devastating flood in Bihar due to breach in Eastern Embankment in 2018 

SUN KOSI TAMUR 

NEPAL 
INDIA 
(NORTH BIHAR) 

MONGHAYA 

MANSI 

KATIHAR 

PURNEA 

BASANTPUR 

CHATRA 
BARAHKSHETRA 

BA
LA

N
 

(SOUTH BIHAR) 

KUASELA 

Photo 2 Flood in Malda Town due to breach in Flood Embankment at Manikchak in 1998
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qsss ∝ q2 s2 /d1.5 (1) 

where q and qs are flow of water and sediments per unit width of river; ss is the specific 
gravity of sediments, s is the bed slope and d is the sediment diameter. Keeping d, s 
and ss constant 

qs ∝ q2 (2) 

qs being proportional to q2, sediments must be dropped whenever a narrow moun-
tainous river expands to its flood plain of larger width. Since the flood plain width of 
Kosi near Bhimnagar/Hanumangar is about 6.9 km, and there is ponding due elevated 
crest, most of the sediments being carried by Kosi up to Barakshetra get deposited 
upstream of the barrage. This has resulted in multiple channel formation of Kosi 
upstream of Kosi barrage. 

In the Kusaha breach (2.2 km wide) in August 2008, Kosi had flood discharge 
substantially less than the design flood. It is reported that nearly 85% incoming flow 
(4081cusec) was flowing through the left channel hugging the eastern embankment, 
just before the breach. [11] analysed the cause of the Kusaha breach and found that 
the embankment failed due to choking of flow in the left channel (hugging the left 
embankment), as a result of high degree of constriction owing to the presence of 
a 269 m long spur (at 12.9 km) in the left channel of about 800 m mean width. 
Choked flow resulted in high degree of instability of flow [10], which attacked the 
embankment in between spurs at 12.1 km and 12.9 km measured upstream from 
barrage axis. 

5.2 Analysis of Causes of Breaches in Farakka Barrage 

River Ganga periodically breaches the left marginal afflux embankment near 
Manikchak (Figs. 2a and 4). It is due to shifting of river course after the barrage 
construction as shown in Fig. 4. As mentioned earlier, main course of Ganga had 
been shifting towards left resulting in siltation near off-take of Bhagirathi/Hooghly 
River near Jangipur (Fig. 2a). Breaches occurred 7 times near Manikchak and 7 
retired embankments were constructed to block the breach as shown in Fig. 5. Prior  
to construction of Farakka barrage, Bhagirathi and Pagla rivers (near Manikchak) 
used to divert some flow of Ganga to Mahananda river as shown in Fig. 2a. After 
the barrage construction, the off-take of these tributaries has been blocked by the 
afflux embankment near Manikchak. The main Ganga has a tendency to open up 
these blockages by repeated breaching of the embankment near Manikchak, which 
lies on the outer bank of the main Ganga after its main course shifted about 7 km 
towards Malda (Figs. 2a and 4). If the breach continues, Ganga may join Mahananda 
through the old tributaries bringing devastation to Malda district. Railway line and 
NH-34 will be washed out and the very purpose of the barrage will be lost.
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Fig. 4 Shifting Ganga (Blue) u/s of Farakka (1973–2000) 

Fig. 5 Retired embankments to close the breach of embankment near Manikchak
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5.3 Meandering of Kosi and Ganga Rivers 

When a river enters flood plains after its journey in mountains, it flows in a meandering 
path. Both Kosi and Farakka barrages are built on flood plains and are in meandering 
state. A natural meander always moves outward (Fig. 6). It also moves along the 
length at a very small rate compared to its lateral movement in the flood plain [19]. 
When a barrage is constructed on a meandering river, meander pattern alters with 
barrage as a fixed point. In case of Farakka Barrage, Malda lies on the outer side of 
upstream meander and Murshidabad lies on the outer side of downstream meander 
with Farakka barrage as a fixed point. This has resulted in deep scour as shown in 
Fig. 7 [20]. With such deep scour near the embankments/spurs, poor shear strength 
of bed soil (0.15 mm), it is almost impossible to prevent breaching with protective 
pitching/spurs/porcupines etc. [12]. 

Fig. 6 Flow concentration and scour of outer bank in a meandering river 
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Fig. 7 Typical cross-section of Ganga a upstream and b downstream of Farakka barrage
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5.4 Inadequate Energy Dissipation and Flow Distortion 

It is reported that deep erosion of banks occurred d/s of both the Kosi and Farakka 
barrages. Although stilling basins have been provided, the basins are not effective 
at low inflow pre-jump Froude’s no. F1, which are 2.4 and 1.8 in Kosi and Farakka 
barrages, respectively. Residual K.E. of flow (Fig. 8) leaving the basin is responsible 
for flow distortion and wall jet type flow (as illustrated in Fig. 9a, b) since the only 
way a given flow with a given depth and mean flow velocity can contain the residual 
energy is by flow distortion either in vertical plain (Fig. 9a) or in horizontal plain 
(Fig. 9b). 

6 Flow Expansion Due to Gate Operation in Barrage 

Mode of gate operation for flow release d/s is found to have great importance in scour 
d/s of a barrage [16]. In a model study on barrage on River Nyle in Egypt, Ahmed 
et al. [1] studied the effect of expansion ratio (Eq. 3), defined as the ratio between 
width of gate opening and channel width defined as 

e = Wg/Wb (3) 

where, Wg = Waterway under number of gates actually opened and 
Wb = Total Waterway in the barrage when all gates are opened. 
Average scour depth downstream (ds) was found to be governed by expansion 

ratio e. Scour depth ds/ag = 0.24 when e = 1.21 (All gates open) and ds/ag = 2.76 
when e = 6.12 (when only one gate open) i.e. 11.5 times more. Here, ag is height of 
gate opening above crest of barrage. 

Defining average scour depth downstream of barrage as ds and vertical height of 
gate opening above barrage crest as ag, it was observed that ds/ag = 0.24 for e = 
1.21. When all gates were opened and ds/ag = 2.76 for e = 6.12. (There were five 
piers with six gates in the model). Thus, the scour depth was 11.5 times more or 
percentage increase was 1046%.

T.E.L.(U/S) LOSS OF ENERGY = ΔE (WITH APPURTENANCE) 

LOSS OF ENERGY = ΔE’ (WITHOUT APPURTENANCE) 

RESIDUEAL K.E. = (α2-1)v2 
2/2g 

T.E.L.(D/S) 
v2 

2/2g 
α2v2 

2/2g 

y2=d2 E2E’2 

E’1 

d1 

STILLING BASIN 
T.E.L. = TOLAL ENERGY LEVEL 

Fig. 8 Showing hydraulic jump, total energy line (TEL) and residual kinetic energy (ΔE-ΔE/) 
leaving a stilling basin
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Fig. 9 Showing distortion of flow velocity in a channel D/S of basin due to residual kinetic energy 
a along depth and b along width

7 Summary and Conclusions 

Long impermeable type spurs should not be constructed as it causes flow concentra-
tion. It is not understood why the Govt. is allowing only the conventional measures 
for controlling erosion again and again inspite of the fact they are not effective. 
There is no sincere effort to analyse the causes of erosion and adopt other alterna-
tive measures of control-both short and long term. As impermeable spurs can not 
be kept in position, permeable spurs of Ballis or bamboos should be constructed 
for dampening of flow velocity (i.e. flow intensity) and energy dissipation in micro-
turbulence produced by such permeable spurs. Filter is essential below stone apron 
to prevent loss of fines both during back flow, seepage and winnowing effect when 
high flow passes over an area. During launching of mattress, the filter must also 
launch uniformly. This does not happen. The use of geo filter of proper mesh size 
(depending on type of material to be protected) is going to more effective both in 
launching as well as uniformity of pitching. Tarza mat that was used in place of filter 
requires thorough testing regarding its effectiveness as filter. 

Since flow above 26,000 cusec is causing bank erosion. An attempt should be made 
to divert excess flow through Pagla or other natural or artificial diversion channel 
bypassing the flow through the barrage. It may also be feasible to construct another
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barrage u/s of Rajmahal for diverting excess flow through the Jharkhand state. Shear 
strength of embankment soil and bank soil may be artificially improved by the use 
of geo-synthetics, cement–soil grouting, etc. Afforestation of the bank will help in 
improvement of soil strength. The flow should be diverted through Fulahar side of 
Ganga by using groins on Rajmahal side or by dredging. Instead of launching apron, 
an attempt should be made to construct vertical cut-off like sheet piling etc. at the 
end of apron up to estimated scour depth. Filter being the most important part of 
pitching, geo-filter should be used in place of tarza mat (for which nothing is known) 
for continuous launching and uniformity after launching. GI wire crates are not as 
flexible as Nylon rope nets filled with stones. Such nylon mattresses will be also 
useful in maintaining uniformity after launching. Since submerged bed spurs cause 
high flow concentration at head of spurs, it will be desirable to omit it and design 
the weight of cribs so that these can not be removed by drag. Due to larger size 
of nylon cribs their combined weight will be sufficient. Otherwise, dagger-type bed 
spurs may be used to avoid excessive flow concentration at the head. As a long-term 
measure, dredging has to be commenced near head of pointed bed bars to control 
growth of bars, consequent meandering and rise in stream curvature. Attempt should 
be made to measure annual deposition of sediments u/s of barrage [13] since the 
root cause of the problem is sediment deposition u/s and char formation. Instead of 
retired embankment, it will be wise to construct arrays of curved submerged vanes 
as recommended by Odgaard [19].
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Appendix 1 

Details of Spurs on Kosi Embankments 

Embankment Location Number of Spurs 

Eastern afflux bund Nepal (upstream of barrage) 60 numbers 

Western afflux bund Nepal (upstream of barrage) 21 numbers 

Eastern Embankment India (downstream of barrage) 204 numbers 

Western embankment Nepal (downstream of barrage) 29 numbers 

Western embankment India (downstream of barrage) 64 numbers 

Appendix 2 

Summary of Past Breaches in Kosi Flood Embankments 

Year Location of breach Embankment 

1963 Dalwa, Nepal West Embankment 

1968 Jamalpur, Bihar (India) West Embankment 

1971 Matniyaband ha, Bihar East Embankment 

1980 Barharawa, Bihar East Embankment 

1984 Hempur, Bihar East Embankment 

1987 Gandaul and Samani in Bihar West Embankment 

1991 Joginiyan, Nepal West Embankment 

2008 Kusaha, Nepal East Embankment 
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A Non-stationary Hydrologic Drought 
Index Using Large-Scale Climate Indices 
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Abstract The dry and wet periods can be analyzed based on different drought 
indices. Most existing drought studies are based on stationary assumptions, and 
environmental changes are not considered. This study proposes a non-stationary 
streamflow-based drought index, incorporating large-scale climate indices to study 
hydrological drought for 45 years. Climate indices are used as covariates for building 
the non-stationary model fitted to streamflow. Correlation analysis is carried out to 
determine the best covariates for the streamflow in the Netravati River basin in India. 
The Southern Oscillation Index (SOI) exhibited a significant influence on stream-
flow at all time scales. The non-stationary model is compared with the stationary 
model, and the best model is chosen based on the Akaike information criterion (AIC). 
Under statistical measures, non-stationary models performed better than stationary 
ones at all time scales. The generalized additive model for location, scale, and shape 
(GAMLSS) is used for non-stationary modeling. The models are developed for short-
term (3 and 6 months) and long-term (12 and 24 months) droughts. The influence of 
climate variables on drought classes is analyzed, and more severe drought is observed 
under the non-stationary scenario. The deficiency in streamflow was more than 60% 
in the basin in 1987 and 2002. The non-stationary drought index detected more 
severe drought events than the stationary index under short-term scales. Hydrological 
drought properties such as drought severity, duration, and peak are calculated under 
stationary and non-stationary scenarios, and a noticeable difference is observed. 
Compared to stationary models, the non-stationary model yields more logical and 
satisfactory findings because it effectively takes into account non-stationarities in the 
streamflow caused by climate change. 
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1 Introduction 

Drought is a complicated natural phenomenon that occurs due to the deficiency in 
the availability of rainfall, and it is also associated with a deficiency in the runoff, 
groundwater level, agricultural production, and socio-economic situations [9, 18, 
26]. Hydrological drought is related to a deficiency of streamflow [4]. It is repre-
sented by using various drought indices such as Streamflow Drought Index (SDI) 
[15], the Standardized Streamflow index (SSI) [19], Standardized Terrestrial Water 
Storage Index (SWSI) [28]. The calculation of those indices is based on the stationary 
assumption, but in the changing climate, non-stationarities in the streamflow cannot 
be ignored, and stationary indices lead to inaccurate results [12]. Previous research 
has established the impact of large-scale climate variables on the rainfall pattern in 
India [1]. 

Recent research has mostly focused on drought studies using non-stationary 
indices, like the Non-stationary Standardized Precipitation Index (NSPI) [14], time-
dependent Standardized Precipitation Index (SPIt) [24], and non-stationary Recon-
naissance Drought Index (RDIN) [6]. These indices were developed for the analysis of 
meteorological drought. The hydrological drought is associated with streamflow defi-
ciency, so it is also essential to consider climate change in the hydrological drought 
index. Because of its simplicity, Standardized Streamflow Index (SSI) has been used 
by various researchers globally for drought studies [3, 10, 19]. Various researchers 
examined the influence of the Southern Oscillation Index (SOI) and ENSO index 
on the Indian climate [1, 2, 27]. In non-stationary modeling, the generalized addi-
tive model for location, scale, and shape (GAMLSS) is a widely used algorithm 
[5, 20, 25]. 

In terms of the geographical area experiencing drought, Rajasthan is first, with 
Karnataka coming in second [21]. Most of the droughts were reported in arid regions. 
Although Dakshina Kannada experiences heavy rain during the monsoon, recent 
years have reported drought situations throughout the summer [8]. Water scarcity 
exists due to the extensive expansion of industries during the past two decades. 
Revadekar et al. [16] examined a declining trend in heavy rainfall along the coastal 
region of Karnataka in the future. Dakshina Kannada’s economic development is 
significantly influenced by the Netravati River. There is no research on the Netravati 
River basin’s drought conditions. So, it is necessary to study the drought situa-
tions in the river basin and to implement necessary water management programs to 
reduce the water scarcity problems. The primary goal of this research is to create a 
non-stationary standardized streamflow drought index using climate indices for the 
Netravati River basin. It is compared with the traditional hydrological drought index. 
Drought severity, peak, and duration are also calculated and compared under both 
scenarios.
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2 Study Area 

2.1 Overview of the Basin 

The Netravati River basin covers 3401 km2 and is chosen as the study area. It origi-
nates in the Indian state of Karnataka’s Western Ghats and flows west. The basin is 
situated between 12°30' N and 13°10' N latitude and 74°50' E–75°50' E longitude. 
The gauging station of the river is located in Bantwal. The annual average rainfall 
is 3076 mm, and the temperature is 20–26 °C. The monsoon season begins in June 
and lasts until September. The water from the river is mainly used for agricultural 
purposes, and the main crop in the region is paddy. Sandy clay loam and clay loam are 
the main types of soil found in the region [13]. This river is the primary water source 
for nearby cities such as Mangalore, Bantwal, Dharmasthala, and Puttur (Fig. 1). 

Fig. 1 Location of the Netravati river basin
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2.2 Data Used 

The monthly streamflow data of the Netravati River are obtained from the Water 
Resources Information System, India, database (http://www.india.wris.nrsc.gov.in). 
It is the observed data at the Bantwal River gauging station from 1971 to 2016. The 
climate indices such as Sea Surface Temperature (SST), Southern Oscillation Index 
(SOI), and Indian Ocean Dipole (IOD) are obtained for the same period from www. 
esrl.noaa.gov. 

3 Methodology 

3.1 Percentage Departure of Streamflow 

The streamflow’s departure from its long-term mean is measured as a percentage 
departure in streamflow, and it can be obtained using Eq. (1). Annual and seasonal 
departure with respect to long-term (45 years) mean values are calculated. 

Departure(%) = 
y i − yi 

yi 
× 100 (1) 

where yi = streamflow for the season i; and yi = long-term average for the considered 
period. 

3.2 Climate Indices 

In this study, three climate variables, such as IOD, SOI, and SST, are taken as covari-
ates for constructing non-stationary models. The streamflow data are arranged to 3-, 
6-, 12-, and 24 months time scales. The monthly data of climate indices are arranged 
to 0–12-month lag. The Kendall correlation test is performed at a 5% significance 
level to find the best lag of climate data correlated with the streamflow data arranged 
on different time scales. Different combinations of selected climate indices are also 
checked to find the best combination for non-stationary modeling. 

3.3 Hydrologic Drought Index 

This study defines the hydrological drought using the streamflow-based Standardized 
Streamflow Index, and a new drought index based on climate variables is developed. 
The SSI is calculated based on the SPI concept. The first step is to identify the

http://www.india.wris.nrsc.gov.in
http://www.esrl.noaa.gov
http://www.esrl.noaa.gov
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Table 1 Classification of 
drought Index values Class 

−1 ≤ SSI < 0 Mild drought C1 

−1.5 ≤ SSI < −1 Moderate drought C2 

−2 ≤ SSI < −1.5 Severe drought C3 

SSI < −2 Extreme drought C4 

marginal distribution that fits the data the best. For instance, the gamma distribution is 
selected as the best-fitted probability distribution [3]. The probability density function 
of a Gamma distribution shape parameter α and scale parameter β is given as: 

g(x) = 1 

βα⎡(α) 
xα−1 e 

−x 
β (2) 

Its cumulative probability density is given below: 

F(x) = q + (1 − q)G(x) (3) 

where G(x) is the cumulative distribution function for the non-zero streamflow q is 
the probability of zero values. The cumulative distribution is then changed to a normal 
distribution with zero mean value and unit standard deviation to get SSI values. The 
drought is classified into different categories and is given in Table 1 [23]. 

3.4 Calculation of the Non-Stationary Index 

The generalized additive model for location, scale, and shape (GAMLSS) is used for 
non-stationary modeling [17]. The non-stationary gamma distribution with linearly 
varying location parameters is used to calculate the non-stationary Standardized 
Streamflow Index (NSSI), and it is given as follows: 

Xt gamma (μt , σ  ) (4) 

μt = c0 + c1 I1(t) + c2 I2(t)............ + cn In(t) (5) 

where, constants are c0, c1, .., cn , and the covariates are I1, I2, .., In at time t. The  
parameters are computed using the maximum likelihood approach. NSSI is classified 
similarly to SSI (Table 1) and can monitor drought events on various time scales. 

The stationary and non-stationary indices based on drought properties are calcu-
lated. The duration is defined by the number of consecutive months with an index 
value below the threshold, where the threshold value is typically −1. The severity is
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Table 2 Significant lag of 
climate indices Climate oscillations SST SOI IOD 

Time scale 

3 months – 9 11 

6 months – 0 – 

12 months 2 1 0 

24 months 0 1 2 

the total of those index values for that duration. Peak is the index’s lowest value for 
that specific period. 

4 Results and Discussion 

4.1 Significant Lag of Climate Indices 

For the time scales of 3, 6, 12, and 24 months, the cumulative streamflow data are 
calculated. The lag of the climate oscillations ranges from 0 to 12 months. The 
correlation between streamflow on various time scales and climate oscillation on 
0–12 lags was tested using the Kendall correlation method at a significance level 
of 5%. The significant lag obtained is listed in Table 2. At all time scales, only SOI 
exhibited a significant influence on streamflow. SST had no significant correlation on 
streamflow at 3-month and 6-month time scales. Except for the 6-month time scale, 
IOD showed a significant correlation at all other time scales, and at the 12-month 
time scale, there was a concurrent association between IOD and streamflow. There 
was a concurrent association of SST and SOI with the flow at 24- and 6-month time 
scales, respectively. So, the climate oscillations with significant lag are taken as a 
covariate for developing a non-stationary index. 

4.2 Non-Stationary Drought Index 

The gamma distribution is identified to be the best fit for streamflow data in this 
study. The stationary model is made using gamma distribution with both parameters 
as constant. For the non-stationary model, the distribution’s location parameter is 
considered to be varied linearly with the selected covariates. Various combinations 
of climate oscillations at significant lags are tested to find the best model based on 
AIC values, and the results are tabulated in Table 3. The table also includes the AIC 
values of stationary and non-stationary models. Combination of SST and IOD was 
the best for non-stationary models at 12- and 24-month time scales. At all time scales, 
the AIC values of non-stationary models were less than the stationary models. The
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Table 3 Selected covariates 
and AIC values of models Time scale Selected 

covariates and 
lag 

AIC value of 
non-stationary 

AIC value of 
stationary 

3 months IOD11 8053.60 8230.86 

6 months SOI0 9486.72 9592.23 

12 months SST2, IOD0 9445.99 9482.70 

24 months SST0, IOD2 9774.04 9813.20 

Table 4 Equations of Mu 
and Sigma values Time scale Equations 

3 months μ(t) = 6.92615–0.29054 IOD11(t) 
σ = 1.701114 

6 months μ(t) = 7.692151 + 0.007906 SOI0(t) 
σ = 1.121142 

12 months μ(t) = 8.36594–0.07928 SST2(t) + 0.18086 
IOD0(t) 
σ = 0.3568845 

24 months μ(t) = 9.06111–0.09120 SST0(t) + 0.18638 
IOD2(t) 
σ = 0.2914951 

non-stationary model is selected as better than the stationary model at all scales based 
on the statistical measure. 

The non-stationary gamma with constant sigma and linearly varying Mu is taken 
for calculating the non-stationary hydrologic drought index NSSI. The equation of 
Mu and Sigma is given in Table 4. The distribution parameters are computed using 
the Maximum Likelihood Estimation (MLE) approach. 

4.3 Comparison of Drought Classes 

The drought classes, based on the index values based on Table 1, are mild (C1), 
moderate (C2), severe (C3), and extreme (C4) droughts. Fig. 2 compares and illus-
trates the frequency of occurrence of various drought classes under stationary and 
non-stationary conditions. Based on both approaches, C1 has a higher percentage of 
occurrence at all time scales. C2 has a higher frequency based on non-stationary than 
stationary index at all scales except 24-months. At all time scales, the occurrence 
frequency of all types of drought classes for stationary and non-stationary indices 
varies; hence it can be postulated that climate oscillations influence the drought class 
in the basin.
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Fig. 2 Percentage occurrence of drought classes 

4.4 Comparison of Drought Properties 

The peak, severity, and duration of drought events are calculated from SSI and NSSI 
values, and its statistical characteristics are given in Table 5. The mean duration, 
severity, and peak values obtained from NSSI are higher than those obtained from 
SSI at all the time scales except at 12 months. In every case, drought properties 
under stationary conditions differ from non-stationary conditions. For the compar-
ative study, the density plot of drought duration is also plotted in Fig. 3. At all  the  
time scales, a noticeable difference is observed in the density plots of duration. The 
density plot for non-stationary is shifted towards the right of the stationary plot at 
the time scales of 6-month and 12-month. This variation shows the association of 
climate indices to vary drought properties.
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Table 5 Statistical characteristics of drought properties 

SSI NSSI 

Duration (in months) Severity Peak Duration (in months) Severity Peak 

3 months 

Mean 1.71 2.35 1.33 2.38 4.17 1.57 

Maximum 4.00 6.85 2.13 4.00 8.80 2.24 

Minimum 1.00 1.01 1.01 1.00 1.00 1.00 

6 months 

Mean 2.16 3.09 1.35 2.22 3.46 1.88 

Maximum 7.00 13.47 2.29 4.00 7.55 3.89 

Minimum 1.00 1.00 1.00 1.00 1.00 1.00 

12 months 

Mean 9.25 14.17 1.49 5.92 9.12 1.46 

Maximum 26.00 41.61 2.30 24.00 40.70 2.50 

Minimum 1.00 1.00 1.00 1.00 1.01 1.01 

24 months 

Mean 13.62 21.42 1.44 16.00 26.27 1.72 

Maximum 48.00 80.31 2.52 49.00 79.13 2.68 

Minimum 1.00 1.02 1.02 1.00 1.22 1.17 

Fig. 3 Probability density of duration 

4.5 Departure Analysis of Streamflow and Comparison 
with Historical Droughts 

The annual and seasonal departure of streamflow of the Netravati basin is computed 
using Eq. (1), plotted in Fig. 4. Cyclic up and down behavior can be observed in the 
graph. The maximum deficiency observed in seasonal and annual rainfall was 69.68% 
and 64.37%, respectively, in 2002. In 1987 also, the deficiency was more than 60%. 
A continuous deficiency was observed in the annual and seasonal flow from 1984 
to 1989, 1999 to 2004, and 2011 to 2016. According to the Indian meteorological 
department, 110% of long-period average seasonal rainfall was obtained in India in
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Fig. 4 Annual and seasonal departure of streamflow

1994; hence, excess flow can be observed in the river in the same year. Both stationary 
and non-stationary indices were plotted and depicted in Fig. 5. The deficiency in the 
streamflow is the primary reason for hydrological drought in a basin. From Fig. 5, 
the drought events can be observed during the streamflow deficiency years. 

India experienced the worst drought situations in 1917, 1918, 1965, 1966, 1986, 
1987, 2002, 2009, and 2012 during the last century [7]. According to previous studies, 
Karnataka faced severe drought from 2001 to 2004, 2009, and 2012 [11, 22]. In the 
same years, the deficiency in the streamflow of Netravati can be observed. NSSI also 
clearly showed the drought conditions during the same period (Fig. 5). The drought 
events number is higher under short-term compared to longer-duration drought in 
the basin. Even though Dakshina Kannada receives much rain during the monsoon, 
recent years have been noted as drought conditions throughout the summer [8]. After 
2000, the severity of drought is observed to be increased in the basin, and this is well 
captured by NSSI than SSI.
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Fig. 5 Stationary and non-stationary indices
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5 Conclusion 

The streamflow at various time scales significantly correlated with various climate 
indices with different lags. Hence, the non-stationary models were constructed with 
the GAMLSS algorithm and compared with the traditional stationary models. From 
statistical measures, non-stationary models were the best at all the time scales. The 
influence of climate variables on drought classes, drought properties, and probability 
density plots was observed. From the comparison of NSSI with streamflow departure 
and historical drought events, it was found that the NSSI is better than SSI at detecting 
more severe drought events at short-term scales. 

Further analysis based on the non-stationary index will be more helpful in reducing 
drought risk in the future. The hydrological drought in the basin was the main focus 
of this study. Many factors other than streamflow lead to drought in a region. Hence, 
future studies on drought should focus on other types of droughts. In addition, for 
water resource policymakers to effectively manage water resources, it is crucial to 
investigate the joint behavior of drought properties and determine the drought return 
periods in the basin. 
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Tectonism and Drainage Responses: 
Insights from the Siang River Basin 

M. Uma Narayan, Rishikesh Bharti, and Archana M. Nair 

Abstract Siang River, the upstream subbasin of the mighty Brahmaputra in north-
east India, enters the Indian territory from the Tibetan plateau through the Namche 
Barwa massif carrying the footprints of tectonic perturbations. This study uses 
morphometric, morphotectonic and profile analyses of the Siang basin to quantify the 
landscape responses to tectonics and spatiotemporal variability in the responses. The 
tectonic imprints on the river basin’s morphological characteristics were studied 
using SRTM DEM-based morphometric analysis and geomorphic indices. The 
hypsometric integral (‘H.I’), asymmetry ratio (‘Af’) and stream length gradient 
index (‘S.L’) are to mention a few morphotectonic parameters analysed in this study. 
The higher asymmetry value with the sigmoidal to slightly convex up hypsometric 
curve of the Siang River indicates an unstable tectonic setting of the river basin. An 
increasing trend for the ‘S.L’ index is visible along the upstream Siang River. The 
gradient changes with sharp elevation differences were evident from the river’s long 
profile. The ‘chi’ plot displays disequilibrium from the steady state, as diversions 
from linearity, indicating an imbalance between the rate of erosion and upliftment 
at the upstream reach of the river. These drainage responses of the Siang basin can 
be attributed as typical landscape responses to the ongoing upliftment and the active 
tectonics of the area. 

Keywords Active tectonics ·Morphotectonic analysis · Geomorphic indices ·
Fluvial responses 

1 Introduction 

Quantitative morphological studies bestow a better perception of the active defor-
mation of an area. The diversity in landforms within a given area is often related to 
landscape responses to tectonic forcing [10, 12, 15]. Such techniques can quantify
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the spatiotemporal variability in a region’s tectonic upliftment rate [22]. Systematic 
methodologies using GIS and high-resolution remote sensing data enable the quanti-
tative analysis of landscape deformations and erosions with high precision [12, 19]. 
The earlier notions prove that the topography contains information about the spatial 
and temporal changes due to differential uplift and associated tectonic deformations 
[9, 14, 25]. The rivers respond to tectonic deformation through erosion, sedimen-
tation and deposition [16]. Any tectonic activity can increase a river’s gradient and 
hydraulic energy, resulting in increased sediment deposition in the mountain front 
[33]. Extreme mass flow events and climatic factors create the present longitudinal 
and transient river profiles [8, 42]. The current planar features of a river system 
guide the past drainage characteristics and the tectonic events that have shaped the 
fluvial morphology. Thus, drainage network analysis can provide insight into the 
landscape evolutionary pattern of the area [16]. Analysing the river characteristics 
using geomorphic parameters explains the equilibrium between tectonic upliftment 
and surface erosion [6]. 

The Siang River belongs to the seismically active Brahmaputra valley of northeast 
India. Originated in Tibet as Yarlung Tsangpo, the river makes a horseshoe-shaped 
bend around the Namche Barwa Grand Canyon and Giala Peri ranges before entering 
the Arunachal Pradesh as Siang [7, 13, 29, 33]. Thereafter, the river flows south-
ward to join the Dibang and Lohit Rivers and follows a southwestern course as the 
Brahmaputra River [29]. High exhumation rates of Himalayan ranges have resulted 
in a massive influx of sediments into the drainage area [11, 34]. Other distinct features 
like braiding pattern, anabranching, bank line shift, paleochannels, and records of 
past megafloods indicate the coupling between exogenous and endogenous processes 
[4, 5, 28, 29]. 

In this study, the morphotectonic analysis of the Siang River is carried out using 
GIS and remote sensing techniques. Siang River belongs to a tectonically unstable 
area of northeast India. These studies establish the relation between uplift and 
erosion by quantifying the drainage characteristics. The geomorphic indices anal-
ysed include the bifurcation ratio (Rb), asymmetry factor (Af), Hypsometric Integral 
(H.I) and Stream length Gradient index (S.L). Further, the interpretation of the river 
profile helps to establish the influence of various tectonic elements on the drainage 
characteristics. 

2 Study Area 

The Brahmaputra Valley, of which the Siang River shares a major part, belongs to 
a seismically active converging zone. The movement and subduction of the Indian 
Plate with the Burmese Plate and the Eurasian Plate account for the formation of the 
Himalayas, leaving the region highly unstable [2, 41]. The V-shaped Siang valley, 
located south of the Eastern Himalayan Syntaxis, undergoes a sudden change in slope 
descending from the Tsangpo gorges (Fig. 1). The prominent rock types include 
metamorphosed Eocene phyllite–schist–limestone–quartzite [4].
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Fig. 1 The DEM of the Siang River basin (Source: SRTM) with major tributaries and important 
locations. The study area location is presented on the top right-hand side 

The area has witnessed some of the continent’s great earthquakes, like the 1897-
Shilong earthquake and the 1950-Assam earthquake. [3, 27]. The influence of 
Himalayan orogeny, the rapidly uplifting mountains and the movement of alluvial 
deposits make the Brahmaputra River a young, active, and exceptionally massive river 
with colossal discharge [37]. The Main Central Thrust (MCT) and Main Boundary 
Thrust (MBT) form the two major tectonic domains in Eastern Himalayas. The 
MCT marks a separation between two topographically different zones—the southern 
Lesser Himalayas and the northern Higher Himalayas. The sub-Himalayan and lesser 
Himalayan zones are primarily separated by the MBT, showing some high-intensity 
seismic activities [38]. The Tidding Suture, N.W.–S.E. trending tectonic lineament, 
spots the borderline between the Indian and Central Burmese plates. The Lohit Thrust 
is a tectonic plane between the Tidding Formation and Mishmi granodiorite. The Po 
Chu Fault is a major fault lying to the northeast of the Lohit Thrust. The Assam 
syntaxis zone, where the Himalayan arc and the Burmese arc intersect the Mishmi 
block, is considered the source of the 1950 great earthquake. Two major thrust faults, 
Lohit and Mishmi thrusts, are active at the two ends of this syntaxis and this area 
[26, 38].



70 M. Uma Narayan et al.

3 Methodology 

The present study advocates the techniques of remote sensing, and GIS aims to 
quantify the prevailing neotectonic features of the region. Using ArcGIS, the Shuttle 
Radar Topography Mission (SRTM) digital elevation model (DEM) with 90 m reso-
lution can be made seamless by filling the voids and further employed to extract 
the flow accumulation grid. Later, the DEM was subjected to the calculation of 
various morphometric and morphotectonic parameters like Bifurcation ratio (‘Rb’), 
Hypsometric Integral (‘H.I’), Asymmetry Factor (‘Af’) and Stream-length gradient 
index (‘S.L’). These indices are excellent geomorphic tools for assessing the tectonic 
activity of the area. The TopoTool box in MATLAB advocated the profile analysis 
to investigate the variations in tectonic forcing along the river. 

3.1 Morphometric Parameters 

3.1.1 Bifurcation Ratio 

The ratio between the stream number in a particular order (‘Nu’) with the stream 
number in the consecutive higher order (‘Nu+1’) gives the bifurcation ratio (‘Rb’). It 
gives an insight into the relief of the area and dissection of the drainage system [17]: 

Rb= Nu 

Nu+1 
(1) 

The bifurcation ratio varies with different orders and environments depending 
upon the lithological and tectonic setting of the area [36]. Using the method of 
stream order by Strahler [36], the arithmetic mean of the bifurcation ratio for each 
subbasin can be calculated. The higher bifurcation ratio indicates the presence of any 
tectonic activity or structural distortion. 

3.1.2 Basin Asymmetry Factor (‘Af’) 

The tectonic tilting of an area is often evaluated using the Basin Asymmetry factor 
(‘Af’), given by 

A f =
(
Ar

/
At

)
100 (2) 

As it is a ratio between the basin area to the right of the main channel (‘Ar’) 
and the total area (‘At’), it accounts for stability in an area’s tectonic setting. When 
there is an equilibrium between the forces acting, the value should be equal to 50. A
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Fig. 2 a The schematic representation of the hypsometric curve of different evolutionary stages. 
b The hypsometric curve of the Siang River, A is the total surface area of the basin, and H is the 
highest elevation, a is the basin area for a given elevation h 

variation in ‘Af’ from the neutral value 50 denotes the asymmetric basin. It is clear 
from Eq. (2) that the basin tilting towards the left tends to have a higher value [21]. 

3.1.3 The Hypsometric Curve and the Hypsometric Integral 

Hypsometry determines the basin developmental stage. It gives the elevation-wise 
distribution of the basin area [31, 36]. The area under the hypsometric curve denotes 
the uneroded segment of the river basin [21]. 

H I  = (Average Elevation − Minimum Elevation) 
(Maximum Elevation  − Minimum Elevation) 

(3) 

Convex curves and high ‘H.I’ values denote the young stage. S-shaped and concave 
curves with low ‘H.I’ values denote mature and old stages [36]. Figure 2(a) shows 
the schematic representation of the Hypsometric curve. 

3.1.4 Stream Length Gradient Index (‘S.L’) 

The ‘SL’ index gives an insight into the hydraulic capacity of a river to transport its 
sediments and erode the basin [6]. The stream length gradient index is given by 

S.L =
(
Δh/

Δl

)
l (4) 

where l is the channel length, and Δh/Δl is the slope of the channel. It gives an idea 
of the rock resistance of the area [14]. The ‘S.L’ index can have a high value while 
flowing through an area of uplift and low values in the valleys [20].
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3.2 Profile Analysis 

In a tectonically active area, the river profiles adjust to balance uplift and erosion 
[18]. Hence river longitudinal profiles can be analysed to deduce the spatio-temporal 
variability due to the tectonic forcing of a region [39, 40]. Investigating the longi-
tudinal river profile gives an insight into the factors affecting the fluvial landscapes 
[22, 39]. An equilibrium between the erosion and the uplift shows a smooth concave 
upward river profile. Deviations from the concave upward profile can be associated 
with tectonic perturbations or lithological control. The changes in the rock uplift rate 
can create a disequilibrium in response to which there can be deviations in the river 
profile. The location of abrupt changes in the elevation along the profile is called 
knickpoints. The reasons for the formation of the knickpoints can be tectonic uplift, 
active faults and lithological control. 

The longitudinal variations of the drainage area are analysed in an alternate way 
using integral transformation of the horizontal component of the stream power inci-
sion model into a variable called ‘χ ’ (Chi). The initial step is to identify the steady-
state channels. For this, a series of ‘χ ’ values were calculated for each ‘m/n’ value 
varying from zero to one. Then, regression analysis of elevation with variation Chi 
(‘χ ’) is performed to determine the ‘R2’. Finally, a plot of ‘m/n’ and ‘R2’ is made to 
find the best-fit ‘m/n’ value [26]. 

4 Results and Discussion 

Various morphometric parameters used to analyse an area’s topography and drainage 
responses from the erosional and depositional landscape feature aid in quantifying 
the disequilibrium reminiscence [15]. 

4.1 Morphotectonic Analysis 

The morphotectonic analysis of the Siang basin was performed quantitatively by 
calculating the different geomorphic parameters. The segmentation of the drainage 
network into different hierarchical orders of the Siang River resulted in the highest 
stream order of 5 [36]. The bifurcation ratio for a typical drainage basin ranges from 
3 to 4. However, for the Siang basin, this is calculated as 4.6 (Table 1), indicating 
the presence of some drainage distortions. The influence of external tectonic force 
is evident from these observations.
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Table 1 The morphotectonic parameters of the Siang River estimated in this study 

Morphometric indices Highest stream order Mean Rb Af Average H.I 

Siang 5 4.6 54 0.5 

4.1.1 Basin Asymmetry Factor (‘Af’) 

The (‘Af’) value gives an idea about the tectonic tilting of a drainage basin in response 
to tectonics or lithology. The value tends to be 50 under stable conditions. A higher 
value indicates tilting. An asymmetry factor of 54 for the Siang basin indicates the 
absence of tilting. However, the presence of an asymmetry in the basin topography 
cannot be dismissed. 

4.1.2 Hypsometric Curve and Hypsometric Integral 

Hypsometric Curve gives the distribution of the basin area at different elevations. 
It helps in picturing the basins’ developmental stages (Fig. 2(a)) [31, 36]. A plot 
between altitude and basin area represents it. The hypsometric curve of the Siang 
River shows a sigmoidal-convex-up plot indicating comparatively less erosion than 
uplift (Fig. 2(b)). An average hypsometric integral of H.I = 0.5 depicts a young stage 
with active tectonics. The shape of the hypsometric curve cogitates the predomi-
nant geomorphic process. A convex curve of the Siang River indicates that most of 
the drainage area is held at higher elevations (Fig. 3). Hill slope processes such as 
landslide and soil creep are prominent in such cases [9]. 

Fig. 3 Normalised hypsometric curve showing the position of the developmental stage of the Siang 
basin. The original plot has been offset by a scale of 0.35 units for better visualisation
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Fig. 4 The stream length gradient index of the Siang basin plotted along the locations with the 
most prominent tectonic elements 

4.1.3 Stream Length Gradient Index (‘S.L’) 

The ‘S.L’ index gives an insight into rock resistance [14]. It can have a high value 
while flowing through an area of uplift and low values in the valleys [21]. It also 
gives an insight into the hydraulic capacity of a river to transport its sediments and 
erodes the basin [6]. Uplift zones show relatively high ‘S.L’ values. It is an important 
tool in identifying the neotectonic activities of the basin. In this analysis, the streams 
were segregated into different contours of equal interval. The drainage response of 
the Siang. 

The high ‘S.L’ values reveal the ongoing tectonics as the river pass by the Namche 
Barwa massif (Fig. 4). Towards the northwest end of the Lohit thrust, the Siang River 
shows an abruptly high ‘S.L’ value (Fig. 4), signifying the gradient variations imposed 
by the active Lohit thrust on the Siang River. 

4.2 Profile Analysis 

The ‘long profile’ is representative of the spatial and temporal uplift patterns. The 
entire morphology of the river channel represents tectonic activity with abrupt 
gradient changes known as ‘knickpoints’ [1, 22]. The gradient changes along the river
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Fig. 5 Longitudinal profile of the Siang River. The knick points are mapped at the disequilibrium 
locations caused by the major tectonic elements 

profile can be assumed to indicate uplift along with the various tectonic elements of 
the region. The ongoing tectonic activities of the Himalayan ranges are evident from 
the long profile of the Siang River (Fig. 5). The abrupt variation in the river profile 
can be seen where the river carves around the Namche Barwa Massif (Fig. 5). Lohit 
thrust has also induced variations along with the Siang River profile. The locations’ 
knickpoints coincide with the S.L. index anomalies through the basin, especially 
along the major tectonic elements (Fig. 5). 

The Chi (‘χ ’) plot was created using MATLAB software from the DEM data. At 
first, the DEM was processed, and the flow direction, stream network and drainage 
area were extracted. To determine the ‘χ ’, a series of concavity values, ‘m/n’, were 
selected. The good-fit value of the ‘m/n’ ratio is taken to be 0.48. The drainage shift 
seen above the steady-state trend on a ‘χ ’ plot can be ascribed to the dominance 
of erosion over the tectonic uplift, whereas the migration below the trend is due 
to the dominance of tectonic uplift than erosion [25]. The ‘χ ’ plots of the Siang 
River rivers were seen diverting from linearity, showing disequilibrium. This diver-
gence can be due to tectonics or lithology. The ‘χ’ plot reveals that the Siang River 
shows an erosion-dominated landscape in the lower reaches and a tectonic-dominated 
landscape in the upstream area (Fig. 6).

5 Conclusions 

Landscape responses to active tectonics can be characterised by analysing the 
morphology of an area. Morphotectonic indices are established as a convenient and 
valuable method to elucidate the tectonic characteristics of an area. The current study
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Fig. 6 The variations Chi(χ) with elevations with respect to the steady state line at an m/n ratio of 
0.48. The transient stream migration seen above the steady-state line indicates an increased erosion 
compared to tectonic uplift, whereas a channel below the steady-state trend is due to enhanced 
tectonic uplift with less erosion [25]. The Siang River shows an uplift-dominated characteristic at 
higher elevations and erosional dominance at the lower reaches

quantifies the transient drainage responses of the Siang River basin with the aid of 
geomorphic parameters. The conclusions are as follows.

• The Siang Valley belongs to a seismically active converging zone. The transient 
drainage responses of the Siang basin foreshow the quaternary tectonism. The 
topography seems to be still adjusting to the disequilibrium caused by the tectonic 
forcing and associated movements.

• The Siang River basin displays a highly asymmetric nature. A convex-up hypso-
metric curve stipulates the young stage of the Siang River basin, which is typical 
of a tectonically active landscape. The stream length gradient index displays an 
increasing trend upstream of the Siang River. The high ‘S.L’ values at the upstream 
river can indicate the influence of ongoing tectonics of the Namche Barwa massif.

• The analysis of the river profile shows an abrupt variation as the river carves 
around the Namche Barwa Massif. As the river displays rapid gradient changes 
at Lohit and Mishmi faults, both can be considered active faults.

• Diversion from linearity in the ‘χ ’ plot suggests an imbalance in the erosional 
and upliftment rates. The higher reaches of the river exhibit an uplift dominant 
landscape. 

These studies help understand the morphological features and drainage responses 
induced by tectonic forcing. The results can be valuable input in the challenging river 
engineering and management field.
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Numerical Modelling of Flow-Vegetation 
Interactions in Rivers and Coastal 
Environments: Recent Trends 
and Future Research Directions 

Timothy I. Marjoribanks 

Abstract Vegetation is a common occurrence within natural rivers and coastal 
systems. It can have a profound effect on flow and sediment dynamics which means 
it may be utilised as a nature-based solution or may require management to prevent 
adverse effects. Understanding the complex interaction between flow and vegeta-
tion is essential to effective management. This two-way interaction is a function of 
both the flow and vegetation properties. There are a broad range of methods that 
have been used to represent flow-vegetation interactions within numerical models, 
ranging from the rigid cylinder approximation to flexible and complex morphologies. 
Here, I review recent methods employed to represent flow-vegetation interactions 
and identify key future research directions. In particular, this chapter focuses on the 
role of vegetation characteristics including morphology and biomechanics on deter-
mining flow and sediment dynamics. I conclude that there is a need to both improve 
our understanding of the impact of such vegetation characteristics, and improve the 
representation of these impacts, within reach-scale models used for river and coastal 
management. 

Keywords Eco-hydrodynamics · Flow-vegetation interactions · Numerical 
modelling · Computational fluid dynamics · Aquatic ecology 

1 Introduction 

Vegetation is a common feature of riverine and coastal systems globally. Within 
rivers, it can occur as riparian, or in-channel macrophytic vegetation, while examples 
of coastal vegetation include seagrasses, intertidal marsh halophytes, dune grasses 
and mangroves. In each case, vegetation can directly affect the evolution of these
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systems, through the impact, it has on flow and sediment dynamics. Vegetation repre-
sents a blockage to the flow, extracting energy from the mean flow via drag and 
producing turbulence at a number of different scales, from stem, through patch to 
canopy scales [23, 55]. The alteration to the mean flow and turbulence creates hetero-
geneity in channel processes, which can alter flow structure and secondary circulation 
[24, 26] and has a direct impact on sediment transport, causing both local erosion 
and deposition depending on location, scale and flow parameters (e.g. [35, 70, 81]). 

The scale of the impact that vegetation can have on system dynamics has long been 
recognised, and traditionally vegetation has been seen as a nuisance and consequently 
removed from river channels to increase conveyance [33, 54]. However, recently 
aquatic vegetation has been viewed in a more positive light due to its potential use 
as a nature-based solution to climate change, biodiversity losses, and disaster risk 
prevention and mitigation [29, 52, 57]. 

Therefore, understanding the complex interactions between flow, vegetation and 
sediment is crucial to effective management of river and coastal systems. As a result, 
much work has been undertaken over the last ~30 years regarding the representation 
of vegetation with numerical models used for predictive purposes (see Fig. 1). These 
models range from one-dimensional shallow water equation models, through to three-
dimensional computational fluid dynamics approaches and encompass a broad range 
of vegetation types.

This paper reviews the existing methods for modelling flow-vegetation inter-
actions, with a particular focus on the representation of vegetation biomechanics 
(Sect. 2) and morphology (Sect. 3). It is worth noting that, due to the broad interest 
in vegetated flows, the literature is extensive. Therefore, the review is not exhaustive 
but aims to provide examples that cover the full variety of methods adopted, with a 
focus on aquatic rather than terrestrial flows. Having reviewed the current state-of-
the-art, the chapter then presents the case for further developing models to account for 
heterogeneity in vegetation characteristics (Sect. 4). Finally, some important future 
research challenges are highlighted that emerge from the review (Sect. 5). 

2 Vegetation Biomechanics 

Many aquatic plants reconfigure to both the mean flow (static reconfiguration) and 
temporally-dynamic turbulent flow (dynamic reconfiguration) [67] as a survival 
strategy. Reconfiguration is determined by plant biomechanics and aquatic plants 
can be broadly categorised into two types depending on their reconfiguration biome-
chanics: semi-rigid plants, whose reconfiguration is dominated by bending forces, 
and highly flexible plants, controlled predominantly by tensile forces [55]. This 
section reviews the three common model representations of vegetation biomechanics: 
rigid, semi-rigid and highly flexible.
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Fig. 1 Summary of existing numerical models for flow-vegetation in terms of their representation 
of morphology and rigidity. Positions on the scale are approximate. Some studies appear twice as 
they use multiple models. Model dimensionality is denoted by font type (normal = 1D, italic = 2D, 
bold = 3D). Scale of parameterisation is given by the line style. Steady/unsteadiness of the flow 
model is given by shape. Note This corresponds to the flow model rather than the vegetation model

2.1 Rigid Vegetation 

Traditionally, vegetation has been represented within hydrodynamic models as rigid 
objects, typically cylinders or rectangular blades. The advantage of this approach 
is that drag coefficients for these objects, CD = 1 and CD = 1.95, respectively, 
are relatively well-constrained over the relevant range of Reynolds numbers [59, 
79]. For dense canopies where stems interact, methods for calculating canopy-sale 
drag coefficients have also been developed (e.g. [10]). For sub-grid parameterisa-
tion models, where the numerical model grid resolution is larger than the vegetation 
stem width, vegetation is represented by a bulk drag force term and included as 
a momentum sink within the hydrodynamic model momentum equations. The drag 
force is calculated using the drag coefficient, the vegetation density and the vegetation 
geometry (height, width). Such an approach has been used across many models of 
different dimensionality from one-dimensional velocity profile momentum models



84 T. I. Marjoribanks

(e.g. [2]), through two-dimensional depth-averaged models [7] to fully spatially 
explicit three-dimensional models (e.g. [12, 18, 39, 45]). 

For one-dimensional analytical velocity profile models, the velocity profile is typi-
cally split into two or three layers, each governed by different velocity/momentum 
equations [2, 30]. These approaches can lead to roughness formulations (e.g. Darcy, 
Chezy, Manning’s) that incorporate vegetative drag effects [2, 5] and perform reason-
ably in representing the impact of vegetation on bulk flow. However, such models 
fail to reproduce the three-dimensional flow structure and turbulence caused by 
vegetation that can be crucial in driving channel processes. 

For models that go beyond an analytical momentum balance to solve a form of 
the Navier–Stokes equations, e.g. the Reynolds-averaged Navier–Stokes Equations 
(RANS) or Large Eddy Simulation (LES), the drag force is applied throughout the 
canopy region such that the flow structure is then solved by the model. As well as 
the additional drag term, an adjustment is sometimes made to the turbulent kinetic 
energy equations to reflect the impact of vegetation on turbulence production and 
dissipation [2, 39]. 

When using plant-resolving models (i.e. where the grid resolution is substantially 
less than the vegetation width), a drag coefficient is not required as the flow sepa-
ration around the vegetation and subsequent form drag are explicitly represented 
within the model [50, 56, 68, 69]. Similarly, the friction drag, though small (<10%) 
for cylinders perpendicular to the flow [68], can be directly included too. Such simu-
lations can capture the fine-scale wake turbulence through canopy-scale vortices 
and allow a full characterisation of the vegetative drag. Importantly, from a practical 
modelling perspective, Kim and Stoesser [34] demonstrated that reasonable accuracy 
was still possible with a relatively coarse mesh, using an immersed boundary method. 
However, despite the ability of these methods to capture the flow processes in detail, 
they do not account for the two-way interaction between flow and vegetation. 

2.2 Semi-Rigid Bending Vegetation 

The majority of vegetation reconfiguration models have focussed on bending-
dominated plants. Beam and rod bending models have been widely used to simu-
late reconfiguration in canopy-scale models. These models include one-dimensional 
models (e.g. [75]), through to two-dimensional shallow water models (e.g. [11, 76]) 
and fully three-dimensional models including plant-resolving approaches (e.g. [72]) 
and sub-grid parameterisations (e.g. [37, 62]). Plant-resolving three-dimensional 
LES models that calculate vegetation forcing directly [28, 43, 72, 83] are ideal as 
they do not rely on parameterisation of drag coefficients and permit investigation 
of the time-varying interaction between vegetation and turbulence at multiple scales 
[44]. While increased computing power has enabled simulations with both impres-
sive spatial resolution (<1 mm) and scale (800 stems) [72], such models are still 
impractical for river/coastal management applications where models still rely on 
sub-grid vegetation parameterisation.
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As with the rigid vegetation case, sub-grid parameterisation models represent 
vegetation as a drag force in the momentum equations and, where appropriate, 
through adjustments to the turbulence model [9, 49]. There are two methods for 
accounting for vegetation reconfiguration. First, it can be represented by fully solving 
the deflection of the sub-grid stems in response to the flow and calculating vegeta-
tion heights and spatial distribution of the drag forces within the fluid model [21, 36, 
40, 48, 74]. Second, instead of calculating the vegetation deflection directly, it can 
be accounted for through experimentally or numerically pre-defined relationships 
between flow and vegetation properties. Examples include modifications of drag 
coefficients (e.g. [84]) and relationships between the local velocity and stem height 
[37] or bending angle [11, 76]. 

A key development in the use of pre-defined relationships in canopy-scale simu-
lation of vegetation bending came through the seminal paper by Luhar and Nepf 
[41] which defined the effective stem length that can be used in the standard drag 
equation to account for the impacts of reconfiguration. The effective stem length is 
a function of the Cauchy number, which represents the balance between the drag 
and bending forces. This relationship permits the inclusion of vegetation bending 
within larger scale models, without a biomechanical model, as long as the flex-
ural rigidity, vegetation geometry and local velocity are known. This approach has 
been used for simulating coastal vegetation [3] and within river morphodynamic and 
eco-geomorphic models [13, 87]. 

2.3 Highly Flexible Tensile Vegetation 

For highly flexible, tensile plants, biomechanical models have been developed that are 
able to simulate large deflections and flapping behaviour of plant stems. Such models 
are typically characterised by a local expression of rigidity and include n-pendula-
type approaches [1, 14, 15, 43, 53] and pellet-rope models [80]. These models allow 
the analysis of the reconfiguration of plants that typically occupy a more horizontal 
position within the flow and are not well represented by a beam-bending model. 

Model applications with highly flexible vegetation are not as common as semi-
rigid vegetation (see Fig. 1), partly due to the dominance of research on saltmarshes, 
mangroves and riparian vegetation, which tend to be well-represented by the semi-
rigid bending models. Nevertheless, development of highly flexible models, or indeed 
models that can adequately capture the full range of motion dynamics, is important 
for river macrophytes, seagrasses and vegetation with varied morphology (e.g. leaves 
and foliage).
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3 Vegetation Morphology 

In addition to vegetation flexibility, another important consideration is the representa-
tion of vegetation morphology. Aquatic vegetation may exhibit multiple stems as well 
as leaves/foliage which can significantly impact on the flow-vegetation interaction. 
The approach described in Sect. 2 is therefore inaccurate for modelling vegetation 
beyond simple single-stemmed plants. 

A number of studies have sought to represent the complex nature of vegetation 
morphology within hydrodynamic models. The simplest approach is to represent 
multiple stems/foliage as an extra sub-grid component, which contributes an addi-
tional drag force. This approach has been used for static vegetation models [42, 82] 
as well as for dynamic vegetation models, where the foliage can either be treated 
as a static component attached to the bending stem [31, 46] or as a dynamic term 
that adjusts with the velocity to account for variation in flow-leaf interaction [62, 
73, 86]. In the above examples, methods such as terrestrial laser scanning (TLS) and 
image analysis as well as stem sampling are used to help define the morphological 
characteristics. Larger-scale remote sensing approaches such as LiDAR and satellite 
imagery have also been applied to capture broad-scale vegetation morphology for 
parameterisation of numerical models [8, 17]. 

Fewer studies have resolved complex morphology and foliage explicitly within 
models. Boothroyd et al. [4] used TLS to capture high resolution cm-scale plant 
morphology with and without foliage. They demonstrated that foliage can increase 
the drag by an order of magnitude and that the inclusion of both complex morphology 
and foliage produced flow structure not simulated by rigid cylinders. Manners et al. 
[42] applied a multi-scale approach, whereby stem-resolving simulations using fine-
scale TLS data were used to calculate roughness values for reach-scale simula-
tions. While these approaches represent significant advances in the representation 
of complex morphology, there remains a significant gap in the representation of 
reconfiguration of morphologies beyond single stems (Fig. 1). 

4 Heterogeneity of Natural Aquatic Vegetation 

Regardless of the extent to which flexibility and morphology are considered, vegeta-
tion is typically represented as homogenous in terms of biomechanics (along a single 
plant and between different plants) and morphology (between individual plants). 
However, all but the simplest vegetation forms contain spatial and temporal hetero-
geneity/variation (Fig. 2), which is often not represented in laboratory or numerical 
studies (see [71]).

At the single plant scale, observed changes in geometry and biomechanics along 
stems for saltmarsh vegetation [16, 63], river macrophytes [51], seaweed [78] and 
seagrasses [77] will impact on flow-vegetation interactions. Recent studies have 
applied models with variable rigidity (e.g. [15]) and shown that the assumption of a
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Fig. 2 Spatial and temporal scales of vegetation heterogeneity with respect to geometry and 
biomechanics

long-stem homogeneity can lead to over-prediction of stem drag forces and under-
prediction of deflected stem heights [47]. Furthermore, similar components within 
a plant (e.g. stems, blades, leaves) may exhibit variability in geometry and biome-
chanics dependent on their location/rank within the plant, which may be related 
to age [64, 77]. For seagrass, it has been shown that accounting for the hetero-
geneity between rank can reduce the simulated drag force by 10% compared to a 
homogeneous approximation [77]. 

At the patch/canopy scale, intraspecific variability in biomechanics has been 
evidenced across a range of aquatic plant types [46, 51, 60] due to environmental 
conditions (e.g. thigmomorphogenesis and nutrient loading) and also variation with 
age (e.g. [66]). The same is true for morphology, where each plant will have unique 
morphology. Considering this in the simplest terms as a variation in stem height, [27] 
demonstrated the impact of heterogeneity of morphology on effective canopy height 
and turbulent momentum exchange. 

Another common simplification made in canopy models is the assumption of 
regular spacing of plants. Different arrangements of stems within the canopy (e.g. 
aligned, staggered or random) have different impacts on dispersion [25] and flow/ 
wave attenuation [71]. At a larger scale, fragmentation, or patchiness is a common 
natural feature within aquatic vegetation canopies [19, 65] and recent simulations 
have demonstrated the distinct turbulent signature within canopy gaps [61] and 
interactions between patches [22, 38, 44]. 

Finally, vegetation is temporally heterogeneous too, with variation in geometry 
and biomechanics throughout the life cycle of the plant, as well as in different 
seasons. For seagrasses, simplified modelling of flow-vegetation demonstrated drag 
forces ~45% larger on average in summer than in spring [77]. At the reach scale and 
beyond, models have been developed to include the growth and decay of vegetation 
patches through time [6, 11, 58]. In some cases, changes to vegetation characteristics 
with season and life stage have been explicitly included [6]. These models, though
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simplified, represent a significant opportunity to study longer-term dynamic flow-
vegetation interactions, which will be further improved through the availability of 
additional field data to more accurately inform the parameterisation. 

5 Conclusion and Future Research Directions 

This review has shown the development of parametrisations of vegetation within 
hydrodynamic models, from the simple rigid cylinder approach to flexible plants with 
complex morphology. Choice of parameterisation depends on the complexity and 
scale of processes being simulated and therefore there is no single ‘best’ approach. 
However, a few clear needs and opportunities emerge. 

First, there is the need to develop plant-resolving numerical models that account 
for both complex morphology and biomechanics (Fig. 1). Existing models typi-
cally only represent single stems or two-dimensional reconfiguration (in the stream-
wise and vertical plane). While some basic ‘multi-stem’ models have been applied 
[77], research should focus on developing biomechanical models that can fully 
represent three-dimensional reconfiguration of complex plants including plant-plant 
interactions to better understand the complex physics of the problem. 

Second, the accuracy of existing sub-grid parameterisations needs to be examined 
in the case of heterogeneity. Currently, there are no parameterisations that account 
for spatially heterogeneous geometry and biomechanics. Inclusion of these factors is 
essential for improving predictive models used for management of vegetated flows 
[20, 85]. Luhar and Nepf’s [41] approach has been successfully used to upscale plant 
motion dynamics to the reach scale. However, it is not clear how the Cauchy number 
approach applies to heterogeneous stems [47] and there is also the need to include 
heterogeneity between stems. One possible method for doing so is through using 
sub-grid parameterisation based on an experimentally-informed distribution of plant 
characteristics rather than a single value. 

Finally, and related to the previous point, the advancement of numerical models 
is also dependent on the availability of appropriate and accurate field data to inform 
parameter choice [20]. New developments in measurement methods such as laser 
scanning provide promising methods for capturing complex plant morphology for 
inclusion within numerical models [4, 32, 46]. Relatively few studies have charac-
terised geometric and biomechanical variability within and between plants and given 
the observed order of magnitude intraspecific range in these values [46, 51, 60], this 
is an important avenue for further work.
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Numerical Investigation of Various 
Turbulence Models for a Sinuous 
Channel with Sand Mining Pit 

Om Prakash Maurya, Ketan Kumar Nandi, Suresh Modalavalasa, 
and Subashisa Dutta 

Abstract This study aims to assess the performance of three turbulence models, 
namely, k-ω, k-ε, and RNG k-ε, for a regular low sinuous channel setup with a sand 
mining pit on the floodplain of the IIT Guwahati laboratory, using the FLOW-3D 
software. The results indicate that the k-ω turbulence model is better suited to the 
experimental results than the other two models. The maximum stream-wise velocity 
in the mainstream is 10% less in the case of the k-ω model than in the k-ε model, and 
the secondary current is more concentrated at the outer bank in the case of the k-ω 
model than in the RNG k-ε model. Additionally, the turbulence kinetic energy (TKE) 
is more concentrated at the inner bank with the k-ε model than in the other two models. 
These findings have significant implications for similar types of research in the field 
of sediment transport and channel stability in models for a sand bed sinuous channel. 
By using the most suitable turbulence model for the problem at hand, researchers 
can improve the accuracy of their prediction, leading to better decision-making in 
the design and management of natural channels. 

Keywords Turbulence-model · Sinuosity · Sand mining pit · Numerical 
simulation 

1 Introduction 

Flow characteristics in the sinuous or meander channel are much different from those 
in the rectangular compound channel [1, 2]. The meandering shape of the river may 
be caused by river bank instability during flooding and also due to anthropogenic 
stresses [3, 4]. Momentum transfer happens at the junction of shallow and deep flow 
during flood season or over bank flow conditions, and a shear layer zone separates 
the high and low-velocity zones [5–8]. 

Sediment erosion and deposition in river systems are influenced by several factors, 
but the most important factor is the energy of flow [9]. Many factors contribute to
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energy loss in the river corridor system, including floodplain obstructions (mining 
pits, bridge piers, etc.), and natural channel formations like sinuosity or bends, sedi-
ment movement, vegetation, channel stepping, etc. [10–13]. Sand mining has bene-
fits, such as in-stream mining improves navigation and economy, and further, flood-
plain mining improves the economy and channel stability. However, these activities 
must be done in accordance with proper guidelines [14, 15]. It is well documented 
that sand mining without discrimination can cause river geometry instability and 
bridge failure in fluvial systems [16, 17]. River geometry is unstable when erosion 
and deposition occur, altering geometric parameters such as bed slope, bank slope, 
depth, width, and channel armoring [18, 19]. There are several negative impacts that 
can occur downstream if there is a sudden change in the width of a river. These 
impacts may include negative effects on vegetation, the local economy, agriculture, 
and the groundwater table [20, 21]. If a mining pit is close to a bridge pier or abutment, 
it can speed up scour by enhancing secondary currents and mining pit migration [22, 
23]. Anthropogenic activities, such as sand mining, have been found to have detri-
mental effects on the environment. Various investigations, including experimental, 
and theoretical studies, as well as field observations, have examined the consequences 
of these pressures [24–35]. There are various studies also carried out numerically 
using Open FOAM, FLOW-3D, and more, that have been utilized in various studies 
related to open channel flow, such as analyzing bridge pier scour and investigating 
the interaction between vegetation and flow [36–46]. However, most experimental 
and numerical studies on sand mining have focused only on straight channels. This 
narrow focus may limit our understanding of the impacts of sand mining, as it fails 
to account for the complexities of natural waterways. Therefore, further research 
is needed to explore the effects of sand mining on meandering and braided chan-
nels and their associated ecosystems. Such research will enable the development of 
more comprehensive strategies to mitigate the negative impacts of sand mining and 
promote sustainable resource management. 

A lot of studies were carried out to solve the open channel flow problem experi-
mentally and numerically, so many turbulence models are proposed by the researcher 
with some applications and limitations, therefore it is necessary to choose the best 
one for a particular problem. In light of this, this study seeks to identify the most 
appropriate turbulence model for a sinuous channel with a floodplain sand mining 
pit. 

2 Material and Method 

2.1 FLOW-3D 

FLOW-3D is a computational fluid dynamics software application that is capable of 
modeling and analyzing various types of fluid flow problems such as air entrainment, 
multiphase flow, granular flow, sediment transport, turbulence flow, and more. This
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is achieved through the use of a finite volume method to discretize and solve the 
governing equations of fluid dynamics, and specialized modules and features that 
are designed to handle specific types of fluid flow problems. This study is only 
based on turbulence modeling because here we are interested to investigate the flow 
characteristics only such as secondary current, streamwise velocity, and turbulence 
kinetic energy. For turbulence modeling, there are mainly four turbulence models 
given in FLOW-3D. The present study compares the flow characteristics among the 
three turbulence models (k-ω, k-ε, and RNG k-ε). 

2.2 Governing Equations 

There are two governing equations: continuity, which describes mass conservation, 
and momentum conservation, which describes the motion of fluid. For Cartesian 
coordinates and incompressible flow, the continuity equation is as follows: 

3 Continuity Equation 

Ax 
∂u 

∂x 
+ Ay 

∂v 

∂y 
+ Az 

∂w 

∂z 
= RSOR 

ρ 
(1) 

where ρ is the fluid density, u, v, and w are the velocity components in the x, y, and 
z-direction respectively. Ax, Ay, and Az are the fractional area that is open to flow in 
the x, y, and z-direction respectively, RSOR is the source mass (Eq. 1). 

4 Momentum Equations 

The Navier–Stokes equation with additional terms for the fluid velocity components 
(u, v, and w) is used to calculate fluid motion in the three coordinate directions (Eq. 2). 

∂ui 
∂t 

+ 1 
VF

[
ujAj 

∂ui 
∂xj

]
= −  ∂P 

∂xi 
+ gi + fi (2) 

where fi is acceleration due to viscous, gi is acceleration due to body, and VF is the 
fractional volume.
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4.1 Configuration of Numerical Simulations 

In this study, a sinuous channel with sand mining is built using Solidworks, with 
the dimension followed in the laboratory experiments, were conducted in Fluvial 
laboratory at IIT Guwahati. The channel setup details are provided in the table below 
[31]. Figure 1 depicts the configuration of the channel, while Fig. 2 presents a cross-
sectional view of the channel (Table 1). 

4.2 Numerical Simulation 

The study focuses on a non-mobile bed low sinuous channel with a roughness height 
of 0.0016 m and smooth metal side walls. The channel has a bed slope of 1 in 1000, 
and clean water flowing into it. The laboratory setup has specific physical conditions 
that require two physical models (Turbulence model, and Gravity model) to be used 
to solve the same problem.

Main channel 
Floodplain Mining pit 

CS1 

Fig. 1 CAD modeling of the low sinuous channel 

Fig. 2 Cross-sectional 
(CS1) view of the channel 

0.1mH h 
Mining pit 

Main channel (0.53m)Floodplain (0.46m) 
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ne

r b
an

k 

O
ut

er
 b

an
k 

P1 P2 P3 

Table 1 Configuration of 
numerical simulation

Dimension of the channel 18 m × 1 m  × 0.3 m 

Sinuosity index 1.1 

Width of the main channel 0.53 m 

Height of the flood plain 0.08 m 

Size of the sand pit 0.4 m × 0.2 m × 0.06 m 

Bed roughness height 0.0016 m 

Meandering channel length 9.6 m 
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4.2.1 Turbulence and Viscosity Model 

Turbulence models are a set of mathematical equations, which solve non-linear terms 
of the Navier Stokes equation. The concept behind it is solving fluid flow non-linear 
partial differential equations. There are three turbulence models that are used in this 
study (k-ω, k-ε, and RNG k-ε). 

4.3 Boundary and Initial Condition 

The simulation’s accuracy is influenced by the mesh size, boundary conditions, and 
initial conditions. The accuracy of the model will be almost constant at a certain limit 
of mesh size [16], but it is very sensitive to the boundary and initial conditions. In this 
study, the mesh size was set to 0.01 m throughout the channel, and the total number 
of cells was 2,520,000. The boundary conditions were selected as follows: the inlet 
was specified with a volume flow rate, while the outlet was set with an outflow 
boundary condition and a fluid height of 0.14 m in the channel. The lateral directions 
were treated with wall boundary conditions, assuming a zero-roughness height for 
the side walls. At the bed, a wall boundary condition was considered. Finally, at the 
free stream, the boundary condition was specified as atmospheric pressure (Table 2). 

5 Results and Discussion 

The results of several flow characteristics are discussed in this section such as 
secondary current, streamwise velocity, and turbulence kinetic energy (TKE) due 
to floodplain sand mining pit in a low sinuous (SI = 1.1) channel.

Table 2 Hydraulic parameters of numerical setups 

Serial number Simulation run 
conditions 

Discharge 
(m3/s) 

Flow depth 
(m) 

Initial velocity 
(m3/s) 

Pressure 
distribution 

1 
2 
3 

k-ω 
k-ε 
RNG k-ε 

0.01536 0.14 0.11 Hydrostatic 
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5.1 Comparison of Turbulence Models Using Experimental 
and Numerical Results 

For validating the numerical simulation and turbulence model, IIT Guwahati fluvial 
lab experimental results are used. For this purpose, there are three points (P1, P2, 
and P3) considered in the main channel at cross-Sect. 1 (Fig. 2). Figure 3 depicts the 
streamwise velocity distribution in the main channel at three different points, namely 
P1, P2, and P3. The maximum streamwise velocity at the inner bank (P1) of the main 
channel is observed just below the free surface, as shown in Fig. 4a. At the mid (P2) 
of the main channel, the maximum streamwise velocity is slightly shifted below as 
compared to point P1, as depicted in Fig. 4b. Furthermore, at the outer bank (P3), 
the maximum streamwise velocity is observed at almost half of the depth of flow, as 
illustrated in Fig. 4c. 

According to Priego et al. [47], a shift in the maximum streamwise velocity occurs 
from the inner bank of the main channel to the outer bank, from just below the free 
surface to almost mid-depth. This phenomenon is commonly attributed to the pres-
ence of unbalanced forces between centrifugal forces and hydrostatic pressure gradi-
ents. Experimental results were collected at three distinct points labeled P1, P2, and
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Fig. 3 Vertical stream-wise velocity, a at the inner bank, b at the mid of the main channel, c at the 
outer bank
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(m/s) 

(m/s) 

(m/s) 

Fig. 4 Streamwise velocity contour plots near the mining pit at (CS1)

P3 to be best suited to the k-ω turbulence model. In summary, the shift in maximum 
streamwise velocity from the inner bank to the outer bank and from just below the 
free surface to almost mid-depth can be explained by the unbalanced forces between 
centrifugal forces and hydrostatic pressure gradients. The experimental streamwise 
velocity profiles collected at points P1, P2, and P3 were found to be best suited to the 
k-ω turbulence model than the other two turbulence models for a sand bed sinuous 
channel with lateral metal walls. 

5.2 Comparison of Turbulence Models Using Numerical 
Simulation 

5.2.1 Streamwise Velocity at CS1 

Figure 4 depicts the simulated contour plots of streamwise velocity at cross-section 1 
(CS1) using the three turbulence models: k-ω, k-E, and RNG k-E. The dashed line on 
the plot represents the negative magnitude of streamwise velocity within the flood-
plain sand mining pit. The results indicate that the maximum streamwise velocity 
is concentrated near the inner bank of the main channel, which is consistent with 
previous studies [48, 49]. However, the magnitude of the maximum streamwise 
velocity varies by 10% among the three turbulence models. The k-ω model exhibits
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the highest maximum streamwise velocity, while the k-E model shows the lowest. 
Overall, these results suggest that the k-ω turbulence model is better suited for simu-
lating streamwise velocity in low sinuosity channels with floodplain sand mining 
pits. 

5.2.2 Secondary Current at CS1 

In Fig. 5, simulated contour plots of the secondary current at cross-section (CS1) 
are displayed with the three turbulence models, namely, k-ω, k-E, and RNG k-E. The  
concentration of the secondary current is observed inside the mining pit and at the 
outer bank. The presence of secondary currents at the outer bank leads to scouring, 
which is a common phenomenon in sinuous rivers or channels and accelerates the 
thalweg shifting phenomena. The concentration of the secondary current is more 
pronounced in the case of k-ω and k-E models as compared to the RNG k-E model. 
These observations are consistent with previous studies [47]. Therefore, the results 
suggest that k-ω and k-E models are more suitable for predicting the concentration of 
secondary currents and the associated scour phenomenon in low sinuosity channels. 

(m/s) 

(m/s) 

(m/s) 

Fig. 5 Secondary current contour plots near the mining pit (at CS1)
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(J/kg) 

(J/kg) 

(J/kg) 

Fig. 6 Turbulent kinetic energy contour plots near the mining pit (at CS1) 

5.2.3 Turbulent Kinetic Energy at CS1 

Figure 6 in the study shows the simulated contour plots of turbulence kinetic energy 
(TKE) at cross-section (CS1) using three different turbulence models: k-ω, k-E, and 
RNG k-ε. The results indicate that TKE is mainly concentrated within the floodplain 
sand mining pit and near the inner bank of the main channel. Previous research has 
also identified similar patterns [50]. However, the concentration of TKE in the k-E 
model is observed to be higher at the inner bank in comparison to the other two 
models. 

6 Conclusion 

The present study investigated the applicability of turbulence models for predicting 
the flow characteristics in a channel with a low sinuosity and a rectangular sand 
mining pit located on the floodplain adjacent to the channel. The study found that 
the k-ω turbulence model was the best suited for analyzing the sinuous channel with
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sand bed and metal side walls, as it yielded the closest results to the experimental 
data. The study also found that the maximum streamwise velocity in the channel 
shifted from the free surface (inner bank) to almost the mid-flow depth (outer bank). 
Additionally, the secondary current was more concentrated at the outer bank when 
using the k-ω model, compared to the RNG k-E model. This suggests that the K-ω 
model was better at capturing the flow behavior in a sand bed sinuous channels with 
lateral metal walls. Furthermore, the turbulence kinetic energy was found to be more 
concentrated at the inner bank when using the k-E model, compared to the k-ω and 
RNG k-E models. 

Overall, this study provides valuable insights into the selection of turbulence 
models for simulating flow in sinuous channels with floodplains and highlights the 
importance of accurately predicting flow characteristics for a better understanding 
of sediment transport and channel stability. 
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Structure of Turbulent Flow 
in a Meander Gravel Bed Channel 

Abhimanyu Kumar, Pritam Kumar, and Anurag Sharma 

Abstract Various types of bed materials are present in rivers or canals, and they have 
important effects on hydrodynamic characteristics such as velocity distribution and 
turbulence characteristics. Study of the flow behavior in gravel bed channels is limited 
until the flow structures are described and their origin explained. In the meandering 
river consisting of gravel as bed material, eddies can be seen at the surface due 
to which flow turbulence is not random. The experimentations were performed in a 
prismatic rectangular concrete meander channel having a slope of 0.001 and sinuosity 
of 1.06 and this channel bed is arranged with non-uniform gravel with D50 as 12 mm to 
study the turbulent flow characteristics such as time-averaged velocity and turbulent 
intensity along longitudinal and vertical directions at two different discharges. The 
experimental data were collected by a 3D Acoustic Doppler Velocimeter. In this 
investigation, longitudinal velocity decreases in the downstream direction near the 
bed surface but increases along the free surface and vertical velocity reduces in the 
direction of the stream. Analysis and comparison of turbulent flow properties in a 
gravel bed meander channel at two different discharges and different sections are 
studied in this chapter. It will give a better impact on the field of hydraulics and 
provide a comprehensive idea for studying some important flow characteristics in a 
more advanced manner for different conditions. 

Keywords Meander · Gravel · Flow velocity · Turbulent 

1 Introduction 

To determine the intensity and character of river processes, one of the main factors 
is turbulence. These consist of sediment transport, erosion, deposition, flow resis-
tance, transfer of heat, diffusion of matter, and origin of bed and channel systems. 
Turbulence in free surface flows is currently the subject of extensive research. Turbu-
lent fluctuations are thought to be chaotic and unpredictable, so it is expected that
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all turbulent structures would be elucidated experimentally and conceptually using 
standard statistical techniques. At the origin of analysis of extensive turbulent varia-
tions, a series of “rolling” vortices of depth-wise were included in the mathematical 
model of free surface flow [13]. The kinematic structure of the flow in lab channels 
through rough and smooth beds was carefully considered by Fidman [2]. He discov-
ered that the small-frequency turbulent variations brought on by the biggest turbulent 
instabilities contain the most turbulence energy. In the flume studies with moveable 
gravel beds, Klaven and Kopaliani [7] used the visualization method. 

A significant and recognized element of flow through the curvature of a mean-
dering bend induced secondary motion that develops in the bend’s center as a result 
of a discrepancy between the transverse pressure gradient and the centrifugal force 
close to the bed [4]. A streamwise coherent vortical structure is created as a result 
of this imbalance, and its sense of rotation causes it to steer near-bed flow along 
the inner bank and surface flow along the outer bank. Johannesson and Parker [5] 
created a mathematical model for the analysis of secondary flow in slightly sinuous 
channels, and Kalkwijk and De Vriend [6] devised a mathematical model charac-
terizing primary and secondary flow velocities in large and slightly curved bends 
in open channel. Frothingham and Rhoads [3] used field experiment in irregular 
compound meander bend to look at the 3D flow structure and streambed modifica-
tions. They observed inside a lobe that no mean streamlines complete a full cycle 
of helical rotation and that helical mean flow motion connected to the center area 
cell gradually degrades as the flow approaches inflections in curvature. In the inves-
tigation of flow in a meandering gravel bed watercourse, Thompson [11] noted a 
region of upwelling along the stream’s concave bend and inward flow along water’s 
surface into a region of convergence over pool’s deepest portion. Van Balen et al. 
[12], in order to replicate the flow in a sinuous flume with a rectangular cross-section, 
used Large-Eddy Simulation (LES) which they used to confirm that centrifugal force 
and cross-stream turbulent loads are key factors in the creation of outer bank cell. 
Sukhodolov et al. (2012) effort was motivated by mounting evidence that the riffle-
pool geometry in bends can have major effects on flow structure. This study uses 
field data to examine the flow in a lowland river bend with a shallow riffle and a deep 
pool. According to the investigation, the reach flow in the riffle is nearly uniform. 
Two layers make up the vertical structure of the stream in the pool, which has a nearly 
uniform flow along the riverbed. Ferguson et al. [1] performed 3D Reynolds Aver-
aged Navier–Stokes (RANS) simulations. He noted the recirculation region along 
the convex bend of the meander and solved flow in natural bends. They claimed that 
by forming clumps of fine sediment, the slow flow in the convex bend recirculation 
region can alter the dynamics of sediment. The creation of bars at the convex bend 
of the bank is associated with flow separation, which has a significant impact on 
meander morpho-mechanics, according to all previous field and laboratory research. 

The aforementioned literature study demonstrates the difficulty of meander bend 
flows and displays that even through substantial advancements, there are numerous 
features of such flows that are not fully understood. Therefore, there is a need for more 
study on turbulent flow properties in a gravel bed meander channel. In this paper, we
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experimentally investigate turbulent flow properties in a gravel bed meander channel 
at different sections and compare them with two different discharges. 

2 Experimental Setup 

The experiment was performed in a 10 m long, 1.7 m wide, and 0.9 m depth compound 
meandering channel with a bed slope of 0.001. The cross-section of the main mean-
dering channel was rectangular with a breadth of 0.28 m and depth of 0.10 m. Sinu-
osity of the main channel was 1.06 with a bend angle of 30 degrees. An overhead 
reinforced cement concrete tank was erected upstream of the channel to carry water to 
the testing flume. Steady head conditions are beneficial for testing purposes. To main-
tain a constant water supply, the overflow water is routed through line links directly to 
the sump tank, and the volumetric tank collects all the channel water before directing 
it to the sump tank as well. The distribution of water along the channel is provided 
by three 10HP diffusive syphons together with suction and conveyance pipes. In 
order to straighten and minimize the flow turbulence, a stilling chamber with a baffle 
arrangement is placed at the beginning of the channel. An almost uniform flow was 
achieved by adjusting the tailgate. The 2.2-m test section was selected at a distance 
of 3.85 < × < 6.05 (x is the distance of examination section from the inlet in the 
direction of flow) because it was in a location where the flow was fully developed 
and unimpeded by backwater. The bed of the main channel was covered by river 
gravel whose particle size (D50) is 12 mm. Over the breadth of the canal where the 
experimentation setup was located, the moveable bridge arrangement is positioned. 
Two different discharges of 0.011971 m3/s and 0.0106 m3/s were taken for this 
investigation. Three-dimensional velocity was measured using a SonTek 16 MHz 
Micro-Acoustic Doppler Velocimetry system (ADV). The bend apex and cross-over 
parts of the examination section were measured for their respective velocities. Section 
S1 and S3 are bend apex, and S2 and S4 are cross-over of the channel cross-section 
shown in Fig.  1, and experimental setup in laboratory is shown in Fig. 2. All the data 
are taken at the middle of channel cross-section. To provide correct datasets, each 
point velocity was filtered via WIN ADV software with a signal to noise ratio (SNR) 
of 15 and a correlation value of 70 [8].

3 Results and Discussion 

In this segment, different turbulent flow characteristics have been discussed for flow 
in the gravel bed meandering channel in the direction of the stream and compared 
between two different discharges Q1 and Q2 of 0.01197 m3/s and 0.0106 m3/s, 
respectively. Due to ADV’s limitations, it was not able to measure the flow field in 
the area that was 5 cm below the free surface. Therefore, the flow region close to the 
free surface is outside the possibility of this investigation.
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Fig. 1 Plan view of experimental setup and test section 

Fig. 2 Experimental setup in laboratory

3.1 Longitudinal Velocity 

Vertical distribution of longitudinal velocity at different sections with respect to 
normalized depth of flow (y/H, where y = height from bed surface and H = total 
depth of flow) are shown in Fig. 3. A comparison of the differences in discharge 
illustrates the variation in longitudinal velocity at the 4 sections. Bend apex sections 
are shown by Section S1 and S3, whereas S2 and S4 are the cross-over sections. On 
observing the profiles across streamwise and comparing with two different discharges 
Q1 and Q2, where Q1 > Q2; it is seen that the velocity remains higher towards upper 
surface. Near the bed, velocity is minimum for both discharges under the case of
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gravel bed. Near the bed surface, velocity is smaller for cross-over sections than 
bend apex sections. In the comparison of discharge, velocity is higher for Q2 than 
Q1 for all sections. The roughness of bed increases in a channel would suggest 
a greater value of Manning’s ‘n’ and hence velocity will decrease. A meandering 
waterway should have also allowed for such an observation. However, as seen in 
bend apex sections (S1 and S3), the longitudinal velocity for lesser discharge (Q2) 
is lower than the longitudinal velocity for larger discharge (Q1) towards the free 
surface but in inner layer higher longitudinal velocity for smaller discharge in the 
gravel bed meandering channel. However, longitudinal velocity is higher for smaller 
discharge than higher discharge throughout the flow depth at cross-over sections. 
The gravel bed meandering channel’s velocity distribution is seen to be higher for 
increased discharge for the bend apex section as depth increases. The curvature is 
the sole additional impact, and it is same for both discharges. As a conclusion, the 
resistance brought on by the meandering effect is more pronounced at the curve apex 
than at the cross-over. Thus, it may be concluded that channel curvature, rather than 
only bed roughness, affects velocity variation significantly.

3.2 Vertical Velocity 

Distribution of vertical velocity at bend apex and cross-over are shown in Fig. 4 of 
S1, S3 and S2, S4; respectively. On observing the profile of vertical velocity, found 
that close to the bed surface water particles move in upward direction after that 
it tends towards downward direction at a normalized depth of 0.05 to 0.1. In case 
of vertical velocity in outer layer, water particles moved towards upward direction. 
Intensity of vertical velocity is higher for bend apex than cross-over near the bed 
surface and smaller for bend apex towards the outer layer. In this experimentation, 
we also observed that smaller discharge has smaller vertical velocity intensity than 
higher discharge at bend apex section. At cross-over section, smaller discharge has 
higher intensity than higher discharge. In general, when water particles moved along 
streamwise direction from bend apex with higher discharge then transverse velocity 
is also higher than the smaller discharge of water flowing through meandering gravel 
bed channel but at the cross-over, it is opposite from bend apex, that is, when water 
particles moved along streamwise direction from cross-over then smaller discharge 
have higher vertical velocity intensity than higher discharge.

3.3 Longitudinal Turbulence Intensity 

The turbulent intensity is analyzed by the value of the root-mean-square (rms) of 
longitudinal velocity variations. Distribution of longitudinal turbulent intensity at 
different sections with respect to normalized depth of flow (y/H, where y = height 
from bed surface and H = total depth of flow) is shown in Fig. 5. The results
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Fig. 3 Longitudinal velocity profile at different section

display a respectable agreement with the experimental results [9]. We observed that 
longitudinal turbulence intensity is slightly higher for smaller discharge than higher 
discharge at bend apex sections, but at cross-over section, it is slightly higher for 
higher discharge than smaller discharge. Hence, turbulent intensity in gravel bed 
meander channel decreases when flow discharge increases at bend apex section and 
increases when flow discharge increases at cross-over of the channel cross-section. 
Magnitude of longitudinal turbulence intensity is higher for cross-over sections as 
compared to bend apex sections. It means when water particles move in the direction 
of stream through bend apex section then longitudinal turbulence intensity decreases, 
while at cross-over section increases.
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Fig. 4 Vertical velocity profile at different section

3.4 Vertical Turbulent Intensity 

Distribution of vertical turbulent intensity at different sections with normalized depth 
of flow is shown in Fig. 6, where S1 and S3 are bend apex sections and S2 and S4 are 
cross-over sections for two different discharges (Q1 > Q2) in a gravel bed meander 
channel. The result shows that vertical turbulent intensity is smaller near the bed 
surface. Near the bed surface, it is higher for bend apex than cross-over. Vertical 
turbulent intensity is higher for smaller discharge (Q2) than higher discharge (Q1) at 
bend apex section, but smaller for smaller discharge at cross-over section in gravel 
bed meander channel. In the comparison of bend apex and cross-over section, vertical 
turbulent intensity is higher for bend apex section than cross-over section near the 
bed surface.
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Fig. 5 Longitudinal turbulent intensity profile for different section
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Fig. 6 Vertical turbulent intensity at different sections 

4 Conclusion 

This chapter presents an experimental investigation of two-dimensional flow property 
in a meandering compound channel whose bed is covered by gravel. This investiga-
tion is done under two different flow discharges 0.011971 m3/s and 0.0106 m3/s. The 
flow properties such as the two-dimensional time-averaged velocity and turbulent 
intensity are examined in this chapter. Further, the results of the vegetation zone at 
two different bend apex and two different cross-over are analyzed and compared 
between two different discharges. 

The results conclude that the longitudinal velocity decreases near-bed surface 
for both discharge and higher for bend apex than cross-over. For smaller discharge, 
longitudinal velocity is smaller for higher discharge at cross-over section but at 
bend apex section, it is smaller in outer layer for bend apex sections. Thus, the
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velocity variation may be affected by discharge variation significantly in the gravel 
bed meander channel. When discharge increases in gravel bed meander channel, 
then vertical velocity increases in upward direction at bend apex section. However, 
it decreases when flow passes from cross-over section for higher discharge. Longi-
tudinal turbulent intensity decreases at bend apex section when discharge of flow 
increases, while it increases at cross-over section. Vertical turbulent intensity is 
higher for smaller discharge in gravel bed meander channel. The investigations 
show the two-dimensional flow property in a gravel bed meandering channel, which 
has implications on the understanding of the behavior of a gravel bed meandering 
channel. 
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Experimental Investigation of Infiltration 
Influenced by Simulated 
Macro-microporosity 

Lohit Jain and Sumedha Chakma 

Abstract The modelling of the infiltration process for the field conditions requires 
the study of macro-microporosity and their primary controlling factors such as slope, 
land use land cover (LULC), surface condition and soil characteristics. Macropores 
are found relatively in a smaller percentage than the micropores, yet govern the higher 
portion of the infiltrated volume in the soil system. In the present study, double-ring 
infiltrometer experiments were performed on grassland, bare surface, harvested agri-
cultural land and earth cover of a solid waste landfill to understand the participation of 
active macropores and micropores for different surface slopes with diurnal tempera-
ture variation. An average and maximum water flow from macropores were estimated 
as 64.4% and 84% of the total infiltrated volume for all LULC. Macropore flow was 
found to be proportional to the temperature by showing higher macro-flow (70.7%) 
of total infiltration in afternoon sessions than (58.4%) in the forenoon sessions. 
Macroflow has also demonstrated a positive correlation with the surface slope for 
all focused LULC. The present study of cumulative infiltration through macropores 
and micropores individually for different LULC will help understand the water flow 
mechanism with time beneath the surface. These experimentally derived quantita-
tive infiltration data for different LULCs can have a broad range of applications in 
this region for drainage system design, agricultural management, and groundwater 
pollution study. 
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1 Introduction 

A soil system is considered a very complex system due to micropores, macropores, 
earthworm burrows and cracks, which effectively take part in the infiltration process 
by connecting to subsurface fractures and generating rapid water drainage flow [1]. 
Macropore is defined as connecting pores of different shapes and sizes, in which 
the flux rate occurring in the smallest size of the pore is greater than or equal to the 
saturated hydraulic conductivity of the soil [8]. Physics-based popular models like 
Green Ampt and Richard equations have not been justified to represent the whole soil 
matrix because both models follow the assumption of laminar flow having Reynolds 
number (Re) < 1, which is valid for the presence of micropores only [3, 8]. It was 
suggested that preferential flow under ponded conditions could not be described 
by laminar flow theory adequately due to the presence of macropores either on the 
surface or in the subsurface [24]. Further, Reynolds numbers for ponded infiltration 
are observed between 50 and 80 (non-laminar) due to macropores of the natural field, 
and flow from partially saturated 6 mm macropore is considered turbulent flow with 
Re > 1000 [21]. Generally, macropores have been observed from 0.32% to 5% of 
total porosity [3, 44]. It is noted that Richard’s model underestimates the infiltration 
for the field conditions by avoiding the higher flow through macropores, and quoted 
as “justified misuse of physics” [45], and is considered inefficient for in-situ field 
conditions. Still, Richard model is considered as one of the popular models because 
of its comfortable applicability [3]. Few studies support the Darcy-Richard model for 
the non-ponded infiltration by neglecting acceleration in moment-balance and prefer-
ential flow, however, it cannot be neglected for ponded infiltration in the natural field 
[21]. In the preferential flow generation, macropore distributions plays an important 
role, which can be categorised based on average equivalent pore diameter. Develop-
ment of macropores are caused mainly by biopores due to earthworms (2–12 mm), 
cracks due to wetting and drying loop of soil, and decayed roots have been observed 
as major reasons for macropore generation [21]. It is not easy to describe preferential 
flow through macropores quantitatively [5], therefore macropores, macrostructures 
and cracks have been expressed conceptually as single lumped expressions as total 
macropore area to simplify the approach [8]. A similar approach has been used based 
on MDA (Macropore drainage area) by estimating the numbers of macropore per 
m2 area of soil, which concluded that macropores capture 50–80% of runoff [46]. 
Based on several studies, the equivalent diameter of the minimum–maximum size 
of macropores has been decided as 30 µm and 5000 µm, respectively [6–8, 22, 32, 
36]. However, more field studies are required to understand the complexity of the 
macropores arrangements in natural soil so that infiltration models can be updated 
by adopting the variations of active macropores. 

Therefore, it is necessary to conduct an experimental study of infiltrated volume 
for the application of more general scenarios on various LULC and understand the 
different mechanisms for flow through micropores and macropores. In the present



Experimental Investigation of Infiltration Influenced by Simulated … 119

chapter, the participation of macropores and micropores is studied using the field-
experimental data for targeted LULC with their soil characteristics, precedent mois-
ture content and field density, incorporating the effects of slope and temperature 
variation. The purpose of the experimental analysis is to investigate the differences 
in infiltrated volume from macropores for ponded water conditions between various 
permeable LULC in urban areas incorporating the combined impacts of temperature 
variation and slope. 

2 Study Area 

The experiments were conducted on the field sites located in Delhi, the capital of 
India, situated in the northern part of India and covering an area of 1483 km2 (Fig. 1). 
In the last 14 years, the highest annual rainfall was recorded as 1531.4 mm in 2013, 
and the annual minimum was 559.4 mm in 2012, with an average rainfall of 879.2 mm 
[16]. Delhi has a sub-tropical climate, where summers are very hot, with temperatures 
attained till 45 °C and winters are very cold, with temperatures falling to 2 °C. The 
annual average difference in maximum and minimum diurnal temperature in Delhi 
has been observed at approximately 11 °C [27]. The soils in the study area are chiefly 
found in categories of sand, loamy, sandy loam and silty loam [2]. 

The chosen metropolitan city, which majorly includes grass area, forest area and 
bare area surrounded by the agricultural area apart from impermeable built-up area, 
has been dealing with the rapid growth of industrialisation and increasing population

Fig. 1 Experimental locations in Delhi (India): 1. Landfill (Okhla), 2. Grassland, 3. Bare surface 
(South Delhi) and 4. Agricultural land (Nazafgarh) 
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rate due to the migration of people from villages and towns to metro cities which 
promotes a large amount of solid waste generation [39] along with water scarcity in 
the area [4]. Delhi is also suffering from frequent urban flooding, which has been 
the result of rapid population growth [26]. Landfills were also found to be one of the 
most impactful permeable zones in the chosen urban region covering 0.67 km2 of the 
area, including all three major landfills (Okhla, Gazipur and Bhalswa) in Delhi [34]. 
These factors led to the selection of four different LULCs as bare surface, agricultural 
surface, landfill surface and grass surface in Delhi for studying the effects of slope 
and temperature on infiltration mechanism as shown in Fig. 1. 

3 Methodology 

3.1 Experimental Methods and Data Collection 

The double-ring infiltrometer method was selected for studying the infiltration char-
acteristics of opted LULC, as it is a well-known and commonly used technique 
for directly measuring the infiltration rate on the field [10, 35]. The experimental 
design includes infiltration affecting three major factors: diurnal temperature varia-
tion, surface slope and different LULC, which were focused on investigating their 
impacts on infiltration mechanism quantitatively, as shown in Fig. 2.

Experiments were divided into morning and afternoon sessions for approximately 
3.5–4 h duration each to incorporate the temperature variation. The temperature was 
measured by calibrated digital temperature meter at the surface level for measuring 
the local temperature variation along with each reading of the infiltrometer. Three 
sets of experiments were conducted on each inclined surface to study the effect 
of slope on the infiltration process, and based on the available scenario on fields. 
The slope was categorised into three parts—flat surface (0°–5°), gentle slope range 
(6°–15°) and moderate slope range (16°–25°). The agricultural surface was exam-
ined for flat surfaces only due to the unavailability of a further range of slopes, and 
Okhla (landfill) surfaces were available for flat and moderate slope categories as 
well; however, inclination in grassland and bare surfaces were found in all three 
slope ranges and examined accordingly. Soil characteristics like field density, mois-
ture content, specific gravity, maximum dry density, particle size distribution and 
hydraulic conductivity were measured by standard laboratory experiments [17, 19] 
for soil samples from all experimental sites to characterise the top surface soil, as 
mentioned in Table 1. Standard proctor experiments were carried out for all the soil 
samples to understand the dry density variation with change in moisture content, and 
a comparative chart of maximum dry density and optimum moisture content is shown 
in Fig. 3. Dry densities of landfill samples and bare field samples were experimentally 
observed as highest and lowest, respectively, among all targeted sites.
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Fig. 2 Experimental flow diagram of the data collection

3.2 Macroporosity Estimation and Participation 

Evidently, field infiltration does not include darcian flow or laminar flow only but 
also non-laminar flow due to the presence of cracks, wormholes, roots and soil aggra-
dation [21]. The General infiltration model was used to examine the participation 
of micropores considering darcian flow and macropores for non-laminar flow using 
different mechanisms [20]. Estimation of the percentage of microporosity and macro-
porosity in the topsoil layer is needed before deciding the weightage of each type 
of flux. Stolf et al. [40] generated the empirical models using bulk density, particle 
density and % of sand present in the soil to estimate the microporosity, microporosity 
and total porosity. After the validation of the estimated porosity from Eq. (3) with 
the calculated porosity from experimental observation, an average error of 4.49% 
was observed, as presented in Fig. 4, and thus, Eqs. (1) and (2) were selected for the 
macro-microporosity estimation. 

Macroporosity = 0.693 − 0.465 FD  + 0.212 Sa (1) 

Microporosity = 0.337 + 0.120 FD  − 0.294 Sa (2)
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Table 1 Soil characteristics of selected LULC based on laboratory experiments 

Experiment Agricultural surface Grass surface Landfill soil cover Bare surface 

Initial moisture 
content (%) 

11.84 15.65 6.42 10.12 

Hydraulic 
conductivity (cm/ 
min) 

1.77 × 10–2 1.60 × 10–2 6.25 × 10–3 2.76 × 10–2 

Field (Bulk) 
density (gm/cm3) 

1.50 1.58 1.81 1.21 

Gravel (%) 7.6 5.3 20.3 18.6 

Sand (%) 74.6 61.5 59.3 41.4 

Silt (%) 13.2 28.2 14.1 39.8 

Clay (%) 4.5 4.9 2.7 3.8 

Specific gravity 2.56 2.58 2.69 2.54 

Porosity 
(calculated/ 
estimated) 

0.48/0.45 0.47/0.43 0.37/0.36 0.55/0.56 

Micropores 
(Estimated) 

0.349 0.345 0.353 0.409 

Macropores 
(Estimated) 

0.100 0.080 0.005 0.155 

Fig. 3 Variation of dry density with increment in moisture content of all focused LULC and landfill

Total porosity = 1.03 − 0.345 FD  − 0.082 Sa (3) 

where, FD is the field density of the experimental location, and Sa is the percentage 
of sand in the field soil.
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Fig. 4 Comparison in porosity estimated by the empirical model and calculated based on laboratory 
experiments 

Preferential flow is a major part of infiltration volume but is very difficult to 
describe quantitatively [5]. The macropore area theoretically includes macropores 
and macrostructures that can be articulated in terms of lumped expression repre-
senting all pores and cracks [8]. The minimum and maximum radius of macropores 
were identified by many researchers as 15–30 µm to 2500–5000 µm [6, 8, 14]. 
Although, Radulovich found the critical macro-diameter as 100 µm after which the 
flow converts laminar to non-laminar with Re > 3 [32]. In the present study, minimum 
and maximum equivalent diameter sizes are considered as 30 µm and 5000 µm for  
covering all the possible ranges. Weights are calculated for minimum–maximum-
sized macropores and microporosity based on the experimental data and used to 
validate the weights with infiltration data observed in another scenario with different 
combinations of slope and temperature variation. 

4 Results and Discussion 

4.1 Infiltration Characteristics with Slope and Temperature 
Variation 

The key features of DRI experimental observations with temperature and slope vari-
ations are presented in Table 2 for the focused LULC. The average temperature near 
the experimental surface showed variation with the LULC and presented 17.23 °C 
and 52 °C as the minimum and maximum values measured at grassland and landfill, 
respectively. The trend of average initial and final infiltration rates was observed 
from the LULC-wise data, which presented fo in increasing order as 0.25 cm/min, 
0.96 cm/min, 1.35 cm/min and 1.48 cm/min for landfill, grass field, agricultural, bare 
field respectively. Similarly, average steady-state infiltration rates were found in the 
same increasing order as landfill > Grass > Agricultural > Bare field, varied between
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0.015 cm/min and 0.260 cm/min, which can be deduced from Table 2. The reason 
for the higher infiltration rate in bare surface than grassland is probably due to the 
pronounced structural changes in the bare ground than in the vegetated area, espe-
cially because of the absence of the soil-binding root system. The attributes of land 
use and land covers, such as soil characteristics, % sand, % silt, % clay, average field 
density, initial moisture content and surface cover, can affect the infiltrated volume 
significantly [38]. Although analysis of the study shows that the infiltration process 
is mostly governed by the density and distribution of porosity in the soil system [41], 
higher porosity ensures more connectivity in the soil matrix which reflects increased 
infiltration as compared to soil with lower porosity [33]. Initial and final infiltration 
rates were also found to be affected by soil characteristics by showing negative corre-
lation coefficients as −0.57 and −0.63 with field densities and positive correlation 
coefficients as 0.58 and 0.67 with porosity, respectively. 

Table 2 Observed infiltration characteristics with various field experimental scenarios for selected 
LULC 

LULC Slope (°) Temperature 
range (°C) 

Average 
temperature 
(°C) 

fo (cm/min) fc (cm/min) F 
(200 min) 
(cm) 

Landfill 4 26.0–35.0 30.1 0.1 0.01 2.3 

34.0–42.0 36.9 0.2 0.02 4.5 

23 31.0–38.0 32.8 0.3 0.02 3.7 

38.0–42.0 39.4 0.4 0.01 10.5 

Agricultural 2 30.0–50.7 42.5 1.4 0.27 26.4 

52.1–38.9 48.1 1.3 0.15 37.1 

26.8–40.1 27.6 0.6 0.09 22.7 

40.4–36.5 38.2 0.6 0.09 21.6 

Bare 1 35.2–37.2 36.3 0.8 0.17 39.8 

44.8–50.7 46.2 1.3 0.26 65.3 

13 30.9–36.4 31.9 1.7 0.21 53.7 

38.5–33.1 37.2 1.7 0.26 77.8 

21 35.9–45.2 38.4 1.9 0.27 77.8 

48.5–52.7 52.1 1.5 0.38 104.1 

Grass 2 17.2–33.4 23.1 0.8 0.04 10.9 

33.0–24.2 32.1 0.8 0.05 14.4 

8 16.5–21.2 17.2 0.7 0.08 12.5 

26.7–22.2 26.8 1.7 0.09 22.8 

18 17.5–23.5 19.8 0.8 0.08 19.1 

23.5–26.8 24.1 1.0 0.06 31.5
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4.2 Participation of Macropores 

Based on past experimental findings, macroporosity was estimated using % of sand 
and bulk density, which estimated higher macroporosity for bare surface soil systems 
having lower field density and higher total porosity [40]. The lowest infiltration 
was observed in landfill surfaces due to minimum active macropores, which mostly 
depend on land use rather than soil characteristics for the top 20 cm [37]. The average 
participation of active macropores is found to be 58.4% for morning experimental 
sessions and 70.7% for afternoon experimental sessions of the total infiltrated volume, 
respectively. An increasing trend can be noticed for total infiltrated volume and 
macro-infiltrated volume from landfill to bare surface in a sequence of landfill > 
grass > agricultural > bare, as depicted by Fig. 5, which depicts the significance of 
macroporosity in the ponded water infiltration process.

Figure 5b presents the infiltration in the afternoon session (higher temperature), 
which shows approximately 62.6%, 63.3%, 33.8% and 36.4% higher macro-flow 
compared to macro-flow estimated in the morning session (morning session) in 
landfill, grassland, agricultural land, and bare surface, respectively. Thus, Fig. 5a 
presents an average of 49% lower macroflow in the morning session than Fig. 5b 
because the higher temperature ranges lead to more thermal movement of the water 
molecules, reducing the relative mutual friction, which helps in the qualitative clar-
ification of the reduction in viscosity and increment in hydraulic conductivity for 
the higher temperature [47]. The rise in temperature affects the water movement by 
increasing hydraulic conductivity due to a decrease in water density and viscosity, 
which increases fluidity [18]. The present results coincide with the past experiments 
at the scale of seasonal variation, which documented an increment of 15 cm/day in 
the summer season as compared to the winter season [23, 31]. The scale of increment 
was found as a function of soil–water interactions and soil characteristics [23], which 
justifies the variation in increment of infiltrated volume in the afternoon session for 
different land uses and land covers. 

The Model was calibrated with the soil characteristics, ponding depth, observed 
temperature data and surface slope. After model setup, it was run using other sets 
of temperature data and surface slope for all four locations to generate infiltration 
values which were compared with the corresponding observation data. Table 3 shows 
the performance of the General Infiltration Model using statistical tools such as the 
coefficient of determination (R2), Nash Sutcliffe Efficiency (NSE), percentage biased 
(PBIAS) and Root mean Square Error- observations standard deviation ratio (RSR).

The variation of simulated cumulative macroflow curves with time, slope and 
diurnal temperature differences for bare surface (Fig. 6), grassland (Fig. 9), landfill 
(Fig. 7) and agricultural land (Fig. 8) are investigated. The cumulative infiltration 
through macropores is found to be 1.2 and 1.6 times higher when the bare surface 
slope is increased from flat to gentle and moderate, respectively, as shown in Fig. 6a 
for the morning session. Simulation data showed the similar trend of infiltrated 
volume via macropores in the afternoon session as well, as shown in Fig. 6b, which
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Fig. 5 Variation of infiltrated volume by macropores and total infiltration in a lower temperature 
range (morning session), b higher temperature range (afternoon session)

Table 3 Statistical comparison of model outcomes (simulated cumulative infiltration) for param-
eters as a function of temperature and slope with the observed data 

R2 NSE PBIAS RSR 

Landfill 0.995 0.834 21.010 0.406 

Agricultural 0.995 0.968 −10.920 0.177 

Bare surface 0.999 0.963 −15.120 0.192 

Grassland 0.989 0.933 11.500 0.259
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Fig. 6 Simulated variation in cumulative infiltration through macropores with the surface slope for 
bare surface in a morning sessions and b afternoon sessions 

Fig. 7 Simulated variation in cumulative infiltration through macropores with the surface slope for 
landfill cover in a morning session and b afternoon session

showed 2.1 and 3.0 times higher macroflow participation for gentle and moderate 
slopes compared to the flat surface. 

Okhla landfill was filled with solid waste in a layer-on-layer structure, which 
creates the possibility of subsurface flow with higher macrostructures, depending 
on the compaction of the earth cover. The lowest moisture content was measured 
for the landfill at the time of the experiment, yet it showed the minimum infiltra-
tion among other experimental sites, as presented in Table 2, which can be justified 
by the increased soil temperature due to exothermic reaction, which reduces the 
active porosity by filling voids with gases [43]. Cumulative infiltration from macro-
pores for landfill earth surface is analysed, which showed approximately 2.4 and 
3.1 times higher macroflow in the afternoon session (Fig. 7b) than in the morning 
session (Fig. 7a) for flat and moderate slope surfaces, respectively. Landfill earth 
cover showed the increased macroflow for higher slope and presented 2.1–2.7 times 
higher macroflow when the slope is increased from the flat surface to a moderate 
slope surface in the morning and afternoon sessions, respectively. 

Cumulative macroflow is observed approximately twice higher for grassland when 
the slope is increased from flat surface to gentle slope and 3.5 times higher when 
the slope is increased to moderate, as shown in Fig. 8. Double-ring infiltrometer
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Fig. 8 Simulated variation in cumulative infiltration through macropores with surface slope for 
grassland 

Fig. 9 Simulated variation of cumulative infiltration through macropores for morning and afternoon 
sessions on agricultural land

obstructs the runoff, and the impact of the slope cannot be measured on direct runoff; 
however, the effect of the slope can be understood on subsurface flow as parallel 
flow through macropores due to gravitational acceleration. As the slope increases, 
the lateral component of flow beneath the surface increases as well [42], which is 
why the higher infiltrated volume can be seen in Fig. 8. Similar results were seen in 
a laboratory experiment by Lv [25], where the effect of the slope was noted more 
on the subsurface and is slow rather than any normal component and the observed 
moisture content were 13%, 29%, and 44% at 15 cm depth for slopes at 9°, 19° and 
28°, respectively. Richard equation and Green-Ampt model were modified for the 
infiltration measurement on 0° and 30° slopes and found lower infiltrated volume
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Fig. 10 Cross section of agricultural soil showing macropores due to decayed roots and bio-pore 
at 20 cm depth 

for the flat surface compared to the 30° inclined surface [9], which is similar to the 
presented results. 

A similar trend of macro flow with temperature is noticed for agricultural land, 
which showed approximately 1.5 times higher flow through macropores for higher 
temperature sessions than lower temperature sessions, as shown in Fig. 9. Among 
green covers (grass and agricultural), infiltration was observed to be relatively higher 
in harvested agricultural surfaces, possibly due to the presence of higher macropores 
generated by decayed root under ponded infiltration, as shown in Fig. 10, which 
agrees with the past experimental studies [12, 15, 30]. 

Most scientific studies on the effect of slope on infiltration affirm the opposite 
and are sighted as a decrement in vertical infiltration from the surface as the slope 
increases [28]. The contrary remarks can be justified by the adopted method of 
experiments. In the present study, a Double ring infiltrometer was used for stagnated 
and ponded water to study the impact of macropores and micropores on subsurface 
lateral flow parallel to the surface slope. However, in the previous studies, a rainfall 
simulator or runoff generation mechanism was used to see the impact of slope on 
runoff and then derived the quantitative effects on the infiltration process [11, 13, 
28, 29]. This analysis opens the scope of further research based on a physical-based 
model and experimental approach to understand the slope effects precisely. 

The model has limitations in considering the soil characteristics like field density, 
hydraulic conductivity, and particle size distribution, homogeneous and isotropic for 
each set of experiments. These values were estimated from the soil samples extracted 
from the top 20 cm of the surface. The average soil properties were measured based 
on the samples extracted from the 2- to 3-m radius of the experimental setup; hence 
the homogeneity of the soil can be justified. The validity of the generated model 
parameters needs to be verified using the field data from the heterogeneous system 
at a larger scale due to the spatial variability of the current land uses. The model 
does not include the effect of temperature on the soil–water interaction but only on 
the water properties, which is needful to incorporate and is part of the future scope.
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The model targets the flow process of the individual domains (macropores and soil 
matrix) and does not incorporate the water exchange mechanism between micro– 
macro pores beneath the surface. The model performance was evaluated based on 
the limited range of temperature and slope as per the availability and required to be 
assessed for the more extensive data set. The research findings could still be helpful 
for comparative study and deliver valuable information for the better understanding 
of the impact of the slope, temperature and LULC on the dual-domain approach 
regarding soil infiltration. 

5 Conclusion 

Flow through the macropores in the natural soil system analysed here accounts for 
a dominant part of the saturated condition and its variability. These outcomes from 
the present study reveal that the percentage contribution of the macro-flow to the 
total cumulative infiltration is found to increase with the surface slope and higher 
temperature. Macropores are found relatively in a smaller percentage in the soil 
system than the micropores yet govern the higher portion of the infiltrated volume. 
An average and maximum water flow from macropores were estimated as 64.4% 
and 84% of the total infiltrated volume for all LULC. Macropore flow was found to 
be proportional to the temperature by showing higher macro-flow (70.7%) of total 
infiltration in afternoon sessions than (58.4%) in the forenoon sessions. Macroflow 
has also demonstrated a positive correlation with the surface slope under ponding 
water conditions for all focused LULC. The study may be helpful for assessing the 
effects of different LULC and green cover management on soil structures and should 
provide a better idea of macropore flow occurring beneath the natural surfaces. The 
spatial variability of macropores and soil matrix flow characteristics needs to be 
evaluated for various other LULCs with different ranges of slope and temperature 
variations. 
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Exploring Large Braided River Systems: 
Understanding the Dynamics 
and Pathways of River Recovery 

C. Pradhan, S. Dutta, and Rishikesh Bharti 

Abstract In the twenty-first century, it is crucial to recognize the heterogeneity in 
fluvial controls along the Indian river systems. In addition, tracking the river recovery, 
and associated geomorphic and vegetative attributes’ evolutions are crucial for Indian 
Himalayan river systems, where archival fluvial benchmark information was inade-
quately maintained. The present chapter focuses on the issue of river recovery trajec-
tory assessment along complex fluvial systems and has highlighted the importance 
of integrating Google Earth Engine and cloud computing, fine resolution images and 
advanced river surveying equipment in assessing the fluvial health. 

1 Introduction 

The present persisting fluvial issues emphasize the need of nature-based water 
resources management for environmental sustainability. In the last couple of decades, 
many such global goals like UN Millennium Development Goals (2000–2015), the 
UN Sustainable Development Goals (2016–2030) and the UN Decade on Ecosystem 
Restoration (2021–2030) have been synthesized [25]. Within the Indian context, the 
Namami Gange Program under National Mission for Clean Ganga was commis-
sioned in 2014 with objectives of river surface cleaning, bio-diversity conservation, 
river-front development and enhanced afforestation.
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Building on these global and national efforts, it is crucial to recognize the diverse 
nature of river systems in India, which exhibit considerable heterogeneity in fluvial 
controls [22]. In particular, Himalayan braided rivers are defined by a complex 
arrangement of geomorphic units due to high stream power and sediment transport 
[5]. The distinctive morphology of the multi-channel flow network and associated 
ecological landforms develop challenges in braided river management and plan-
ning [10, 15, 20, 28] (Surian, 2006; Bertoldi et al. 2020). Further, anthropogenic 
stresses in terms of river regulation, channelization, vegetation clearance and defor-
estation have altered the boundary conditions of channel functions [26, 12, 29] (Giller 
2005). River recovery is defined as the capacity of the river system to adjust to the 
prevailing boundary conditions [8]. River recovery also facilitates an understanding 
of the past system trajectories and future scenarios, where each reach needs to be 
analyzed within its catchment context [9]. Tracking the river recovery, and associated 
geomorphic and vegetative attributes’ evolutions are crucial for Indian Himalayan 
river systems, where archival fluvial benchmark information was inadequately main-
tained. The present concept paper focuses on the issue of river recovery assess-
ment along Himalayan rivers, which are characterized by flash floods, high sediment 
(debris load), complex morphology and growing anthropogenic stresses. Further, this 
chapter encourages the use of advanced remote sensing, river surveying instruments, 
and cloud computing techniques to understand the intricate process-form relationship 
along Indian braided river systems. 

2 Study Area 

Trans-Himalayan rivers like the Manas, the Kameng and the Subansiri significantly 
contribute to the flow and sediment transport processes of the mighty Brahmaputra 
River. The Manas River catchment in Bhutan (Himalaya) is dominated by deforesta-
tion, and the friable soils contribute to a high sediment load [11]. The channel gradient 
is as steep as 19 m/km, and the river shows signatures of transitional meandering-
braided planform in the flatland of Assam, India. The Kameng and the Subansiri 
are among the flashiest rivers in the world [11] and were governed by increased 
deforestation, river regulation and land use practices in the late twentieth and early 
twenty-first centuries. The Kameng River has a mean annual discharge of 0.0858 m3/ 
s/km2, with frequent bank erosion, thalweg shifting, and bar sculpting migration [22]. 
The changes in land use land cover are also dominant in the Subansiri catchment, 
where river regulation by a large dam has increased in recent years [6] (Fig. 1).
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Fig. 1 Large braided river systems in the Eastern Himalaya and zone of change-points in fluvial 
energy gradient 

3 Understanding Pathways of River Recovery for Large 
Braided River 

3.1 Implication of Google Earth Engine and Cloud 
Computing 

Google Earth Engine is a cloud-based platform for geospatial analysis that allows 
users to view and examine satellite imagery of Earth. The advancement of cloud-
based computing techniques will help to process the reach-to-catchment-scale behav-
ioral regime of the river. Certain geomorphic indicators like increased complexity of 
geomorphic unit assemblages, increase in definition of low flow channel, decrease 
in low flow number in high flow duration percentiles, and well-defined pool-riffle 
structures can be identified through the analysis of satellite images captured over an 
extended time period, followed by the application of band ratio and remote sensing 
classification techniques. For example, the JRC Global Surface Water Mapping 
Layers include maps that display the spatial distribution and temporal variations of 
surface water from 1984 to 2021, offering data on the scope and alterations of these 
water surfaces (GEE Catalog). Additionally, parameters such as occurrence (how 
often water is present), absolute change in occurrence (comparison between 1984– 
1999 and 2000–2021), normalized change in occurrence, seasonality (the number of 
months water is present), recurrence (the frequency of water reappearing annually), 
transition (a categorical classification of change between the first and last year), and 
maximum extent (a binary image marking areas where water has ever been detected) 
can be utilized to analyze the spatio-temporal variability of geomorphic indicators 
and their stability properties. 

Figure 2 shows spatial variability of JRC water seasonality across the Himalayan 
foothills. These reaches are subjected to breakpoints of channel bed slope and the 
change in energy gradient forces the river systems to dissipate the excess fluvial
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Fig. 2 JRC Global Surface Water Mapping Layer-seasonality variation at the fluvial energy change 
point zones of Himalaya for a Subansiri River, b Kameng River and c Manas River 

energy and increase the probability of braiding [23]. In these dynamic reaches, redef-
inition of low flow channel is an important indicator of river recovery as increased 
braiding has disturbed the channel bed configuration [9]. The flow seasonality (FS) 
image shows stability of low flow channels (FS = 12) along the hilly terrain and 
gradual increase of flow-division in the plain region (FS < 5). The stability character-
istics of low flow channels, bars and islands require intrinsic understanding of fluvial 
hydrodynamic processes and associated ecological linkages. Figure 2 further estab-
lishes that reaches with vegetated bars, flood plain vegetated zones and islands are 
forcing the low-flow channel to develop a low width-depth ratio. The observed trans-
formation is indicative of a potential recovery stage of the river, but a more compre-
hensive analysis of longer-term data using texture-based classification is necessary 
to confirm this interpretation. 

Instream vegetation directly affects the formation of vegetated landforms and 
engineer river recovery (Gurnell 2014) [9]. As per Pradhan et al. [24], the pres-
ence of instream vegetation is considered as an additional degree of freedom, which 
further controls the hierarchy of energy dissipation and morphological continuum 
in the weakly braided macrochannel settings. However, the concept of recovery 
for complex braided (and meandering) reaches of Himalayan rivers needs a careful 
understanding of past fluvial information and future system trajectories of geomor-
phic units. This owes to the fact that similar landforms may represent degradation or 
recovery depending upon the river under investigation [9]. Therefore, for Indian river 
systems, where archival fluvial benchmark information was inadequately maintained, 
textural analysis of CORONA declassified imagery will provide valuable information 
regarding self-organization and adjustment capacity of instream vegetated landforms 
(Fig. 3).
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Fig. 3 Declassified CORONA satellite imagery of 1976 for a Kameng River, b Brahmaputra River, 
c Subansiri River (Obtained from USGS, Earth explorer) 

3.2 Role of Advanced River Surveying Equipment 

In this scientific era, advanced river surveying equipment is designed to assess 
detailed fluvial datasets of the river and the surrounding environments. Recent inno-
vations like Multi-Beam Echo Sounders (MBES) [1, 7], Acoustic Doppler Current 
Profiler (aDcp) (Muste et al. 2014; [18], Side-Scan Sonar [21, 33], Global Navi-
gation Satellite Systems (GNSS) [16, 31], Light Detection and Ranging (LIDAR) 
[30] (Paul et al. 2020) are helpful in understanding the complex fluvial process-form 
relationships. 

The braided rivers are characterized by shallow, multi-channel flow networks with 
complex mobile bed topography. In such river systems, the pathways of river recovery 
are associated with large-scale sediment mobilization and heterogenous erosional-
depositional processes. In addition, it is essential to identify the reach and its relation 
with catchment-scale sediment transport processes [4]. For example, the recovery 
indicators and their trajectories may vary for source zone (E > Emin), transfer zone 
(E ~ Emin) and deposition zone (E < Emin) (Where, E: available energy and Emin: 
energy that is required to transport available sediment). Further, it is imperative 
to assess the degree of sediment connectivity present within the channel to gain a 
comprehensive understanding of the channel evolution and function [14, 17]. The 
upslope and downslope components of sediment connectivity will depend upon the 
contributing area characteristics, gradient, and length of the flow path. In the large 
Himalayan river, longitudinal profile of the river along with the formation of pool-
riffle sequences affects the connectivity process [17]. In these river systems, inte-
gration of advanced river surveying instruments collected datasets with past fluvial 
information may provide an idea of river health status and future trajectories. For 
example, An aDcp transect conducted on a braided section of the Kameng River 
revealed a division in the low flow channel network, highlighting the prevalence
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Fig. 4. a Dcp transect showing spatial variation of depth and velocity at a highly braided section 
of the Kameng River 

of spatial heterogeneity in both depth and flow velocity magnitude (Fig. 4). In the 
mixing zone of the primary channel, the flow velocity is close to 2 m/s, highlighting 
intense momentum transfer between the anabranches. The slow-moving pools are 
observed close to the left bank and thalweg. For such braided rivers, the formation 
of benches, well-defined low flow channels through the reorganization of bed mate-
rials, and the re-establishment of pool scour can be key indicators of geomorphic 
river recovery [9]. 

Ashmore [2] identified four dominant braid bar formation mechanisms: middle 
bar accretion, transverse bar conversion, chute cutoff and multiple bar dissection. 
Units bars are defined as unmodified bars whose morphologies are governed mostly 
by depositional processes [27] (Herbert et al. 2019). Compound bars have a complex 
history of erosion–deposition and are formed by the amalgamation of multiple 
unit bars [32]. In multi-channel flow, the appearance of compound bars with vege-
tated landforms and bed heterogeneity can be adopted as a sign of recovery. High-
resolution images reveal evidence of recovery in the plain regions of large Himalayan 
rivers (Fig. 5). However, these fluvial systems are subjected to intense fluvial energy 
(floods exceeding 6000 cumecs) during monsoon and may disturb the existing bio-
morphology linkages and ecosystem hotspot zones. As per the findings of [24], 
the dominance between self-organization of vegetated landforms and fluvial distur-
bances control the recovery trajectory of the weakly braided system. Therefore, in 
highly braided river, tracking the formation of unit (or compound) bars along with 
the status of vegetated landforms after the monsoon season seems as an option to 
understand the recovery trajectory.
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Fig. 5 High-resolution imagery of large Himalayan rivers showing complex bio-morphodynamic 
processes 

4 Conclusions 

The chapter has highlighted the importance of integrating Google Earth Engine and 
cloud computing, fine resolution images and advanced river surveying equipment in 
assessing fluvial health and recovery trajectory. The major conclusions are: 

1. The advancement of cloud-based computing techniques will help to process the 
reach-to-catchment-scale behavioral regime of the river. The spatial variability 
of JRC water seasonality across the Himalayan foothills shows breakpoints of 
channel bed slope and the change in energy gradient forces the river systems to 
dissipate the excess fluvial energy and increase the probability of braiding. 

2. In Indian river systems, textural analysis of CORONA declassified imagery 
will provide valuable information regarding self-organization and adjustment 
capacity of instream vegetated landforms 

3. For highly braided river, the formation of unit (or compound) bars along with 
the status of vegetated landforms can be tracked with advanced river surveying 
equipment, which will be helpful to understand the recovery trajectory. 
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Assessment of Ichthyofaunal Diversity 
and Habitat Variables in Himalayan 
Brahmaputra River of Assam, 
North-Eastern India 

Niti Sharma, Birendra Kumar Bhattacharjya, Dipesh Debnath, 
Shyamal Chandra Sukla Das, Amulya Kakati, and Basanta Kumar Das 

Abstract In the present communication, we report ichthyofaunal diversity and 
habitat variables from eight major landing centers spread across three stretches 
(upper, middle and central) of River Brahmaputra in Assam from 2019 to 2021. 
The environmental variables such as temperature (21.2–28.6 °C), dissolved oxygen 
(6.52–8.27 mg/l), pH (7.1–8.2), alkalinity (62–87 mg/l), nitrate (0.018–0.038 mg/l) 
and phosphate (0.003–0.016 mg/l) were observed to be in a suitable range for aquatic 
fauna and flora. From the studied region, 110 fish species belonging to 33 families 
and 69 genera were reported. Among the families, Cyprinidae was the most prevalent 
family representing 42.73% then Bagridae (6.38%), Channidae (6.36%), Ambassidae 
and Osphronemidae (3.63%), Badidae, Mastacembelidae, Schilbeidae Siluridae, and 
Sisoridae (2.73%), and other families contributing about 1%. According to the Inter-
national Union for Conservation of Nature and Natural Resources (IUCN) status, 
two species were included under Endangered category, two species under Vulner-
able category, 6 species under Near threatened, 4 species have Data deficient and 
96 species under Least concern category. Most of the fish species observed were 
indigenous, with a few endemic and rare species in the region. Small indigenous 
fishes (such as Cabdio morar and Ailia coila) are the most abundant fish species. 
Fish species richness and diversity indices showed seasonal fluctuation. Highest 
species richness (105) was observed during pre-monsoon, then post-monsoon (88), 
and monsoon (82) seasons. The Shannon (H') indices varied from 3.45 (monsoon) to 
3.86 (pre-monsoon), with an evenness index between 0.38 (monsoon) to 0.45 (pre-
monsoon) indicating a slightly impacted pattern of the studied river stretch i.e., (H') 
> 3.0. Various natural and man-made threats are presumed to affect biodiversity 
in River Brahmaputra. Therefore, strategies such as fish harvest regulation, desilta-
tion, controlling of water pollution and anthropogenic activities are suggested for 
conservation of the aquatic biodiversity in the River.

N. Sharma (B) · B. K. Bhattacharjya · D. Debnath · S. C. S. Das · A. Kakati 
ICAR-Central Inland Fisheries Research Institute, Regional Centre, Guwahati, Assam, India 

B. K. Das 
ICAR-Central Inland Fisheries Research Institute, Barrackpore, West Bengal, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
S. Dutta and V. Chembolu (eds.), Recent Development in River Corridor Management, 
Lecture Notes in Civil Engineering 376, https://doi.org/10.1007/978-981-99-4423-1_11 

147

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-4423-1_11&domain=pdf
https://doi.org/10.1007/978-981-99-4423-1_11


148 N. Sharma et al.

Keywords Brahmaputra river · Fish diversity · Environmental variables ·
Threats · Conservation 

1 Introduction 

One of the largest river systems in South Asia, the River Brahmaputra flows approx-
imately 3000 km transboundary through China, India, and Bangladesh, covering 
1625 km, 918 km, and 337 km, respectively, before it merges with the Ganges and 
flows into the Bay of Bengal. More than half of its basin area is spread across China 
(50.5%), followed by India (33.6%), Bangladesh (8.1%) and Bhutan (7.8%) [22, 
34, 36]. The River descends to India through a network of tributaries beginning in 
the northern Himalayas as Tsangpo. Through the Siang hills of Arunachal Pradesh, 
Brahmaputra reaches India; however, when it arrives at the plains, it is called Dihang. 
Dibang and Lohit, two tributaries in Assam, join the Brahmaputra to form a very wide 
river. It descends in Assam from east to west over approximately 650 km having 42 
important tributaries in Northeast India, including 15 on the south bank and 27 on the 
north bank. As the River passes through the valley of Assam many Himalayan streams 
comprising Kameng, Subansiri, Bharali, Dhansiri, Manas, Saralbhanga, Champamati 
and Sankosh rivers join the Brahmaputra. Numerous floodplain wetlands, or beels, 
are created by these rivers as they travel through the valley. The Brahmaputra and its 
tributaries are the lifeline of millions of people in the region, who are dependent on 
agricultural activities. It contributes to almost 17% of the gross domestic product of 
India [30, 31]. River provides numerous benefits in the form of and not limited to, 
irrigation, ecosystem services, domestic use, navigation, tourism, wildlife areas and 
hydropower, thereby supporting livelihoods and food security. 

Brahmaputra basin comes under one of the mega biodiversity hotspots of the 
Indo-Burma biodiversity hotspot region as recognized by the IUCN. The region is 
blessed with enormous floral and faunal diversity. The unique physiographic and 
climatic characteristics make the region rich in biodiversity. The Brahmaputra basin 
has the highest forest cover of 59% in the country. Different types of endemic vege-
tation including about 600 plant species, more than 800 orchid species and nearly 
67 species of animals are endemic and endangered to the region supported by nearly 
75 protected areas in the basin. Brahmaputra River system is home to many indige-
nous and endemic freshwater fishes as well [21, 27, 40]. Reportedly, there are 422 
fish species found in different water-bodies of northeast India, and 141 finfishes 
in River Brahmaputra of Assam [7, 20]. However, the available scientific infor-
mation on aquatic biology and fisheries is fragmented and not up-to-date. Impact 
of rivers on fisheries and habitat variables are poorly studied. Therefore, the present 
chapter focused on assessing habitat variables and ichthyofaunal diversity in selected 
stretches of River Brahmaputra including seasonal variations in fish species richness 
and diversity indices.
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Fig. 1 Brahmaputra River, Assam along with sampling sites 

2 Study Area 

The present investigation was carried out in River Brahmaputra, Assam from 
November 2019 to December 2021 from Sadiya to Dhubri, Assam. Sampling was 
carried out on seasonal basis from eight major landing centers (Fig. 1), marked 
as site I (Sadiya; 95°40'52'' E & 27°49'14'' N), II (Tinsukia; 95°32'49'' E &  
27°57'79'' N), III (Dibrugarh; 94°54'13'' E & 27°29'9'' N), IV (Majuli; 94°29'85''
E & 26°91'67'' N), V (Tezpur; 92°47'27'' E & 26°36'58'' N), VI (Morigaon; 
92°06'40.8''E & 26°17'20.7''N), VII (Guwahati; 91°45'20''E & 26°11'43''N) and 
VIII (Dhubri; 89°59'41'' E & 26°1'20'' N). 

3 Methodology 

3.1 Water and Sediment Quality 

Water samples were collected from each sampling station using clean 1000 ml 
polypropylene bottles for the determination of various physico-chemical parameters. 
At each point of water sample collection, pH, water temperature, specific conductivity 
and total dissolved solids were measured using a portable water testing kit. Winkler’s 
method was used to measure dissolved oxygen. Total water alkalinity and free carbon
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dioxide were assessed using standard methods [1, 2]. Phosphate–phosphorus content 
of water was estimated with the help of a spectrophotometer. Phenol disulphonic acid 
reduction method was used to assess Nitrate–nitrogen [25]. An Ekman dredger was 
used to collect sediment samples in the study area. Three samples were collected 
from each sampling site. In order to produce uniform composite samples, debris, as 
well as other parts from plants and animals, were removed and thoroughly mixed. 
Samples were brought to the laboratory in plastic pouch bags for further analysis. 
The sediment samples that were collected were air-dried and ground into a fine 
powder, strained through a 2 mm mesh sized sieve and air-dried again. Determina-
tion of sediment quality was done by standard procedures given by [25]. Mechanical 
analysis with a Bouyocos hydrometer (graduated in g/l) was used to determine the 
texture of the sediment, which was expressed as percentages of sand, clay, and silt 
particles. A pH meter was used to estimate the pH of the sediment. Total organic 
carbon and organic matter were analyzed using Walkley–Black’s method (1934) and 
loss-on-ignition method, respectively and the results were expressed in percentages. 
Available phosphorous and nitrogen in the sediments were estimated by Trougss 
(Bray’s) method (1945) and the alkali permanganate method, respectively. 

3.2 Fish Diversity 

Fish species were collected through fishing by local fishermen with different fishing 
gears such as cast net, gill net, hook and lines, and various types of traps and also 
recorded from study area, landing centers and local markets of the sampling area. 
Most of the fish species were identified on the spot and unidentified specimens were 
brought to the laboratory in well-preserved 5–10% formalin and further identification 
was done using standard manuals of [24, 38] and Viswanath (2002). Conservation 
status evaluation was done according to the IUCN Red List of threatened species 
(IUCN 3.1). Data on threats to fish fauna were collected from both primary (direct 
observations and interactions with local fishermen and stakeholders) and secondary 
sources. Abundance, diversity and species richness were determined by following 
[29, 37] and diversity indices (Evenness Index and Shannon-Weinner Index,). 

3.3 Data Analysis 

Relative abundance (RA) of fish species was calculated as 

RA (%) = Isi/
∑

Nsi × 100 (1) 

where, Isi is the no. of samples of particular species,
∑

and Nsi is the total no. of 
samples.
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The Shannon and Weiner diversity index (H') was estimated for fishes employing 
the following formula. 

H' =
∑

{pi × ln(pi)} (2) 

where, s is the no. of fish species, p is the proportion (n/N) of individuals of one 
particular fish species observed (n) divided by the total no. of individuals observed 
(N), ln is the natural log and ∑ is the sum of the calculations. 

The Evenness index (E) was assessed using the following formula 

E = H/InS (3) 

where, H = diversity index; S = total no. of fish species 

4 Results and Discussion 

4.1 Water and Sediment Quality 

The water and sediment quality variables were found to be in a suitable range for 
aquatic fauna and flora (Table 1). It was characterized by alkaline pH (7.1–8.2), 
rich dissolve oxygen (6.52–8.27 mg/l) and poor nutrients (nitrate: 0.018–0.038 mg/l 
and phosphate: 0.003–0.016 mg/l). Water temperature, pH, DO and alkalinity were 
satisfactory for the survival and growth of aquatic organisms. The sediments were  
dominated by sandy soil and loamy-sandy soil from upper to lower stretches, having 
mostly alkaline pH (6.82–8.64), low organic carbon (0.347–0.495%), organic matter 
(0.596–0.851%) and low available nutrients. Similar observations were reported by 
[7] in River Brahmaputra except for some tributaries. Kotoky and Sarma [26] studied 
the water quality of the river in Kamrup district of Assam. They suggested that the 
water was not fit for drinking, and might be used for agricultural purposes. Many 
researchers studied the physico-chemical parameters of Brahmaputra river and its 
tributaries and the water was found to be suitable for aquatic organisms [3, 12–14].

4.2 Ichthyofaunal Diversity of Brahmaputra River 

In the present investigation, a total of 110 fish species belonging to 33 families and 69 
genera were reported from the studied region. Among the families, Cyprinidae was 
the most dominant one representing 42.73% of the species followed by Bagridae 
(6.38%), Channidae (6.36%), Ambassidae and Osphronemidae (3.63%), Badidae, 
Mastacembelidae, Schilbeidae Siluridae, and Sisoridae (2.73%), and other families
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Table 1 Water and sediment quality of River Brahmaputra, Assam 

Water parameters Range Soil parameters Range 

Temperature 21.2–28.6 °C Soil texture Sandy (dominant) to 
Loamy Sandy (lower 
stretches) 
Sand: (80.64–93.64) % 
Silt: (4.64–14.64) % 
Clay: (1.72–4.72) % 

pH 7.1–8.2 

Dissolve Oxygen 6.52–8.27 mg/l 

Free CO2 0–2.21 mg/l 

Total alkalinity 62–87 mg/l pH 6.82–8.64 

Total Dissolve Solids 46–78 mg/l Organic Carbon 0.347–0.495% 

Salinity 0.01–0.12 ppt Available P 0.28–1.9 mg/100 g 
sediment 

Phosphate (PO4) 0.003–0.016 mg/l Available N 9.84–22.84 mg/100 g 
sediment 

Nitrate (NO3) 0.018–0.038 mg/l Organic matter content 0.596–0.851%

contributing about 1% (Fig. 2). Fishes having both ornamental and/ or food values 
were found abundantly in the river and its tributaries. 

Most of the fish species observed were indigenous by habitat, with a few endemic 
to the region and a few rare species. During our field visits, majority of the fishes 
were available in the form of live, fresh, frozen, smoked and dried forms in local 
markets. Cabdio morar and Ailia coila were the most abundant fish species from the 
River. The Indian major carps (Labeo catla, Labeo rohita, Cirrhinus mrigala), minor 
carps (Bangana dero, C. reba, L. gonius, L. bata, L. calbasu), air breathing fishes
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Family-wise contribution of fish diversity of R. Brahmaputra 
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Fig. 2 Family-wise contribution of fish diversity of selected stretches of River Brahmaputra, Assam 
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(Channa spp., Clarias magur, Heteropneustes fossilis, Anabas testudineus), catfishes 
(Wallago attu, Sperata aor, S. Seenghala, Mystus tengara, M. cavasius, M. bleekeri, 
Ompok pabda, Eutrophiichthys vacha, Clupisoma garua, Rita rita) and several prawn 
species were reported from all the stretches. Migratory fishes such as anadromous 
Hilsa (Tenualosa ilisha) were observed in the lower stretches, amphidromous fishes 
(Otolithoides pama) and catadromous migrant (Anguilla bengalensis bengalensis) 
were also observed in lower stretches of the River. Tor tor, T. putitora, Neolissocheilus 
hexagonolepis, Bangana dero, L. dyocheilus, Raimas bola, Cyprinion semiplotus, 
Barilius spp. and Silonia silondia were some of the fishes that migrate between the 
main river and tributaries. 

Among exotic fishes recorded from the main river were common carp (Cyprinus 
carpio), grass carp (Ctenopharyngodon idella), silver carp (Hypophthalmichthys 
molitrix), bighead carp (Hypophthalmichthys nobilis), African catfish (Clarias 
gariepinus), pangas (Pangasius spp.,) tilapia (Oreochromis spp.) and pacu (Piar-
actus brachypomus) were recorded in associated wetlands and Brahmaputra valley. 
According to IUCN (2021), the conservation status of the recorded fishes was clas-
sified into five categories such as Endangered, Near Threatened, Least Concern, 
Vulnerable and Data Deficient. Accordingly, two species were included under Endan-
gered category, two species under Vulnerable category, 6 species under Near threat-
ened, 4 species have Data deficient and 96 species under Least concern category. 
Due to large-scale diversity in environments in river Brahmaputra, fishes thriving in 
it comprises of plainwater forms, estuarine forms, torrential forms, coldwater forms 
and it is also home to river dolphin Platanista gangetica [7, 8, 11, 33, 39]. [20] 
recorded 422 fish species from Northeast states of India belonging to 133 genera 
and 38 families having commercial importance as food and/ or ornamental values. 
Bhattacharjya et al. [6] recorded 216 fish species from Brahmaputra and Barak river 
systems in Assam and 141 finfish species including 29 families and 84 genera were 
reported from the Brahmaputra alone [7]. Ninety seven fish species were recorded 
from lower reaches of river Brahmaputra [32], 57 fish species from Kulsi river [23] 
and 50 fish species from Dihing river, a tributary of river Brahmaputra [17]. Although 
there are differences in ichthyofaunal diversity recorded in the present and earlier 
studies, the message which comes out profoundly is that there is rich diversity in fish 
species thriving in river Brahmaputra and its tributaries. Our experience also suggests 
that fishes undertake migration within the river(s) to adjust to changes in climatic vari-
ables. Studies related to generating updated information on ichthyofaunal diversity 
and distribution range of species in river Brahmaputra are encouraged. 

4.3 Diversity Indices and Relative Abundance 

Indicators of fish species richness and diversity showed seasonal fluctuation (Table 
2). Highest species richness (105) was observed during pre-monsoon, followed by 
post-monsoon (88) and monsoon (82) seasons. Shannon-Weiner indices (H') varied  
from 3.45 (monsoon) to 3.86 (pre-monsoon) indicating slightly impacted pattern of
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Table 2 Diversity indices of 
fishes of River Brahmaputra, 
Assam 

Pre-monsoon Monsoon Post-monsoon 

No. of Species 105 82 88 

Individual 849 516 544 

Shannon (H) 3.861 3.451 3.66 

Evenness (e^H/S) 0.4523 0.3847 0.4416 

the selected river stretch [10, 28]. Evenness index varied from 0.38 (monsoon) to 
0.45 (pre-monsoon) indicating the frequency of dominating species present during 
pre-monsoon season. Margalef index was maximum for pre-monsoon season (15.42) 
indicating highest species richness during the season. 

Relative Abundance of species measures how rare or common a species is in 
comparison to other species in a given area or population [28]. In the present study, 
SIFs dominated among the fishes in the River Brahmaputra of Assam (Fig. 3). Cabdio 
morar dominated in all the seasons; Ailia coila and Clarias magur dominated during 
pre-monsoon season. Channa punctata, Parambassis baculis and P. ranga dominated 
during monsoon season. High fish diversity in terms of species richness and evenness 
was observed in River and its associated tributaries by many researchers [4, 5, 15, 
16, 18, 28, 35]. 

0% 20% 40% 60% 80% 100% 

Clarias magur 

Anabas testudineus 

Labeo calbasu 

Cabdio morar 

Amblypharyngodon mola 

Parambassis ranga 
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Ailia coila 

Channa punctata 

Relative Abundance (%) of major fish species 

Pre monsoon 

Monsoon 

Post monsoon 

Fig. 3 Relative abundance of major fish species in R. Brahmaputra, Assam
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5 Conclusion 

The present study on Brahmaputra river provided updated important information 
on hydrobiological conditions and ichthyofaunal diversity of selected stretches. 
Although the river is rich in fish diversity indicating good ecosystem health, however, 
it is facing many challenges. The major threats in the river is recognized as siltation 
of river bed and connected channels, habitat destruction/alteration, construction of 
flood-control embankments, construction of dams, over-exploitation of fish, illegal 
fishing, pollution and climate change. Majority of these threats are caused due to 
anthropogenic factors that are in the hands of mankind to control. Rational fishing 
practices and desiltation of selected stretches of the river might help in conserving 
aquatic biodiversity. It is strongly felt that mass awareness on sustainable utilization 
and management of the river among riparian fishers and other stakeholders would 
contribute significantly in this direction. 
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Initial Assessment of Air and Water 
Temperature in Western Nayar River 
Basin in Garhwal Himalaya 

Dhruv Pandey and Soukhin Tarafdar 

Abstract The thermal regime of streams and rivers is critical for freshwater ecosys-
tems. The temperature regimes could be regulated by many factors and the most 
important could be the land surface air temperature as well as the groundwater 
contribution to the river-groundwater hydrological continuum. Further, the likely 
impacts of climate change on surface and groundwater warming could result in loss 
of habitat. In the present study, one of the largest spring-fed river systems of the 
western Nayar River basin, which acts as an ecologically sensitive habitat is being 
investigated. Satellite-based temperature data (MODIS LST product) was used to 
analyzed the monthly, seasonal as well as daytime and nighttime average tempera-
ture lapse rate for the selected stations in Western Nayar River. The lapse rate for 
the 2001 year was found to be 0.4 ~ 0.45 °C per 100 m while in the year 2021 the 
average TLR for Western Nayar River valley, annual and seasonal fell to 0.4 °C 
per 100 m. The previous studies reported from stations-based observation during 
monsoon period a lapse rate of 0.6 ~ 0.65 °C per 100 m (Kattel and Yao in J Earth 
Syst Sci 122:215–227, 2013), but due to cloud cover influence on MODIS data, 
the reported value is an underestimation of the actual lapse rate during monsoon 
season. Monthly to biweekly year-round measurements for the years 2011 and 2022 
of Western Nayar, Nayar, and River Ganga water temperature were combined into 
average seasonal temperature data and spatially interpolated using Inverse Distance 
Weighted (IDW) interpolation technique for the generation of the spatiotemporal 
temperature profile of the river system. The Ganga River is colder by 4 to 5 °C 
during monsoon and post-monsoon whereas the water temperature difference during 
pre-monsoon and winter is around 1 °C. The initial results indicate a good correla-
tion between monthly nighttime average air temperature and the monthly river water 
temperature. The preliminary results highlight that the warmest stretch of the river 
body starting from the confluence of West and East Nayar to its confluence till it 
meets River Ganga could be the most ecologically sensitive area and thus might 
require utmost protection.
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Keywords Mid-Himalayan basin · Temperature Lapse Rate (TLR) · River 
thermal regime · Lotic ecosystem 

1 Introduction 

Globally, accelerated rise in minimum temperature, diminishing temperature range, 
and reduced asymmetric daily range in temperature patterns have been identified 
as indicators of climate change [13]. Conversely, the observation from western 
Himalaya covering Jammu and Kashmir and Himachal Pradesh during the twen-
tieth century indicate temperature range has been expanding [3, 8]. Baidya et al. 
[1] analyzed the temperature data from eight stations in Nepal for 46 years span 
(1971–2006) and highlighted that the southern facing hillslopes observation through 
meteorological stations in the central Himalayas are observing an increase in the 
diurnal temperature range. Kattel and Yao [14] also reported that the average and 
maximum temperatures in the southern slope of the central Himalayas during 1980– 
2009 period have dramatically increased, especially in the last decade in the early 
twenty-first century. The findings indicated a sharp temperature regime shift occurred 
in 1997. The increase in mean temperature over the previous decade of observation 
is in line with the findings of recent research conducted in the Indian Himalayan 
region and Upper Indus Basin, where greenhouse gas emissions by humans could 
be linked to warming. The study by [3] in the northwest Himalayan (NWH) region 
observed that the air temperature has increased significantly over the past century 
by almost 1.6 °C, with winters warming more quickly. The report of IPCC (2018) 
states that the Asian mountains have warmed in recent decades at a pace of about 
0.3 °C per decade, and it is extremely likely that this warming will continue, with 
a likely range of about 0.2 °C, with even higher values locally for some regions. 
Under a projected scenario with significant greenhouse gas emissions, atmospheric 
warming in mountains will be more pronounced after the mid-twenty-first century, 
and the rate at which this occurs will depend on regional and complex elevational 
factors [10]. 

In a mountainous topography, the air temperature decreases with the increase in 
elevation, and the rate of change of temperature with varying altitude is termed as 
temperature lapse rate (TLR). Prior work on free-air TLR [7, 9, 11, 16] has been 
conclusive that the average temperature lapse rate, or the rate at which air cools with 
elevation change, varies from around 10°Ckm−1 for dry air (i.e., the dry adiabatic 
lapse rate) to about 6.5°Ckm−1 for wet air (i.e., the saturated adiabatic lapse rate). 
[15] found through analysis of 56 stations in the central Himalayas(Nepal) that the 
pre-monsoon has the strongest dry convection causing the largest temperature lapse 
rate. The second highest lapse rate occurs during the post-monsoon, which has a 
similar cause attributed to the summer season but a much smaller thermal forcing 
impact following the wet summer. Winter time has the minimum lapse rate, which is 
accompanied by intense radiative cooling and cold air flows over low-lying locations. 
Several studies [9, 18, 20, 22] have also found the same variance in lapse rates with
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changing seasons due to temperature inversions, where dry convection is most intense 
in the summer and least intense in the winter. It is also important to distinguish 
between near-surface and free-air lapse rates. Near-surface and free-air lapse rates 
may differ significantly at a certain time and location because they are affected by 
distinct processes. Compared to free-air lapse rates at the 14 stations of south-central 
Ihado from 1989 to 2004, the near-surface lapse rates are more unpredictable [5]. 
The present study is solely concerned on the near-surface temperature lapse rates. 

To accurately estimate the altitudinal variability, it is imperative to quantify the 
distribution of temperature in complex terrain, particularly the link between temper-
ature and altitude. But this quantification is difficult due to the scarcity of long-term 
surface temperature measurements in mountains, as well as it requires an under-
standing of the effects of regional variables like cold air pooling and inversions. 
Dense networks of sensors with great temporal precision are necessary to accurately 
characterize surface temperature trends that occur over rugged terrain in the region of 
Cascade mountains [18]. The land surface temperature data from the Moderate Reso-
lution Imaging Spectroradiometer (MODIS) have been extensively utilized in estab-
lishing the temperature lapse rate (TLR) in various regions of the Himalayas. Several 
studies have demonstrated that the MODIS LST corresponds well with observed air 
temperatures during the night due to a lack of solar radiation [26, 30]. The TLR is a 
crucial metric for interpolating surface temperature data in mountainous locations. 
In regions with varying topography and unavailabilty of in-situ data, high-resolution 
satellite imageries can be valuable sources. The MODIS LST is a high-resolution 
(1 km) data and was found suitable for the study in the western Nayar basin for 
assessment of seasonal and monthly variations. 

In lotic ecosystems, river water temperature is a very crucial factor for aquatic 
ecosystems. For instance, high summertime temperatures those made worse by land-
use activities can have a negative impact on cold-water fish. Caissie et al. [6] in Cata-
maran Brook stream in New Brunswick and [21] in river Drava in Croatia observed 
that aquatic life becomes more sensitive to temperature resulting from an upsurge in 
water temperature due to a lack of dissolved oxygen. Lee and Rinne [17] and Bjornn 
and Reiser [4] stated that salmonid mortality has been impacted by high stream 
temperatures between 23 and 25°. These changes in the river water temperature are 
very much affected by the air temperature fluctuations in the region due to climate 
change. 

The statistical correlations between water and air temperatures have frequently 
been studied when examining the thermal regimes of streams and rivers, which are 
important for aquatic ecology, water quality, and the use of water resources [6, 27]. 
A study on Devon river system [28] states that water temperature is significantly 
related to macro-air temperature, and even hourly fluctuations in water temperature 
are well related to changes in air temperature. Although linear regression models are 
frequently used for studying the correlation of air and water temperatures, several 
studies have also claimed that with the increase in frequency from hourly to daily 
or weekly, the air–water temperature regression relationship gets steeper and less 
scattered [23].
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The aim of this study is to analyze the monthly and seasonal surface air temperature 
lapse rate of the western Nayar River valley using MODIS LST day and night time 
product for an elevation difference of 420 m for the years 2001 and 2021. The 
spatiotemporal variability of the river temperature profile at a seasonal scale is also 
being investigated to understand the thermal regime of the Nayar system as well as 
the Garga River. The air-river water temperature relationship is also investigated at 
a monthly scale to decipher the upgradient change in river water temperature with 
changing elevation for assessment of its ecological significance. 

2 Study Area 

The Western Nayar River sub-basin lies in the Pauri district between 29.938° to 
30.213° latitude and 78.706° to 79.111° longitude (Fig. 1). The sub-basin covers an 
area of 752 km2 with nearly 45% of area being dominated by pine and oak forest. 
The elevation of the basin varies from 530 to 2970 m. The sub-basin of Nayar River 
covers an area of 192 km2 dominated by broad inner valley and steep slope. The 
average channel slope of the Western Nayar River between Jwalpa and Vyasghat is 
≤2% with bedform morphology of riffle and pool configuration. The average summer 
temperature is 24.2 °C while the average winter temperature is 12.8 °C with more 
than 75% rainfall occurring during the monsoon period. The basin is underlain by 
metasedimentary rocks mainly quartzite and phyllite of Precambrian age.

3 Data Used and Methodology 

3.1 MODIS Land Surface Temperature 

The Moderate Resolution Imaging Spectroradiometer (MODIS) land surface temper-
ature (LST) day and night data has been used for deriving the temperature values of 
the region. The MODIS-LST is derived from two thermal infrared (TIR) band chan-
nels, 31 (10.78–11.28 µm) and 32 (11.77–12.27 µm)  with a 1 km spatial resolution.  
Split-window algorithm for the retrieval of the land surface temperature (LST) is used 
for the product results. The split-window algorithm is the estimation of emissivity 
in bands 31 and 32 by the division of the lower boundary air surface temperature, 
atmospheric column water vapor, and land cover types into compliant sub-ranges 
for ideal retrieval [2]. Temperature and emissivity values for each pixel are provided 
by the MODIS LST and emissivity (LST/E) products. Due to its extensive global 
coverage, radiometric resolution, dynamic ranges, and precise calibration in multiple 
TIR bands (better than 1% absolute) intended for retrieving sea-surface tempera-
ture (SST), long-term sea-surface temperature (LST), and atmospheric properties, 
MODIS is particularly helpful [12].
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Fig. 1 West Nayar and Nayarsub-basinin middle Himalaya with locations of spot river water moni-
toring station as well as air temperature locations used for TLR estimation. Index map shows the 
coverage of west and east Nayar in Pauri district

MODIS version MOD11A1 LST products with a spatial resolution of 1 km2 have 
been acquired from the LAADS DAAC of the Earthdata NASA portal. Daily LST 
data for daytime as well as nighttime data was acquired for the years 2001 and 2021 
and lapse rate for the western Nayar River sub-basin between Baunsal (604 m) and 
Chipalghat (1024 m) stations was derived from the data retrieved after converting the 
pixel value into degree Celsius. MODIS data had its own limitations as cloud cover 
over a region severely affects the values of that particular spatial grid, with 0 being 
depicted as a temperature value, due to the inefficiency of the sensor to penetrate 
through clouds. 

3.2 Estimation of the Temperature Lapse Rate (TLR) 

The LST (land surface temperature) values derived from the MODIS LST day and 
nighttime products were used for the estimation of the TLR across the western Nayar 
valley for the two elevations transects, namely, Baunsal located at an elevation of 
604 m and Chipalghat at an elevation of 1024 m. 

The average lapse rate can be calculated as the rate of change in the temperature 
values with changes in the altitude, i.e.,
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T L  R  = − dt  

dz  

where t and z are the temperature and elevation, respectively, of a particular location. 
One of the most crucial aspects of local and regional climate is TLR which varies with 
macro-topography [5, 9, 19, 22, 24, 25]. Additionally, its magnitude varies depending 
on the energy balance regimes which include surface characteristics, elevation, air 
moisture content, wind speed, cloudiness, radiative conditions, and proximity to the 
ocean [14]. 

3.3 In-Situ Water Temperature Data of the Nayar River 

A calibrated handheld pH-temperature multi-parameter device (PCS Tester 35-
Eutech Instrument) has been used for spot measurements of the water temperature 
of the Western Nayar, Nayar River, and the Ganga River at Vyasghat. Nine locations 
expanding from Jwalpa station to Vyasghat station in Ganga River, approximately 
covering a river length of 40 km, were covered during the daytime between 8 am and 
2 pm at a biweekly to monthly interval. The in-situ data collected were classified 
into seasonal data for further generation of spatiotemporal variability of river water 
temperature along the course selected river using interpolating techniques. 

4 Results and Discussion 

4.1 Seasonal Air Temperature Variability and Temperature 
Lapse Rate 

Interseasonal variation using MODIS LST dataset at average daily, daytime, and 
nighttime air temperature was analyzed for the years 2001 and 2021. The daytime 
summer temperature varies from 25 °C to 36 °C, whereas during the nighttime 
temperature ranges between 14 °C and 19 °C. The monsoons temperature of 26.5– 
33.5 °C was observed during the daytime but the nighttime temperature dropped 
between 14 °C and 22 °C. Winter records the seasonal minimum temperature during 
daytime (15.4–16 °C) and nighttime (7–10 °C). In all the seasonal observations the 
temperature recorded was minimum in the Chipalghat station and maximum in the 
Baunsal station in the western Nayar sub-basin as governed by the lapse rate. 

Since the macro environment of the inner mountain valley could be significantly 
different from the complex sloping mountainous landscape, the altitudinal temper-
ature lapse rate was computed over a time difference of two decades in the western 
Nayar sub-basin between Baunsal to Chipalghat having an elevation difference of 
420 m. The monthly lapse rate for the sub-basin varied from 0.03 °C to 0.78 °C per
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100 m for the year 2001, with the lowest record for the month of January and the 
highest for the month of September. However, the year 2021 recorded the lowest and 
highest TLR during January and August, respectively, beginning with 0.05–1.1 °C 
per 100 m. Table 1 and Fig. 2a highlight the annual and the seasonal values of lapse 
rates of the western Nayar catchment. The annual average lapse rate for the year 2001 
was around 0.4 ~ 0.45 °C per 100 m, while in the year 2021 recorded a similar the 
mean lapse rate of 0.4 °C per 100 m. The study also showed that the maximum lapse 
rate is in summers (0.7 °C to 1 °C per 100 m) and the lowest lapse rates in winters 
(0.02 °C to 0.04 °C per 100 m). The bi-modal pattern with two maxima can also be 
observed from the western Nayar sub-basin as reported by Kettal et al. (2013) from 
Nepal Himalaya caused by seasonal differences in stronger dry convection during 
summer and intense radiative cooling and cold air flows during the winter period. 

The lapse rates for the day and nighttime were also analyzed as it has significant 
ecological importance for river systems [29]. Figure 2b, c shows that the daytime 
average maximum temperature lapse rate was during the month of May (1.3 °C per 
100 m) and the minimum was observed during December (0.01 °C per 100 m). The 
nighttime lapse rate ranges between 0.07 and 0.8 °C per 100 m. The underlying 
reason for daytime maxima and nighttime minimum value could due to the cool air 
advection from the Nayar River during nighttime as reported by [19] from the regions 
of Northern England.

Table 1 Monthly and seasonal lapse rate (in °C) between the selected two stations of the Western 
Nayarsub-basin 

Monthly TLR (°C/100 m) Seasonal TLR (°C/100 m) 

Year 2001 Year 2021 Year 2001 Year 2021 

January −0.028 −0.048 Summer −0.524 −0.510 

February −0.061 −0.078 Monsoon −0.665 −0.793 

March −0.303 −0.295 Post-monsoon −0.545 −0.163 

April −0.508 −0.587 Winter −0.096 −0.057 

May −0.738 −0.749 

June −0.547 −0.411 

July −0.630 −0.833 

August −0.582 −1.099 

September −0.783 −0.447 

October −0.686 −0.210 

November −0.405 −0.117 

December −0.199 −0.044 

Average TLR −0.456 −0.410
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Fig. 2 Monthly variability in TLR in the western Nayar basin for the year 2001 and 2021; Daily 
average temperature (a), Daytime temperature (b), and Nighttime temperature (c)
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4.2 Spatiotemporal Variability of River Water Temperature 

Figure 3 depicts the spatiotemporal seasonal temperature difference in the western 
Nayar and Nayar Rivers sub-basin till its confluence in the Ganga River. The spot 
in-situ measurements of river water temperature at biweekly to monthly interval 
were interpolated using ARCGIS to generate spatiotemporal maps of the river. In 
general, the seasonal temperature maps (Fig. 3) highlight river temperature decrease 
up gradient in the western Nayar River whereas river water temperature decreases 
down gradient in the Nayar River till its confluence at River Ganga. The Ganga 
River being coldest as it receives significant snow and glacier melt contribution as 
compared to groundwater dominated spring-fed system of Nayar Basin.

The monsoon, post-monsoon, and the winter periods of the year marked similar 
patterns of temperature variability across the Western Nayar and Nayar Rivers formed 
after the confluence of East and West Nayar near Satpuli. However, the pre-monsoon 
period showed a complete reversal within the inner valley between Satpuli and Vyas-
ghat and was found to be considerably cooler than the western Nayar river course. 
Figure 3 and Table 2 show that the spot temperature values for each station in the 
inner valley (like Chopda, Badayun, etc.) being almost colder by 3 °C as compared 
with the temperature of the western Nayar River observed at Baunsal, Jwalpa, and 
Patisain, thus making that portion of the transect warmer than the inner valley. Table 
2 also highlights the highest variance in temperature values observed during the 
pre-monsoon season, with temperature fluctuating by more than 3 °C. It can also be 
observed in Table 2 that the temperature of the Ganga River compared with that of 
Nayar is almost colder by 1–5 °C.

The average water temperature fall along the course of Western Nayar and Nayar 
is around 0.57 °C and 0.59 °C per 100 m, respectively, which agrees well with the 
average surface air temperature lapse rate for the terrain. The highest average water 
temperature fall was observed during the post-monsoon period (1.4° and 0.86 °C per 
100 m in west Nayar and Nayar, respectively) followed by the pre-monsoon period 
with an average water temperature fall of 0.8 °C, while the minimum was recorded 
during the winter period with the values 0.01° and 0.2 °C per 100 m. 

4.3 Air–Water Temperature Relationship 

River water temperature fluctuations could be very well correlated to the fluctuations 
in the surrounding air temperature. Regression analysis was performed between 
the average daytime spot river water temperatures with the monthly average daily 
value, average daytime, and average nighttime values obtained from MODIS LST 
temperature data. Figure 4 shows the correlation between the nighttime average 
monthly air and average monthly water temperature in the western Nayar Valley. The 
R2 value of 0.66 indicates a good correlation with 75% of the values falling under 
the 95% confidence interval line. However, poor correlation was observed between
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Fig. 3 Temperature variability across the western Nayar valley and Nayar River during the pre-
monsoon and monsoon season. The spot river water temperature monitoring locations are repre-
sented as WN1 to WN5: Chipalghat, Jwalpa, Patisain and Baunsal; EN1: Satpuli (East Nayar); N1 
to N5: CWC(Satpuli), Banghaat, Badayun, Chopda, Vyasghat and Vyasghat (Ganga)
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Table 2 Seasonal average water temperature of Western Nayar, Nayar, and Ganga Rivers for 2021– 
2022 

Stations Mean water temperature (°C) 

Winter Pre-monsoon Monsoon Post-monsoon 

Jwalpa Devi 16.40 21.98 25.05 20.65 

Patisain 17.14 23.56 24.88 21.12 

Baunsal 17.41 23.44 25.69 21.32 

Satpuli(E.Nayar) 16.79 23.23 26.35 21.75 

CWC (Satpuli) 17.09 23.15 25.71 21.82 

Banghaat bridge 17.11 21.10 24.81 21.65 

Badayun 16.84 20.51 25.85 21.37 

Chopda 16.76 20.08 25.76 21.22 

Vyas Ghat(Nayar) 16.45 19.78 25.4 20.82 

Vyas Ghat(Ganga R.) 16.17 18.35 20.28 18.12 

*Pre-monsoon: March to June, Monsoon: July to September, Post-monsoon: October and 
November, Winter: December to February

monthly and daytime average monthly air temperature data with water temperature 
data. More clarity will emerge when continuous data on air and water temperature 
will be collected from the network of paired air–water sensors installed in the river 
valley of Nayar. The studies in the Devon River system in the United Kingdom 
reported R2 above 90% at mean weekly values of water and air observations [28]. 

Fig. 4 Linear regression chart depicting the correlation between the air and river water temperature
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5 Conclusion 

Near-surface temperature lapse rate was analyzed using the MODIS LST temperature 
data for the two stations in the western Nayar Valley. A nominal variation in the TLR 
was observed for the years 2001 and 2021, as the mean yearly TLR ranges between 
4.5 °C/Km and 4 °C/Km which is low compared to the reported yearly TLR of 5.5 °C/ 
Km in Himalaya. The maximum TLR was observed during the summer season and 
the minimum was recorded in winter months with a bi-modal distribution of average 
monthly TLR as observed from Nepal Himalaya. The daytime average maximum 
temperature lapse rate was recorded during May (1.3 °C per 100 m) and the minimum 
was observed during December (0.01 °C per 100 m). A lower night time lapse rate 
between 0.07 and 0.8 °C per 100 m was recorded from the study area. Initial linear 
regression results showed a good correlation of monthly river water temperature 
with monthly nighttime air temperature as compared to the daytime monthly or 
monthly daily averaged of MODIS LST data. Spatiotemporal analysis of seasonal 
river water temperature indicates an average water temperature decline of around 
0.57 °C and 0.59 °C per 100 m along the course of Western Nayar and Nayar Rivers, 
respectively. The decline in water temperature matches well with the average surface 
air temperature lapse rate for the terrain. The snow and glacier melt-fed Ganga River 
is colder than the groundwater dominated Nayar basin. Sensor-based paired air and 
river water monitoring network will throw more light to the specific relationship of 
air–water in the Nayar Basin. 
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Effect of Anthropogenic Activities 
on the Water Quality in Tarafeni River 
of Jhargram District, Bankura 

Amlan Mahata and Chiranjit Singha 

Abstract The water quality of the Tarafeni River was analyzed during the COVID-
19 period, from March 2020 to March 2021. The seasonal variation of water quality 
standards is compared with the Water Quality Index (WQI). The survey areas are 
contaminated with a different type of untreated sewage that impacts the anthro-
pogenic activities when the results of the analyzed water quality parameters (WQP) 
of the river dam are significantly (p < 0.05) inter-association with the different water 
quality parameters. The study involves analyzing the various biological and physi-
ological parameters of the river at 18 locations. The water quality parameters were 
analyzed, namely, pH, BOD, COD, DO, TDS, PO4, NO3, Cl−, and Total Alkalinity. 
Water quality conditions in wet session for Total coliform P value was 1.671 (p < 
0.05) and E.coli P value was 4.063 (p < 0.05). The correlation of COD and BOD is 
very strong with pH (above 0.85) in pre-monsoon. The results indicated that the water 
quality of the river location was low, In addition, the pH and bacterial load levels 
crossed the acceptable limits. The quality of water is hygienic for local people as 
well as for domestic purposes but not for the industrial and agricultural fields so that 
may need rectification for improved water quality management and their diversity. 

Keywords Water Quality Index (WQI) · Anthropogenic parameter ·
Pre-monsoon · Tarafeni river 

1 Introduction 

Without fresh water, life on Earth would not be able to survive. Rivers are the primary 
source of nourishment for various life forms on this planet. Unfortunately, they are 
being exploited and polluted by various activities, which are endangering the river’s
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health and environment. It is therefore important that the various activities that affect 
the river’s quality are studied [1, 8] (Singha and Swain 2021). A comprehensive 
survey is also needed to rectify the water of the Tarafeni River that flows in the river. 
This process involves conducting a microbiological survey to define the microorgan-
isms living in the water [7, 9]. Besides being used for drinking water, the river also 
serves as a vital part of the aquatic ecosystem [10]. It is therefore important that the 
various activities that affect the river’s quality are studied. A microbiological survey 
is also needed to determine water quality. With diversity and the ability to respond 
quickly to environmental changes, bacteria are the ideal indicators of the pollution 
of surface waters (Kavka and Poetsch 2006). The soil conditions at the surface layer 
of the river negatively affect the productivity of the agricultural yield. This area also 
has sporadic agricultural lands that can be used for the production of vegetables such 
as mustard and cabbage. The lower part of the river, which is located in the Belpahari 
block, is suitable for various crops and is also used for the production of mustard 
seeds. The increasing urbanization and the increasing number of people living in the 
region have caused the demand for subsurface water to rise. This is also linked to the 
region’s socioeconomic development. It is therefore important that the government 
and the private sector take measures to address the issue of surface water shortages. 
The objective of the study was to identify a process that could be carried out in the 
evaluation of the surface water resources of the River to improve their hygiene and 
quality. The water quality parameters were analyzed, namely, pH, BOD, COD, DO, 
TDS, PO4, NO3, Cl−, and total alkalinity condition from March 2020 to March 2021. 

2 Materials and Methods 

2.1 Study Location 

The undulating tracts in Belpahari block, which are located in the block of Binpur 
I and II at Jhargram District, have lateritic soil and various streamlets and rivulets 
that are situated along the river’s route (Fig. 1). The monsoonal channels that run 
through the river bring water into the next-ordered streams. The river, which is a 
5th-order stream, flows over a rugged surface for a length of approximately 48.7 km. 
The river passes through the Binpur I and Binpur II blocks of Jhargram District and 
joins the Bhairabbaki River. It is located within the boundaries of the Binpur I and 
Binpur II blocks. It is tracking within 22.6321°N and 86.7643°E and falls under the 
jurisdiction of the Belpahari and Binpur police stations. Its geographical position 
indicates that it is situated in the eastern part of the Chhoto Nagpur plateau. The area 
around the river slopes down into the undulating terrain, and it experiences hot and 
humid weather with temperatures of up to 46° Celsius.
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Fig. 1 The study area 

2.2 Collection of Sample 

The water samples were taken from various areas of the Tarafeni River, which is 
located in the Belpahari block. They were collected from March 2020 to March 
2021. The water samples are usually collected from pre-monsoon, monsoon, and 
post-monsoon seasons. Table 1 shows the locations site of sampling sites and eighteen 
water samples are used for testing in anthropometric parameters.

2.2.1 Collection and Preservation of Samples 

The samples were collected from the Tarafeni River to determine the water quality 
that was used by the neighboring areas for their needs. One bottle of water was in 
gaseous condition and kept at a pH of 2–4° Celsius until COD measurement and the 
analysis of the data was carried out. After the sample was poured into a bottle, it was 
carefully transported to the microbiology laboratory and subjected to analysis. The 
bottle was labeled with the name of the sample and stored in a dark place so it was 
estimated to be laboratory [3].
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Table 1 The GPS based water sample location for the anthropogenic stress identification of the 
study station 

Sl. no Sample no Name of places Latitude and longitude Session 

1 S1 Bansgar 22.656055, 86.806256 Pre-monsoon low flow 

2 S2 Nalkhalia 22.653482, 86.812365 Pre-monsoon low flow 

3 S3 Jamboni 22.655591, 86.817227 Pre-monsoon low flow 

4 S4 Bansgar 22.656055, 86.806256 Pre-monsoon High flow 

5 S5 Nalkhalia 22.653482, 86.812365 Pre-monsoon High flow 

6 S6 Jamboni 22.655592, 86.817227 Pre-monsoon High flow 

7 S7 Bansgar 22.656869, 86.824508 Monsoon High flow 

8 S8 Nalkhalia 22.652354, 86.829401 Monsoon High flow 

9 S9 Jamboni 22.346752, 86.832416 Monsoon High flow 

10 S10 Bansgar 22.656869, 86.824508 Monsoon low flow 

11 S11 Nalkhalia 22.652354, 86.829401 Monsoon low flow 

12 S12 Jamboni 22.346752, 86.832416 Monsoon low flow 

13 S13 Bansgar 22.656869, 86.824508 Post monsoon low flow 

14 S14 Nalkhalia 22.652354, 86.829401 Post monsoon low flow 

15 S15 Jamboni 22.346752, 86.832416 Post monsoon low flow 

16 S16 Bansgar 22.656869, 86.824508 Post monsoon High flow 

17 S17 Nalkhalia 22.652354, 86.829401 Post monsoon High flow 

18 S18 Jamboni 22.346752, 86.832416 Post monsoon High flow

2.3 Water Quality Index (WQI) 

The water quality index of the River is affected by anthropogenic factors. This param-
eter is used to evaluate the overall health of the river. Eleven different water param-
eters were analyzed in the study to check the validity of the WQI. The calculation 
of the WQI was executed through the weighted arithmetic index method [1, 4]. The 
WQI is a measure of the adverse state of the river’s water flow. It takes into account 
the various environmental factors that negatively affect its quality. The weight that 
the various water parameters are given is taken into account to evaluate the signifi-
cance of the parameter. The final aggregate of the index is then calculated using the 
arithmetic mean. 

The Water Quality Index was calculated by following steps: 

First: Parameter formulated using factors of Unit weight (Wn) 

Unit weight (Wn) for nth parameter = Proportionality constant (K)/Standard 
permissible value for nth parameter (Sn). 

Where n is the number of water quality parameters. 

Second: Formulated the value:
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Sub-index (Qn) = Vn−V i  
V s−V i  ×100, where, Observed value indicates—Vn 

The ideal value indicates—Vi, Standard value—Vs, Vi–Ideal value (Generally Vo 
= 0 for most parameters except pH and DO is 6.9 and 14.7) 

Third; WQI is calculated with a combination of the First and Second formula 

WQI = 
n∑

n=1 

qn wn/ 

n∑

n=1 

wn 

where Unit weight (Wn) is using factors, n is the number of water quality parameters, 
and Qn is the sub-index. 

3 Results and Discussion 

The objective of this survey determines the various water parameters that affect 
the Tarafeni River’s water quality. It also included the parameters of chemical and 
biological. The results of various factors in water are characterized in (Table 2). 
Tarafeni River of surface water parameters is analyzed according to CPCB stan-
dards, followed in (Table 3). The water pH level was also analyzed. It is a negative 
representation of the hydrogen ion concentration in the water. Various factors create 
gases. Acidity and alkalinity can affect the pH level of water. In this survey, the 
lowest value was found in S9 which is 6.19 while the highest value was found in 
S1 which is 7.65. The data collected from the water sample were analyzed using the 
ANOVA method. All of the parameters were under the permeable limit of the Central 
Pollution Control Board (CPCB India). The total coliform values depended on the 
nature of the water in the river basin. The BOD value also revealed that river water 
is not suitable for aquatic life. Water has been used for irrigation areas after it has 
been treated properly. However, the maximum amount of dissolved organic matter 
(DO) that can be reported from the river is still below the permissible limit. Their 
DO value is 6.1–7.6 mg/L. This means water is still usable. Although the phosphate 
values are still high, the nitrate and chloride levels are within the permissible limit. 
The increase in the phosphate limits has been linked to the development of algae 
blooms and their effect on the river’s water quality. This is because the nutrients are 
contributing to the river’s eutrophication load [2, 6]. The hardness of the water is a 
vital property that prevents it from being used as a soap solution. The permissible 
limit is increased according to standard value so it can cause the fatal unhealthy 
condition. The highest value that the river water quality was reported at 87 mg/L, 
while the lowest one was at 6.5 mg/L. This means that the river water is still safe to 
drink even though it has been treated properly. However, the high levels of dissolved 
particles and suspended wastes in the water are not ideal for aquatic life. The high 
levels of this contaminant can be caused by the sewage and sediments coming from 
local places [5]. The data collected from the Tarafeni River shows that it is not suit-
able for drinking water. It requires treatment and disinfection to maintain its quality.
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The microbiological parameters of Tarafeni River’s water were analyzed for the last 
two years (Table 5). Determination of Total coliform bacterial activities unstable in 
a different session (Fig. 2). The data collected from different sessions were analyzed 
according to their respective locations. The study Sites of Water quality index were 
assigned through the CPCB standards in the study sites domain (Fig. 3). The average 
total chemical counts (TC counts) of the river were 8916/100 ml, which indicates 
that it is in the moderately polluted category of the CPCB. The index of water is a 
statistical tool for aims to analyze the quality of river water. Index of Water Quality 
formulated according to CPCB standards A+++++ , A++++ , A+++ , A++ , and A+, 
to check water quality (Table 4). It takes into account the various factors that affect 
its water quality, such as its use of it, its nutrients, and its biological composition. 
The variability of the water quality index was dynamically changeable in different 
seasons with their climatic condition [4]. The river water from different places is 
unusable water for domestic purposes. On the other hand, the water from location 
A3 is in the poor water quality category. The high levels of phosphate values in the 
river have been identified as factors that affect water which gradually decreases the 
water quality of the region’s water supply. Results of the survey revealed that the 
water of the river basin is unsuitable for industrial and local purposes. The correlation 
matrix between the various parameters of the water showed that the high levels of 
organic factors and the phosphate values were related to the WQI rating. During the 
monsoon season, the strong correlation between the various parameters, such as the 
BOD and pH, became apparent. The correlation matrix between the anthropogenic 
parameters, such as the pH and the BOD, became interesting during the monsoon 
season. The strong correlation between these two became apparent during the post-
monsoon season. On the other hand, the negative correlation between the DO and 
Chlorine was also observed during the pre-monsoon seasons (Tables 6, 7 and 8).

4 Statistical Analysis 

Statistical analysis of the water sample was carried out by ANOVA method through 
the statistical SPSS software. The variability of the different physicochemical param-
eters is inter-association in pre and post-monsoon periods. This relationship quanti-
fied the importance of the physicochemical properties conforming to the water quality 
status in the study area. This study evaluated to correlation coefficient between Total 
coli form (TC), E.coli in water sources at the dry periods for TC, P value of 3.091 
(P < 0.05) and E.coli P value of 3.517 (P < 0.05). The correlation of COD and BOD 
is very strong with pH (above 0.85) in pre-monsoon. In addition, the correlation of 
TH and PO4 is very strong with pH and BOD (above 0.92) in post-monsoon. Water 
quality conditions in the wet session for Total coliform P value 1.671 (P < 0.05) and 
E.coli P value 4.063 (P < 0.05). The statistical significance revealed that the water 
source of session for total coliform P value 5.369 (P < 0.05) and E.coli P value 6.933 
(P < 0.01). Water sources of Kechanda region showed the higher total coliform and
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Table 3 Central Pollution Control Board (CPCB India) standard for water quality 

Sl. No Parameters CPCB of river surface 
water 

CPCB 
Limit mg/L 

CPCB standards 2006 

1 PH 6.7–8.5 6.0–8.5 6.0–8.5 

2 TDS mg/l 250 20 20 

3 Chloride (Cl−) mg/l 250 250 600 

4 Phosphate (PO4) mg/l 6 – – 

5 Nitrate (NO3−) mg/l 45 20 20 

6 BOD mg/l 30 15 15 

7 DO mg/l 3 5 6 

8 COD mg/l 250 – 125 

9 Turbidity 5 10 – 

10 Total hardness mg/l 300 200 200 

11 Total alkinity mg/l 200 200 300 
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Fig. 2 Determination of Total Coliform in different session 
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Fig. 3 Water quality index of Tarafeni river based on CPCB standards

E.coli concentration. Diarrheal and other water-related diseases spread from these 
sources.
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Table 4 Water quality index 
of collected water sample Water quality index Quality % of Samples Grade 

0–25 Excellent 0 A+++++ 

26–50 Good 3 A++++ 

51–75 Poor 50 A+++ 

76–100 Very poor 35 A++ 

100> Unsuitable 12 A+

5 Conclusions 

River pollution is a major public health issue that affects the lives of many people 
in developing nations. The lack of proper government policies and planning is the 
main reason why this issue occurs. This study aims to identify the current state of 
the Tarafeni River water quality and its impact on public health. The study involves 
analyzing the various biological and physiological parameters of the river at 18 
locations. The water quality parameters of the Tarafeni River were analyzed. These 
included the biological and physiological parameters. The survey results revealed 
that the quality of river water is not fitting for consumption due to the excessive 
amount of pollution and sewage that it has received. Aside from being a major issue 
for public health, the presence of industrial waste and inorganic pollutants in the river 
water has also been known to cause various health problems. During the monsoon 
season, the river is prone to natural disasters such as flooding. Various measures with 
purification have to be taken to prevent further contamination of the Tarafeni River. 

To maintain further contamination of Tarafeni River water, certain measures have 
to be taken. These include the implementation of stricter regulations regarding the 
discharge and drainage systems of public toilets into the river. Besides these, other 
measures have to be taken to prevent the floodwater from flowing into the river due to 
the accumulation of debris and silt in the area surrounding it. This can be done through 
the establishment of a plantation along the riverbank. This will help in controlling the 
floodwater’s load and prevent it from flowing into the river. A floodwater reservoir can 
also be created in the river’s lower valley to allow agricultural activities to use it. The 
natural bodies have limited capacities to self-degrade and recover from the effects 
of their pollution. When the amount of pollutants that they receive exceeds their 
capacity to degrade the wastes, the river’s water quality can be negatively affected. 
Due to the presence of excessive amounts of sewage and pollution in the Tarafeni 
River, it has been identified that the local population and government should work 
together to prevent it from deteriorating. This is why regular measures should be 
implemented to combat the effects of pollution. In addition to regular measures, the 
people of the Belpahari I and II blocks should also be involved in the management 
of the river.
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Effects of Anthropogenic Stress 
and Water Security in Himalayan Urban 
River Watershed 

Avinash Kumar, Ketan Kumar Nandi, and Subashisa Dutta 

Abstract This study investigates the impact of changing land use and land cover 
patterns on the surface water deficit in the Rispana River Watershed in Dehradun, 
India, from 1991 to 2020. Using Landsat TM, ETM+, and OLI images in the GEE 
platform, the authors assess changes in vegetation, land cover, and land use, as well 
as climatic variables such as precipitation, evapotranspiration, and temperature. Find 
that the rapid expansion of urban/built-up areas, from 20% in 2005 to 64% in 2020, is 
one of the primary reasons for the decline in surface water area. Over the past 30 years, 
the maximum and average variations of surface water areas have shown a declining 
trend. In addition, the study find that LST has risen by 2.74 °C during the study period, 
and meteorological parameters have changed with the declining surface water area. 
Field surveys conducted in the pre- and post-monsoon periods confirm these find-
ings. The study suggest that a proper management policy for watershed restoration 
and rejuvenation initiatives should be designed and implemented to mitigate the 
negative impacts of urbanization and overexploitation of natural resources. The find-
ings of this study are relevant not only for the Rispana River Watershed but also for 
other regions facing similar challenges. The study highlights the need for sustain-
able land use practices and ecosystem management strategies that balance economic 
development with environmental conservation. The integration of geospatial data 
with hydrological, meteorological, and environmental variables at a regional scale 
can help policymakers and stakeholders make informed decisions for the sustainable 
management of river watersheds in the face of rapid urbanization and climate change. 
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1 Introduction 

Water resources are critical in promoting sustainable development because they 
support human communities, ecosystem functions, and economic growth. Surface 
water is an important indicator of water resource availability. It is an important land 
cover type in many ways, including climate regulation, biogeochemical cycling, 
and surface energy balance. Many countries, particularly developing countries, have 
experienced rapid urbanization in recent decades. Human-caused surface water 
changes significantly impact surface temperature, soil moisture, biological diversity, 
ecosystem functioning, and even human well-being. 

Surface water remote sensing studies began in the years following 1970s. The 
methods used in this study mainly include the single-band threshold method [1], 
the water index method [22], the application of machine learning algorithms [29], 
etc. The near-infrared and mid-infrared bands are typically used in the single-band 
threshold approach, whose water properties are visible while other ground objects 
are not noticeable [28]. The Modified Normalized Difference Water Index (mNDWI) 
and the Normalized Difference Water Index (NDWI) are two types of water indexes 
that are commonly used in water and non-water body feature detection [27]. The 
fundamental idea is to emphasize water body features while decreasing non-water 
body features using the band ratio calculation approach [12], to determine surface 
water coverage. Several passive and active remote sensors with visible and microwave 
bands, such as the Moderate Resolution Imaging Spectrometer (MODIS), Landsat 
Thematic Mapper (TM), and Synthetic Aperture Radar (SAR) have been used to 
estimate inundation areas and delineate water boundaries. The acquisition and storage 
of data have historically posed significant barriers to the effective use of these images, 
especially for large-scale and long-term applications [10, 9]. Utilizing later on, large 
amounts of remote sensing imageries have been stored and processed using the 
open cloud computing platform Google Earth Engine (GEE). The GEE provides the 
power of specialized cloud storage and processing hardware, as well as a copy of 
remote sensing imagery and a graphical user interface [26]. It has been applied in the 
extensive mapping of vegetation cover [14], population and settlement monitoring 
[26], and identification of urban areas [8]. Landsat satellite data allow for high-
spatial-resolution LST estimates, which are especially useful for local and small-scale 
research. There have been several LST methods described for the Landsat series [18, 
24, 25]. Even though most algorithms are simple to use, some do require users to 
provide calibration coefficients and input data, which can sometimes be challenging 
to locate. Some datasets are accessible to online users, for example [13], meanwhile, 
in Google Earth Engine, they frequently need to be able to manage enormous amounts 
of data most algorithms are straightforward to apply. 

The main goals of this research are to suggest a faster way of estimating annual 
surface water levels by using a well-established surface water index, and then to use 
this method to analyze how surface water has changed between 1991 and 2020. Addi-
tionally, the study will examine the reasons for any changes in surface water that are
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caused by human activities, such as land use/land cover changes, temperature fluc-
tuations, rainfall patterns, and evaporation rates. By using remote sensing and cloud 
computing, this methodology will provide a fresh perspective on studying surface 
water, and the outcomes will aid in understanding the distribution and dynamics of 
water resources. The results of this research will also help in developing effective 
strategies for water resource management and conservation. 

2 Study Area 

The once-perennial Rispana River in Dehradun has now become a small stream that 
is polluted with commercial and residential waste. Despite this, the buildings erected 
around the river and watershed highlight their functional significance. The area was 
once known for producing type-3 basmati, litchi cultivation, and was home to over 
315 bird species, deer, panthers, and other creatures. The river originates as a small 
spring on the Lal Tibba peaks of the Mussorie Hills and flows through Dehradun 
City, located at roughly 2228 m above MSL. Additionally, the Bindal River also runs 
through Dehradun and converges with the Rispana River at Mothrowala to form the 
Suswa River. The Suswa River flows between Rishikesh and Haridwar and joins the 
Ganga near Satyanarayana as a tributary of the Song River. The Rispana watershed 
covers a total area of 58.78 km2 and is located between 30° 29' 15'' N and 78° 06'
98'' E. Formerly a bustling transportation hub with active flour mills, the degradation 
of the Rispana River and its surrounding area is an unfortunate reminder of the 
importance of preserving natural resources and ecosystems (Fig. 1).

3 Data and Methods 

3.1 Data Preparation 

Surface water in the Rispana watershed is extracted using Landsat 4, 5, 7, and 8 
from 1991 to 2020. We utilize atmospherically corrected SR images with a 20% 
cloud cover to minimize the impacts of the atmosphere and solar irradiation [4], 
Clouds, cloud shadows, and snow pixels are all removed by the data quality band. 
The Landsat imagery from 1991 to 2020 was chosen for analysis due to the lack 
of Landsat imagery since before 1990. Landsat 7-based verification has a spatial 
resolution of 30 m and similar producer accuracy, it has lower user accuracy [30]. 
Furthermore, imageries from Landsat 7 ETM + after 2003 contain scan line errors. 
As a result, Landsat 7 imagery is only used as a supplement when the annual data 
volume is insufficient. Finally, 1063 Landsat SR images with a cloud cover of 20% 
from 1991 to 2020 are screened using the GEE platform (https://earthengine.google. 
com/).

https://earthengine.google.com/
https://earthengine.google.com/
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Fig. 1 The study area of Rispana Watershed (Dehradun)

3.2 Methodology 

The least and maximal surface water for a certain period were retrieved in order to 
gather extensive information regarding surface water coverings. In this study, the 
minimal surface water is all seasonal surface water, while the maximum water is 
all permanent. As explained in the section below, the wettest and greenest pixel 
composite images for each time were used to compute the yearly minimal and 
maximal surface water (Fig. 2).

3.3 Water Body Extraction 

Two widely used water body extraction indices such as Normalized Difference Water 
Index (NDWI), and Modification of Normalized Difference Water Index (MNDWI) 
were calculated for each image and added to the image collections, using Eqs. (1) 
and (2). NDWI developed by [17] and MNDWI developed by [27] were utilized to 
enhance the water-related features of the landscapes. 

NDW  I  = 
ρN I  R  − ρSW I  R  

ρN I  R  + ρSW I  R  
(1) 

MN  DW  I  = 
ρGreen − ρSW I  R  

ρGreen + ρSW I  R  
(2)
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Fig. 2 Schematic flowchart performed to the study on Anthropogenic study and water security

where, ρN I  R , respects the values of the near-infrared band, ρG  R  E EN  respects the 
values of the green band, and ρSW I  R  respects the values of the shortwave infrared 
band in the Landsat Images.
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3.4 LU/LC Information Extraction 

Regarding the characteristics of the remote sensing image, we categorized the LU/LC 
into five types Forest cover, Water body, Agricultural land, Built-up land, and Planta-
tion. According to the high-resolution Google Earth images and field survey, we iden-
tified training samples to classify the LULC using the Random Forest classification 
techniques in the google earth engine. 

3.5 Meteorological and Statistics Data 

Surface water frequency dynamics can investigate how the Rispana Watershed is 
affected by meteorological circumstances, including climate and human activity 
(Dehradun). During three decadal series from 1991 to 2020, the land surface temper-
ature [5] was studied and forecast using the Landsat dataset records on the Google 
Earth Engine (GEE) cloud computing platform. 

4 Results 

The share of the natural land cover such as agricultural land, plantations, forests, and 
water bodies decreased significantly from 85.6% to 25.4% between 1991 and 2020 
(Fig. 3a). This is further evident in the deviation of the categorical share of various 
LULC classes in the Rispana watershed (Fig. 3b). Overall, the three-decade rapid 
urbanization period witnessed an increase in urban/built-up land to cover 64% of the 
total area, while agricultural land area cover decreased to a mere 3% followed by the 
1% coverage by water bodies.

4.1 Robustness and Accuracy of the Assessment 

The Kappa statistic was employed to assess the accuracy of the LULC classification. 
This was achieved by evaluating the agreement between classification results and 
reference data after removing the proportion of agreement that could be expected to 
occur by chance. Overall accuracy (OA) and Kappa (KA) statistics for LULC maps 
generated between 1991 and 2020 ranged from 83.7% and 0.85 in 1991 to 86.3% 
and 0.86 in 2005 and 84.3% and 0.84 in 2020 (Table 1). Therefore, the assessment 
is robust and accurate as per prevalent methods.
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Fig. 3 a Land use Land cover Map and; b Area (%) distribution over the Rispana Watershed 
(Dehradun)

Table 1 The accuracy of 
classified LULC of Rispana 
Watershed (Dehradun) 

Year Region Overall accuracy 
% 

Kappa coefficient 

1991 Rispana 
Watershed 

83.7 0.84 

2005 Rispana 
Watershed 

86.3 0.85 

2020 Rispana 
Watershed 

84.3 0.83 

4.2 Spatial and Temporal Distribution of Surface Water 
During the Study Period 

Waterbodies are crucial for ecosystems to function sustainably and often regulate 
the migration, range, and mobility of species. However, a constant and significant 
decrease in the annual surface water availability (1991–2020) was observed owing 
to the transformation of permanent bodies of water to non-water bodies and changes 
in land use patterns (Fig. 4). Surface water frequency varied significantly between
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individual pixels in the Rispana Watershed (Dehradun), and indicates that annual 
fluctuations in water frequency between 1991 and 2000 were appreciably different. 

Fig. 4 Spatial distribution of the Surface water body in the Rispana Watershed (Dehradun)
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Fig. 5. a Changing trend of the urbanization in Rispana Watershed (Dehradun) from 1991 to 2020, 
b Annual surface water body area changes in the Rispana Watershed (Dehradun) from 1991 to 
2020, c LST annual trend of Rispana Watershed (Dehradun), d Annually Precipitation trend of the 
Rispana Watershed (Dehradun). 

4.3 Temporal and Change Analysis of Meteorological Data, 
Urbanization, and Surface Water Body 

The rate of urbanization in the Rispana watershed (Dehradun) fluctuated between 10 
to 20% until 2000 but sharply increased post-2005, reaching around 65% by 2020 
(Fig. 5a). This rapid urbanization coincided with a significant decrease in surface 
water availability, which had previously remained relatively stable but began to expo-
nentially decrease after 2005 (Fig. 5b). As a result of this urbanization, approximately 
65% of the urban area competes for only 1% of surface water, creating water deficit. 
Moreover, the temperature has increased by 2.7 °C since urbanization began in 2005, 
with the current average being around 27 °C (Fig. 5c). The increase in built-up area 
in the Rispana watershed (Dehradun) has also led to a gradual change in precipitation 
trends (Fig. 5d), exacerbating the underdevelopment of the city’s urban areas. 

5 Discussion 

The rapid expansion of urban/built-up land has been a major trend in many regions 
across the world, and its consequences for the environment and human well-being 
have been a subject of concern among researchers and policymakers alike. The
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conversion of natural land cover to urban/built-up land has been identified as a signifi-
cant driver of habitat loss and biodiversity decline [7, 23]. Further, studies have shown 
that urbanization can lead to the fragmentation and isolation of natural habitats, which 
can disrupt ecological processes and reduce the viability of species populations [6]. 
The loss of natural land cover can also lead to a decrease in ecosystem services such 
as water purification, carbon sequestration, and climate regulation [3, 19]. 

Moreover, the expansion of urban areas can exacerbate the risk of natural disas-
ters such as floods, landslides, and droughts, by altering water flows and reducing 
the capacity of ecosystems to absorb and mitigate the impacts of extreme weather 
events [11]. The decline in the coverage of water bodies due to urbanization can also 
have significant implications for water availability and quality, which can affect the 
ecological and social well-being of the region [16]. 

In addition to the ecological consequences, the expansion of urban areas can 
also have social and economic impacts, such as increased energy consumption, air 
pollution, and social inequality. The urban heat island effect, which occurs when 
urban areas absorb and re-emit more heat than surrounding rural areas, can have 
implications for human health and comfort, and increase the demand for energy-
intensive cooling systems [21]. 

The Rispana watershed in Dehradun, India, is an example of a region where 
urbanization has had significant impacts on the environment and the well-being 
of local communities. The decline in surface water availability in the region, as 
discussed in the previous section, is a concerning issue that requires urgent attention 
from policymakers and stakeholders. Studies have shown that unsustainable land 
use practices and inadequate water management strategies have contributed to the 
degradation of the watershed’s ecosystems [15]. 

To address these challenges, it is crucial to develop effective conservation and 
management strategies that balance the needs of urbanization and environmental 
protection. The integration of ecosystem-based approaches in urban planning and 
development can help to mitigate the impacts of urbanization on the environment 
and improve the well-being of local communities [20]. Additionally, the adoption 
of sustainable land use practices, such as green infrastructure, can help to enhance 
the resilience of ecosystems to environmental stressors and provide multiple bene-
fits, such as improved air and water quality, climate regulation, and biodiversity 
conservation [2]. 

Furthermore, the rapid expansion of urban/built-up land has significant implica-
tions for the environment, human well-being, and social and economic development. 
The Rispana watershed is an example of a region where urbanization has led to a 
severe water deficit and other environmental challenges. Addressing these challenges 
requires the adoption of sustainable land use practices and effective water manage-
ment strategies that balance the needs of urbanization and environmental protec-
tion. The integration of ecosystem-based approaches in urban planning and develop-
ment can provide multiple benefits for the environment and local communities and 
contribute to the achievement of sustainable development goals (Fig. 6).
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Fig. 6 Conceptual summarization of the current scenario happening in the Rispana watershed 
(Dehradun) 

6 Conclusions 

In conclusion, the loss of natural land cover and its associated impacts highlights 
the urgency for sustainable land use practices. Policymakers should prioritize the 
conservation of natural land cover and encourage the adoption of sustainable land 
use practices. Innovative solutions are also needed to increase food production and 
improve water management in regions with limited water resources. The imple-
mentation of these measures requires the active involvement of all stakeholders, 
including governments, local communities, and the private sector, to ensure the long-
term sustainability of land use practices. The success of such efforts will depend on 
the commitment and collaboration of all stakeholders toward achieving a balance 
between economic development and environmental protection. Overall, sustainable 
land use practices are crucial for the preservation of biodiversity, essential ecosystem 
services, and the well-being of communities and the planet. 
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Future Climate Change Impacts 
on the Stream Flow—A River Basin Scale 
Assessment 

T. I. Eldho and Rakesh Kumar Sinha 

Abstract The effect of climate change (CC) variation results in considerable 
changes in hydrology leading to large-scale socio-economic impacts. Further studies 
demonstrate that long-term climate change in the river basins is giving rise to frequent 
hydro-meteorological extremes such as floods and droughts. In this study, the future 
CC impacts on a river basin scale are assessed and effects on stream flow are esti-
mated using a hydrological model SWAT (Soil and Water Assessment Tool). The 
methodology adopted is demonstrated using a case study of the Muvattupuzha river 
basin (MRB) in Kerala, South India. The CC impacts for the future up to 2100 
are obtained from the ensembled values of 5 GCMs including CCCMA CanESM2; 
CNRM CM5; MPI ESM MR; MPI ESM LR and BNU ESM. The hydrologic model 
was calibrated and validated at two river gauge stations using monthly river stream-
flow data. The results indicated that mean annual surface runoff in the near, mid, and 
far future would be decreasing under both RCP 4.5 and 8.5 while RCP 8.5 showing 
worse conditions than RCP 4.5, in the future. Furthermore, the projected results indi-
cate that the surface runoff would be higher in both RCP scenarios during winter 
and summer, while the monsoon period largely demonstrates a reverse trend, that 
can lead the water scarcity in the river basin. The results of this study can be helpful 
to policymakers for appropriate water resource management, considering climate 
change scenarios for moderate and worse conditions in the future period. 
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1 Introduction 

In the last few decades, throughout the world, the adverse impacts of climate change 
(CC) on the water resources are widely reported. As per the IPCC report [4], in 
the future this impact is expected to be more severe. However, the CC impacts can 
considerably vary from one region to another. Due to CC and its impacts, many places 
may face scarcity of freshwater, flooding or may subject to water quality issues. 
Thus, especially in tropical regions, sustainable use of water resources becomes the 
core of the local and national strategies and politics. Due to increase in population 
and various activities, the demand for water has increased many times, causing an 
imbalance in the supply and demand of water [16]. In maintaining the global water 
balance, the tropical regions play a key role. The humid tropics cover almost 25% 
of Earth’s land surface, with tropical forests covering approximately 50% of this 
area [11]. The land use changes in this region drastically changes the annual mean 
streamflow [12, 14, 15]. 

In India, there is a huge variation of climatic conditions, ranging from tropical 
in the south to temperate and alpine in the Himalayan north. In most of India, the 
monsoon is the major source of precipitation (i.e., 80% of precipitation is from 
monsoon). In most parts of India, the climate variation is reflected by the rising 
temperature leading to high evapotranspiration, and the intensities and nature of 
precipitation are considered to have a significant impact on various hydrological 
processes. Many of the available studies show that the effect of climate variation on 
hydrological regimes is significant, and such effects will likely continue to increase 
in the future. In the literature, number of studies are available that tried to investigate 
river basin scale CC impacts [5, 14]. As reported by Kim et al. [6], the CC impacts 
under different RCP (Representative Concentration Pathways) emission scenarios 
on surface runoff in the Hoyea River basin, Korea, and is more than the effects of 
LULC change. Givati et al. [3] reported the impacts of CC on runoff for the Upper 
Jordan basin. According to them, due to CC, there can be a significant decrease 
of runoff approximately by 11% and 16% for the near and far future, respectively, 
under RCP 4.5 and 16% and 44%, respectively, under RCP 8.5. Thus, there is a 
need to investigate the hydrological response related to CC on a river basin scale. 
In this study, a methodological framework is presented for the river basin scale 
CC impact assessment. The changes in streamflow were analyzed using the SWAT 
watershed simulation model. The Muvattupuzha river basin (MRB) located in central 
Kerala, South India is taken as a case study. The main objectives of this paper are the 
assessment of climate change impacts at the sub-basins scale for near (2016–2040), 
mid (2041–2070), and far (2071–2100) future for RCP 4.5 and RCP 8.5 emission 
scenarios.
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2 Study Area 

The Muvattupuzha River is one of the major perennial rivers in Central Kerala (Fig. 1). 
It has a length of about 121 km and has a catchment area of 1554 km2 (Table 1). The 
river basin lies between north latitudes 9° 40'–10° 10' and east longitudes 76° 30'–77°. 
Due to data availability issues, the present study is confined up to Vettikkattumukku 
in the downstream, covering the river course of almost 116 km length. The remaining 
length of river is part of other river confluences and backwaters. The region receives 
an annual mean rainfall of about 3500 mm. The area enjoys a tropical humid climate. 
Figure 1 shows the location of MRB. Figure 1b shows the DEM (Digital Elevation 
Model) of the river with basin, 1c shows the sub-basins and 1d shows the soil map 
[2]. 

In MRB, in most months of the year, rainfall is significant and has short 
dry seasons. In this humid tropical basin, the annual temperature typically varies 
from 22 °C to 35 °C and is rarely below 20 °C or above 37 °C. The average wind 
speed over the basin is more than 9.2 km/hr. It also experiences a seasonal variation 
in perceived relative humidity. In the river basin, the surface soil pattern is more than 
70% of lateritic soil and the remaining riverine alluvium and brown hydromorphic 
soil (Fig. 1d).

Fig. 1 Details of Muvattupuzha river basin—Location map, a digital elevation model, b stream 
network, c sub-basins, and d soil of the study area
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Table 1 Input data used for Muvattupuzha River Basin 

Input data Resolution Source 

Digital Elevation Model (DEM) Cartosat 30 m NRSC: National Remote Sensing 
Centre (http://www.nrsc.gov.in/) 

LULC map 30 m Landsat imageries (http://earthexpl 
orer.usgs.gov/) 

Basin Soil data Toposheet National Bureau of Soil Survey 
(NBSS) 

Meteorological data (precipitation and 
temperature (min. and max.)) 

0.25° (daily) Indian Meteorological Department 
(IMD) 

Meteorological data (solar radiation, 
relative humidity, and wind velocity) 

0.25° (daily) Climate Forecast System Reanalysis 
(CFSR) 

Hydrological data (streamflow) Daily Central Water Commission (http:// 
www.india-wris.nrsc.gov.in/)

3 Materials and Methodology 

3.1 Data Description 

The DEM (digital elevation model) was generated using Cartosat, with 30 m reso-
lution. The required soil data was collected from Government agencies (NBSS, 
Nagpur). The land use land cover (LULC) was obtained using Landsat data (30 m 
resolution). The meteorological data (IMD, 0.25°) such as rainfall and temperature 
were used as input data for the simulation of the hydrologic model. The Climate Fore-
cast System Reanalysis data of relative humidity, solar radiation, and wind velocity 
were collected and interpolated at 0.25° as the same grid points to precipitation data. 
Gauge-discharge data at the Ramamangalam and Kalambur measuring stations were 
taken from IWRIS (Indian-Water Resources Information System) open data source 
for the time 1986–2015 (http://www.india-wris.nrsc.gov.in). The soil data used in the 
present study were acquired from the National Bureau of Soil Survey and Land Use 
Planning (NBSS & LUP), Nagpur. The DEM used for delineating watershed was 
Cartosat DEM of 30 m (1 arc-second) resolution. Table 1 gives input data details, 
resolutions, and sources. 

3.2 Future GCM Database 

For the future data, the statistical downscaled climate variables, namely precipitation, 
minimum and maximum temperature, relative humidity, and wind were collected 
from other INCCC projects for five Coupled Model Intercomparison Project 5 
(CMIP5) using GCM (general circulation model) simulations in daily time steps 
(Table 2) [2]. As a part of the project funded by the Indian National Committee on

http://www.nrsc.gov.in/
http://earthexplorer.usgs.gov/
http://earthexplorer.usgs.gov/
http://www.india-wris.nrsc.gov.in/
http://www.india-wris.nrsc.gov.in/
http://www.india-wris.nrsc.gov.in
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Table 2 Input data used for the future period in the present study 

Model Institution Spatial 
resolution 

Scenarios 

CanESM2 Canadian Centre for Climate Modeling and 
Analysis 

2.8° × 2.8° RCP 4.5 and 
8.5 

BNU ESM Beijing Climate Center, China Meteorological 
Administration 

2.8° × 2.8° RCP 4.5 and 
8.5 

CNRM 
CM5 

Centre National de Recherches Meteorologiques/ 
Centre Europeen de Recherche et Formation 
Avancees en Calcul Scientifique 

1.4° × 1.4° RCP 4.5 and 
8.5 

MPI ESM 
LR 

Max Planck Institute for Meteorology (MPI-M) 1.8° × 1.8° RCP 4.5 and 
8.5 

MPI ESM 
MR 

Max-Planck-Inst. for Meteorology 1.87 × 1.87 RCP 4.5 and 
8.5 

Climate Change (INCCC), Ministry of water resources, Government of India, statis-
tically downscaled climate variables were made available for India (http://www.reg 
climindia.in/). For the CC impact assessment using RCP 4.5 and RCP 8.5 emis-
sions scenarios, all GCMs contained essential variables corresponding to historic 
and projected climate data. The output from the five GCMs including CCCMA 
CanESM2; MPI ESM LR; CNRM CM5; MPI ESM MR; and BNU ESM, respec-
tively, are the source of predictor data used for precipitation downscaling for future 
RCP scenarios. A brief description of the GCM datasets, resolution, and scenarios 
is given in Table 2. 

3.3 GCM Climate Data Analysis 

After the bias correction, the statistics of the observed and GCM-simulated climate 
variables of rainfall, maximum (Tmax), and minimum temperature (Tmin) for  the  
MRB are illustrated for ensemble data in a Taylor diagram as shown in Fig. 2. This  
indicates all variables correlation are in an acceptable range. Hence, they are used 
for further hydrological parameter analysis, for the river basin.

3.4 Hydrologic Modeling Using SWAT Model 

The hydrologic model SWAT was developed by the United States Department of 
Agriculture–Agricultural Research Service (USDA–ARS) [1]. The SWAT model 
can be used to predict various hydrological variables and assess the impact of land 
use land cover changes, sediment, and agricultural chemical yields. It is a semi-
distributed continuous-time varying model that can be used for the prediction of

http://www.regclimindia.in/
http://www.regclimindia.in/
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Fig. 2 Taylor diagram for study area: a rainfall (mm/month), b Tmax (°C), and c Tmin (°C) for the 
MRB

various hydrological variables and water quality parameters at a watershed scale. 
We can use various time steps of daily, weekly, or monthly. In the SWAT model, 
the major components include weather conditions, hydrology, soil properties, plant 
growth, land management, nutrients, pesticides, bacteria, etc. In SWAT model, we 
divide the basin into sub-basins and then into units of unique soil/land use char-
acteristics called hydrological response units (HRUs). In the modeling process, the 
HRUs are defined as homogeneous spatial units characterized by similar geomor-
phologic and hydrological properties. While modeling, a specific HRU land unit 
considered may contain a sandy loam, walnut orchards, and a slope of up to 5%. For 
the problem considered, user can specify land cover, soil area, and slope thresholds. 
A complete description of SWAT model can be found in [9]. SWAT model provides 
several water management options to improve its ability to predict streamflow such 
as irrigation, water transfer, etc. The model provides five sources of water for irri-
gation including reservoirs, shallow and deep aquifers, and sources from outside the 
watershed. Further details of SWAT hydrological model can be also found in Neitsch 
et al. [10]. 

3.5 Methodological Framework 

For the hydrological impact assessment of CC, a general methodological framework 
was developed in this study for river basin scale analysis. The flow chart of the 
methodological framework developed is given in Fig. 3.

Following are the step-by-step procedures adopted in this study.

• Extraction and database development of input data such as DEM, LULC, Soil, 
and climatic parameters. 

• Data preprocessing such as making inputs data for SWAT model and Landsat 
image classification for historical LULC. 

• Obtain the future climate data after bias correction for the selected 5 GCMS [2] 
(the GCMS used are BNU, CNRM, CAN-ESM, MPI-LR, and MPI-MR) http:// 
www.regclimindia.in/. 

• Develop the SWAT model for the considered study area.

http://www.regclimindia.in/
http://www.regclimindia.in/
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Fig. 3 SWAT Modeling procedure for climate change impact assessment on River Basin Scale

• SWAT model calibration and validation. 
• Assessing the impact of historical and future CC and its effects on hydrological 

components and streamflow. 

Based on the analysis, derive the conclusions and recommendations. 

4 Results and Discussion 

4.1 LULC Analysis 

For the Muvattupuzha river basin, the classified LULC (land use land cover) of 
2018 was utilized to analyze condition of the basin. Landsat image was procured 
for 2018 to determine the land cover variation. Before classification and topographic 
correction, the selected Landsat image was corrected for atmospheric interference 
by using the dark-object subtraction method. To avoid the cloud related issues, the 
image used in this study was obtained in the post-monsoon season (October). For 
image classification, the supervised maximum likelihood technique was used [7].
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Fig. 4 Land use land cover map of Muvattupuzha basin–2018 

Figure 4 shows the result of maximum likelihood classification of Landsat image for 
the year 2018. The area of each class was calculated considering the pixel count and 
total area (study area). The types of land use present in the study area are identified 
as 6 classes of: water bodies (WATR), agricultural land (AGRL), forest land (FRST), 
barren land (BARR), urban land (URBN), and plantations (RUBR). As per the LULC 
classification, plantation is the most prominent land use with 37.32%, followed by 
forest with 30.33%, agriculture with 23.5%, built-up with 6.01%, water with 1.04%, 
and barren land with 1.8%. 

4.2 Calibration and Validation of the SWAT Model 

The hydrological model SWAT is calibrated for streamflow at two gauge stations 
Kalambur (Sub-basin 7) and Ramamangalam (Sub-basin 15) for a period of 10 years 
starting from 1991 to 2000. The model was run monthly, and 5 years were given as 
warm-up period to the model before the simulation output starts. We have taken 1000 
simulations for the identification of sensitive parameters for discharge in SWAT-CUP 
for calibration using SUFI2 by LH procedure, in which observed and computed 
outputs were compared at the considered river gauging station. The model was 
calibrated by adjusting ten sensitive parameters for streamflow which includes five 
related to surface runoff (CN2, SOL_AWC, EPCO, ESCO, SUR_LAG) and other 
five related to base flow (ALPHA_BF, GW_DELAY, GW_REVAP, RCHRG_DP, 
GWQMN) as given in Table 3.
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Table 3 SWAT model parameters and their fitted values used in calibration and sensitivity analysis 

No Parameters Description Process range Fitted 
value 

1 CN2 SCS CN II Value–initial Runoff ±0.1 0.06 
(r) 

2 SOL_AWC Available water capacity of the soil layer Soil 0–1 0.42 
(v) 

3 SURLAG Surface runoff lag time Runoff 0.1–10 0.18 
(v) 

4 ESCO Compensation factors for soil 
evaporation 

Evaporation 0–0.8 0.23 
(v) 

5 EPCO Compensation factors–Plant uptake Soil 0.1–0.7 0.37 
(v) 

6 ALPHA_ 
BF 

Base flow alpha factor (day) Groundwater 0–1 0.52 
(v) 

7 GW_ 
DELAY 

Groundwater delay (days) Groundwater 10–300 35.88 
(v) 

8 GW_ 
REVAP 

Groundwater “revap” coefficient Groundwater 0.02–0.2 0.07 
(v) 

9 GWQMN Threshold depth of water in the shallow 
aquifer required for return flow to occur 
(mm) 

Groundwater 0–300 2.9 (v) 

10 RCHRG_ 
DP 

Deep aquifer percolation factor Groundwater 0–1 0.82 
(v) 

Note Here (r) is the value existing that is multiplied; (v) is the value existing that is replaced by the 
given value 

Figure 5 shows the output from SWAT-CUP after calibration, which clearly shows 
that simulated streamflow closely matches with the observed value for both stations 
with an R2 and NSE value of 0.87 and 0.86 respectively for Kalambur station and an 
R2 and NSE value of 0.89 and 0.85 respectively for Ramamangalam station (Table 
4). According to Moriasi et al. [8], calibration results are in an acceptable range.

4.3 Impact of Climate Change on Streamflow at the Basin 
Scale 

In this study, to investigate the impacts of CC on streamflow, simulations were carried 
out by keeping LULC fixed for 2018 and altering the climate continuously for the 
baseline period (1986–2015) and future (2016–2100). For future periods, the outputs 
are aggregated into three-time slices: T1 (2016–2040), T2 (2041–2070), and T3 
(2071–2100) for both emission scenarios (RCP 4.5 and 8.5). To quantify the changes 
in streamflow, the SWAT model was simulated using 5 downscaled, bias-corrected



212 T. I. Eldho and R. K. Sinha

Fig. 5 Comparison of monthly streamflow value between the observed and calculated for the 
calibration and validation a Kalambur, b Ramamangalam 

Table 4 Calibration and validation—Hydrologic model performance criteria 

Gauging Site Calibration (1991–2000) Validation (2001–2005) 

R2 NSE PBIAS R2 NSE PBIAS 

Kalambur 0.87 0.86 −9.0 0.90 0.89 −8.7 

Ramamangalam 0.89 0.85 −2.4 0.81 0.75 −10.5

GCMs ensemble outputs (RCP 4.5 and 8.5), and the simulation results obtained are 
compared with baseline period (1986 to 2015) simulation results. In this study, the 
model simulation results obtained are referred to as Qclim. In the next section, the 
results are presented using ensembled data of all 5 GCMs. 

4.4 Ensemble of All Five GCMs Analysis 

Figure 6 shows the mean precipitation of all five GCMs and ensembled for RCP 4.5 
and 8.5 for near, mid, and far future. These indicated rainfall will be more in north 
part areas and less in the south part areas and sub-basins. The rainfall varies between 
mostly 1400–4500 mm among the sub-basins level in the MRB but showed a slightly 
decrease in comparison to historical rainfall. Using the projected rainfall and climate
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Fig. 6 Spatial distributions of precipitation for near, mid, and far future time slices of RCP 4.5 and 
8.5 emission scenarios 

parameters such as temperature, wind, solar radiation, etc., SWAT model has run for 
various scenarios, and results are presented here. 

Figure 7 shows the variation of evapotranspiration (ET) for each sub-basin for 
the considered near, mid, and far future for both RCP 4.5 and 8.5 at sub-basin 
scale. The ET is mostly depending upon the precipitation, temperature, and land use 
variations of the study area. In MRB, ET is more in north side areas and less in south 
side because of high precipitation and more plantation and agriculture in respective 
regions. Figure 7 shows slight variations in ET among different time slices as well 
as RCPs scenarios because of variations in rainfall and temperature.

Figure 8 shows the simulated mean surface runoff of each sub-basins for all 
different time slices and scenarios. Figure 9 shows the simulated time series of 
runoff at the watershed outlet for various scenarios. Figure 10 gives the time series 
intercomparison of runoff at the watershed outlet for RCP 8.5 and 4.5 scenarios for 
near, mid, and far future continuously.

The simulated Qclim (change in surface runoff) for the future period under both 
scenarios (RCP 4.5 and 8.5) were compared to the corresponding values of all sub-
basins from the baseline period (1986 to 2015), as given in Fig. 11. It can be observed 
that change in annual Qclim for all the time slices is moderate to highly significant for 
the future periods to RCP 4.5 and 8.5 CC scenarios. In general, Qclim was predicted to 
decrease in sub-basins more toward the main stream. In particular, the Qclim decreased 
from the baseline period by 8.33%, 6.5%, and 11.24% in RCP 4.5 and 11.7%, 8.72%, 
and 17.33% for RCP 8.5 from T1, T2, and T3 period, respectively.
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Fig. 7 Spatial distributions of actual ET for near, mid, and far future of RCP 4.5 and RCP 8.5 
emission scenarios

Fig. 8 Spatial distribution of surface runoff (m3/s) for near, mid, and far future of RCP 4.5 and 
RCP 8.5 emission scenarios
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Fig. 9 Simulated time series of runoff at the watershed outlet for various scenarios-(i) RCP4.5-near; 
(ii) RCP4.5-mid; (iii) RCP4.5-far; (iv) RCP8.5-near; (v) RCP8.5-mid; (vi) RCP8.5-far 

Fig. 10 Comparison of simulated time series of runoff at the watershed outlet for various scenarios 
of RCP 4.5 and RCP 8.5 for 2010–2100

The result shows more urbanization in downstream showing less rainfall in the 
future and affecting surface runoff. In most of the cases considered, change in Qclim 

for all the time slices of near, mid, and far future are found to be moderate to highly 
significant indicating possible impacts of CC on the hydrologic response of the 
catchment. The monthly, seasonal, and annual changes in streamflow for the future 
periods are shown in Fig. 12 according to RCP 4.5 and 8.5 CC scenarios. It is observed 
that streamflow was predicted to decrease in the wet season (June to September) and 
increase in the dry season (October to May), though there were some variations 
between various scenarios and among the future periods.

In particular, the maximum streamflow increased by 2.45–65.30% under RCP 
4.5, and 288.29% under RCP 8.5 in April. Meanwhile, the streamflow decreases in 
monsoon months mostly June and July approximately 40–48% under both RCP 4.5 
and 8.5. Because of the higher unexpected precipitation during the summer rain and 
early monsoon period (March–May), it is important to forecast seasonal changes 
in water resources within the catchment associated with future CC. The impacts
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Fig. 11 For MRB, the spatial distribution of changes in the future surface runoff for the three 
different scenarios of CC between 2011 and 2099 for RCP 4.5 and RCP 8.5. a RCP4.5 (2011–2040); 
b RCP4.5 (2041–2070); c RCP4.5 (2071–2099); d RCP8.5 (2011–2040); e RCP8.5 (2041–2070); 
f RCP8.5 (2071–2099) in the MRB

of distinct climate change are more visible in the seasonal streamflow than does 
the monthly streamflow. The general pattern indicated an increase in winter and 
summer flow and a decrease in monsoon flow (but not all months) though there were 
some variations among the RCP 4.5 and 8.5 scenarios. The streamflow in winter and 
summer increased by 4.46–7.76% and 34.13–47.96%, respectively, under RCP 4.5 
and by 4.0–30.16%, and −13.21–195.66%, under RCP 8.5.
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Fig. 12 Quantification in changes in streamflow for the three-time periods (near, mid, and future) 
relative to the baseline period. a Mean monthly streamflow changes. b Mean seasonal and annual 
streamflow changes in the MRB

5 Conclusions 

In this study, a methodological framework for climate change (CC) impact assess-
ment on a river basin scale is presented and used for assessment of the impacts of CC 
on streamflow in the Muvattupuzha river basin, in Kerala, India. The different climate 
scenarios for RCP 4.5 and RCP 8.5 till 2100 were used in the study. The SWAT model 
has been used in the hydrological modeling. Ensembled rainfall for near, mid, and 
far future showed a decrease due to CC by 6.05%, 5.90%, and 4.52% for RCP 4.5 
and 7.32%, 6.52%, and 5.72% for RCP 8.5 emission scenarios, in comparison to 
the baseline. Ensemble of surface runoff show decreasing trend from the baseline
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period by 8.33%, 6.5%, and 11.24% in RCP 4.5 and 11.7%, 8.72%, and 17.33% 
for RCP 8.5 from T1, T2, and T3 period, respectively. For monthly and season-
ally, the results indicated that the monthly streamflow decreased mainly in monsoon 
months like June, July, and August, and other remaining months showing increasing 
in streamflow under both RCP 4.5 and 8.5 emission scenarios. 

For the considered river basin, the water resources planning for the long term 
must be adjustable and resilient to the changing pattern of CC impacts. Furthermore, 
both planners and policymakers should develop a land use strategy for reducing 
the adverse impacts of LULC changes in the river basin considered. The present 
study will be useful for long-term climate change impacts assessment and long-term 
water resources planning of the concerned basin and the same methodology can be 
extended to other river basins. 
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Modelling of Streamflow Considering 
the Effects of Land Use Land Cover 
Change Over the Sabari River Basin, 
India 

Subbarao Pichuka and Nandikanti Siva Sai Syam 

Abstract Land Use Land Cover (LULC) significantly affects hydrological variables 
like streamflow. This chapter studies the effects of change in LULC over streamflow 
in the Sabari Basin, India. The LULC change detection analysis has been carried 
out for three decades (1985–1995, 1995–2005, 2005–2020). The LULC classes 
(Barren land, Built-up Area, Cropland, Fallow land, Forest, Grassland, Plantations, 
Shrubland, Wasteland, and Waterbodies) are analyzed. The change for individual 
classes and converted area analysis from one class to another is also conducted. 
By the end of 2005, the built-up area, cropland, and shrubland were increasing by 
12.1%, 0.43%, and 3.25%, respectively, when compared to 1985, and the remaining 
classes were decreasing by each decade. Monthly streamflow is modeled for 30 years 
(1982–2012) using the Soil and Water Assessment Tool (SWAT). Two Sub-basins 
(Saradaput and Konta) are considered for the analysis. The R2 between the modeled 
and the observed data in the Saradaput and Konta Sub-basins is 0.78 and 0.74, 
respectively. The results indicate that urbanization and agricultural intensification 
have contributed to increased streamflow. These LULC change detection can be 
further used in modeling this basin using different hydrological models to compare 
the performance of the different models in this basin. 

Keywords SWAT · Sabari basin · LULC change · Streamflow 

1 Introduction 

India is one of the most water-stress countries in the world. The impending water 
supply in India is becoming most uncertain. Anthropogenic activities such as defor-
estation, overconsuming water resources and releasing aerosols into the atmosphere 
in their daily life, and many more aspects lead the climate to change rapidly. Climate
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and Land use changes are some of the significant factors in altering the hydrological 
cycle. In recent years, the implication of these changes has been investigated. They 
increased the extreme events in magnitude and intensity, creating and intensifying 
many other water resources-related problems [12]. Rainfall is a crucial resource for 
worldwide socio-economic activity and is vital in the hydrological cycle. In India, 
most of the agriculture is rainfed. Rainfall and baseflow influence the high and low 
streamflow extremes, which are crucial for flood management, hydropower, naviga-
tion, and ecological concerns [17]. Hence, understanding the consequences of LULC 
change on the hydrological cycle is necessary [4]. The hydrology of river basins 
is significantly affected by LULC changes, mainly through variations in baseflow 
during floods [6] and average annual discharge [7]. Several investigations demon-
strated a connection between land use changes and other mechanisms in the local 
hydrological cycle [3, 20, 21]. Akbar et al. [1] followed the Markov approach to 
forecast the future LULC after generating the historical LULC maps to study its 
effects on urbanization. It resulted in a decrease in the water bodies and vegetation 
and increased the urban area by 2040. 

The effects of climate change and LULC on basin hydrology can be analyzed 
using hydrologic models. SWAT is a semi-distributed hydrological model that can 
simulate more precisely by considering several hydrological parameters and their 
interconnections. Along with them, it considers the topographical features of the 
watershed and decentralizes the watershed at a continuous time step [23]. Using 
SWAT, a study on Kenya’s Sondu Basin shows the model’s ability in African water-
sheds [13]. Zhang et al. [24] compared SWAT with their developed SWAT-T model 
regarding the response of a hydrological catchment to LULC change. The Change 
in LULC affected all hydrological variables, among which streamflow is promi-
nent. Sahana and Timbadiya [19] considered the Upper Godavari Basin to study the 
climate change and LULC effects for different GCMs in different scenarios using 
SWAT. A thorough knowledge of the river basin’s water balance and parameters is 
crucial when constructing a reliable hydrologic model [16]. The conventional fixed 
parameterization is compared with the varied parameterization approach resulting 
in a better performance of the varied approach. Du et al. [8] used this approach in 
studying the watershed hydrology in urban regions of China. This chapter has two 
objectives—(i) to find the LULC changes over Sabari River Basin (SRB) from 1985 
to 2015, (ii) using the classified LULC map, model the streamflow in the Sabari basin 
and to observe the anomalies.
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2 Study Area and Data Source 

2.1 Sabari River Basin (SRB) 

The GRB is the second-longest and third-largest river in India. The Sabari Basin 
is located between 17°31'33'' N to 19°6'42'' N latitudes and 81°3'36'' E to 83°3'5''
E longitudes. The annual average rainfall is approximately 1250 mm. Saradaput 
and Konta sub-basins are considered to study streamflow anomalies. The Konta 
is the largest sub-basin of SRB. The Saradaput and Konta stations are located at 
18°36'45”N, 82°08'34”E and 17°47'56'' N, 81°23'34'' E, respectively. The basin 
map and its position in India are presented in Fig. 1. 

2.2 Data Used 

The Landsat images for the years 1985, 1995, 2005, and 2015 are collected from 
the USGS web portal. ASTER Digital Elevation Model (DEM) of 30 m resolution is 
downloaded from the NASA web portal (https://www.earthdata.nasa.gov/news/new-
aster-gdem). The daily rainfall data at 0.25° × 0.25° resolution [18] and temperature

Fig. 1 Study area map 

https://www.earthdata.nasa.gov/news/new-aster-gdem
https://www.earthdata.nasa.gov/news/new-aster-gdem
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data at 1° × 1° resolution [22] for the GRB are obtained from IMD, Pune. The 
weather data is collected from the NCEP-NCAR website. FAO (Food and Agriculture 
Organization) soil map is utilized for this sub-basin. 

3 Methodology 

See Fig. 2. 

3.1 LULC Change Detection 

The raw Landsat images for the years 1985, 1995, 2005, and 2015 are classified using 
the Normalized Difference Vegetation Index (NDVI). Among different normalized 
difference indices developed for remotely sensed imagery, NDVI is the most widely 
used index [5]. The image is classified into six classes: cropland, built-up area, dense 
vegetation, sparse vegetation, range land, and waterbodies, depending on the NDVI

Fig. 2 Methodological 
flowchart 
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ranges. The NDVI classification is used due to the vegetative occupancy in the Sabari 
basin. The two LULC maps are overlaid to detect the change in each class. 

3.2 SWAT Model 

SWAT is developed by (USDA-ARS) [2] and is used to find the anomalies in the 
streamflow concerning the change in the LULC for different decades. The model 
works based on the water balance equation represented by Eq. 1 and SWAT distributes 
the basin into sub-basins that will eventually connect with the system. Hydrologic 
Response Units are also generated with the sole allocation of gradient, soil type, and 
land cover [14]. The weather data is defined using the observed data. To estimate the 
surface runoff for the selected catchments, the model utilizes the SCS-CN method 
represented by Eqs. 2 and 3. The model is simulated monthly from 1979 to 2014, 
skipping three years by considering the lag effect. 

SW f = SW 0 + 
n∑

j=1 

(Pd − Qs − ET  j − Wseep − Qg) (1) 

Q = (P−0.2 s)2 

P+0.8s if R > 0.2 s  
Q = 0 if  R ≤ 0.2 s  

(2) 

s = 254
(
100 

CN  
− 1

)
(3) 

where SWf = Final Soil water content; SW0 = Initial Soil Water content; Pd = daily 
Precipitation; Qs = Surface flow; Qg = Return flow; ETj = Evapotranspiration on jth 
day; W seep = Soil interflow; n = time. All units are in mm. CN is the curve number; 
s is the retention parameter depending on the topographical features and soil water 
content. The equation for the retention parameter is represented by Eq. 3. 

3.3 Model Calibration and Validation 

SWAT is calibrated using SWAT-CUP by optimizing the parameters and determining 
the parameters’ sensitivity toward hydrological processes such as streamflow [11]. 
Therefore, in many significant applications, the calibration process might become 
challenging. Because of SWAT, CUP’s intelligence, model parameters can be set, 
optimized, and manually modified after every iteration of calibration. Multi-objective 
optimization has been carried out by considering NSE, R2, and PBias as the objective 
functions. For this study, 11 parameters were priorly selected, corresponding to their 
sensitivity and impact on the water balance [9].
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R2 = 1 − 
Sum of Squares of Residuals 

Total sum of the squares 
(4) 

SE  = 1 −
∑T 

t=1 X
t 
m − Xt 

0∑T 
t=1 X

t 
0 − X0 

(5) 

PBIAS =
∑T 

t=1(X
t 
0 − Xt 

m)∑T 
t=1 X

t 
0 

× 100 (6) 

where Xt 
m = Modeled data at time t; Xt 

0 = Observed data at time t; X0 = Observed 
mean. 

4 Results and Discussions 

4.1 LULC Analysis 

The classified decadal LULC maps are shown in Fig. 3. The magnitude of each class 
in each decade, along with the proportionate change in the LULC from 1985 to 2015, 
is represented in Table 1. The analysis shows that the SRB is a dominant vegetative 
basin with overall vegetation (cropland, dense vegetation, and sparse vegetation) area 
of 19,974 km2 in a total basin area of 20,840 km2. The  remaining area is covered by a  
built-up area of 125 km2 and water bodies of 740 km2. It is observed that from 1985 
to 2015, the built-up area almost doubled (94.95%), whereas the dense and sparse 
vegetation was reduced by 5% and 4%, respectively. The cropland in the Sabari 
basin increased by 8.8%, and waterbodies decreased by 32% during 1985–2015. 
The reduced area of the water bodies, dense and sparse vegetation, is converted into 
cropland and built-up area. Most of the reduced dense and sparse vegetated area is 
converted into cropland.

4.2 Performance of the SWAT Model 

The model is developed using the topographical and meteorological data for 1979– 
2014, considering three years (1979–1982) as a lag time. The performance, sensitivity 
analysis, calibration, and validation of the model using SWAT-CUP are performed. 
The slope of the SRB varies between 0 and 70%. There are four different soil classes 
as per the FAO soil map in the study area. The SWAT generates a total of 180 HRUs 
in the SRB. 

The hydrographs of the Sardaput and Konta basins are presented in Figs. 4 and 5. 
The hydrographs are plotted for three decades 1985–1995, 1995–2005, and 2005– 
2015. The observed average decadal streamflow during pre-monsoon, monsoon, and
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Fig. 3 Decadal LULC maps of Sabari basin 

Table 1 Magnitude and % change in the LULC 

Class Decade % Change between 1985 and 2015 

1985 1995 2005 2015 

Built-up area 125.8 138.1 126.8 245.3 94.96 

Cropland 8274 8288 8293 9007 8.86 

Dense vegetation 8944 8926 8908 8490 −5.08 

Sparse vegetation 2755 2623 2815 2635 −4.35 

Water bodies 740.3 864 697.9 502.5 −32.12

post-monsoon seasons in the Saradaput is increased by 4 m3/s (3.7%), decreased 
by 25 m3/s (8.15%) and increased by 3.75 m3/s (5.09%), respectively, by 2015. In 
comparison with the first decade 1985–95. For the Konta basin, it has increased 
by 8 m3/s (3.1%), decreased by 195 m3/s (34%), and decreased by 35 m3/s (5%) 
in pre-monsoon, monsoon, and post-monsoon seasons, respectively. However, the 
simulated values are quite converse to the observed data. The simulated decadal 
streamflow data for pre-monsoon, monsoon, and post-monsoon seasons in Saradaput 
are decreasing by 9 m3/s (4%), 9 m3/s (5.8%), and 1.8 m3/s (15.27%), respectively. In 
the Konta basin, it has decreased by 35 m3/s (5%), increased by 355 m3/s (5%) and 22 
m3/s (10%) in pre-monsoon, monsoon and post-monsoon seasons, respectively. The
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plots of Saradaput and Konta for the decadal analysis of the observed and modeled 
streamflow are presented in Figs. 4 and 5, respectively. 

Fig. 4 Observed versus simulated discharge for saradaput sub-basin
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Fig. 5 Observed versus simulated discharge for Konta sub-basin 

NSE, PBias, and R2 are used to check the SWAT performance regarding the 
sensitivity of parameters. The model is calibrated (1979–2003) and validated (2004– 
2013) monthly using SWAT-CUP. 11 parameters are selected for sensitivity analysis 
and after nine iterations of each 400 simulations, a specific value is fitted within the 
described range. The parameters, description, and fitted value for the best simulation
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Table 2 Selected parameters and their fitted values 

Sl. 
No. 

Parameter_ 
Name 

Description Fitted_Value 

1 CN2 Curve number for moisture condition II 67.270103 

2 ALPHA_BF Baseflow alpha factor 0.536313 

3 GW_DELAY Groundwater delay 226.575745 

4 GWQMN Threshold depth of water for return flow 753.507507 

5 GW_REVAP Groundwater re-evaporation coefficient 0.020185 

6 REVAPMN Threshold depth of water in the shallow aquifer for 
“revap” to occur 

656.408997 

7 CH_N2 Manning’s ‘n’ value in the main channel 0.083838 

8 CH_K2 Effective hydraulic conductivity 28.366709 

9 SOL_AWC Soil available water capacity 1.002764 

10 ESCO Soil evaporation compensation facto 0.583095 

11 EPCO Plant uptake compensation Factor 0.612328 

Table 3 Performance stats 
for Saradaput and Konta 
sub-basins 

Period Performance metric Saradaput Konta 

Calibration R2 0.78 0.58 

NSE 0.51 0.35 

PBIAS (%) −5.8 −4.2 

Validation R2 0.74 0.62 

NSE 0.53 0.42 

PBIAS (%) −3.8 −4.6 

are shown in Table 3. Further, the values of the selected objective functions for the 
best simulation in both the Saradaput and Konta locations are shown in Table 2. 
Irrespective of the catchment area, the correlation between the extreme events is 
0.42. In the case of ordinary events, if the catchment area is small such as Saradaput, 
the correlation is 0.81, and for a larger sub-basin area, the correlation is 0.75. In 
Sadaraput, the model performs well with R2 coefficients of 0.78 and 0.74 with an 
efficiency of 0.52 and 0.53 in calibration and validation, respectively. For Konta, the 
R2 is reduced to 0.58 and 0.62 with an efficiency of 0.35 and 0.42 in calibration and 
validation, respectively. Therefore in both cases, the model is overestimated. 

4.3 Water Balance Components 

In SRB, evapotranspiration is the prominent water balance component that consumes 
about 74% of the rainfall, as it is a vegetation-dominant sub-basin. The surface flow
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is 8% due to more infiltration in the basin. The remaining rainfall is percolated into 
the soil depending on the soil condition. From the percolated soil, 4% returns to the 
surface flow (return flow). The aquifer recharge is 1% for the deep and the remaining 
precipitation is stored in the shallow aquifer which is readily available. A similar 
study on a high vegetation basin is conducted by Koneti et al. [15] and Guug et al. 
[10] also showed that evapotranspiration is the highest component of these types of 
basins. 

5 Conclusion 

The increased built-up area might decrease the infiltration capacity, leading to 
increased surface runoff in the Saradaput sub-basin. The LULC maps represent that 
most of the decreased cropland is converted into a built-up area. The modeled stream-
flow contains bias, due to a considerable difference between the observed and the 
modeled data for the Konta sub-basin in terms of the catchment area. In this study, 
the SWAT model showed relatively low accuracy in capturing the hydrograph peaks 
in Konta sub-basin than in the Saradaput sub-basin. It is due to the larger area of the 
Konta sub-basin consisting of vegetation which leads to the more evapotranspiration 
when compared to Saradaput sub-basin. While in both the sub-basins, the recession 
limbs are almost all properly captured due to the range of the groundwater delay 
and base flow parameters. Overall, the streamflow variations are associated with the 
change in LULC and it is evident from this study that the built-up area doubled in 
2015 when compared with the land cover data of 1985. It is due to the drastic increase 
in population over the SRB. The growing population demands more land resources 
for their basic needs, i.e., food and shelter. Therefore, the vegetated land is turned 
into agriculture and built-up land. The present study is very helpful in understanding 
the effects of LULC changes on streamflow in other similar basins. 
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Simulating Flood Exposure Due 
to Meteorological Extremes in GWMC 

S. Vinay, D. Sai Manideep, P. Yeshwanth, and C. H. Saishivaram 

Abstract Hazard assessment and forecasting are vital for enhancing the resilience 
of a region. The current research communication integrates Synthetic Aperture Radar 
and Multispectral Remote Sensing Satellites to determine the extent and exposure 
of floods in Greater Warangal Municipal Corporation (GWMC). GWMC is located 
in the tropical semi-arid zone and is characterized by a hot and dry climate and 
witnesses an average annual rainfall of 863 mm. Warangal was considered under the 
smart city mission of India in 2015, in this process of transformation urban areas are 
expanding at the cost of agrarian landscapes. Assessment of land use between 2016 
and 2022 in GWMC indicates the built-up spaces that have increased from 11.50% 
to over 20.25% promoting local climatic modifications. Changing global climate has 
led to meteorological extremes, in the last decade maximum intensity ~200 mm/day 
in August 2020 was observed in GWMC. Flood inundation ranging from 58.39 to 
107.82 km2 was observed with discrete precipitation events such as ranging from 100 
to 200 mm/day. Exposure maps show that 6.5 km2 to 11.4 km2 area under built-up 
spaces and about 50–95 km2 of cultivable landscapes are inundated due to floods. 
With the exiting trends in landscape and climate changes, hazard exposure tends to 
increase causing a negative impact on human livelihood. The analysis also aids in 
developing action plans, enabling appropriate policies to ensure the sustenance of 
society and the regional ecosystem. 
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1 Introduction 

Extreme meteorological events pose tremendous pressure on the community at 
regional to global scales [2]. With global warming and changing climatic patterns, 
the frequency of severe precipitation events is increasing leading to loss of habitat, 
disrupting livelihood, increasing societal imbalance, and affecting the sustainability 
of the region. In other words, the hydrological cycle is disrupted by global warming 
and climatic changes [39] which has led to meteorological and hydrological extremes. 

Intense precipitation events are intensifying globally due to cyclones or convective 
currents. According to the global disaster database [9] , in the last 120 years about 
16,462 natural disasters have been recorded of which about 31%, i.e., 5186 are 
meteorological disasters and 40%, i.e., 6518 are hydrological disaster (Fig. 1). A 
total of 10,308 storms and floods have occurred globally of which 521 are observed 
in India with 317 floods and 204 storms. Floods in India are increasing at a rate of 12 
per decade (Fig. 2) due to increased intensity of precipitation, climate change, and 
landscape dynamics [15, 31]. 

Flow regimes (flow rates, flow duration, peak flows) are key drivers for lotic, 
lentic, and dependent ecosystems that are governed by climate (meteorology), vege-
tation (landscape), geology, soil, topography, catchment physical characteristics, and 
human interventions [29, 36]. The changes in climate alter precipitation intensities 
and durations influence the regime [13], higher rainfall intensities will increase the 
peak discharge and runoff volumes in the catchment, thereby increasing floods [22, 
30]. In addition to climatic patterns, land use modification influences the flow charac-
teristics in the riverscape. Alterations in the land use at the global or local level either 
through natural or cultural (anthropogenic forces can alter the functioning capability 
of landscape that has a direct influence on the hydrological cycle, viz., changes in 
precipitation pattern, surface and subsurface flow regime, evaporation, transpiration,

Fig. 1 Global natural disasters
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Fig. 2 Floods in India

infiltration, etc. [33, 44]. Figure 3 depicts the influence of land use modifications on 
flow characteristics [5, 7].

The ever-growing concerns and demand for natural resources have led to unabated 
alterations in the landscape over time leading to an imbalance in the ecosystem. The 
modifications in the landscape triggering and escalating natural hazards/disasters 
over space and time can be visualized using Remote Sensing data and Geospatial 
tools. 

Remote Sensing and GIS technologies have evolved with innumerable applica-
tions at a global scale. The process of Remote Sensing involves acquiring, processing, 
and interpreting data to derive information about an object/area/phenomenon 
[20]. The term “geographic information system” (GIS) refers to a collection of 
programs used in tandem with a spatial database to accomplish the tasks such as 
collecting, storing, retrieving, transforming, relating, and displaying for a partic-
ular set of purposes. GIS is multidisciplinary, it involves database management 
systems, mathematical operations, modeling abilities, involving bio-geo-physical 
chemical-climatic, and other aspects [32]. 

Integrating the advances in the geospatial technologies with very high-resolution 
remote sensing data, viz., Synthetic Aperture Radar and Multispectral Satellite data 
enables one to (i) quantify and visualize land use change patterns, (ii) identify inun-
dation exposures, (iii) derive terrain, (iv) analyze the likely risk as a result of floods. 
Numerous using physical, mathematical, predictive models, agent-based models, 
regression models, rule-based models [8, 11, 28, 35],) have been used globally to 
identify, model, simulate and predict the land use changes, shoreline dynamics. 

In addition the regional climate changes, flood exposures are fueled by the socioe-
conomic drivers viz., population density, assets, and value of economic activities 
over time [45]. In the absence of risk mitigation strategies/measures and control 
over regional development, unabated socioeconomic developments can lead to tragic 
scenarios. Studies indicate that the absence of any such measures would increase the 
flood risk by 20 folds by 2100 [34]. Recognizing exposures and impacts of disasters
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Fig. 3 Influence of land use modifications on riverscape characteristics

are essential for the societal well-being and need to be carried out at regional scales 
in the developing countries. 

Both the disaster management report 2011 and Vulnerability Atlas [3] (BMTPC, 
2019) of India, both emphasize on the regions and their habitats, resources expo-
sure toward flooding. According to the global and national frameworks [12, 17, 
26, 42], mapping and anticipating hazard intensities, exposures, vulnerabilities, and 
forecasting risks are essential for understanding the nature of risks. This helps 
to reduce risks, by improving the response patterns, and coping capacity through
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sustainable adaptive planning and mitigative measures, viz., ecosystem, societal, or 
infrastructure-based approaches. 

The current communication uses Geospatial abilities to simulate the expanses 
of exposure due to floods caused by varied rainfall intensities at a daily scale in 
Warangal, one of the three smart cities in the state of Telangana [21] so as to provide 
insights to reduce the flood exposures through appropriate management strategies. 

2 Study Area 

Greater Warangal Municipal Corporation (GWMC) is located in the state of Telan-
gana, India (Fig. 4). Extending between 17.869° N to 18.105° N and 79.432° E to 
79.678° E, GWMC has an area of 408.33 km2 with 58 Wards [19]. Agro-climatically, 
GWMC is situated in the Central Telangana Zone i.e., in the Deccan Interiors. Climate 
is hot and dry with temperatures swaying between just below 10 degrees Celsius to 
over 46 degree Celsius between 1982 and 2022 in winter and summer [24]. On an 
average GWMC receives rainfall of 863 mm, increasing at a rate of 2.7 mm per year. 
In the last decade highest rainfall intensity of 200 mm per day was observed in the 
month of August 2020 [18]. Region is dominated by Red Soil, followed by calcareous 
and black soils supporting Paddy, Cotton. Topographically the region is relatively 
flat, located about 250 m above mean sea level, due to which a large number of inter-
connected lake systems were created to cater to the regional water needs. With water 
drafted from Godavari, Warangal caters about 168 MLD of water catering to a popu-
lation of over 10 lakh people (estimated). The population in GWMC has increased 
by 32% in the last two censused decades (2001 and 2011) [27]. Being second largest 
city in Telangana state, Warangal was considered as Smart city in the year 2015–16 
[21], post which large-scale developments are taking place in the city. This develop-
ment has enabled population influx leading to rampant changes in landscapes, i.e., 
from agrarian to paved. Warangal witnessing the unprecedented high intensity of 
rainfall, with the current growth in population and the city would increase the risks 
toward meteorological disasters, necessitating to visualize the landscape modifica-
tions and influence of extreme meteorological events, with a focus on Sustainable 
Development Goals [41].

3 Methodology 

The method involved in evaluating flood exposures is depicted in Fig. 5. The method 
involves five phases, (i) Data collection, (ii) Land use analysis, (iii) Precipitation 
analysis and scenario development, (iv) Inundation mapping, and (v) Flood exposure 
analysis [38].
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Fig. 4 Study area Greater Warangal Municipal Corporation with plots of climate variables

3.1 Data Collection 

Data to understand and visualize flooding and its effects on society were obtained 
from various sources. The administrative data, i.e., Ward boundaries were obtained 
from the state web portal [19], Daily rainfall data were downloaded from Indian 
Meteorological Department [16] and from the Telangana Open Data Portal [18]. The 
daily rainfall data were used to determine the anomalies according to which the SAR 
data were downloaded [1, 10]. Sentinel 2 data from ESA across two time periods 
were collated, i.e., for the year 2016 and 2022 to visualize the changes in landscape 
after Warangal as Declared as Smart City in 2015–16. Virtual satellite data such as 
Google earth [14] and Bhuvan [25] were used to identify various land use features 
to train the machine learning algorithm to classify the satellite data into various land 
use classes. SAR data due to its cloud penetration potential was used to determine 
the extent of flooding. SAR data were downloaded on the day or next day of extreme 
events to capture the original extent of inundation.
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Fig. 5 Method involved to model flood exposure

3.2 Land Use Analysis 

Temporal land use analysis is carried out using machine learning tools based on the 
knowledge gained from field investigations and virtual earth data. The land use was 
classified into four level one classes, viz., Built-up, Water, Vegetation, and Others. 
Built-up class typically considers all paved surfaces such as buildings and roads, 
while vegetation contains all areas containing current sown agriculture lands, grass-
lands, scrub jungles, avenue trees, plantations, and others class consists of barren 
lands, rocky outcrops, sand, current fallow agriculture lands. Water class includes 
all waterscapes, viz., canal, stream, river, lakes, and ponds. 

The training sites were delaminated in Google earth covering about 15% of the 
study area, of which 60% were used for training the algorithm to classify land use and 
40% for accuracy assessment. Machine learning algorithm, viz., Gaussian Maximum 
Likelihood Classifier (GMLC) algorithm has been extensively used [4] to categorize 
the satellite data into various landscapes based on the spectral reflectance charac-
teristics. GMLC was used to classify temporal satellite data, accuracy assessment 
was carried out using Kappa statistics [20]. If the accuracy of the classified data 
was less than 85% additional training sites were used and the program was rerun.
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Due to extreme cases where the classifier failed to categorize (particularly at mining 
sites), visual image interpretation techniques were used and overlaid on the classi-
fied outcomes in order to ensure the actual ground information is reflected on the 
classification outcomes. 

3.3 Precipitation Analysis 

Daily rainfall databases were acquired for three stations, namely, Hanamkonda, 
Kazipet, and Warangal from IMD and the state open data portal for the past 10 years. 
This was only to ensure that the SAR data would be available (note: SAR data from 
Sentinel 1A/B is available post-2012). The data were checked for inconsistencies, 
viz., missing data or erroneous data, and rectified using mass curves [22]. Daily 
data were analyzed for rainfall extremes and the data pertaining to rainfall over 
100 mm/day were considered. These dates of extreme precipitation events were used 
to download the SAR datasets. 

Three scenarios were developed based on the extreme rainfall intensities 

1. Scenario 1 (Sc1): Rainfall intensity is about 100 mm/day. These rainfall events 
are common and have a return period of 2 years. 

2. Scenario 2 (Sc2): Rainfall intensity is about 120 mm/day. These rainfall events 
are rare and have a return period of three to four years from June 2021 to July 
2018. 

3. Scenario 3 (Sc3): Rainfall intensity is about 200 mm/day. These are extreme 
rainfall events, the last reported was in August 2020. 

3.4 Inundation Mapping 

Sentinel 1 data was processed using SNAP tool box [10], to map flood [6] using  a  
standard protocol. The step involves preprocessing that includes radiometric calibra-
tion of data, followed by noise removal. The preprocesses data was georeferenced and 
thresholding was carried out to identify water and moisture. The process was carried 
out for all the select data during rainfall events (Scenarios 1, 2, and 3), The difference 
in water bodies arrived based on land use analysis carried out using Sentinel 2 data 
and the extent of water spread based on the three different scenarios provides the 
exact extent of flooding. 

3.5 Flood Exposure Analysis 

Flood exposure [23] defines the extent of land that gets inundated and is having 
influence on the assets, society, and livelihood. Analyzing flood exposure entitles
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delineating flood hazard extent and aggregating the intersecting society and assets 
across the space [40, 43]. 

4 Results and Discussions 

4.1 Land Use Analysis 

The Spatio-Temporal Land use changes between the years 2016 and 2022 are shown 
in Fig. 6. The result shows an increase in built-up area from 12.71% in 2016 to 
21.39% in 2022. The waterbodies are increased from 1.63% in 2016 to 3.53% in 
2022 due to a higher amount of rainfall in the past 2–3 years, leading to an increase 
in groundwater level and higher crop yield. Vegetation has increased from 48.82% in 
2016 to 58.21% in 2022 because of higher antecedent annual rainfall in the previous 
years. Others (including the cultivation lands, barren lands, open lands, mines, hilly 
areas, etc.) have changed from 36.81% in 2016 to 16.85% in 2022 due to high 
vegetation and urbanization. Overall accuracy was found to be over 90% for both 
the land use classification and the kappa was just over 0.85

Ribbon development was seen in along Hasanparthy, Kazipet, Mamnoor, and 
Gorrekunta areas. In the areas such as Gopalpur, Madikonda, Rampur, Bhattupally, 
Deshaipet, Ayyappa Colony, and Chintagattu, showed the tendency of urban sprawl 
where the agricultural landscape was being converted to new layouts. Due to the 
National Highway 163 that was recently laid from Rampur to Mulugu Road, (via 
Devannapet, Unikicherla, Palvelpula, Reddypuram) proximal areas are getting urban-
ized and can be explained by the ribbing and leapfrog development. The core urban 
areas in Hanmakonda, Warangal, and Kazipet are getting more compacted (infilling) 
and expanding radially (edge growth). 

4.2 Flood Inundation and Exposure 

Figure 7 depicts flood inundation maps across three scenarios, viz., Scenario-1 rain-
fall intensity 100 mm/day, Scenario-2 rainfall intensity 120 mm/day, Scenario-3 
rainfall intensity 200 mm/day. In Scenario-1, the area inundated is 5389 Hectares 
followed by 6842 Hectares in Scenario-2. Less deviations were observed between 
the two scenarios as the variation in rainfall intensity is about 20 mm. In Scenario-3 
about 10,782 Hectares of landscapes get inundated. The inundations in GWMC are 
due to the local topography, land use, and less porous soils (Clayey).

Exposure is defined mathematically as the intersection of land use and flood inun-
dation evaluated across the three observed flood maps (Fig. 7). In the first scenario, 
i.e., rainfall intensity of 100 mm/day 6.58 km2 of built-up spaces are exposed 
to flooding, followed by vegetation and other landscape encompassing 51.8 km2
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Fig. 6 Land use dynamics in GWMC

exposed to flooding. Similarly in scenario 2 an area of 7.56 km2 of built-up spaces 
has been exposed in addition to this 60.5 km2 of agrarian and other landscapes are 
exposed to flood. For an extremely severe and rare events such as 200 mm/day flash 
floods have been reported, due to which an area of 11.42 km2 of built-up spaces are 
exposed to flood, additional 96.4 km2 of agrarian on other landscapes would inun-
date and are exposed to flood conditions. The above three scenarios are applied to 
the land use of 2022, further, there is a large scope for simulating the relative land 
use changes and climate changes and deriving hazard risk maps at the regional scale 
ensuring the NDMA, and Sendai objectives are met. 

SENDAI framework 2015–2030 emphasizes on reducing the risks caused by 
natural disasters through effective management based on global targets defined 
by the SDG (Sustainable Management Goals), i.e., (i) reducing mortalities and 
morbidity, (ii) reducing loss of infrastructure, services, and economy, (iii) increasing 
the resilience through local disaster risk reduction strategies, (iv) improving early
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Fig. 7 Flood expanses and exposure in GWMC

warning systems and assess ability toward disaster risk information. Some of 
the disaster risk reduction and adaption measures [26, 42] are (i) Anticipating 
Risks, Reducing exposure and vulnerability; Multi-dimensional Iterative learning; 
Protect, Retreat and Accommodate people, habitat, environment; Capacity Building; 
Mapping Hazard exposure and risk; Identifying alternate livelihood and source of 
food; Conserving, restoring river, lake beds, interconnectivity and drainage systems; 
Recognizing importance and protecting lentic and lotic ecosystems; providing ameni-
ties (motorable roads, health facilities. Addition to this accounting the ecosystem 
services in the region would persuade the regional authorities to maintain and 
rejuvenate the ecosystem [37]. 

The population in GWMC is increasing at a rate of 32% per decade. The population 
in the year 2022 is estimated to be just over 10 lakhs with a density of 2450 persons 
per km2. With the same rate of growth, population density by 2041 would be 4247 
persons per km2. With increasing climatic extremes, population, and paved surfaces,
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aided by the clayey nature of soils, and flatter terrain, the risk toward flood hazards is 
likely to increase. This necessitates the Master Plan 2041 to consider the future likely 
flood risks and taking the advantage of the floods to rejuvenate the surface (lakes) 
and subsurface (groundwater) waters through appropriate policy measures, also the 
regional government needs to have prior preparedness strategies to abate risks caused 
by flooding, viz., (i) suitable laws and regulations, (ii) training, (iii) infrastructure, 
(iv) communication, (v) dedicated disaster management cell with financial support, 
(vi) zonation, etc. 

The current communication aids simulate the likely flood risk, this enables the 
local community, governance and decision-makers to understand the spatial expanses 
of flood and predict the exposures. This enables to develop region-specific strategies 
for effective management. 

5 Conclusion 

The deterioration of global climatic conditions has resulted in the increase in the 
frequency and rate of disasters occurring in India. Meteorological extremes causing 
hydrological disasters, particularly floods are increasing at an alarming rate of 12 
per decade in India. 

Located in the hot-semi-arid zone, Warangal is the second largest city in the 
state of Telangana and is one of the smart cities. The increase in population flux, 
followed by societal demands has led to large-scale alterations of the regional lotic, 
lentic, and agricultural ecosystem. This can be explained by the increasing built-up 
spaces from 12% in 2016 to 21% in 2021 within GWMC at the cost of 40 km2 

of agrarian landscapes. The changes in regional climate and landscapes have paved 
the way for flooding, catalyzing the process of erosion and sedimentation in the 
surface water bodies. In the last 1.5 years, field investigations show that few spells of 
precipitation would rampantly fill up the lakes indicating large volumes of silt being 
deposited. Further land use assessment also indicated an increase in greenspaces and 
water bodies. This can be attributed to the antecedent rainfall events in 2021 and 
2020, followed by a selection of small-scale irrigation projects and major irrigation 
projects such as the Kaleshwaram Lift Irrigation project, due to which the current 
sown agriculture lands and water bodies have increased. 

Analysis of rainfall events with respect to daily precipitation intensity indicates 
100 mm/day as an annual event while 120 mm/day repeats in 2 to 4 years and 
200 mm/day was the highest recorded in the last decade (2012–2022). Accordingly, 
three different scenarios were developed. SAR data was used to visualize flooded 
areas in GWMC. With varying inundation extents, the assets and people exposed 
to hazard varies. In the first scenario, i.e., about 5839.69 hectares get submerged 
of which 658 hectares of Built-up spaces and 3203 hectares of Vegetated spaces 
get inundated. Likewise in the scenario there are about 10,782 hectares, i.e., 25% 
of GWMC is inundated of which 1142 hectares of built-up and 5937 hectares of 
agriculture spaces get exposed to floods.
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In the current article, we integrate mapping flood inundation exposures by consid-
ering land use change, demographics, and climate. This would aid in anticipating 
the effects of hazards and helps the local administration and planning authorities to 
plan and reduce the damages, mortalities due to hazard at the regional scale through 
appropriate planning and management interventions that are well-matched to the 
ecosystem ensuring that the Sendai framework, COP 21/26 goals are met, and the 
city become both smart and sustainable. 
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Identifying the Potential Impacts 
of Climate Change on Streamflow 
in a Humid Tropical Basin 

Alka Abraham and Subrahmanya Kundapura 

Abstract The preservation of ecosystems in a river is based upon the replication of 
its original pristine conditions in the river regime. One of the main variables influ-
encing a region’s hydrology is climate change. The research investigated the impact 
of climate change on the streamflow within the Meenachil River basin located in 
Kerala, India. The present study employed the Soil and Water Assessment Tool 
(SWAT) model to simulate the hydrological processes of the basin. The calibra-
tion and validation of the model are done, and the model performance is deter-
mined considering the Nash Sutcliffe Efficiency (NSE), coefficient of determination 
(R2), and percentage bias (PBIAS), and it is observed to be good. The data for 
the future climate are taken from National Aeronautics and Space Administration 
(NASA) Earth Exchange Global Daily Downscaled Projections (NEX-GDDP) data 
for Representative Concentration Pathway (RCP) 4.5. The response of streamflow 
to the climate in the future time period (2025–2099) is evaluated by considering 
three scenarios, S1, S2, and S3, with reference to a baseline scenario. In order to 
analyze the impact of climate change in the basin, the high and low flow indices 
(Q5 and Q95) of the scenarios under consideration are established using the flow 
duration curve of annual streamflow. Q5 showed a reduction of 20, 8.3, and 1.6% for 
the considered scenarios compared to the baseline period. The low flow index, Q95, 
showed an increase of 9.8, 15.3, and 15.1% in the scenarios concerning the baseline 
period. The findings of the present study will aid in developing adaption techniques 
for improved basin-wide management of water resources.
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1 Introduction 

Water is a valuable natural resource and the basis of all other natural resources 
[10]. The environmental protection and sustainable growth of an area are highly 
dependent on its water resources [5]. At global, regional, and local levels, climate 
change is seen as a key factor impacting the availability and quality of water [8]. 
Increasing temperatures since the middle of the twentieth century may be directly 
attributed to the warming effects of increased quantities of greenhouse gases, which 
have been documented across the climate system. The intricate interdependence of 
the worldwide climate system is underscored by the fact that forthcoming climatic 
conditions and their impacts on ecological systems are contingent upon not only 
greenhouses gas emissions but also economic status and developmental strategies 
[14]. The extent of these alterations will be contingent upon forthcoming human 
activities alongside technological and economic advancements [15]. It is expected 
that climate change and the subsequent increase in atmospheric CO2 concentration 
will have an impact on hydrological systems across the globe [14]. 

The phenomenon of climate change can disrupt the typical hydrological processes, 
potentially resulting in significant consequences for the water resources of a region 
[6]. Any changes in the distribution of climate variables affect surface water and 
water vapor circulation [17]. This indicates that the implications of climate change 
give rise to various adverse impacts on society [11]. Climate change directly affects 
the hydrology cycle, triggering a cascade of effects that affect, among other things, 
agriculture, energy, and ecology. Assessing how climate change may affect local and 
regional water supplies comes first before designing mitigating efforts. The topic of 
climate change has been the subject of extensive research in numerous large-scale 
watersheds worldwide. Further investigation is necessary to evaluate the influence 
of climate change on watersheds at a more localized level. Implementing improved 
water management strategies can be facilitated through this approach [11]. 

Studies on the effect of climate change on water resources, especially at the catch-
ment scale, are important as the developmental activities of the region depend on 
these resources [6, 12]. The most advanced tools for predicting climate variability 
and changes are General Circulation Models (GCM) [7]. To examine the conse-
quences of climate change, GCM models are most often used to analyze the manner 
in which various scenarios will affect hydrological systems. To perform an effect 
assessment at the basin size, we downscale the GCM’s global-scale simulation to the 
basin scale [17]. The Coupled Model Intercomparison Project (CMIP) of the World 
Climate Research Programme (WCRP) has produced GCMs that serve as valuable 
instruments for comprehending the mechanisms of historical climate and predicting 
potential future climate alterations based on hypothetical emission scenarios [14]. 
The coarser scale GCM simulations are scaled down to a finer scale, and simulations
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under different emission scenarios are incorporated in impact assessments [17]. The 
need for hydrologic models to understand the effects of the changing climate on the 
water balance is growing. Climate, Soil, and Land use land cover (LULC) are just a 
few examples of the critical inputs required to run hydrologic models. The incorpora-
tion of climate data is a crucial factor in determining the output of computer models’ 
simulations. The climate projections necessary for conducting climate research are 
obtainable at a less detailed resolution from various GCMs. However, to utilize 
these data in hydrologic simulations, it must be refined at the Regional Climate 
Model (RCM) level. The conversion of data from GCMs to RCMs necessitates the 
implementation of bias correction and downscaling techniques. Future climate data 
resolution and simulation accuracy are critical for the success of climate change 
research evaluation [11]. The most common method for impact assessment is to 
drive a hydrological model with GCM outputs [12, 14]. 

This research investigates the effects of climate change on the hydrology of the 
Meenachil basin in Kerala, India. To simulate the climate change effects in the 
research, the SWAT hydrological model is used. Possible applications of these find-
ings include improved water resource management and implementing measures to 
mitigate the regional impact of climate change. 

2 Methodology 

2.1 Study Area 

The Meenachil Basin (Fig. 1) in Kerala, India’s southernmost state, is selected for 
study. This is a west-flowing river, which discharges into Vembanad Lake before 
flowing onto the Arabian Sea. The Western Ghats mountain range defines the basin’s 
eastern border. The Meenachil River originates at Araikunnumudi, which is located 
at an elevation of 1097 MSL; the basin’s drainage area is 1272 km2. The study area 
has a hot and humid climate. The southwest monsoon, which lasts from the month of 
June to September, contributes to the majority of the region’s rainfall and is followed 
by the northeast monsoon, which continues from October to November. The region 
receives around 3000 mm of rain on average each year, and the temperature falls 
between 17 and 37 °C. The region gets sufficient rainfall during the monsoon yet 
experiences water shortages throughout the summer.

2.2 Dataset 

The inputs to hydrological modeling include Digital Elevation Model (DEM), climate 
data, soil map, hydrological data, and LULC maps. The ASTER DEM of 30 m reso-
lution and the Food and Agriculture Organization (FAO) soil map is used in the study.
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Fig. 1 Location of the study area

The Landsat satellite imagery is extracted from the Google Earth Engine platform 
and classified with a Random Forest algorithm to prepare the study’s LULC map [3]. 
India Meteorological Department (IMD) gridded rainfall, maximum and minimal 
temperatures, as well as NASA power grid data for solar radiation, relative humidity, 
and wind speed, serve as the climatic data for the historic period. The NEX-GDDP 
dataset of resolution 0.25°× 0.25° under the emission scenario RCP 4.5 is considered 
for the future. The models (Table 1) are considered based on ranking for selecting a 
suitable subset of GCM [2]. For future precipitation, the ensemble mean of MIROC-
ESM-CHEM (Model for Interdisciplinary Research on Climate Earth system models 
CHASER-coupled version), MIROC-ESM (Model for Interdisciplinary Research 
on Climate Earth system models), BCC-CSM1-1 (Beijing Climate Center Climate 
System Model. Version 1) and NorESM1-M (Norwegian Earth System Model, Inter-
mediate Resolution) is taken. The ensemble mean of MIROC-ESM-CHEM, MIROC-
ESM, MPI-ESM-MR (Max Planck Institute Earth System Model at the mixed reso-
lution version), and MPI-ESM-LR (Max Planck Institute Earth System Model at 
the low-resolution version) are employed for maximum temperature, whereas for 
minimum temperature, the models MIROC-ESM-CHEM, MRI-CGCM3 (Meteoro-
logical Research Institute coupled atmosphere–ocean general circulation model 3), 
BNU-ESM (Beijing Normal University Earth System Model), and MIROC-ESM are 
applied. The streamflow data collected from the Central Water Commission (CWC), 
India website are used in model calibration and validation.
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Table 1 GCMs considered in the study [2] 

Model Modeling institution 

BNU-ESM Institute of Global Change and Earth System Sciences, Beijing Normal 
University, China 

MIROC-ESM 
MIROC-ESM-CHEM 

Atmosphere and Ocean Research Institute, Japan 

MPI-ESM-LR 
MPI-ESM-MR 
MRI-CGCM3 

Max Planck Institute for Meteorology, Germany 

NorESM1-M Norway Consumer Council, Norway 

BCC-CSM1-1 Beijing Climate Centre, China 

2.3 Hydrological Modeling with SWAT 

Streamflow is a crucial component of the hydrologic cycle, and alterations in precip-
itation and evapotranspiration brought about by climate change can significantly 
impact streamflow [18]. The interconnections and associations between flow regimes 
and ecosystems hold significant value in forecasting the reactions of riverine ecosys-
tems to global transformations. Additionally, they aid watershed managers in iden-
tifying efficacious strategies to sustain the equilibrium of riverine and wetland 
ecosystems. Environmental alterations exert a direct influence on the hydrolog-
ical mechanisms of a watershed, thereby affecting its flow dynamics. Distributed 
hydro-ecological models have proven to be efficacious instruments for examining 
the impacts of alterations in water flow on riverine ecosystems. These models have 
limits in forecasting riverine ecosystem responses to environmental changes such as 
climate change, LULC, and water and soil management for conservation methods 
such as the implementation of vegetation filter strips, agricultural management prac-
tices such as alterations in fertilizer application methods, and rules governing water 
retention structures. Enhancing the predictive capabilities of said models regarding 
low flow has emerged as a prevalent issue among hydrological and hydro-ecological 
communities [20]. 

The hydrological processes in the research basin are simulated using the SWAT 
model [4]. The division of the watershed into sub-basins is followed by a further 
subdivision into Hydrologic Response Units (HRUs), which take into consideration 
the regional variation based on LULC and soil. The land phase and the routing 
phase make up the majority of the SWAT modeling of the hydrologic cycle. Water, 
nutrients, sediments, and pesticide loadings for each HRU are first calculated during 
the land phase. Sub-basin loadings are then calculated by adding the loads from all 
HRUs located within that sub-basin. The sub-basin major channel is loaded with 
the resultant sediment [20]. The hydrological processes in the model are determined 
by the water balance calculation, which serves as the governing equation. The soil 
conservation service (SCS) curve number (CN) approach is used in the model to 
determine the surface runoff from a watershed [19] and is determined as
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Qsurf = 
(Rday − 0.2S)2 

(Rday + 0.8S) 
(1) 

where ‘Qsurf’ is the surface runoff in mm, ‘Rday’ is the precipitation in mm, and ‘S’ 
is the potential maximum retention. The methodological framework of the study is 
shown in Fig. 2. 

The model is calibrated and validated by the use of the SUFI-2 in SWAT CUP 
[1]. The model’s efficacy in modeling streamflow is evaluated with a coefficient of 
determination (R2), Nash–Sutcliffe efficiency (NSE), and Percent Bias (PBIAS). The 
mathematical expression for determining the performance indicators is as follows:
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R2 =
∑n 

i=1

(
Qobs − Qobs

) ∗ (Qsim − Qsim)
√∑n 

i=1(Qobs − Qobs)
2 ∗

√∑n 
i=1(Qsim − Qsim)

2 
(2) 

NSE = 1 −
∑n 

i=1(Qsim− Qobs)
2

∑n 
i=1(Qobs − Qobs)

2 
(3) 

PBIAS =
∑n 

i=1(Qsim − Qobs)
∑n 

i=1 Qobs 
(4) 

where Qobs and Qobs are the observed and the average streamflow; Qsim and Qsim are 
the simulated flow and the mean simulated flow, respectively. The variable ‘n’ repre-
sents the quantity of data points related to the flow. Several researchers have utilized 
the model to examine the hydrological events at the river basin scale [5–8, 14, 16]. 

3 Results and Discussion 

3.1 Future Climate in the Study Area 

The expected changes to the climate variables, maximum and minimum temperature, 
and precipitation are determined (Fig. 3) by considering the baseline period from 
1991 to 2015. Three-time slices are selected from the future, P1 (2025–2049), P2 
(2050–2074), and P3 (2075–2099). The three-time slices exhibited a rise in the mean 
annual, monthly, and seasonal temperatures compared to the baseline period. The 
mean annual maximum temperature rises by 1.4%, 3%, and 4.4%, respectively. The 
minimum temperature showed a higher increase with a 6, 9, and 11% rise compared 
to the baseline. The mean temperature showed the highest value during the Pre-
monsoon season (April). At the end of the century, it is anticipated that the percentage 
change in the maximum and minimum temperature will be significant in the time 
slice P3. The warming climate expected in the future increases the susceptibility 
to drought in the region [16]. Also, temperature rise accelerates the hydrological 
cycle, which leads to changes in the timing and quantity of rainfall and runoff in 
the area [10]. The average annual precipitation for the future scenarios is found 
to be less compared to the baseline scenario by 9%, 27%, and 10%, respectively, 
suggesting a decrease in rainfall in the basin. Monthly analysis reveals that there is a 
reduction in precipitation during the monsoon months, June and July, whereas there 
is an increase during August and September. The pattern of seasonal precipitation is 
likewise similar, with the exception of winter, where the precipitation is found to be 
increasing compared to baseline scenario.
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Fig. 3 Monthly variation of climate variables in the study basin: a Maximum temperature (°C), 
b Minimum temperature (°C), c Precipitation (mm)
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3.2 Model Calibration and Validation 

Before beginning the calibration process, the sensitivity analysis is taken into consid-
eration. The SUFI 2 technique included in SWAT CUP is used for calibration and 
validation of the SWAT model. The parameters for sensitivity analysis are selected 
based on previous literature. The rank obtained for the selected parameters after 
sensitivity analysis is shown in Table 2. The most critical parameter is found to be 
SCS-CN (SCS curve number for moisture condition II), followed by SOL_BD (Moist 
bulk density), ESCO (Evaporation compensation factor), and other parameters. The 
SWAT model is calibrated for streamflow using historical climate data and LULC 
for the year 2000. The observed monthly flow at the gauging station, Kidangoor, 
during (1988–2001) is used for calibration, and (2009–2015) is used for validation. 
The R2 and NSE values obtained are greater than 0.8, and PBIAS within ±10% 
for calibration as well as validation (Table 3). From the validation, it is found that 
satisfactory results are obtained in the simulation of the streamflow in the Meenachil 
basin (Fig. 4). 

The climate change impact is further studied with the calibrated validated model. 
The simulated streamflow from 1991 to 2015 is considered a baseline scenario. The 
future time period from 2025 to 2099 is considered in three-time slices to generate 
three scenarios, S1, S2, and S3. Scenario S1 indicates simulated streamflow from

Table 2 Parameters considered and ranks obtained in hydrological modeling 

Parameters Lower limit Upper limit Fitted value t-stat Rank 

r__CN2.mgt −0.2 0.2 −0.18 6.75 1 

r__SOL_BD().sol 0 1 0.65 4.989 2 

v__ESCO.hru 30 450 166.69 2.217 3 

v__CANMX.hru 0 2 1.78 1.055 4 

v__GWQMN.gw 0 500 147 0.828 5 

v__REVAPMN.gw −0.25 0.25 0.036 0.719 6 

v__GW_REVAP.gw −0.25 0.25 0.306 0.151 7 

r__SOL_Z().sol −0.25 0.25 −0.0167 0.1172 8 

v__EPCO.hru −0.25 0.25 −0.13 0.1088 9 

r__SOL_K().sol 0 1 0.235 0.1013 10 

v__GW_DELAY.gw 0 1 0.61 0.0746 11 

r__SOL_AWC().sol 0 50 4.1 0.0646 12 

v__ALPHA_BF.gw 0 0.2 0.18 0.0374 13 

Table 3 Performance of the 
hydrological model during 
calibration and validation 

Evaluation criteria R2 NSE PBIAS 

Calibration 0.84 0.84 5.5 

Validation 0.82 0.82 3.0
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Fig. 4 Scatter plot of simulated versus observed monthly streamflow during a calibration and 
b validation

2025 to 2049, S2 for 2050 to 2074, and the simulated streamflow in the period 2075 
to 2099 is considered as scenario S3. For all the scenarios, the LULC for the year 
2000 is taken. 

3.3 Impacts of Climate Change Impact Streamflow 

The climate change impact is predicted and analyzed by comparing the streamflow 
during the three future scenarios with the baseline. The meteorological variables 
considered for the model are precipitation and temperature. The future scenarios are 
explored using the calibrated model, and the annual flow duration curve is plotted 
for the baseline, S1, S2, and S3 cases (Fig. 5). This helps to understand the flow 
variability between the baseline and the future scenarios.

For scenarios S1, S2, and S3, the annual average streamflow is predicted to decline 
by 6.8%, 5.5%, and 1%, respectively, relative to the baseline. Also, the percentage 
changes in the low flow (Q95) and high flow (Q5) indices are evaluated in the study. 
Q95 is among the most common low-flow indices [9]. Watershed modeling studies 
need to pay greater attention to low flows since they are crucial for the biotic diversity 
of aquatic and riparian environments. All of the scenarios for the future predict an 
increase in the basin’s low flows over the baseline. The percentage increase in Q95 
for the considered scenarios is expected as 9.8%, 15.3%, and 15.1%, respectively, 
with respect to baseline. This indicates more water availability during the dry season 
in the area. The increase in low flow results in lowering the total discharge deficits 
due to the changes in climate [13]. The high flow indicators (Q5), on the other hand, 
indicated a significant reduction in the future. The Q95 is found with a decrease of 
20, 8.3, and 1.6% compared to the baseline scenario. The patterns of stream flow in 
the three scenarios are similar but with differences in magnitude.
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Fig. 5 Annual flow duration curve

4 Conclusion 

The research findings suggest that Meenachil may experience a reduction in precipi-
tation and an upsurge in temperature under the RCP 4.5 scenario in comparison to the 
baseline period that was analyzed. The study employs the SWAT model to examine 
the possible impacts and alterations on streamflow due to the changing climates. The 
annual average discharge in Meenachil is predicted to decline in all the considered 
future scenarios. The reduction in flow is expected to be less for the S3 scenario. The 
low flow indices (Q95) are found to have a rise, and high flow indices (Q5) showed 
a decline in the predicted scenarios compared to the baseline. The percentage reduc-
tion in the two indices is anticipated to be more in the upcoming future. The study 
may be useful for comprehending the effects of a changing climate in the Meenachil 
basin and could be taken into account when developing adaptation measures. In this 
research, an effort was made to determine how streamflow might respond to climate 
change by taking into consideration basically the moderate emission scenario. In 
addition, research is needed to estimate the LULC changes and the impacts of LULC 
changes and other emission scenarios on the hydrology of the study basin, which is 
the future scope of the study.
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Changing Hydro-climatological Response 
of Bhadar Basin in Western India 

Bhanu Parmar, Suvarna Shah, and Hiteshri Shastri 

Abstract Climate change is a global issue of today’s modern world. The global 
temperature is increasing and attaining new records with each passing year [Inter-
governmental Panel on Climate Change (2018) Global warming of 1.5 °C: an IPCC 
special report on the impacts of global warming of 1.5 °C above pre-industrial levels 
and related global greenhouse gas emission pathways, in the context of strength-
ening the global response to the threat of climate change, sustainable development, 
and efforts to eradicate poverty. Intergovernmental Panel on Climate Change]. The 
changes in temperature affect the hydrological cycle and through changing rainfall 
patterns. As a result, some areas receiving more and more rainfall and experiencing 
flood while others have less rainfall and have to deal with drought. The increased 
frequency of extreme rainfall events is another noted feature of climate change. 
Rainfall is the key element for well-being of the people in the country like India for 
larger dependency on the agricultural activities. Different studies highlight signifi-
cant changes in rainfall pattern over western part of India, Gujarat. The peninsular 
region of Gujarat, known as Saurashtra is recognized for its flashy rivers and dry 
hydro-geo-morphology. Bhadar is one of the major rivers of Gujarat and largest 
river in the Saurashtra region. The Bhadar River basin is observed to experience 
frequent flooding in the recent years with 2021 flood causing heavy loss in the region. 
This study is taken up to access system behavior and understand different hydrolog-
ical processes for Bhadar River basin. Hydrological model is useful to present the 
real-world system in the simplified form. Here, in this study, a physically based, 
semi-distributed model, namely, Soil and Water Assessment Tool (SWAT) was used. 
The study reveals changing hydro-climatological response of Bhadar basin. Findings 
of this study provide useful inputs to policymakers, farmers, disaster management 
authorities for management and planning of water resources in the region.
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1 Introduction 

Rainfall is an important element of the global circulation of the Earth’s system [12]. 
Temporal as well as spatial pattern of precipitation is more likely to change during 
twenty-first century due to increase in average global temperature [9]. Hydrologic 
responses of most of the river basins are expected to change due to the change in 
climatic conditions. With this in the current century, water scarcity and flooding are 
projected to affect a larger percentage of the global population [5]. 

The increased surface temperature caused by rise in greenhouse gas concentra-
tion resulted into the increased atmospheric moisture variability. Therefore, regional 
precipitation variability increases and the hydrological cycle is accelerated [10]. 
Temperature strongly affects precipitation and evaporation, which directly influence 
runoff [3]. The higher surface temperature results in an increase of evaporation and 
enhances regional variability in characteristics of precipitation (e.g., variability, total 
amount, and extremes frequency), this in turn is likely to influence intensity and 
frequency of hydrological extremes like droughts and floods. Different components 
of hydrological cycle such as mean runoff, groundwater recharge, soil moisture, 
and availability of water for irrigation and hydroelectric generation are also affected 
through this. 

A major consequence of future climate change will be the increase in water stress 
and alteration of river flows [8, 11, 13]. During monsoon season, the velocity of flow 
is higher in rivers having steep slope. As a result, extreme high precipitation events 
caused by projected climate change may result in severe flash flood condition. This 
condition has also been reported in India [2, 8, 14]. It is also anticipated that sea levels 
will rise as a result of thermal expansion of seawater and melting of ice from high 
latitudes and altitudes. This will have a greater impact on coastal agricultural ecosys-
tems due to the frequent seawater intrusion and secondary salination, particularly in 
low-lying countries such as Bangladesh and India with a long coast line. 

The influence of climate change on the surface water is evidently visible by alter-
ations in the water level and water quality. At the same time, the potential impact on 
the groundwater is also of serious concern because it is widely distributed source of 
water supply. The change in precipitation pattern has a direct effect on the ground-
water recharge while indirectly affecting the groundwater withdrawals or discharge. 
As a result of negative impact of climate change, modification in hydrological cycle 
will lead to diverse socio-economic impacts and risks [16]. For long-term manage-
ment strategies and adaptation measures, a reliable assessment of potential changes 
in hydrological conditions is important [15]. 

The major purpose of hydrological modeling is to determine how a watershed 
responds to changes in climatic parameters, soil types, land uses, and management 
conditions. This in turn has important implications for water resources planning,
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flood forecasting, pollution control, and many other areas [6]. After taking variety of 
hydrological processes (e.g. precipitation, evaporation, transpiration, groundwater, 
interflow etc.) into accounts, rainfall-runoff model depicts the process of creating 
streamflow hydrographs as a result of the surplus rainfall onto the catchment. 

Soil and Water Assessment Tool (SWAT) provides computationally efficient, 
physically based, and capable of continuous simulation of hydrological processes 
over long time periods [4]. SWAT model is suitable to assess the hydrologic response 
of the river basin under the effect of changes in soil, land use and climate. The 
SWAT model functioning divides a watershed into several sub-watersheds. These 
sub-watersheds are then further segmented into Hydrologic Response Units (HRUs). 
The HRUs consist of soil characteristics, land use, and management practices. 

2 Study Area 

Bhadar is one of the major and longest rivers of Saurashtra region. The river originates 
about 26 km north-west of Jasdan in Rajkot district near Vaddi (Aniali Village) at 
an elevation of 261 m above mean sea level and confluence with Arabian Sea at 
Navibandar (Porbandar). The Bhadar River travels in the south west direction mainly 
in the Rajkot, Junagadh and Porbandar district with total length of 198 km. The basin 
lies between geographical latitudes 21° 25' and 22° 10' N and 69° 45' and longitudes 
71° 20' E with drainage area of 7094 km2 accounting for one seventh of the total 
area of Saurashtra. Bhadar River receives nine major tributaries; six feeding from 
the right (Chapparwadi, Gandali, Phopal, Utawali, Venu andMoj) and three feeding 
from the left (Vasavadi, Galolioand, Surwa). Thus, the river has a more extensive 
drainage system on right bank as compared to the left bank. The mean rainfall in 
basin is 625 mm. Temperature in the region during winter season varies from 4° to 15 
°C. May is the hottest month in the region depicting maximum temperature variation 
from 40° to 45 °C (see Fig. 1).

3 Data Used 

The study utilizes three different datasets, namely, station-based observed data, 
gridded data climate reanalysis data and satellite data. Table 1 provides the listing of 
the data collected for the analysis from different respective agencies.
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Fig. 1 a Location of Bhadar River Basin b Bhadar River Basin with Monitoring Station
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Table 1 Data collection 

Serial 
number 

Data Duration/ 
resolution 

Source 

1 Rain Gauge 1961–2020 State water data centre 

2 River Gauge 1971–2020 State water data centre 

3 Weather Station 2001–2020 State water data centre 

4 Gridded 
Rainfall 

1979–2021/ 
0.25oX0.25o 

IMD (https://imdpune.gov.in/) 

5 SRTM-DEM 30 m Earth explorer (https://earthexplorer.usgs.gov/) 

6 Landuse/ 
landcover 

2020/10 m ESA sentinel-2 (Esri Inc.) 

7 Soil Map – Food and agriculture organisation of united 
nations (https://www.fao.org/) 

4 Methodology 

The hydrological processes incorporated in the model are evapotranspiration (ET), 
infiltration, surface runoff, shallow and deep aquifer flows, percolation and channel 
routing [1]. As the study focused on climate change impacts on hydrology, the 
following equation is explained below. The following water balance equation is 
applied on SWAT model to represent basic hydrology of a watershed (see Fig. 2): 

SW t = SW 0 + 
t√

i=1

(
Rday − Qsurf − Ea − Wseep − Qgw

)

where, 

SW t = Final soil water content (mm)

SW 0 = Initial soil water content (mm) 

Rday = Amount of precipitation on day i (mm) 

Qsurf = Amount of surface runoff on day i (mm) 

Ea = Amount of evapotranspiration on day i (mm) 

Wseep = Amount of percolation and bypass existing the soil profile bottom on day i 
(mm) 

Qgw = Amount of return flow on day i (mm).

https://imdpune.gov.in/
https://earthexplorer.usgs.gov/
https://www.fao.org/
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Fig. 2 Methodology flowchart

4.1 Model Evaluation Criteria 

The model evaluation criteria signify how accurate a model performance is after 
run. It is measured relative to observed data. These are the statistical/mathematical 
coefficients to quantify the model performance. The most popularly used statistical 
validation indices, namely, Coefficient of Determination (R2) and Nash–Sutcliffe 
Efficiency (NSE) are applied to determine how well hydrological model results fit 
with the observation. The range of coefficient of determination lies between 1 (perfect 
fit) and 1 (no fit at all). 

R2 = 

⎛ 

⎜⎝
∑n 

i=1

(
Qobserved − Qobserved_avg

)(
Qsimulated − Qsimulated_avg

)
(∑n 

i=1

(
Qobserved − Qobserved_avg

)2∑n 
i=1

(
Qsimulated − Qsimulated_avg

)2)0.5 

⎞ 

⎟⎠ 

2 

(1) 

where n is the number of events, Qsimulated and Qobserved are simulated and observed 
runoff over the validation period. 

NSE value ranges from 1 (best fit) to negative infinity. NSE is more stringent 
performance test than R2 and is never greater than R2. NSE observes how well the 
model simulated results matches with the observed data in relation to solely predicting 
the parameter of concern by using mean of the measured data over the evaluation 
time period. NSE of 0 indicates that predictive skill of model is the same as the 
time-series mean in terms of the sum of the squared error. Negative NSE indicates
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that mean of observed data is better predictor than model simulated values, while 
NSE greater than 0 indicates that the model predicts measured data better than the 
observed mean values. 

NSE = 1 −
∑n 

i=1(Qmeasuredi − Qsimulatedi )
2

∑n 
i=1(Qmeasuredi − Qmeasuredavg)

2 

where Qmeasuredi and Qsimulatedi are the simulated and observed discharges at 
ith observation, respectively, and Qmeasuredavg is the mean of observed data over 
the simulation period. 

5 Results and Disscussion 

For the Bhadar River, basin performance of the SWAT hydrologic model is evalu-
ated using historical monthly streamflow data over the 20 year time period from 2001 
to 2020 at the Kamadhiya River gauging station (latitude 21° 51'N, longitude 70° 
55'E). The simulated and observed monthly streamflow for the calibration period at 
the Kamadhiya River gauging station is presented in Fig. 3. The simulation is firstly 
evaluated by visual examination of match between observed and predicted values. 
The hydrologic model results show good statistical correlation between model simu-
lated and observed streamflow for calibration time period (2001–2014; 14 years) and 
also during the following validation period (2015–2020; 6 years). Average monthly 
flows were observed to be 10.61 m3/s during the calibration period under the average 
monthly precipitation 56.47 mm. Performance measures indicate that the model is 
able to simulate river discharge with satisfactory level of match to the observed flow. 

Figure 3 shows the observed versus simulated discharge graph at Kamadhiya 
gauging station during validation period. Table 2 shows the statistics summary of 
calibration and validation for the results using station as well as the gridded data.

Fig. 3 Observed and SWAT Model simulated monthly total river discharge (bottom lines) along 
with precipitation observed with station data and gridded data (top lines) during calibration period 
(2001–2014) and validation period (2015–2020) for Bhadar River Basin 
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Table 2 Statistical indices of 
calibration and validation for 
Bhadar River Basin 

Statistical Index Station data Gridded data 

Calibration (2001–2014) 

R2 0.76 0.75 

NSE 0.74 0.59 

Mean (Sim (Obs)) 10.61(8.97) 13.49(8.97) 

Validation (2015–2020) 

R2 0.90 0.89 

NSE 0.80 0.79 

Mean (Sim (Obs)) 10.13(9.51) 8.38(9.51) 

The model performance is also assessed using statistical indices, NSE and R2 

in addition to graphical methods such as hydrograph. The mean flow values are 
calculated by comparing observed monthly flow to simulated monthly flow during 
the validation and calibration periods (see Fig. 4). 

Overall, the performance of SWAT model is good in estimating streamflow as 
demonstrated by the value of coefficient of determination (R2) 0.76 and Nash– 
Sutcliffe efficiency (NSE) 0.74. The model performance is evaluated over the 6 years 
validation period (2015–2020) following the calibration. The statistical indices for 
validation period are estimated as R2 = 0.90, NSE = 0.89. These results show that 
the model performance is as good as for the calibration period. The model perfor-
mance statistics for calibration and validation time period are presented in Table2. 
The results, therefore, confirm that calibration and validation are satisfactory and the 
model is successfully capturing the response of the watershed.

Fig. 4 Scatter plot of observed versus simulated runoff during calibration period (2001–2014) and 
validation period (2015–2020) for Bhadar River Basin 
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Table 3 Sensitive parameters of Bhadar River Basin 

Serial number Parameter Min Max Best fitted value Default value New value 

1 r__CN2.mgt – 0.2 0.2 – 0.0676 87.06 81.174744 

2 v__ALPHA_ 
BF.gw 

0 1 0.035 0.048 0.035 

3 v__GW_ 
DELAY.gw 

30 450 407.579987 31 407.579987 

4 v__ 
GWQMN.gw 

0 2 1.61 1 1.61 

5 v__GW_ 
REVAP.gw 

0 0.2 0.1958 0.02 0.1958 

6 v__ESCO.hru 0.8 1 0.8094 0.95 0.8094 

7 v__CH_N2.rte 0 0.3 0.1107 0.014 0.1107 

8 v__CH_K2.rte 0 500 11.125 0 11.125 

9 v__ALPHA_ 
BNK.rte 

0 1 0.687 0 0.687 

10 r__SOL_ 
AWC(1).sol 

– 0.2 0.4 0.1654 0.14 0.163156 

11 r__SOL_ 
K(1).sol 

– 0.8 0.8 0.1424 3.16 3.609984 

12 r__SOL_ 
BD(1).sol 

– 0.5 0.6 0.4031 1.5 2.10465 

13 v__ 
SFTMP.bsn 

– 5 5 – 1.89 1 –1.89 

14 v__ 
SURLAG.bsn 

0.05 24 21.437349 4 21.437349 

Manual Calibration in SWAT: 

Parameters indicating the diverse hydrological characteristics and conditions through 
the watershed are calibrated to physically plausible parameter values. The table of 
parameters is given below with fitted value and maximum and minimum range while 
simulation along with its default and new calibrated value. Best fit parameters are 
presented in Table 3. Figure 5 shows the estimation of different components of the 
hydrological cycle in the Bhadar River basin.

5.1 Climate Change Induced Hydrologic Alterations 

The variation in river flow and other hydrologic parameters of the Bhadar River basin 
is shown in Fig. 6. It can be clearly observed that there is a larger fluctuation in the 
surface runoff as compared to the other water balance components. There is a jump 
in the surface runoff starting from the 2000 lasting till 2012. It is the same decade
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Fig. 5 Schematic diagram presenting different components of hydrologic response of Bhadar River 
Basin obtained by running SWAT model

for which rainfall changes its pattern. Also during this high period, two peaks were 
observed in the years 2005–06 and 2011–13. Percolation or groundwater recharge 
pattern is showing similar kind of variability as surface runoff but at a lower and 
smoother rate. Evaporation rate is observed less during rainfall deficient years but 
more or less it is uniform through the period. Also, at the end of simulation period, 
little rise in the rainfall-runoff pattern is observed, which may indicate starting of the 
rising limb.

The decade-wise variation in the hydrologic components of the Bhadar River 
basin is shown in Fig. 7. It can be observed that rainfall pattern has changed and also 
it has maximum impact on the runoff generation.
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Fig. 6 Simulated water balance components namely potential evapotranspiration, percolation, 
evapotranspiration, surface runoff with observed rainfall (blue bars) for Bhadar River Basin, the red 
highlighted region shows time period of major changes in runoff condition
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Fig. 7 Decadal average of simulated water balance components namely potential evapotranspi-
ration, percolation, evapotranspiration, surface runoff with observed rainfall for Bhadar River 
Basin 

As precipitation is the main driver of river flow, the variation in surface runoff, 
Evapotranspiration and percolation are plotted along with the change in annual 
precipitation. Decade wise percentage change in annual precipitation considering 
the reference decade as 1981–1990, for the three decades viz. 1991–2000, 2001– 
2010 and 2011–2020 is shown in Fig. 8. In the last three decades, precipitation has 
been increased by 63% and the result of SWAT model indicated that surface runoff 
increases by 126%.
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Fig. 8 Same as Fig. 7 but for percentage changes in water balance components 

6 Conclusion 

Assessing the impact of climate change on hydrologic alterations is crucial for 
depicting for the vulnerability of the water resources are of the great concern to 
the hydrologists, water manager and policy makers. The physically based semi-
distributed SWAT model was capable of satisfactorily simulating the monthly flow 
of Bhadar River basin of Saurashtra Region. 

The impact of climate change on hydrological variables in the Bhadar River basin 
has been studied using the Soil and Water Assessment Tool (SWAT). The model 
performance was tested for monthly flow at Kamadhiya gauging station under 14-
year calibration (2001–2014) and 6-year validation period (2015–2020). The model 
results indicate satisfactory precision in fitting observed and simulated flow using 
various acceptable statistical indices. Result shows that SWAT model performs 
well with good R2 (0.7583—calibration and 0.9021—validation) and NSE (0.9). 
The main objective of the present research is to study hydrological aspects such 
as runoff, evapotranspiration and percolation of the sub-basins. This research will 
contribute to the evaluation and planning water management policies and strategies 
under future climate conditions. This result may contribute to enhance the under-
standing of climate change and its induced hydrological alterations on water balance 
components in the region, which may finally facilitate the improvement of water 
management practices. 
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Mapping of Flood-Inundated Urban 
Regions Using Sentinel-1 SAR Imagery 
for the 2018 and 2019 Kerala Floods 

K. S. S. Parthasarathy and Subrahmanya Kundapura 

Abstract Floods are a common natural calamity causing an immense impact on 
the natural and human ecosystems around the world. A combination of unfavorable 
meteorological, hydrological, and physical conditions causes it. The study area is 
the Vembanad Lake System in Kerala, India comprising six watersheds: Periyar, 
Muvattupuzha, Meenachil, Manimala, Pamba, and Achenkovil that drains into the 
lake. The state faced severe flooding in 2018 and 2019 due to torrential rainfall. 
Thus, this study focuses on assessing flood inundation mapping utilizing Sentinel-1 
SAR imagery in Google Earth Engine (GEE) for 2018 and 2019 since it simplifies 
and streamlines the complicated and time-consuming pre-processing of Sentinel-1 
SAR images. These images are pre-processed, and the flooded areas are delineated. 
Change detection by image ratio method is utilized to identify the flood inundated 
and the most frequently flooded areas. The results show that 4% and 3.21% of the 
entire region were flooded in 2018 and 2019, respectively. In addition, 14.7 Km2 of 
the urban area flooded in 2018, whereas 7.26 Km2 of urban land flooded in the 2019 
floods. Hence, these inundation maps can be utilized for risk assessment and primary 
preventive measures. It also serves as a tool to warn the residents in that region about 
the hazards and the possibility of inundations at the time of heavy downpours in the 
future. 
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1 Introduction 

Floods are a typical catastrophic event that has a massive influence on natural and 
human habitats all over the world. A flood occurs when the river reaches an extremely 
high level, overflowing its banks and inundating the nearby neighborhoods [18]. 
Water is a valuable natural resource. However, flooding is a significant environ-
mental problem that may cause socioeconomic losses and property damage [9]. 
Climatic changes have added to precipitation uncertainty in many regions of the 
world and occasional urban floods. Increased precipitation and related snowmelt 
and stream flows are projected to cause flooding, landslides, erosion, and damage 
to roads, embankments, and bridges due to climate change. These urban floods 
negatively impact the economy, livelihoods, and everyday activities [15]. Flood is a 
complex and site-dependent phenomenon that has piqued the attention of researchers 
in attempting to examine, analyze, and explain its causal aspects due primarily to 
significant damage to the environment inflicted by urban growth, downstream flood-
plain encroachment, habitat loss, and other reasons [6]. The increased urbanization 
of humanity causes the surface to be sealed, resulting in less seeping into the earth. 
In addition, building dykes results in the loss of natural reservoirs by cutting off 
the stream from the flood plain, stressing the ecology and perhaps causing a catas-
trophe and deterioration. Depletion of the environment’s resources, such as the soil, 
water, and air, as well as the loss of ecosystems, habitats, and natural balance, are all 
instances of environmental degradation. 

India is very vulnerable to floods, with more than 40 million hectares (mha) of the 
entire geographical area prone to flooding, which accounts for roughly 12.16% of 
the total area) [17]. The advancements in remote sensing and Geographic Informa-
tion System (GIS) technology have made it possible to capture, monitor, and assess 
calamities. Because of remote sensing techniques, the availability of open-source 
data has become a valuable advantage throughout the catastrophe. In flood control, 
sensing images at optical and microwave wavelengths plays a significant role [7]. 
The constant monitoring facility sets the way for a warning system and plays a 
vital role in catastrophe preparedness efforts. The rapid development and accessi-
bility of Synthetic Aperture Radar (SAR) data provide the potential for expanded 
study in various fields. Because the SAR can penetrate clouds, continual surveillance 
of flood occurrences is possible [16]. While flood mapping needs trained workers, 
conventional ground and aerial surveys are time-consuming. The ability to readily 
distinguish between land and water contrast is the main benefit of using SAR data 
[4]. Even though satellite remote sensing platforms record permanent surface water 
extent, microwave sensors using SAR imaging sensors can monitor floods in micro 
to moderate-size catchment regions in all weather conditions. Additionally, multi-
date images provide researchers with a significant resource for tracking changes or 
replicating the history of previous flash flood scenarios [17]. Hence, the present study 
evaluates the flood-inundated region during the 2018 and 2019 floods and estimation 
of flood-inundated areas from the prepared Land Use Land Cover (LULC) map.
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2 Materials and Methods 

2.1 Study Area 

The study area comprises of Vembanad Lake system comprising of six watersheds, 
namely, Periyar, Muvattupuzha, Meenachil, Manimala, Pamba, and Achenkovil of 
latitude 9° 1' 9'' N to 10° 20' 22'' N and longitude of 76° 16' 47'' E and 77° 24'
43'' E comprising of area 12,183 Km2 (Fig. 1). The Vembanad Lake encompasses 
an area of 1512 Km2, making it India’s second-largest wetland system. An area of 
398.12 km2 is located below the MSL, and a total of 763.23 km2 is located below 
1 m MSL. It is the longest lake in India and the largest lake in Kerala [14]. The study 
area’s eastern and western sides are bounded by the Western Ghats and the Arabian 
Sea, respectively. The geology of the region comprises Charnockites, charnockite 
gneisses, and pyroxene-bearing granulites along the Western Ghats and the part of 
the study region [8]. The sedimentary formations of the Neogene and Quaternary 
periods are found in the western parts of the study area, along with the alluvial 
deposits in the coastal region. The region has a wet and maritime tropical climate 
comprising an average of 150 days a year. The state receives an average rainfall of 
3000 mm/yr from the southwest and northeast monsoons, of which 65% accounts 
for the former [15]. The study area is frequently affected by the floods from the year 
2018 followed by the years 2019, 2020, and 2021. Here, in this study, the extent of 
the 2018 and 2019 floods is considered. 

Fig. 1 Study area
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2.2 2018 Kerala Floods 

Kerala experienced substantial rainfall in August 2018, which was around 164% 
greater than the state’s normal rainfall for that month. The intensity of the rain 
increased progressively beginning in June, contributing for a 15% increase above 
the normal rainfall of 749.6 mm. In July, rainfall totaled 857.4 mm, which was 18% 
more than the normal. In contrast, the first 20 days of August got 758.6 mm of rain 
instead of the typical 287.6 mm of rain, a 164% increase above the monthly average. 
All reservoirs were rapidly filling as the quantity of rainfall surpassed and continued 
throughout June. On the 8th and 9th of August 2018, Malappuram, Wayanad, Idukki, 
and Palakkad districts saw heavy rain, resulting in flooding in Wayanad and Idukki. 
Many reservoirs have attained their Full Reservoir Level (FRL) when water was 
discharged from catchments. Another strong rainstorm began on August 14th and 
lasted for a week till August 19th. While the state experienced 758.6 mm of rainfall 
in the first 20 days of August, 415 mm of rain occurred on 15–17 August 2018, 
causing catastrophic floods in 13 of Kerala’s 14 districts. In addition to the heavy 
rain, the dams in FRL burst, causing major flooding across the area. According to the 
[3] study, dams in Kerala did neither increase nor decrease the quantity of flooding in 
the state. Because to above-average rainfall in the preceding months, the reservoirs 
were already at or near the FRL on August 14, 2018. Even if the reservoirs were less 
than the FRL, the scenario would remain the same since the rainfall was so severe 
for three days, and even four days in certain places. 

Apart for Kasragode and Thiruvananthapuram, all regions of Kerala had abnor-
mally significant precipitation. In which 50% of precipitation was measured in just 
20 days, resulting in the severe flood. Even under little rain, the Kuttanad portion of 
Alappuzha district, which is below the MSL, is more susceptible to flooding. With 
the huge spell in July, the Kakki reservoir on the River Kakki was already full. The 
majority of Kuttanad was swamped by floodwater during the reservoir’s discharge. 
If Kuttanad had not been inundated prior to the next spell, the reservoir’s water level 
may have been reduced, saving the area from a catastrophic disaster. The heavy runoff 
from this reservoir water pooled in the Vembanad Lake, reducing its capacity. The 
decreased flow from the Thottappally barrage exacerbated floods in the Kuttanad 
area. This caused flooding in the low-lying areas of the Vembanad Lake, including 
the cities of Alappuzha, Kottayam, and Pathanamthitta. 

2.3 2019 Kerala Floods 

Three active spells—one in each of the months of July, August, and September— 
occurred in 2019 following their commencement, with the strongest spell taking place 
between the sixth and eleventh of August. After a somewhat drier than typical June 
and July, it is highly uncommon that the State got more than 150 mm of rain on 1 day, 
namely, on August 8, which resulted in floods in various sections of the state. The
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daily rainfall deviation across Kerala is greater than 998% of normal as of August 8, 
2019. While the 2018 floods saw scattered rainfall with less cumulative rainfall that 
fell fairly equally over a 24-h period, A few places in Kerala, most notably Kozhikode, 
Malappuram, and Idukki, have had rainfall surpassing 50 mm/2 h, according to 
2 h of cumulative rainfall reported on August 8, 2019. The region affected by this 
occurrence was bigger than that commonly affected by cloudbursts or Mini Cloud 
Burst (MCB) events, which typically takes place in 50–100 square kilometers. A 
Mesoscale Cloudburst (MsCB) is defined as a geographically dispersed collection of 
pixels with high rainfall values. This Mesoscale convective storm delivered rainfall so 
strong that it earned the nickname "mini cloudburst" in contrast to the typical systems 
that develop near west coast of India. In Kerala’s documented meteorological history 
during the monsoon season in August, this occurrence may be the first of its sort. After 
this MsCB occurrence, numerous areas of Malappuram and Kozhikode experienced 
flash floods [20]. 

2.4 Data Preparation 

2.4.1 Processing of SAR Imagery 

The flooded areas are delineated using multi-temporal Sentinel 1—Level 1—GRD 
(Ground Range Detected) digital data. Two polar-orbiting satellites operate C-band 
synthetic aperture radar imaging at 5.405 GHz as part of the Sentinel-1 program. The 
level-1 GRD product is a collection of SAR data detected, multi-looked, and projected 
to ground range using an Earth ellipsoid model. Due to the multi-look processing, 
the resultant output has nearly square spatial resolution and square pixel spacing, 
with decreased speckle. The pixel values represent the observed magnitude, but the 
phase information is lost. Sentinel-1 mission pioneer applications include maritime 
surveillance, land monitoring, and emergency management [5]. Google Earth Engine 
(GEE) is a cloud-based platform for effectively processing satellite data for research, 
education, and non-profit applications. It simplifies the specification of numerous 
modes of operation for combining input data and effectively producing composite, 
cloud-free, and multi-temporal datasets. To determine flood inundation extents. The 
Flood Mapping Algorithm (FMA) using GEE is utilized, which is widely used by 
various researchers to determine the flooded region [17, 19, 21]. It helps reduce time 
consumption and high processing load as the processing is all carried out in the GEE 
cloud infrastructure [14]. The image change detection method was used to identify 
flooded areas in multi-temporal SAR data. Change detection is often achieved by 
comparing before and after catastrophe reference data to flood images [7, 11]. 

Sentinel-1 images include erroneous noise (i.e., rigorous geometric, radiometric 
corrections, thermal, and speckle). All satellite data must be rigorously pre-processed 
before being used in any application. Pre-processing (Fig. 2) comprises (a) orbital 
file modification to eliminate orbital noise; and (b) thermal noise reduction is used 
to reduce noise from data collected by sensors on board the satellite during the
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Fig. 2 The overall methodology of the study 

data collection process. Thermal noise may affect the quality of the data in situations 
where the SAR system detects a low average signal response, such as ponds, stagnant 
water, streams, and so on; (c) in order to compare SAR images taken at various 
time periods, radiometric calibration, which calibrates RADAR reflectivity (DN) to 
backscattering coefficient (physical units), is employed; and (d) to address distortions 
including foreshortening, layover, and shadow effects in Sentinel-1 SLC (Single 
Look Complex) data, the data must be converted from slant range geometry to a map 
coordinate system which is known as Terrain correction. A speckle filter is used to 
smooth the images during the pre-processing of Sentinel-1 VV and VH SAR images. 
Change detection using image ratio analyzes the before and post-flooded images. 
As a consequence, an image containing flood and non-flood regions is produced. 
To distinguish the flooded and non-flooded regions, the image is subjected to a 
differential upper threshold. 

2.4.2 Classification of LULC Map 

Landsat 8 Top of Atmosphere (TOA) images from 2019 are utilized in the GEE 
environment for classification. In the images, the cloud cover is adjusted to less 
than 30%, and the Random Forest (RF) method is used to classify the LULC. The 
classification is achieved by using points and polygons to define the Area Of Interest 
(AOI) for the chosen image [1]. 15–35 pixels are chosen in each sample to provide 
a better AOI. The five primary categories are waterbody, built-up land, vegetation, 
barren land, and forest. For classification, each class was trained using 70–90 AOIs 
and validated with 65–80 AOIs. It also ensured that the data were dispersed and 
spectrally clean. Random stratified sampling is used to test accuracy, with the fewest 
possible observations selected randomly in each segment [14]. The built-up region 
is extracted from the LULC map and overlaid with the flooded region to extract the
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flood-inundated urban region during the 2018 and 2019 floods. The methodology for 
the study is shown in Fig. 2. 

3 Result and Discussion 

The sentinel-1 SAR images of VV and VH polarization are acquired during the pre-
and post-floods for 2018 and 2019. After pre-processing the images, a speckle filter of 
smoothing radius 50 is applied to smoothen the acquired images. The filtered image 
visualized differentiates the water and land before and after the flood occurrence in 
both 2018 (Figs. 3 and 4) and 2019 (Figs. 5 and 6). 

A good polarization choice enhances the differentiation of flooded regions 
[10]. The results of our polarization configurations, as well as the contributions of 
Carreño Conde and De Mata Muñoz [2], Martinis and Rieke [12], Matgen et al. 
[13] in comparative studies of polarizations to monitor flood areas, reaffirm that the 
VH polarization is better suited for delimiting flooded areas. It produces very well 
and accurately defined surfaces, whereas VV polarization cannot. The roughness 
and complexity of the terrain significantly impact VV polarization. As a result, 
VH polarization is employed to identify the flooded zone further. The image ratio 
technique is carried out to delineate the flooded region from the non-flooded region.

Fig. 3 VV polarization of before and after 2018 flood
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Fig. 4 VH polarization of before and after 2018 flood 

Fig. 5 VV polarization of before and after 2019 flood
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Fig. 6 VH polarization of before and after 2019 flood

In this process, a threshold of 1.20 is applied to delineate the flooded region properly. 
Figures 7 and 8 show the clear differentiation between the permanent water body 
from the flooded region.

Figure 7 shows the flood inundated region during the 2018 floods. The white 
patches show the flooded regions during the 2018 floods. It is found that the region 
surrounding the Vembanad Lake comprising mainly of Cherthala, Kottayam, Alap-
puzha, Changanassery, Thiruvalla, Piravom, and Chengannur are the severe flood-
affected region in the study, which comprises 4% of the total study area. These are 
some of the important cities around the study and comprise a huge population. During 
the 2019 floods, the regions comprising Kottayam, Alappuzha, Changanassery, Thri-
uvalla, Piravom, and Chengannur are affected by the floods, comprising 3.21% of 
the study region. This shows the impact of the 2018 and 2019 floods around the 
important urban regions. 

The LULC map (Fig. 9) is generated from the GEE using the RF algorithm and 
is extracted using Export.image.toDrive tool in GEE. The classified image has an 
accuracy and kappa coefficient of 91.19% and 88.16%, respectively. This demon-
strates that the performance RF is better suited to multi-class issues and can manage 
minor classification variations [14].
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Fig. 7 Flooded region for 2018 flood 

Fig. 8 Flooded region for 2019 flood
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Fig. 9 LULC map for the year 2019 

Thus, from the LULC map prepared, the built-up region is extracted and overlaid 
with the 2018 and 2019 flooded regions. Then the potentially flooded urban region 
is extracted by intersecting both the maps, and it found that an area of 14.7 Km2 of 
the built-up land (Fig. 10) was inundated during the 2018 floods. This includes low-
lying areas such as Changanassery, Alappuzha, Cherthala, and Thiruvalla. The 2019 
floods affected an area of 7.26 Km2 of built-up land (Fig. 9), comprising mainly the 
northern part of Kottayam, Cherthala, Alappuzha, and Chengannur. From the results, 
it is found that the regions such as Cherthala, Alappuzha, and Chengannur are the 
most frequently flood-affected regions, and serious mitigation measures have to be 
taken during the time of the flood.
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Fig. 10 Affected 
Settlements due to the 2018 
(a) and 2019 (b) floods
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4 Conclusion 

From the results, it is observed that 4% and 3.21% area of the total region got flooded 
in 2018 and 2019, respectively. In addition, 14.7 Km2 of the urban area flooded in 
2018, whereas 7.26 Km2 of urban land flooded in the 2019 floods. The primary ideas 
of mapping flood-inundated urban regions are risk assessment and primary preventive 
measures. It also serves as a tool to warn the residents of the region about the hazards 
and the possibility of inundations at the time of heavy downpours in the future. Land-
use planners and government entities are obligated to inform local communities about 
the most recent flood susceptibility evaluations and the rules prohibiting new projects 
in areas with a high risk of flooding. It will also be a primary tool for the insurance 
companies to map the flood-affected built-up region, and this work can not only be 
restricted to the built-up region but can also be extended to map the flood-affected 
agricultural region. 
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Impact Assessment of Flood 
on Agricultural Land Using Cloud-Based 
Computing Platform in Kosi River Basin, 
North Bihar, India 
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Abstract Flooding is a major natural disaster in the Indian state of Bihar. The 
geographical setup of North Bihar increases the risk of floods and makes the region 
flood-prone. Recurring flood events in Bihar cause substantial loss of life and property 
every year. Rapid urbanization, deforestation, infrastructure development and erratic 
rainfall are the main causes of frequent floods in North Bihar. Public availability of 
geospatial datasets and free access to cloud-based geo-computing platform such as 
Google Earth Engine (GEE) are being commonly utilized for monitoring of flood 
events. The present work is aimed to examine the flood extent of the Kosi River Basin, 
Bihar and their impact on agricultural land using Sentinel-1 microwave and Sentinel-
2A/B optical images. In this study, we found that a large portion of the Kosi River 
Basin was flooded during the monsoon season of 2020 and 2021. The inundation 
map has been prepared to visualize the extent of the flood, and it is expected that 
the results of the study can be used to inform decision-making by policymakers and 
other stakeholders to prioritize their efforts towards reducing the impact of floods 
and provide timely relief. 
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1 Introduction 

Flood is a widespread, natural disaster that is a recurrent phenomenon due to the 
geographical and riverine structures of the Indian subcontinent. Unplanned urban 
development, changes in climate, land-use pattern, imbalanced rainfall are the major 
reasons for recurring floods in the Kosi River Basin in North Bihar, India. Thus affects 
the life, property of millions of people and adversely affects the local ecosystem. In 
Bihar, the main source of income is agriculture, which is severely destroyed by 
frequent floods every year and creates huge unemployment for the residents of the 
region. 

Some past flood events in the Indo-Gangetic plain, such as the Kosi flood (2008) 
and the Bihar Ganga flood (2019), are examples of the increasing severity of hydro-
logical disaster [3]. So, there is a need to develop the monitoring and early warning 
systems for vulnerable areas to reduce the adverse effects of floods. In this context, 
remote sensing satellites provide an efficient and cost-effective way to map and 
monitor flood events, especially in areas where ground surveys and aerial obser-
vations may be difficult or impossible to conduct. Satellites can capture images of 
flood-affected areas from space, providing a bird’s eye view of the extent and severity 
of the flooding. These images are being used to extract flood maps and monitor the 
impact of flood on agricultural land [17, 10]. 

Nowadays, Synthetic Aperture Radar (SAR) datasets are being extensively 
utilized for flood hazard mapping due to their all-weather detecting capability. The 
Sentinel-1A (S-1A) and Sentinel-1B (S-1B) satellites were both launched by the 
European Space Agency (ESA) in during the years 2014–2016, respectively. It is 
providing high-resolution images of Earth’s surface even in the absence of visible 
light, such as during cloudy weather or at night. This datasets are openly available 
to scientists and academics [19]. Its spatial resolution is 10 m and the revisit time 
is 5 days. Remotely sensed Earth observation datasets are gradually increasing for 
mapping of flood-prone areas [15]. 

Nowadays, various sources of remote sensing satellite datasets are freely acces-
sible, such as https://earthexplorer.usgs.gov/, Bhuvan Portal, etc. However, satellite 
dataset processing is challenging due to the large resource requirements such as 
downloading storage and high configuration workstations. 

Hence to overcome these problems, Google’s GEE is an advanced cloud-
computing platform for remote sensing dataset processing. The platform is also 
hosting up-to-date remote sensing (Landsat, Sentinel and MODIS archive) ready to 
use and its supporting datasets [10]. 

In the present study, Sentinel-2 MultiSpectral Instrument (MSI) data were used 
for agricultural land mapping, and Sentinel-1 SAR was used for flood occurrence and 
flood-affected agricultural land mapping. SAR remote sensing datasets have longer 
wavelengths, which can penetrate the cloud cover. Hence, it is a potential source for 
flood hazard mapping. This capability of SAR sensors to identify flood progression 
and flood affected agricultural land depends on various backscattering mechanisms 
such as biomass composition, soil condition, surface roughness of agricultural land

https://earthexplorer.usgs.gov/
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affected backscatter SAR signal [4]. For the identification of inundated pixels, several 
SAR-based flood identification techniques used scattering mechanism by applying 
backscatter thresholds to satellite imagery [5]. 

Nowadays, the change detection technique is a common approach for flood 
identification. 

Likewise, various other methods and indices are available to extract waterbodies 
or flooded pixels such as normalized difference water index (NDWI) [13], modi-
fied normalized difference water index (MNDWI) [20], and recently developed, 
automated water extraction index (AWEI) by Feyisa et al. [6]. 

The NDWI is a widely used method for waterbody extraction. It is calculated as 
the difference between the near-infrared (NIR) and green bands, divided by their 
sum. This index is sensitive to water content, as water absorbs more NIR radiation 
and reflects more green radiation than other classes. Pixels with high NDWI values 
are classified as water. 

Another widely used index for waterbody extraction is the MNDWI. The MNDWI 
is similar to the NDWI, but it uses shortwave infrared (SWIR) band instead of the 
NIR band. The SWIR band is more sensitive to water than the NIR band, especially 
in shallow water bodies. The MNDWI is calculated as the difference between the 
SWIR and green bands, divided by their sum. 

Similarly, the AWEI is based on the NDWI and includes the blue band to improve 
the discrimination of water from other class. The AWEI is calculated as the sum of 
the green and blue bands, minus twice the NIR band, divided by the sum of the green 
and blue bands, plus twice the NIR band. 

In the last decade, various research work has been conducted based on optical and 
SAR data to mitigate the impact of recurrent flood events in Bihar [12]. Presently, the 
flood extent of Kosi River Basin in North Bihar and their impact on agricultural land 
has been assessed using Sentinel-1 Microwave (SAR) and Sentinel-2A/B Optical 
(MSI) images in GEE platform during the monsoon season of 2020 and 2021. 

2 Study Area 

This study was conducted in Kosi River Basin of North Part of Bihar, India, which 
lies between latitude 26°41'3.206'' to 26°40'46.669'' and longitude 86°27'33'' to 
87°39'13'' and covers about 10,934 km2 (Fig. 1). The area is situated in the Indo-
Gangetic plain, which is prone to floods due to its geographical location and topog-
raphy. The state experiences floods due to heavy rainfall during the monsoon season. 
The average annual rainfall in Bihar is 1205 mm with an average of 52 rainy days. The 
summers are generally quite hot, with temperatures ranging from 35 °C to 40 °C, and 
the winters are fairly cool, with temperatures ranging from 10 °C to 20 °C. In recent 
years, Kosi belt has experienced devastating floods, which have caused significant 
damage to infrastructure, crops, and property, as well as loss of life. Floods have 
also led to the displacement of people, leading to economic and social problems. 
The government has undertaken several measures to mitigate the effects of floods in
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Fig. 1 Location map of Kosi River basin 

the state. These measures include the construction of embankments and dams, the 
creation of flood shelters and the provision of relief and rehabilitation to affected 
people. 

3 Data Used 

In this study, Sentinel-1 and Sentinel-2 satellite imagery as well as SRTM (Shuttle 
Radar Topography Mission) datasets are commonly used in flood mapping (Table 
1). 

Table 1 Data utilized for present work 

Data Duration Spatial resolution Source Use 

Sentinel-1 June−October (2020 
and 2021), 

10 m ESA Flood extent map 

Sentinel-2 March (2020 and 
2021) 

10 m ESA Land use mapping 

SRTM 2000–2021 30 m NGA and NASA Terrain correction
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4 Geo-Processing of Sentinel-1 Datasets 

In the present work, publicly accessible Sentinel-1 data collected from ESA. VV + 
VH (vertical transmit, vertical receive (VV) and vertical transmit, horizontal receive 
(VH) polarization have been used in the present study due to conflict-free modes. 
These datasets are available on the GEE cloud platform with the SNAP (Sentinel 
Application Platform) software tool package. The SNAP is a software tool package 
developed by ESA for processing and analysing satellite data, including data from the 
Sentinel series of satellites. SNAP provides various tools for working with satellite 
data, including image processing, data visualization, and data analysis. Therefore, 
the GEE platform has been utilized for SAR data processing such as orbit, noise and 
radiometric correction. 

SRTM (Shuttle Radar Topography Mission) dataset has been used for terrain 
corrections and converted backscatter intensity to decibels (dB) using the GEE plat-
form. The SRTM dataset is a digital elevation model (DEM) of the Earth’s surface 
created using radar dataset collected by “the Space Shuttle Endeavour during the 
Shuttle Radar Topography Mission in 2000”. In GEE, the SRTM dataset is often 
used for terrain correction of satellite imagery. Terrain correction is the procedure 
of rectifying for variations in the Earth’s topography to improve the accuracy of 
satellite imagery analysis. By using the SRTM dataset, GEE can correct distortions 
in the imagery caused by the Earth’s topography, such as shadowing, foreshortening 
and layover [8]. We used all available Sentinel-1 datasets during June−October 2020 
and June−October 2021 for flood hazard mapping. 

5 Sentinel-2 MSI and Processing 

Openly accessible high-resolution Sentinel-2 optical satellite imagery is capable to 
monitor the Earth’s surface. This satellite has 10 m spatial resolution (band: 2, band: 
3, band: 4 and band: 8). In recent years, several studies have utilized Sentinel-2 data 
for agriculture field mapping. Kobayashi et al. [14] used Sentinel-2 data to classify 
different crop types. Similarly, Karwariya et al. [21] used Sentinel-2 imagery for 
crop-type mapping. 

Thus, Sentinel-2 datasets are utilized in the present study for agriculture field 
mapping. The least cloud-covered (<10%) imageries of March 2020 and March 
2021 have been used with the help of available GEE Tools like “CLOUDY_PIXEL_ 
PERCENTAGE”. Moreover, the QA band of Sentinel-2A/B has been utilized to 
eliminate the cloud cover [10].
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Fig. 2 Flowchart of the methodology 

6 Methodology 

In the present work, Sentinel-1A/B SAR data have been utilized for the identification 
of flood extent. The land use layer was generated by Sentinel-2 datasets to extract 
flood-affected cropland during flood events of 2020 and 2021. Threshold method was 
utilized for identification of inundated pixels. Because, an automated thresholding 
method distinguishes threshold values to differentiate water pixels from non-water 
pixels without requiring any training sample [11]. Then, the achieved inundation 
extent has been subtracted by the pre-flood layer of water bodies Fig. (2). 

7 Google Earth Engine (GEE) 

Microwave remote sensing dataset processing is a challenging task. But, GEE 
provides the best solution to process these datasets. It has capability to analyse a 
wide range of geospatial data using Google’s infrastructure. In addition, it is also 
providing access to various satellite’s data and other geospatial data that can be anal-
ysed and processed in real time using a variety of built-in algorithms and JavaScript 
codes. The entire process task is executed in GEE platform and JavaScript code is 
developed for flood extent and affected agricultural lands’ demarcation (Fig. 3).
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Fig. 3 GEE Platform’s interface 

Fig. 4 Backscatter intensity map of flooded and Non-flooded pixels 

8 Backscatter Intensity Pattern of Flooded 
and Non-Flooded Pixels 

Backscatter Intensity gives an inference about the types of objects present on the 
earth surface. In SAR (Synthetic Aperture Radar) imaging, the backscatter intensity 
is the amount of radar energy that is reflected back to the radar antenna after it has 
been transmitted to the ground. This backscatter intensity depends on various factors, 
including the surface roughness, the moisture content and the structure of the target. 
The pixels with low grayscale intensity resemble water features while high-intensity 
pixels resemble man-made or 175 non-water features [7] (Fig. 4).
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Table 2 Statistics of flood event 

Land use type Geographic area in hectare (km2) Total flood-affected 
area (km2) 

Affected area in 
% 

2020 2021 2020 2021 

Cropland 9449.73 871.37 1078.85 9.22 11.42 

Built-up land 84.89 0.83 0.35 0.98 0.41 

Shrubland 418.15 116.08 114.89 27.76 27.48 

Fallow land 57.3 6.26 5.35 10.92 9.34 

Water bodies 473.09 197.92 214.55 41.84 45.35 

Plantations 37.07 0.17 0.46 0.46 1.24 

Wetlands 414.02 49.51 94.19 11.96 22.75 

Total 10,934.25 1242.14 1508.64 11.36 13.80 

9 Results and Discussion 

The study shows that large proportion of Kosi River Basin was affected due to severe 
floods, around 1242.14 km2 in 2020 and 1508.64 km2 in 2021. In 2020, 871.37 km2 

and, in 2021, 1078.85 km2 of agricultural land were submerged due to floods. 
The large population of Bihar is dependent on agriculture which is most affected 

by the floods every year. Detailed affected area and affected population are shown 
in detail in Table 2. 

The analysis also indicates that around 116.08 km2 of scrublands, 6.26 km2 of 
fallow land 0.17 hectares of plantation area were inundated in 2020 and 114.89 km2 

of scrubland, 5.35 km2 of fallow land, 0.46 km2 of plantation were inundated in 
2021. 

10 Flood Progression Assessment 

The study employed VV polarization to map flood, which is ranging from –8 dB 
to –12 dB (Fig. 5). High VV values were associated with non-water features, while 
waterbodies showed low backscatter response.
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Fig. 5 Backscatter response of VV ranges of Sentinel-1 SAR datasets 

11 Pre-Flood Land Use Map 

Remote Sensing satellite data are most important for land use and change detection 
mapping. Sentinel-2 datasets were employed in the study to generate the land use 
layer using an RF model. Random Forest is a machine learning algorithm that can 
be used for classification tasks, including land use mapping. The algorithm works 
by building a decision tree based on a subset of the input data and then combining 
multiple decision trees to create an ensemble model. The RF algorithm can effectively 
classify the input data (Satellite imagery) into different land use categories, based 
on the spectral characteristics of the imagery. By using Sentinel-2A/B images and 
Random Forest algorithms on the GEE platform, land use maps were generated with 
high accuracy and efficiency (Fig. 6).

12 Flood Progression Map of 2020 and 2021 

Sentinel-l SAR satellite data and a thresholding approach have been used to map the 
flood extent in Kosi River Basin, Bihar. Then, flood extent was overlaid on generated 
pre-flood land use map (Fig. 6) to get the affected class by floods 2020 and 2021. 

Whereas, in the 2020 flood events, about 9.22% cropland, 1% built-up land, 
27.76% scrubland, 10.92 fallow land, 0.46% plantation and 11.96% wetland were 
submerged in the study area (Fig. 7). In 2020, the floods submerged about 9.22% of 
cropland, 1% of built-up land, 27.76% of scrubland, 10.92% of fallow land, 0.46% of 
plantation and 11.96% of wetland in the study area. While, about 11.42% of cropland, 
0.41% of built-up land, 27.48% of scrubland, 9.34 of fallow land, 1.24% of plantation 
and 22.75% of wetland were submerged in the 2021 flood events (Fig. 8).

The floods had a significant impact on croplands, which are areas used for agri-
cultural purposes. This could lead to a decrease in food production and affect the
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Fig. 6 Pre-flood map with different land classes

Fig. 7 Flood map of 2020
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Fig. 8 Flood map of 2021

livelihoods of people who rely on agriculture for their income. The impact on built-
up land, which includes residential and commercial areas, is relatively low but still 
significant as it could lead to damage to buildings and infrastructure. 

Scrubland, which is vegetation that is not dense enough to be classified as forest, 
was the most affected land type in both 2020 and 2021 floods. The impact on fallow 
land, which is land that is left uncultivated for a period of time, was also significant. 
The floods could lead to erosion and soil degradation, making it difficult to use the 
land for agricultural purposes in the future. 

Plantations, which are areas where trees are planted for commercial purposes, 
were also affected by the floods. The impact on wetlands, which are areas that are 
saturated with water, was significant in both years. Wetlands are essential ecosystems 
that provide a range of ecosystem services, including water purification and habitat 
for wildlife. 

It is observed that the floods had a significant impact on various types of land in the 
study area during the flood events of 2020 and 2021, with the 2021 floods affecting 
a larger area of land than the 2020 floods. The impact on croplands, fallow land and 
wetlands is particularly concerning as it could affect food production, local ecosystem 
and biodiversity. They purify, restore and recharge groundwater, and maintain water 
quality, vegetation, flora and fauna. Further studies are needed to assess the long-term 
impact of the floods on the affected areas.
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13 Conclusion 

In this study, a JavaScript code is evolved for efficient processing of massive data 
which enables flood mapping through remotely sensed imageries. Here, we found 
that around ~11.36% (1242.14 km2) area of study area is flooded in 2020. As of 2021 
floods, about ~13.80% (1508.64 km2) area of study area is also flooded in 2021. In 
the floods of 2021, about 2.44% more area of Kosi River Basin has been flooded 
as compared to the floods of 2020 in Bihar, India. The generated flood maps and 
flood-affected agricultural land can be utilized by policymakers, as major benefit of 
the study. 

References 

1. Adriaan, Jacobus, Prins, and, Adriaan, Van, Niekerk (2021) Crop type mapping using LiDAR, 
Sentinel-2 and aerial imagery with machine learning algorithms. Geo-Spat Inf Sci 24(2):215– 
227. https://doi.org/10.1080/10095020.2020.1782776 

2. Bhuvan Portal. https://bhuvan.nrsc.gov.in/home/index.php 
3. Bhatt CM, Gupta A, Roy A, Dalal P, Chauhan P (2021) Geospatial analysis of September, 2019 

floods in the lower gangetic plains of Bihar using multi-temporal satellites and river gauge data. 
Geomat Nat Haz Risk 12(1):84–102. https://doi.org/10.1080/19475705.2020.1861113 

4. Liu CA, Chen ZX, Yun SH, Chen JS, Hasi T, Pan HZ (2019) Research advances of SAR remote 
sensing for agriculture applications: A review. J Integr Agric 18(3): 506–525. https://doi.org/ 
10.1016/S2095-3119(18)62016-7 

5. Chini M, Hostache R, Giustarini L, Matgen P (2017) A hierarchical split-based approach for 
parametric thresholding of SAR images: Flood inundation as a test case. IEEE Trans Geosci 
Remote Sens 55(12):6975–6988. https://doi.org/10.1109/TGRS.2017.2737664 

6. Feyisa GL, Meilby H, Fensholt R, Proud SR (2014) Automated water extraction index: A new 
technique for surface water mapping using Landsat imagery. Remote Sens Environ 140:23–35. 
https://doi.org/10.1016/j.rse.2013.08.029 

7. Ghosh S, Kumar D, Kumari R (2022) Evaluating the impact of flood inundation with the cloud 
computing platform over vegetation cover of Ganga Basin during COVID-19. Spat Inf Res 
30:291–308. https://doi.org/10.1007/s41324-022-00430-z 

8. Gorelick N, Hancher M, Dixon M, Ilyushchenko S, Thau D, Moore R (2017) Google earth 
engine: Planetary-scale geospatial analysis for everyone. Remote Sens Environ 202:18–27. 
https://doi.org/10.1016/j.rse.2017.06.031 

9. https://earthexplorer.usgs.gov/ 
10. Kumar H, Karwariya SK, Kumar R (2022) Google earth engine-based identification of flood 

extent and flood-affected paddy rice fields using sentinel-2 MSI and sentinel-1 SAR data in 
Bihar state, India. J Indian Soc Remote Sens 50:791–803. https://doi.org/10.1007/s12524-021-
01487-3 

11. Liang J, Liu D (2020) A local thresholding approach to flood water delineation using Sentinel-
1 SAR imagery. ISPRS J Photogramm Remote Sens 159:53–62. https://doi.org/10.1016/J.ISP 
RSJPRS.2019.10.017 

12. Martinis S, Twele A, Strobl C, Kersten J, Stein E (2013) A multi-scale flood monitoring 
system based on fully automatic MODIS and TerraSAR-X processing chains. Remote Sens 
5(11):5598–5619. https://doi.org/10.3390/rs5115598 

13. McFeeters SK (1996) The use of the Normalized Difference Water Index (NDWI) in the 
delineation of open water features. Int J Remote Sens 17(7):1425–1432. https://doi.org/10. 
1080/01431169608948714

https://doi.org/10.1080/10095020.2020.1782776
https://bhuvan.nrsc.gov.in/home/index.php
https://doi.org/10.1080/19475705.2020.1861113
https://doi.org/10.1016/S2095-3119(18)62016-7
https://doi.org/10.1016/S2095-3119(18)62016-7
https://doi.org/10.1109/TGRS.2017.2737664
https://doi.org/10.1016/j.rse.2013.08.029
https://doi.org/10.1007/s41324-022-00430-z
https://doi.org/10.1016/j.rse.2017.06.031
https://earthexplorer.usgs.gov/
https://doi.org/10.1007/s12524-021-01487-3
https://doi.org/10.1007/s12524-021-01487-3
https://doi.org/10.1016/J.ISPRSJPRS.2019.10.017
https://doi.org/10.1016/J.ISPRSJPRS.2019.10.017
https://doi.org/10.3390/rs5115598
https://doi.org/10.1080/01431169608948714
https://doi.org/10.1080/01431169608948714


Impact Assessment of Flood on Agricultural Land Using Cloud-Based … 305

14. Kobayashi N, Tani H, Wang X, Sonobe R (2020) Crop classification using spectral indices 
derived from Sentinel-2A imagery. J Inf Telecommun 4(1):67–90. https://doi.org/10.1080/247 
51839.2019.1694765 

15. Schumann GJ, Brakenridge GR, Kettner AJ, Kashif R, Niebuhr E (2018) Assisting flood 
disaster response with earth observation data and products: A critical assessment. Remote 
Sens 10(8):1230. https://doi.org/10.3390/rs10081230 

16. Sentinel Application Platform (SNAP). https://step.esa.int/main/toolboxes/snap/ 
17. Sinha R, Bapalu GV, Singh LK, Rath B (2008) Flood risk analysis in the Kosi river basin, north 

Bihar using multi-parametric approach of Analytical Hierarchy Process (AHP). J Indian Soc 
Remote Sens. 36:335–349. https://doi.org/10.1007/s12524-008-0034-y 

18. Sinha R, Bapalu GV, Singh LK et al (2008) Flood risk analysis in the Kosi river basin, north 
Bihar using multi-parametric approach of Analytical Hierarchy Process (AHP). J Indian Soc 
Remote Sens 36:335–349. https://doi.org/10.1007/s12524-008-0034-y 

19. Torres R, Snoeij P, Geudtner D, Bibby D, Davidson M, Attema E, Potin P, Traver IN (2012) 
GMES Sentinel-1 mission. Remote Sens Environ 120:9–24. https://doi.org/10.1016/j.rse.2011. 
05.028 

20. Xu H (2006) Modification of normalized difference water index (NDWI) to enhance open water 
features in remotely sensed imagery. Int J Remote Sens 27(14):3025–3033. https://doi.org/10. 
1080/01431160600589179 

21. Karwariya S, Dutta S, Singh M, Kumar H, Kumar S, Meena VK, Bhattacharya BK (2022) 
Estimating fodder crops area using multi-date high resolution satellite data- a case study in 
Madhya Pradesh, India. Range Manag Agrofor 43(1):19–24

https://doi.org/10.1080/24751839.2019.1694765
https://doi.org/10.1080/24751839.2019.1694765
https://doi.org/10.3390/rs10081230
https://step.esa.int/main/toolboxes/snap/
https://doi.org/10.1007/s12524-008-0034-y
https://doi.org/10.1007/s12524-008-0034-y
https://doi.org/10.1016/j.rse.2011.05.028
https://doi.org/10.1016/j.rse.2011.05.028
https://doi.org/10.1080/01431160600589179
https://doi.org/10.1080/01431160600589179


Geospatial Technology for Upland 
Catchment Management



An Optimal Sampling Design to Capture 
the Watershed-Scale Soil Moisture 
Dynamic in a Tropical Agricultural 
Watershed of Eastern India 
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Abstract Understanding the soil moisture dynamic at the watershed-scale is essen-
tial for hydrological applications (i.e., drought monitoring, flood forecasting, irriga-
tion, etc.) and river basin management activities. Globally, in-situ measured accurate 
soil moisture data at the watershed-scale is quite scarce due to the high mainte-
nance cost of large-density sensor networks and complex/challenging conditions 
for soil moisture field campaigns. Characterizing the soil moisture variability at the 
watershed-scale requires a robust in-situ monitoring strategy at the point-scale to 
balance representativeness and minimization of monitoring cost. Thus, this study 
determined an optimal sampling design to capture the spatiotemporal variability of 
soil moisture at the watershed-scale. The study was conducted for the typical eastern 
Indian conditions of extreme seasonal variability that lead from very wet (during 
monsoon) to dry (during hot summer). Soil moisture measurements were carried 
out at 83 locations in an agricultural watershed of 500 km2 for 56 days across a year. 
A hand-held soil moisture probe (ThetaProbe) was used for the measurements from 
June 2016 to July 2017. Based on the analyzes of 41,832 measurements collected 
during field measurements, it was found that the maximum numbers of required 
locations necessary to estimate watershed-mean soil moisture within ±2% absolute 
error are 30. Moreover, the five most representative locations identified through time 
stability analysis were found to be sufficient for capturing the temporal pattern of 
watershed-mean soil moisture with a root-mean-square error of ±2.17%. The find-
ings will be helpful in providing guidelines for optimizing short-term measurement 
and a robust sensor network to assess the watershed-scale soil moisture dynamics. 
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1 Introduction 

Surface soil moisture is a key dynamic hydrological state variable [28] that affects 
various hydrological process. Spatiotemporal variation of surface soil moisture 
significantly affects the watershed-scale soil moisture dynamics, which may result in 
variations of surface atmospheric feedback, runoff dynamics, groundwater recharge, 
and crop yield. Understanding surface soil moisture dynamics at a watershed-scale 
with reasonable temporal and spatial resolution is required for hydrological modeling 
[7, 19, 30], climate modeling and weather prediction [1, 12, 20] and agricultural 
modeling [2, 23, 31]. Thus, precise measurements of surface soil moisture at the 
watershed-scale are necessary to fulfill the requirements of various applications. 

The spatiotemporal variation in geophysical characteristics such as rainfall, vege-
tation cover, soil properties, and topography over a watershed-scale makes soil mois-
ture distribution highly nonlinear across time and space. Therefore, measuring soil 
moisture in a large watershed (>100 km2) to represent the average soil moisture 
dynamic accurately is challenging. The conventional in-situ point scale measurement 
(i.e., gravimetric sampling) of soil moisture is precise. Still, gravimetric sampling is 
not practicable for watershed-scale soil moisture measurement, where many in-situ 
observations are needed at frequent intervals. The use of electronic sensors-based 
geophysical techniques with fixed-type automatic data-logging devices for contin-
uous in-situ soil moisture measurement eliminates the need for time-intensive gravi-
metric sampling [6]. But, it is expensive to maintain a sufficiently large-density sensor 
network for watershed-scale soil moisture assessment. Soil moisture scaling theory 
and soil moisture spatiotemporal variability analysis reveals that a reliable estimate 
of large-scale soil moisture could be obtained using a few-point observation [3, 10, 
13, 22]. Inline this context, past studies show the potential of soil moisture spatiotem-
poral variability analysis with a few statistical analyzes to determine the number of 
required samples (NRS) to estimate mean soil moisture of a large area [3–5, 14, 29]. 
In addition, a hypothesis on the temporal stability of soil moisture spatial pattern 
[27] provided an opportunity to minimize the NRS to capture the temporal pattern 
of the soil moisture over a large region [4, 5, 10 and 11]. 

Notably, these studies also suggested that areal mean soil moisture assessment 
using a few-point observation and scale of temporal stability must be established 
using dense soil moisture measurements over a large region. However, due to 
expenses and limited conditions experienced in soil moisture field campaigns, moni-
toring is complex, and soil moisture spatiotemporal variability analysis in an area 
greater than 100 km2 [5] is poorly understood. Over the past, studies focused on 
measuring soil moisture and its variability analysis either favoring the large spatial 
scale [8, 14, 17, 18] or long time periods [4, 15, 16, 21], but very few consider both of 
them [5, 9]. Besides, tropical regions are rarely studied for soil moisture variability 
analysis, which may hold key differences from previous studies due to very high 
variability in soil moisture from very dry to very wet soil conditions. 

In view of the facts mentioned above, the present study aimed to investigate the 
long-term soil moisture spatiotemporal variability over a large tropical agricultural
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watershed (>100 km2) for the optimal sampling design of soil moisture measure-
ments. For this objective, frequent in-situ measurements at various point locations 
were carried out in an eastern Indian watershed of 500 km2 to capture different soil 
wetness conditions for a year. 

2 Study Area and Measurements 

2.1 Study Area 

An agricultural watershed, namely, Rana watershed of approximately 500 km2, 
located in the middle region of the Mahanadi River basin of eastern India, is selected 
for this study (Fig. 1). The climate of the watershed is tropical, having marked season-
ality in rainfall with the long dry season. The average annual rainfall of the study 
area is 1458 mm, mainly occurring (about 70%) in the southwest monsoon season 
of June to September [24]. Due to the tropical climate, the study area experiences 
very high temperatures during April and May. The mean annual temperature of this 
region is 27.4 °C with maximum and minimum temperatures of 42.2 °C and 11.3 °C. 
Due to the high climate variability, the study watershed experiences varying soil 
wetness conditions, i.e., very dry to very wet and back to very dry conditions. Paddy 
is a dominant crop in the study region and is usually cultivated during the southwest 
monsoon season. Elevation in the watershed ranges between 22 and 299 m (see Fig. 
for the topography view). Based on the soil textural analysis of various locations of 
the watershed it was found that soil texture class of the watershed varies considerably 
from sandy loam to clay, where a major portion of the watershed has sandy loam, 
followed by sandy clay loam and clay loam.

2.2 Soil Moisture Measurements 

With the aim of achieving dense sampling at a large spatial scale for a long period, 
83 locations (i.e., 79 agricultural fields and 4 grasslands) were selected within the 
watershed of 500 km2 for measuring soil moisture (see Fig. 1). In addition to the 
vegetation, the criteria for choosing the sampling locations were geophysical char-
acteristics that affect the spatiotemporal variation of the soil moisture, such as soil 
texture and elevation. The choice of sampling periods was based on the criterion of 
minimum interaction with human activities, such as tillage. Therefore, soil moisture 
measurements were initiated in June when the paddy crop was planted in most fields. 
Samplings were not carried out for a one-month duration (10 December 2016−10 
January 2017) due to tillage activities after the paddy crop in a few areas of the 
watershed for the cultivation of pulse crops (i.e., moong). Overall, soil moisture 
measurements were conducted for nearly one year, from 20 June 2016 to 12 July
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Fig. 1 a Location of Mahanadi river basin in India b Location of the study area, Rana watershed 
in Mahanadi River basin c Topographic overhead view of Rana watershed with sampling locations

2017, to capture the entire range of soil moisture variability from dry to wet and 
wet to dry conditions. Due to unfavorable conditions, sampling was not carried out 
frequently from August to October because of heavy rainfall and standing water 
in most paddy fields. Similarly, measurements were not taken frequently in April 
and May because of the soil’s hardness (i.e., very dry condition). Overall, a total of 
56 days of soil moisture sampling was carried out in one year. A view of soil moisture 
measurements during field campaigns is presented in Fig. 2a. The temporal pattern 
of the watershed-mean soil moisture based on soil moisture sampling at 83 sampling 
locations is also shown in Fig. 2b.

Soil moisture was sampled using an impedance probe (ThetaProbe, type ML3 and 
HH2 recording device, Delta-T Devices, Cambridge, England) which consists of four 
sharpened, 6 cm long stainless-steel rods. For each sampling location, three-point 
measurements of ThetaProbe were taken at 10–15 m separation distances, and each 
measurement consisted of three ThetaProbe samples. A total of nine ThetaProbe 
samples were taken from each sampling location to reduce the uncertainty in the 
estimates of mean soil moisture of a sampling location. Figure 3 shows a view of 
the sampling design and soil moisture measurements. During each sampling day, 
747 soil moisture measurements were carried out, and a total of 41,832 samples 
were collected in 56 sampling days. In addition, on each sampling day, 10% of the 
total locations were also sampled with gravimetric sampling. Gravimetric samples 
were taken adjacent to one of the ThetaProbe samples with a soil core sampler 
having a fixed volume of 137 cm3 with a 6 cm depth. The measured impedance from 
ThetaProbe was calibrated using gravimetric-based volumetric soil moisture content. 
A single generalized calibration of Thetaprobe was developed [25] for the watershed 
and used for precise soil moisture measurements at each sampling location.
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Fig. 2 a A view of soil moisture measurements during different stages of the paddy crop and field 
conditions throughout the year. b Temporal pattern of the watershed-mean volumetric soil moisture 
(VSM), along with error bars of ±1 standard deviation in space. The blue bars represent a variation 
of daily rainfall measured by a weather station in the watershed

3 Methodology 

The statistical properties of each sampling day and whole field campaign are analyzed 
in terms of their variability in space and time for the soil moisture spatiotemporal 
variability analysis as given below: 

Let θi jk  the soil moisture measured at point i, sampling location j and sampling 
day k, then the spatial mean of the sampling location and sampling day, θ jk , is given  
by. 

θ jk  = 
1 

Np 

Np∑

i=1 

θi jk (1)
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Fig. 3 Sampling design at each sampling location, where a large blue circle represents the sampling 
location and three-point measurements at the sampling location forming a triangle is shown with 
a gray circle. Small black circles show the shape of ThetaProbe measurement, and the red circle 
represents the position of the gravimetric sample. A view of the gravimetric sample collection in 
the rice field is presented through photographs

where Np is the number of measurement points at the sapling location j. Similarly, 
the spatial mean of each sampling day, θk , can be defined as. 

θk = 
1 

N 

N∑

j=1 

θ jk (2) 

where N is the number of sampling locations. Also, the temporal mean for each 
sampling location, θ j , can be defined as: 

θ j = 
1 

M 

M∑

k=1 

θ jk (3) 

where M is the number of sampling days. 
The coefficient of variation of each sampling day in space, CVk , is calculated as 

follows: 

CVk = 
σk 

θ k 
= 

√
1 

N−1 

N∑
j=1

(
θ jk  − θk

(2 

θk 
(4) 

where σ k is the standard deviation in space for a sampling day. 
Determination of standard deviation helps in the assessment of an optimal number 

of sampling locations (ONL) for estimating the mean soil moisture within a speci-
fied range of absolute error. The robust monitoring strategy has been optimized for
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the watershed-mean soil moisture assessment through soil moisture spatiotemporal 
variability analysis using a statistical approach and time stability method. 

3.1 ONL Analyzes Using a Statistical Approach 

ONL, for watershed-mean soil moisture (θk) assessment within a specific value of 
absolute error, has been determined using Eq. 5 given by Gilbert (1987) and is 
expressed as: 

ON  L  =
(
t1−α/2,ON  L−1 

σE 

AE

)2 
(5) 

where σ E is a standard error, t1-α/2,ONL-1 is the value of the student’s t-distribution at a 
significance level α, and depending on the sample dimensions ONL; AE represents 
the absolute error (% v/v). If a reliable value of σ E is not available, CV can be used to 
estimate ONL (Gilbert, 1987). For this, a functional relationship between the CVk as 
well as σ k and the θk is investigated. An exponential function CVk = k1. e−k2θk was 
used to fit the CVk -θk relationship for characterizing the variations of soil moisture, 
as usually employed for soil moisture campaigns [3, 14], where k1 and k2 are the 
model fitting parameters. Based on the CVk -θk fitting, a relationship between σ k and 
θk can be derived as σk = k1 . θk . e−k2θk . Further, the σ k -θk relationship is used to 
calculate the uncertainty in watershed-mean soil moisture assessment from a certain 
number of soil moisture samples, including its evolution with drying or wetting. 

Moreover, the exponential law described by CVk -θk , is employed to determine 
the ONL to achieve a specified uncertainty using σ k -θk . Equation 6 is solved by 
an iterative procedure to estimate the ONL at a 5% significance level for different 
absolute errors (AE). The iterative process is repeated until |ON  Ll − ON  Ll−1| ≤ ε, 
where ε is a control value, 0.5 in this study. 

ON  Ll =
(
t0.975,ON  L(l−1)−1 

k1 . θk . e−k2θk 

AE

)2 

, l = 1, 2, 3, ... (6) 

The statistical approach quantifies the ONL to determine the sampling size for 
capturing the spatial variability of soil moisture at the watershed-scale. But most 
hydrological applications require a temporal pattern of watershed-mean soil mois-
ture. Besides, the exact position of the ONL in the study domain is essential to set 
up a soil moisture sensor network. Since the statistical approach fails to characterize 
the temporal pattern of the watershed-mean soil moisture, a time stability method is 
used to identify locations where the soil moisture can be considered “representative” 
of the entire area of study at the temporal scale.
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3.2 ONL Analyzes Using Temporal Stability Analysis 

The temporal stability analysis [27] identifies the sampling locations that maintain 
a consistent temporal relationship with the areal mean soil moisture with little vari-
ability. This study conducts temporal stability analysis based on the parametric test 
of the relative differences in soil moisture. For each sampling location j and total 
sampling days M, the mean relative difference of soil moisture, δ j (% v/v), and 
variance of the relative difference, σ (δj)2, is estimated as: 

δ j = 
1 

M 

M∑

k=1 

θ jk  − θk 
θk 

(7.1) 

σ(δ  j )2 = 1 

M − 1 

M∑

k=1

(
θ jk  − θk 

θk 
− δ j

)2 

(7.2) 

δ j , at a sampling location computes the location’s bias and helps to identify 
whether a particular location is wetter or drier than the areal mean. Generally, a 
“representative” location to capture the temporal pattern of the areal mean soil mois-
ture can be identified by the low value of

||δ j
|| and/or standard deviation of the relative 

difference, σ(δj). [17] considered combining δ j and σ(δj) statistical metrics relative 
difference and presented a comprehensive evaluation criterion (CEC) to include both 
the bias and accuracy to locate the best time-stable locations. 

CEC  j =
√(

δ j
(2 + σ

(
δ j

(2 
(8) 

Based on the rank-ordered CECj, the sampling location with the highest time 
stability is identified as the one with the lowest CECj value. 

4 Results and Discussion 

The temporal pattern of measured soil moisture was found to be highly linked to 
rainfall (see Fig. 2b). The measured soil moisture statistical analysis shows that the 
spatial CVk ranges between 0.151 and 0.901. CVk was found to be very high during 
dry periods, whereas low in wet periods and, on average equal to 0.404. On the other 
hand, the temporal CVj was found to have an average of 0.723, considerably higher 
than CVk, and ranges between 0.578 and 0.887. This confirms that soil moisture 
temporal variability is more significant than spatial variability and indicates that 
ONL to capture the temporal pattern of the watershed-mean soil moisture can be 
derived in this study region. The high CVk value follows the findings reported in the 
past investigation on soil moisture variability in relation to the spatial variability of
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soil moisture and the dimension of the investigated area [3–5, 14]. Specifically, the 
spatial CVk increases with the increase in the area, where average CVk ranges from 
0.06 to 0.20 for the area of 1 m2 and 250 km2, respectively, at 0–15 cm depth in 
central Italy [5]. Comparing σ k and CVk values presented in [14], the values found 
for the eastern Indian watershed are very similar. 

4.1 ONL to Capture Watershed-Mean Soil Moisture 

Based on the in-situ measurements, an analytical relationship was fitted between θk 
and the CVk for the growing season, non-growing season, and the whole year, as 
presented in Table 1, and Fig. 4a. Further, the fitted parameters of CVk verses θk 
relationship were utilized to derive a relationship between σk verses θk as shown 
in Fig. 4b to capture the spatial variability of soil moisture. The distribution of σ k 
verses θk shows that σ k increases until θk reaches around 30% and decreases beyond 
that, whereas CVk shows a rapid decreasing pattern with increasing θk . It was  also  
observed that CVk has a very less scattered pattern as θk decreases during the growing 
season but is found to be a widely scattered pattern during the non-growing season. 
Overall, a decreasing exponential pattern of CVk−θk and a convex upward trend in 
σ k−θk reported in this study is similar to those reported in previous studies across 
the world [3–5, 13, 14, 17] (Fig. 4). 

Further, the fitted decreasing exponential pattern of CVk, θk was used to quantify 
the ONL as a function of the average wetness condition and in relation to a prefixed 
significance level and varying absolute errors. Figure 5a. demonstrates the ONL 
(using Eq. 6) to capture the watershed-mean soil moisture with a 5% significance 
level and within an absolute error of ±2%, during different seasons. The ONLs 
were found to be equal to 30 for the growing season and fewer for the non-growing 
season, equivalent to 20, whereas a maximum ONL of 25 is needed for the whole year 
to assess watershed-mean soil moisture. The maximum ONL found to be 30 that is 
during the growing season confirms the effectiveness of the sampling design adopted 
for this study, where 83 locations were monitored. Analysis of different absolute 
errors for ONL shows that fewer resources are needed on higher absolute error (> 
±2%) for watershed-mean soil moisture estimation (Fig. 5b). The reported analysis 
reveals that ~10 to 15 sampling locations are sufficient to capture the spatial pattern of 
the watershed-mean having an area of 500 km2 with a more relevant range of absolute

Table 1 The exponential 
fitting parameters of CVk 

versus θk relationship and the 
corresponding coefficient of 
determination (R2) 

Season CVk versus θk relationship 

k1 k2 R2 

Growing season 1.537 – 0.043 0.994 

Non-growing season 0.592 – 0.028 0.543 

Whole year 0.573 – 0.020 0.498
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Fig. 4 Analytical relationship between watershed-mean soil moisture (θk ) and statistical charac-
teristics a coefficient of variation (CVk), b standard deviation (σk) of soil moisture measurements 
at watershed-scale during each sampling day for the growing season, non-growing season, and the 
whole year

error between ±4% and ±6%. The ONL obtained in this study matches with the 
ONL found for different hydroclimatic regions and geomorphological conditions 
with varying spatial scales, ranging between 15 and 40 sampling locations [4, 5, 14]. 
Since the computation of the “average” error on the soil moisture temporal pattern is 
necessary [4]), a temporal pattern of spatial mean soil moisture is analyzed to assess 
ONL for a reliable estimate of watershed-mean soil moisture. 

Fig. 5 The optimal number of locations to capture the watershed-mean soil moisture at a 5% 
significance level during different seasons a with ±2% absolute error and b at different absolute 
errors
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4.2 ONL to Capture the Temporal Pattern 
of Watershed-Mean Soil Moisture 

The most temporally stable locations that can serve as representative locations to 
capture the watershed-mean soil moisture were identified using time stability analysis 
based on the parametric test of relative differences (Eq. 7). Figure 6a shows the time 
stability characteristics, mean relative difference (δ j ), ranked from smallest to largest 
along with ±1 standard deviation. The sampling locations representing positive δ j 
values constantly overestimate the watershed-mean soil moisture, whereas negative 
values of δ j represents underestimation of the watershed-mean soil moisture consis-
tently. Generally, the range of variation in δ j increases with the investigated area 
size [5]. The CEC (Eq. 8) has the ability to effectively eliminate systematic bias as 
well as accurately capture the watershed-mean soil moisture at each sampling time. 
The selected most time-stable location based on the lowest CEC value was found to 
capture the watershed-mean soil moisture with a high correlation (R2 = 0.852) but 
with a high Root-Mean-Square error (RMSE) of 5.573%. Though only one repre-
sentative location has the capability to capture the temporal variation pattern of the 
watershed-mean soil moisture with high correlation, it fails to provide a reasonable 
accuracy (RMSE of ±4% or better). Notably, this contradicts the previous study’s 
finding [5], where one representative site can capture the temporal pattern of areal 
mean soil moisture with reasonable accuracy at a regional scale of 200 km2. In further 
analysis, it was found that the five most time-stable locations of the study watershed 
can capture watershed-mean soil moisture with an excellent correlation (R2 = 0.981) 
and RMSE of ± 2.17%. The scatter plot in Fig. 6b shows ensemble soil moisture of 
the identified five best time-stable locations that can represent watershed-mean soil 
moisture with an error range of ±4%. These analyzes imply that the five time-stable 
sampling locations could be utilized to capture the temporal pattern of watershed-
mean soil moisture with reasonable accuracy and confirm the robust optimal sampling 
design for the watershed of 500 km2. The spatial distribution of the five most time-
stable locations in the watershed along with other sampling locations (Fig. 7), shows 
that identified sampling locations are well distributed across the watershed. Remark-
ably it was also found that the identified time-stable locations have different elevations 
and soil texture conditions.

5 Conclusion 

On the analyzes of 41,832 in-situ soil moisture samples collected during one year 
at 83 sampling locations in a watershed of 500 km2, it can be concluded that the 
dense in-situ measurements help to characterize the soil moisture spatiotemporal 
variability at the watershed-scale. The characterization of soil moisture spatiotem-
poral variability reveals that sampling at a few locations (~30 locations) is sufficient 
for capturing the spatial pattern of the soil moisture at a watershed of 500 km2. In
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Fig. 6 a Rank ordered mean relative difference of soil moisture at each sampling location with 
±1 standard deviation error bars. The solid line is a comprehensive evaluation criterion (CEC) to 
identify the best time-stable locations. The thick bars are the five best time-stable locations in the 
watershed based on the CEC. b Comparison of watershed-mean VSM with the ensemble VSM of 
the identified five best time-stable locations to achieve a reasonable accuracy (RMSE of ±4% or 
better)

comparison, very fewer resources, and nearly five representative or time-stable loca-
tions are required to capture the temporal variation pattern of the watershed-mean 
soil moisture within an RMSE of ~ ±2%. However, the optimal sampling design 
strategy must be transferred to ungauged regions to avoid the monitoring cost of dense 
measurements. The selection of representative locations a priori in ungauged areas 
to capture the temporal variation pattern of the areal mean soil moisture is possible 
with various geophysical characteristics information. A few past studies [17, 26], 
reveal that soil properties and topography are significant geophysical parameters that 
jointly control spatiotemporal persistence. However, more detailed investigations are 
needed towards transferring optimal sampling design strategy to the ungauged area 
by assessing the effects of heterogeneities of similar or different geophysical proper-
ties in other regions and for different space and time scales. In this study, a large soil 
moisture dataset at a watershed-scale has been generated through several intensive 
field campaigns for tropical regions where soil moisture information is sparse. The 
optimal sampling design based on long-term intensive sampling can be utilized as 
a guideline for designing a robust sensor-based network at the watershed-scale and 
could be helpful in planning sampling for satellite soil moisture product validation. 
The data used for optimal sampling design focuses only on one watershed in the trop-
ical region of India. Therefore, further analysis is needed using in-situ soil moisture 
measurements of other watersheds in tropical climates and possibly other climate 
regions to assess the applicability of such an approach.



An Optimal Sampling Design to Capture the Watershed-Scale Soil … 321

Fig. 7 The elevation map of the watershed shows 83 soil moisture sampling locations. Locations 
marked with a circle are the five most representative or time-stable locations of the watershed
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Abstract The runoff from snow and glacier melt is one of the most important 
sources of freshwater for the ever-present Himalayan Rivers. Satellite imagery and 
Geographic Information System (GIS) tools like Digital Elevation Model (DEM) and 
simulation models have been highly useful in figuring out and connecting between 
theoretical concepts and actual conditions in hilly and difficult-to-reach places. The 
present study uses a variety of geospatial tools, including Remote Sensing (RS), GIS, 
and the snowmelt runoff model (SRM), to estimate snow and glacier melt runoff in 
the Beas River basin of the Western Himalayas. This research used Landsat-8 snow 
cover data, Advanced Spaceborne Thermal Emission and Reflection Radiometer 
(ASTER) DEM, GIS, and ultimately the Windows Version of the Snowmelt Runoff 
Model (WinSRM) to estimate the snow and glacier melt runoff in the Beas River 
basin up to Pandoh Dam. The SRM has been done using hydro-meteorological data 
from the years 2013 to 2015. Remote sensing data was utilized to calculate the 
Beas River’s temporal Snow Cover Area (SCA) from 2013 to 2015, and DEM was 
used to identify elevation zones and aspect maps. The findings showed that there is 
little difference between the calculated runoff (772.51 m3/s) and the observed runoff 
(802.47 m3/s). The data analysis shows that the SRM model is the most effective 
method for calculating runoff from snow and glacier melt in mountainous regions. 
For the period of April 2013 to October 2015, the overall coefficient of correla-
tion (R2) accuracy of SRM for a portion of the Beas River basin is 0.77. Snowmelt 
accounts for around 6.68% of the total stream flow at Pandoh Dam in the Beas River 
basin.

G. Rongali (B) · A. K. Keshari · R. Khosa · A. K. Gosain 
Department of Civil Engineering, Indian Institute of Technology Delhi, New Delhi, India 
e-mail: gopinadh01@gmail.com 

A. K. Keshari 
e-mail: akeshari@civil.iitd.ac.in 

R. Khosa 
e-mail: rkhosa@civil.iitd.ac.in 

A. K. Gosain 
e-mail: gosain@civil.iitd.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
S. Dutta and V. Chembolu (eds.), Recent Development in River Corridor Management, 
Lecture Notes in Civil Engineering 376, https://doi.org/10.1007/978-981-99-4423-1_23 

325

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-4423-1_23&domain=pdf
mailto:gopinadh01@gmail.com
mailto:akeshari@civil.iitd.ac.in
mailto:rkhosa@civil.iitd.ac.in
mailto:gosain@civil.iitd.ac.in
https://doi.org/10.1007/978-981-99-4423-1_23


326 G. Rongali et al.

Keywords Remote sensing · Snow and glacier melt runoff · Snow cover area ·
Temperature index model · SRM · GIS 

1 Introduction 

The management of vast catchments’ water resources depends on the understanding 
of water flow. Estimating and predicting the runoff from melting snow and glaciers 
and the resulting stream flow from different catchments is crucial for planning, 
managing projects in river valleys, and understanding various hydro-meteorological 
processes. Together with giving accurate predictions of runoff volumes, this is 
essential for predicting water supplies, issuing flood warnings, managing water 
resources, and navigating. In alpine basins with high snowmelt runoff, the daily 
streamflow is simulated and predicted using the Martinec model, commonly known 
as the Martinec-Rango model. SRM’s runoff calculations seem to be quite simple 
to comprehend. Various academics have used the model to date on more than 100 
basins located in 29 different countries [2]. SRM can evaluate and estimate snow 
melt runoff in mountain basins. Using a known or anticipated discharge value as the 
starting point, a model run may last an indefinite number of days. The SRM requires 
knowledge about the amount of snow cover (S), temperature (T), and precipitation 
(P) for different elevation zones. The collection of spatial and temporal information 
on expansive catchments requires the use of remote sensing. 

For the three months of April, May, and June of 1969, Daoo and Shirvaikar 
[1]calculated the discharge from snowmelt in the Beas River watershed in the 
Himalayas using the energy balance approach. Then they contrasted their findings 
with the River’s snowmelt discharge. According to Gupta et al. [4], melting snow may 
significantly alter how much water flows in a river. For predicting snowmelt runoff, 
this knowledge is crucial. Kumar et al. [6] performed snow cover mapping and snow 
melt runoff modeling using satellite data as input. Nagler and Rott [12] devised  a  
method for snow mapping in mountain areas and glaciers based on C-band Euro-
pean Remote Sensing (ERS) Synthetic Aperture Radar (SAR) images from repeat 
orbits, and the SRM has been tested for two drainage basins in the Austrian Alps. For 
basins in the Austrian Zillertal Alps that are a component of a network of reservoirs 
for hydropower production, Nagler and Rott [13] conducted real-time projections of 
the snow melt flow up to six days in advance. Additionally, Nagler and Rott [14] 
developed maps of melting snow using an autonomous snow mapping system based 
on change detection and SAR data from the Alpine basin Tuxbach in the Eastern 
Alps. Prasad and Roy [16] found that anticipating snowmelt runoff is critical for 
hydropower generation and water management in India’s Western Himalayan Rivers 
during non-monsoon season. Singh et al. [18] investigated the relating air temperature 
to the depletion of snow-covered area in a Himalayan basin. The average contribu-
tion of snow and glacier melt runoff to the annual flow of the Beas River at Pandoh 
Dam was calculated using the water balance approach by Kumar et al. [7]. Singh 
et al. [19] studied a comparative hydrological approach to control the transfer of



Modeling Snow and Glacier Melt Runoff in the Beas River Basin Using … 327

hydrologic characteristics from gauged to ungauged catchments. According to Yuan 
et al. [22], the precipitation in the mid-Tianshan mountains was related to the Pacific 
North American (PNA) pattern. Engelhardt et al. [3] assessed the mass balance and 
outflow over 60 years for the Chhota Shigri glacier. Bhattacharya et al. 2019 only 
examined a small number of precipitation datasets or failed to consider reanalysis 
products. 

Snowmelt contributes more to streamflow as the basin’s elevation rises while rain’s 
contribution decreases. Snowmelt runoff dominates the runoff over 3000 m of eleva-
tion. It is always challenging to regularly map and monitor snow cover and glaciers 
in these steep locations due to the difficulty of access to and the scarcity of ground 
observation sites. As a result, this study has been made to simulate the snow and 
glacier melt runoff using the Snowmelt Runoff Model for Windows (WinSRM) with 
the aid of Landsat-8 satellite data, Remote Sensing (RS), and Geographic Information 
System (GIS). 

2 The Study Area 

The Beas River basin up to Pandoh Dam is the subject of current research (Fig. 1). 
One of the largest tributaries of the Indus River system, the Beas River basin is 
located between 31° and 32° N and 77° and 78° E. It starts in Rothang Pass, 3900 m 
above sea level, and travels through Larji before turning right and heading south-
west till it reaches Pandoh dam. The catchment area’s rocks have sharp slopes and 
are often deserted. Between Pandoh Dam and the Parbati sub-northeast watershed, 
the elevation ranges from 846 to 6500 m. A significant stretch of the river is covered 
in wintertime snow, which feeds the Beas River throughout the summer. Water is 
transferred from the Beas River to the Satluj River via Pandoh Dam so that Dehar 
Power Plant may generate electricity.

3 Methodology 

The Beas River basin up to Pandoh Dam has been utilized to estimate snow and 
glacier melt flow using Landsat-8 snow cover data, ASTER DEM with RS and GIS, 
and WinSRM. Hydro-meteorological data from the years 2013 to 2015 was used to 
complete the SRM. To calculate the Beas River temporal SCA from 2013 to 2015, 
Landsat-8 data were used. Aspect maps and elevation zones were later created using 
the DEM. The temperature index-based snow and glacier melt runoff simulation 
model developed by SRM was used in this study to simulate runoff from snow 
and glacier melt. The daily hydro-meteorological data—rainfall and temperature— 
for three stations were acquired from the MOSDAC website (https://www.mosdac. 
gov.in/) and used to simulate snow and glacier melt runoff.

https://www.mosdac.gov.in/
https://www.mosdac.gov.in/
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Fig. 1 Himachal Pradesh’s beas river basin

SRM has been developed to simulate and forecast daily streamflow in mountain 
basins where snowmelt is a primary runoff factor. As satellite remote sensing of 
snow cover has improved, SRM is being deployed in even larger basins. Also, the 
World Meteorological Organization (WMO) evaluated SRM for runoff simulations 
and partly recreated circumstances of real-time runoff predictions with success ([20, 
21]). Equation (1) explains how the projected recession flow is multiplied with the 
water produced by snowmelt and rainfall to produce the daily outflow from the basin: 

Qn+1 = [CSn · an(Tn + ΔTn)Sn + CRn Pn] 
A · 10000 
86400 

(1 − kn+1) + Qnkn+1 (1) 

where Q = Average daily discharge [m3 s −1], C = Runoff coefficient (runoff/ 
precipitation) expresses losses, with cS Snow melting and cR to rain, a = Degree-day 
factor [cmo C−1d−1] 1° day snowmelt depth, ΔT = Lapse rate adjustment while 
extrapolating station temperature to average basin or zone elevation [oC d],  S  = 
Snow coverage ratio, P = Runoff-causing precipitation [cm]. TCRIT assesses if this 
contribution is rain and immediate. TCRIT stores fresh snow over snow-free areas 
until melting occurs. A = Area of the basin or zone [km2], k = Recession coefficient 
shows discharge drop without snowmelt or rain: k = Qm+1 

Qm 
(m, m + 1 are the sequence 

of days during a true recession flow period), n =Discharge period in days. Equation 1 
assumes an 18-h lag between the daily temperature cycle and discharge cycle. The 
nth day’s degree-days correlate to the (n + 1)th day’s discharge. Various lag times
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can be introduced by a subroutine, 10000 86400 = Conversion factor from cm·km2 d−1 to 
m3 s−1. 

T, S, and P are daily variables; cR, cS, lapse rate to estimate T, TCRIT, k, and 
lag time are basin- or climate-specific. If the basin’s elevation range exceeds 500 m, 
it should be separated into 500 m zones. The model equation for a 1500-m height 
range and three zones A, B, and C is: 

Qn+1 = 

⎧ 
⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

[cSAn · aAn (Tn + ΔTAn)SAn + cRAnPAn] 
AA · 10000 
86400 

+[cSBn · aBn (Tn + ΔTBn)SBn + cRBnPBn] 
BB · 10000 
86400 

+[cSCn · aCn (Tn + ΔTCn)SCn + cRCnPCn] 
CC · 10000 

86400 

⎫ 
⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎭ 

(1 − kn+1) + Qnkn+1 

(2) 

SRM may operate in simulation mode without updating. The accuracy of the 
simulation is only evaluated using the discharge data. In ungauged basins, the simu-
lation is initiated using an estimated discharge derived from a neighbring gauged 
basin. The simulation in the Beas River basin was conducted using the program 
WinSRM version 1.12, which simulates snow and glacier melt runoff. This funda-
mental strategy has been used to estimate runoff from snow and glacier melt (Fig. 2). 
The temperature index of degree-day method is the name of the technique. 

Fig. 2 Flowchart of the snow melt runoff model (SRM)
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The meteorological network for data gathering in the Himalayan highlands is 
quite subpar maximum and minimum temperatures, humidity, and wind speed are 
readily available. Since temperature indices are regarded to be the most accurate 
technique to quantify the heat transfer processes that take place when snow melts, 
they are often used to determine how quickly snow melts. The complicated energy 
balance that results in snow melt has been determined by using the air temperature 
in degrees per day as an indication. A degree day is the amount of heat that lingers 
for 24 h when a temperature deviates 1 °C from the reference temperature. The most 
popular phrase connecting daily snow melt to temperature index is, 

M = Df (Ti − Tb) (3) 

M = Water melted in cm/sec, Df = Degree-day factor (cm ºC day−1), Ti = Index 
air temperature (ºC), Tb = Base temperature (usually 0 ºC). 

R2 and Dv as defined below are two criteria which are calculated by the model 
automatically [11]. 

R2 = 1 − 

n∑

i=1

(
Qi − Q j

)2 

n∑

i=1

(
Qi − Q̄ j

)2 
(4) 

Dv = 
VR − VR '

VR 
X100 (5) 

where R2 is a measure of model efficiency [−], Qi is measured daily discharge 
[m3s1], Qj is simulated daily discharge [m3s1], Q is the average daily discharge for 
the simulation year or simulation season [m3s1], n is the number of daily discharge 
values [−], Dv is the percentage difference between the total measured and simulated 
runoff [%], VR is measured runoff volume [m3] and V’Ris simulated runoff R volume 
[m3]. 

4 Results and Discussion 

The ASTER GDEM has been used to create the 12 elevation bands or zones, each 
of which is 500 m wide (Fig. 3), for the study area selected river basin, with the 
exception of A and L. These elevation bands and zones have been used to calculate the 
mean elevation of each elevation zone. The catchment area distribution for different 
altitudinal zones is shown by the hypsometric curve in Fig. 4, and Table 1 provides 
the characteristics of each zone (Fig. 5).

The watershed has been categorized and separated into elevation zones using 
ArcGIS functions for snow and glacier melt runoff modeling using SRM. With the 
changing height and geographical breadth of the DEM of the catchment, 12 elevation
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Fig. 3 GDEM of the Beas river basin showing the 12 altitudinal zones used in this investigation 

Fig. 4 Beas river basin hypsometric curve showing area in 12 elevation zones
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Table 1 DEM of Beas river basin elevation zones 

Zone Elevation range (m) Area (%) Area (km2) Cumulative area (km2) 

A 857–1000 0.17 9.4 9.4 

B 1000–1500 4.69 252.8 262.2 

C 1500–2000 10.17 547.7 809.9 

D 2000–2500 14.07 757.5 1567.4 

E 2500–3000 15 808 2375.4 

F 3000–3500 11.39 613.6 2989 

G 3500–4000 9.88 532.2 3521.2 

H 4000–4500 12.10 651.6 4172.8 

I 4500–5000 12.46 671.2 4844 

J 5000–5500 8.68 467.4 5311.4 

K 5500–6000 1.23 66.5 5377.9 

L 6000–6582 0.09 4.9 5382.8 

Fig. 5 Snow cover distribution in the Beas River watershed during 2013–2015

zones have been defined based on the elevation range between the lowest (857 m) 
and highest (6582 m) sites in the watershed. The computations in SRM are based 
on these zones. For the purpose of computing snowmelt runoff, many variables and 
parameters have been described and extrapolated to each elevation zone individually 
since all of these components change with the variation in elevation. The elevation 
zones, area, and elevation curve are used to determine the basin characteristics. 

The Beas Basin is divided into 12 (500-m) elevation bands by the digital elevation 
model. It is possible to calculate each zone’s mean elevation using height bands. To
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calculate degree-day factors and extrapolate base station temperatures to various alti-
tudes, this mean elevation is employed. The degree-day factor, temperature distribu-
tion within each elevation zone, and Thiessen polygon-based rainfall distribution are 
the meteorological factors that were deduced. Three hydro-meteorological stations 
are used to capture data on temperature and rainfall. Temperature and rainfall read-
ings are point measurements; thus they are transformed using the Thiessen polygon 
technique to spatial data. Thiessen’s polygon and elevation zones are used to calculate 
weighted rainfall for SRM. 

For calibration and validation purposes in SRM, numerous parameters must be 
parameterized. Table 2 provides the parameters that were employed in the current 
study’s simulation utilizing SRM. For calibration and SRM validation, the time 
frames April 2013–July 2014 and October 2014–October 2015, respectively, were 
employed. SRM automatically calculates and displays R2 and Dv after each run as 
accuracy metrics. Table 3 shows the SRM snowmelt runoff calibration and validation 
results. According to the table, the value of R2 fluctuates between 0.74 and 0.77 over 
the simulated period from April 2013–October 2015. The observed runoff ranges 
from 22,931.47 to 23,762.97 m3 (106 m3), with an average of 724.22 to 750.48 
m3/s. The calculated runoff ranges from 27,805.12 to 25,087.34 m3 (106 m3), with 
an average of 880.72−794.54 m3/s. Between 2013–14 and 2014–15, the volume 
difference ranges from 3.61 to 9.76%. In comparison to the simulation years 2013– 
14 and 2014–15, the available rainfall data for this period could not adequately 
represent rainfall in the entire basin, which may be the primary cause of the volume 
difference for the periods 2013–14 and 2014–15. These data were only available 
from three rain gauge stations. 

While the highest runoff is seen in August, mostly because of monsoonal rains, 
the SMR began rising in the spring–summer (April–May) season. This is primarily

Table 2 SRM calibration parameter range 

Parameters Range Description 

Min Max 

Temperature lapse rate (ºC/100 m) 0.71 0.87 Constant for all the zones 

Degree-day factor (cm ºC−1d−1) 0.55 0.75 Varies month wise and zone wise 

Critical temperature; TCRIT (ºC) 0 2.0 0.0 for Zone-1 to 3, increasing from 0.75 
to 2.0 from Zone-4 to 12 

Time lag (hr) 6 18 6 h for Zone-1 to 3, 12 h for Zone-4 & 5, 
15 h for Zone-6 & 7 and 18 h for Zone-8 
to 12 

Runoff coefficient for snow, CS 0.15 0.20 Varies month wise and zone wise 

Runoff coefficient for rain, CR 0.10 0.15 Varies month wise and zone wise 

Rainfall contributing area, RCA 0 1 Varies month wise and zone wise. (1 for 
lower zones in all months) 

Xcoeff 0.80 1.06 Constant for all the zones 

Ycoeff 0.02 0.02 Varies month wise
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Table 3 Simulation results for Beas River basin up to Pandoh dam, 2013–2015 

Period Runoff volume (106 

m3) 
Average Runoff (m3/ 
s) 

Volume 
difference, Dv 
(%) 

Coefficient of 
determination, R2 

measured computed measured computed 

2013–14 22,931.47 23,762.97 724.22 750.48 3.61 0.74 

2014–15 25,087.34 27,805.12 880.72 794.54 9.76 0.77

because of a rise in air temperature. Between October and April, snowmelt is 
minimal. The simulation shows that SMR is the region’s primary supply of fresh-
water throughout the year, with the exception of the monsoon. Rain on snow and 
regular rainfall-runoff contributions are substantially larger than the typical SMR 
because of the rise in temperature and precipitation during the monsoon. The basin 
SCA primarily melts in the summer, which has led to an increase in calculated 
and observed runoff in these months. Due to cold air temperatures and short days, 
snowmelt is minimal throughout the winter, particularly between December and 
February. During the monsoon season from mid-June to July, rainfall is consider-
able, which leads to high calculated and observed runoff values. Runoff is directly 
proportional to rainfall, with runoff coefficients determining the quantity of rainfall 
that is converted to runoff [10]. SRM relies on snow and rain runoff coefficients and 
the degree-day factor. 

The biggest discrepancy is the time at which the observed and calculated discharge 
maxima occur. The recession coefficient, a crucial component of SRM since (1-
k) represents the fraction of the daily melt water output that manifests as runoff 
right away, is utilized to correct and eliminate these mistakes [11]. The k value has 
been calculated by plotting the values of Qn and Qn + 1 against one another. The 
discharge data of Pandoh Dam have been collected from (https://cds.climate.copern 
icus.eu/) and utilized for the years 2013–2015 in order to estimate the k values for 
the study region. This dataset offers a gridded river discharge time record that has 
been simulated. It is a creation of the Global Flood Awareness System (GloFAS) that 
provides a consistent worldwide depiction of a significant hydrological variable. Two 
auxiliary files for interpretation are included with this dataset, one of which contains 
upstream area data and the other contains elevation data. Peak discharge values of 
the computed and measured runoff change directly with the runoff coefficient, and 
the location of flow peaks are primarily controlled by X and Y coefficients. During 
the monsoon season, when there is a lot of heavy rain, there are more peak flows, so 
the X and Y coefficients need to be adjusted more. The SRM’s inability to accurately 
simulate peak discharge is also attributed to the dearth of adequate rainfall data for 
each elevation zone in the basin. 

It has been assumed that the long-term average of the effective snowmelt input to 
the basin (after losses are taken into account) can be used to calculate the contribution 
of the snowmelt component to the total runoff at the outlet since SRM does not 
separate the snowmelt runoff component and the rain-induced runoff component 
from the total runoff.

https://cds.climate.copernicus.eu/
https://cds.climate.copernicus.eu/
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5 Conclusions 

Estimating snow and glacier melt runoff is important in India’s Western Himalayan 
Rivers for hydropower generation and water management during the non-monsoon 
season. This research uses remotely sensed snow cover area data from the Landsat-
8 as well as local daily temperature and precipitation data to model runoff in a 
mountainous basin with predominant snow cover. 

WinSRM predicts snow and glacier melt runoff for the Beas River basin, which 
lacks data. SCA was developed from Landsat-8 images, ASTER GDEM, and hydro-
meteorological data. The distribution of parameters according to elevation zone and, 
subsequently, the SMR output, is made possible by the elevation zone method, which 
raises the caliber of SRM simulations. Runoff coefficients, recession coefficients, and 
the degree-day factor are the SRM calibration parameters that are the most sensitive. 

From April through June, as the air temperature progressively rises, the contri-
bution from snowmelt predominates. The monsoon season has the highest discharge 
(combined snow and glacier melt, rainfall, and runoff) throughout the research period 
(July to September). Beginning in October, snowmelt reduces over the winter months. 
The average measured runoff volume is 24009.40 (106 m3), the average measured 
runoff is 802.47 (m3/s), the average computed runoff is 25784.04 (106 m3), the 
average computed runoff is 772.51 (m3/s), and the average volume difference is (+) 
6.68% for the snowmelt season in the Beas River basin for the simulation period of 
April 2013–October 2015. 
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Development of a Fully Automated 
Atmospheric Correction Technique 
for Applications in Google Earth Engine 

Riddick Kakati, S. K. Dwivedy, and Subashisa Dutta 

Abstract For any satellite-based study, ground-based reflectance values are 
required. Nowadays, these ground-based reflectance products are provided by all 
the major space agencies, commonly designated as level 2 products. However, the 
availability of the level 2 products takes some time and once in a while, these prod-
ucts are not available. For the development of near real-time monitoring systems, 
this poses a major problem, and thus it becomes necessary to correct the raw satellite 
imagery by using atmospheric correction techniques. The Dark Object Subtraction 
technique (DOS) is one such commonly used technique used previously in many 
studies. However, it requires the manual selection of the darkest pixels in the imagery, 
thus making it unsuitable for automation-based systems. This study aims to automate 
the process of Dark Object Subtraction Sentinel 2A raw satellite imageries within 
the Google Earth Engine platform. Mean annual LULC maps generated using auto-
mated Dark Object Subtraction could replicate the level 2 product quite accurately. 
These classified imageries for July 2018−July 2019 produced overall classification 
accuracies of 74.13 and 67.24% using Random Forest Classifier and Support Vector 
Machines, respectively, compared to 68.96% obtained for both the classification algo-
rithms using level 2 products. In the period July 2019−July 2020, it was obtained 
as 81.03 and 77.58%, respectively, compared to 79.31% for the same, and for July 
2020- July 2021, it was 72.41 and 68.96% against 68.96 and 67.24%. The automated 
Dark Object Subtraction technique can thus be employed to develop near real-time 
automated satellite imagery-based systems within the Google Earth Engine platform. 
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1 Introduction 

A variety of earth monitoring applications, including the assessment of the global 
energy balance and the detection of changes in land cover, have long advocated the 
use of satellite imagery. Problems arise due to the presence of the atmosphere because 
solar EMR reflected by the Earth and measured by the detectors in the satellite must 
travel through its way from the sun to the Earth and back. When EMR travels through 
the atmosphere, it comes into contact with molecules of the various gases and the 
particles that make up the atmosphere. Scattering and absorption are the two basic 
processes that are often used to characterize this interaction [10]. Electromagnetic 
radiation undergoes a transformation when it interacts with Earth’s surface. During 
this process, path radiance refers to emitted radiation that does not interact with the 
earth before entering detectors. This path radiance is typically undesirable informa-
tion since it tells nothing about the character of the land surface [1, 8]. Water and 
vegetation, which are not as reflective as other surfaces, have a greater effect on the 
atmosphere. This is a particularly serious issue for applications that rely on multispec-
tral satellite data for monitoring, including those in agriculture and land use research. 
It affects the quantity of electromagnetic radiation perceived by the array of detec-
tors in a satellite, which changes with wavelength [4, 5, 10, 13]. Thus, atmospheric 
correction is necessary, particularly for Rayleigh scattering generated by gases, water 
vapour and aerosols which affects the bands near the visible part of the electromag-
netic spectrum [13]. The data from the sensor (called digital number, DN) needs to 
be free from atmospheric interferences, which can be achieved through the gener-
ation of surface reflectance, which normalises data from different time periods and 
sources. Radiative transfer codes (RTC) help in determining an accurate relationship 
between surface reflectance and radiance of the sensor by the use of atmospheric 
optical depth on the date of satellite pass [12]. An RTC with realistically simu-
lated atmospheres may be used instead of actual weather data when actual data is 
unavailable. For a variety of simulated atmospheres, aerosol kinds, sun zenith angles, 
and ground altitudes, [15] proposed employing a library of atmospheric correction 
functions created using an RTC to predict surface reflectance. For situations when no 
atmospheric data is available, this library might allow for “rapid” analysis of satellite 
images. Using a NxN pixel window and suitable weighting factors for the difference 
in reflectance, the estimate was further enhanced by approximating a correction for 
the adjacency effect. But the high cost and prolonged implementation process asso-
ciated with an RTC make it challenging for applications, which require rapid and 
frequent generation of processed data. 

There have been a number of proposals for easier atmospheric correction tech-
niques for images in the visible and near infrared spectra that are gathered by satel-
lites [7, 9, 14, 17]. The amount and precision of atmospheric data needed to apply 
a simplified technique vary widely, and very few procedures may be used when no 
atmospheric data is available. To save the hassle of taking separate readings of the 
atmosphere and the site itself, it is also possible to extrapolate information about 
atmospheric conditions from the image itself. Surface reflectance factors are often
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retrieved using scene-derived atmospheric information in conjunction with an RTC 
in image-based atmospheric correction methods. In order to estimate path radiance, 
[2] used a clear lake in the image, and then used a radiative transfer algorithm to 
deduce atmospheric transmittance and downwelling irradiance from this estimate. 
Recently, several investigations have relied on a simplified version of this technique 
known as the dark object subtraction approach [5, 6, 11, 13]. 

The Dark Object Subtraction (DOS) technique eliminates the requirement for 
radiative transfer coding by subtracting the path radiance from the scene’s darkest 
object, which need not be a body of pure water. This is accomplished by disre-
garding the transmittance and downwelling radiance components [5]. Images where 
scattering is the primary cause of attenuation benefit from the dark object subtraction 
approach for correction [12]. It is based on the concept that some of the image’s pixels 
should be black (zero reflectance), and these pixels are referred to as “dark objects”. 
Examples of objects with DN values of zero or close to zero include dark areas cast 
by shadows and bodies of clear water. A first order atmospheric adjustment, such 
as the one achieved by the Simple Dark Object Subtraction approach [16], [19], is 
preferable to no correction at all. The approach involves selecting a constant haze 
value (DN) for each spectral band by attributing the influence of the atmosphere 
to the smallest DN value in the histogram of the whole scene. The improved Dark 
Object Subtraction [4] approach tends to rectify the Haze in terms of atmospheric 
scattering and path radiance by using the power law of the relative scattering effect 
of the atmosphere. 

The COST Dark Object Subtraction (DOS) approach [5] was automated inside 
the Google Earth Engine platform in this study. Processing raw images with the 
automated DOS technique will allow the development of near real-time monitoring 
systems, which is especially important because the generation of level 2 surface 
reflectance products takes some time and also, often times, these tiles are not avail-
able. The results obtained were validated using commonly used supervised machine 
learning based classification algorithms viz., Random Forest Classifier and Support 
Vector Machines. 

2 Methodology 

2.1 DOS Model [5] 

The following equation may be used as a generic representation of the DN values 
captured by imaging systems: 

DNi (X, Y ) = Gi × [Lλ(X, Y )] + Oi (1) 

where, 

DNi (X, Y ) = pixel (X, Y) output DN in the band i,



340 R. Kakati et al.

Gi = band i gain factor, 

Lλ(X, Y ) = pixel (X, Y) radiance in the band i, 

Oi = band i offset. 
Rearranging Eq. (1), the following equation for radiance [Lλ(X, Y )] is obtained. 

Lλ(X, Y ) = 
DNi (X, Y ) − Oi 

Gi 
(2) 

To convert these radiances to surface reflectance, the general model as per Moran, 
1992 is given as. 

ρi (X, Y ) = π × (Lλ(X, Y ) − Hi ) 
τvi ×

[
Eo × Cos(θz) × τzi + Edown

] (3) 

where, 

ρi (X, Y ) = Surface reflectance 

Hi = The path radiance 

τvi = Atmospheric transmittance from the ground surface to satellite 

Eo = Solar spectral irradiance of the sun on a perpendicular surface outside the 
atmosphere (Wm−2sr−1μm−1) 

θz = Sun zenith angle 

τzi = Atmospheric transmittance from sun to the ground surface 

Edown = Surface downwelling spectral irradiance due to scattered solar flux in the 
atmosphere (Wm−2μm−1) 

In this model, the improved DOS technique [5] suggested the following values: 
τzi = (θz); τvi = 1( f ornadirview); Edown = 0 and Hi = Dark object (Value of 

darkest pixel in image). 
The reader may refer to the article by [5] for more details on the model. 

2.2 Random Forest Classifier [3] 

The random forest classifier uses a collection of tree classifiers from a supplied 
input vector. Each of the tree classifiers is produced from a random vector sampled 
separately from the input vector and which then searches, on a unit scale, for the 
most popular class. In this study, a random forest classifier was used, which builds a 
tree using a random feature or feature combination at each node. Bagging was used 
for each feature/feature combination, which is a technique for generating a training 
dataset by randomly drawing with replacement N samples, where N is the size of
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the original training set. Attribute selection in random forest is done using the Gini 
Index, which measures the relevance of an attribute with the class. The Gini index is 
defined as follows for a given training set T, where we randomly choose one instance 
(pixel) and assign it to a class Ci .

∑∑

j �=i 
( f (Ci , T )/|T |)( f (C j , T

)
/|T |)

where the probability that the example belongs to class Ci is denoted by 
f (Ci , T )/|T |. 
When a tree is expanded to its maximum depth on fresh training data, a new 

set of features is learned. Parameters that must be set by the user while creating a 
random forest classifier are the number of trees to be produced and the number of 
characteristics to be utilized at each node. Selective feature searching is performed 
at each node to find the optimal branching. Thus, N trees make up the random forest 
classifier, with N being the user-defined maximum number of trees to be produced. 
Each instance from the datasets is then sent down to each of the N trees to be classified. 
In such situation, the forest will choose the category that received the most votes (out 
of a possible N). 

2.3 Support Vector Machines [18] 

Support Vector Machines (SVM) is based on statistical learning theory, whose goal is 
to locate the thresholds that will result in the most effective class separation. In a two 
class problem where the classes can be separated using linear features, SVMs choose 
a hyperplane that creates the most separation between them. The gap between the two 
classes is measured by adding together their respective nearest spots’ distances to 
the hyperplane. Standard Quadratic Programming (QP) optimization methods may 
be used to the issue of maximising the margin. The margin is calculated based on the 
vectors or points that are closest to the hyperplane, which are referred to as “support 
vectors”. If the two classes cannot be separated linearly, SVMs will look for the 
hyperplane that minimizes a quantity proportional to the amount of misclassification 
mistakes while maximizing the margin. SVMs can also be modified to work with 
nonlinear decision spaces. To lessen the computational burden of working with high-
dimensional feature spaces, kernel functions are used.
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2.4 Model Setup 

2.4.1 Dark Object Subtraction 

This study uses Google Earth Engine, which is a cloud- server based computational 
platform for planetary-scale geospatial analysis. The GUI consists of a code editor, 
a console and a file explorer. The Sentinel 2A Level 1 C dataset used for the analysis 
was downloaded from the data catalogue within the interface. Then this dataset was 
processed through the code editor using Eq. (3) to obtain the surface reflectance 
values. To obtain the darkest pixel value, each raster was converted to a dictionary 
datatype, which consists of key-value pairs. This was done using the built in function 
“ee.Dictionary”. In this study, the key corresponded to the pixel value and the value 
corresponded to the count of that pixel value. Then, a histogram was generated 
for the dictionary variable using the built in function “ee.Reducer.histogram”. Now, 
this histogram will automatically generate a key having 0 value and its number of 
occurences. To remove such values, the built in signum function was first used to 
identify the 0 values, and then the mask built in function was used to remove those 
values. The first value in the dictionary variable remaining after removing the 0 value 
corresponds to the darkest pixels in the imagery. 

2.4.2 Classifiers 

Both the Random Forest and SVM classifiers were trained to identify six classes viz., 
agriculture, barren land, forest, river, urban and wetland. Training and testing data 
were selected using Google Earth Pro, where the true colour satellite imageries were 
used for generating the ground truth. The details of the number of elements within 
each class used for ground truths are listed in Fig. 1.

2.5 Calibration and Validation 

The automated Dark Object Subtraction technique was calibrated using Eq. (3). For 
validation, Sentinel 2 Level 1C satellite tiles in the period of July 2018−July 2019, 
July 2019−July 2020 and July 2020−July 2021 were selected for a region (Fig. 2) that 
spanned roughly 100 kms upstream and downstream of Guwahati, India. Then, a Land 
Use Land Cover (LULC) classification was carried out using Random Forest classifier 
and Support Vector Machines to evaluate the classification accuracy obtained by 
the automated Dark Object Subtraction corrected imagery and the Sentinel Level 2 
surface reflectance product.
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Fig. 1 Ground truth details

3 Results and Discussion 

To obtain surface reflectance images from the Sentinel 2A raw level 1C images, the 
automated DOS algorithm was executed within Google Earth Engine code editor. The 
resulting images were extracted and classified using both random forest classifier and 
support vector machine algorithms. On the other hand, Sentinel 2A level 2 surface 
reflectance images were also extracted and classified using the same classifiers. The 
performance of the automated DOS algorithm was evaluated through classification 
accuracy using the confusion matrix method. Figure 5 shows the overall classification 
accuracies and the Cohen Kappa scores obtained after the classification.
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Fig. 2 Study area

3.1 Random Forest Classifier 

The random forest classifier was implemented through a script within the code editor 
in Google Earth Engine to identify six classes, based on the training data provided 
for each class. Analyses was carried out for the period of July 2018−July 2019, 
July 2019−July 2020 and July 2020−July 2021. For this case, overall classification 
accuracies of 74.13, 81.03 and 72.41% were obtained for the periods July 2018−July 
2019, July 2019−July 2020 and July 2020−July 2021 respectively for the automated 
DOS algorithm. Similarly, 68.96, 79.31 and 68.96% were obtained respectively for 
the Sentinel level 2 product. In this case, it can be observed that the automated DOS 
based image had a better classification accuracy than the Sentinel Level 2 image. On 
plotting the change in area obtained for both automated DOS and Sentinel 2A level 
2 image (Fig. 3), it can be observed that for the classes barren land, urban, river and 
agriculture, the trends are similar. The difference in trend for the forest and wetland 
classes may be attributed to their mixed spectral response, due to which there were 
some classification errors in these two classes, as reflected in the overall classification 
accuracies.
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Fig. 3 Plots showing change in area for each class for automated DOS (top) and Sentinel 2A level 
2 image (bottom) using random forest classifier 

3.2 Support Vector Machines 

The Support Vector Machines algorithm was also implemented through Google 
Earth Engine to identify six classes, similar to the Random Forest Classifier. For 
this case, overall classification accuracies of 67.24, 77.58 and 68.96% were obtained 
for the periods July 2018−July 2019, July 2019−July 2020 and July 2020−July 2021 
respectively for the automated DOS algorithm. Similarly, 68.96, 79.31 and 67.24% 
were obtained respectively for the Sentinel level 2 product. In this case, it can be 
observed that the automated DOS based image had a slightly lower classification
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accuracy than the Sentinel Level 2 image for the first two periods, but was slightly 
higher for the last period. On plotting the change in area obtained for both automated 
DOS and Sentinel 2A level 2 image (Fig. 4), it can be observed that other than river 
class, all the other classes are showing similar trends. The difference in trend for the 
river class may be attributed to their mixed spectral response with wetland, due to 
which there were some classification errors in these two classes, as reflected in the 
confusion matrices as well as in the classification accuracy. 

Fig. 4 Plots showing change in area for each class for automated DOS (top) and Sentinel 2A level 
2 image (bottom) using support vector machines
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Fig. 5 Overall results obtained after image classification 

4 Conclusion 

Dark object subtraction is a widely used image-based atmospheric correction tech-
nique. In this study, it has been automated for use in the development of near real-time 
monitoring applications. It has been observed that the performance of automated DOS 
technique was nearly the same as that of the Sentinel 2 level 2 surface reflectance 
product, in terms of classification accuracies using the Random Forest and Support 
Vector Machines classification algorithms. For July 2018−July 2019, overall classi-
fication accuracies of 74.13 and 67.24% using Random Forest Classifier and Support 
Vector Machines, respectively were obtained, compared to 68.96% for both the clas-
sification algorithms using level 2 products. In the period July 2019−July 2020, it was 
obtained as 81.03 and 77.58%, respectively, compared to 79.31% for the same, and 
for July 2020−July 2021, it was 72.41 and 68.96% against 68.96 and 67.24%. It was 
also observed that in terms of the confusion matrices and the change in area of land 
use classes, the automated DOS produced quite similar behaviour as compared to 
the Sentinel 2A level 2 product. The main objective of this study was just to compare 
the performance of the automation product with the processed surface reflectance 
product, hence the classification results obtained have not been analysed further.
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Prioritizing Areas Prone to Critical Soil 
Erosion by Using Multiple Criteria 
Decision Analysis and GIS Techniques 

Thallam Prashanth, Sayantan Ganguly, and Manoj Gummadi 

Abstract In India, due to uneven rainfall distribution and land use changes, soil 
erosion patterns vary spatially and temporally significantly. Soil erosion refers to the 
detachment of soil particles on the land surface due to natural geological processes 
and transport by means of natural geological agents like water, wind, etc. It may 
accelerate due to poor land management and anthropogenic activities. The eroded 
soil particles cause sedimentation in reservoirs and reduce the carrying capacity of 
waterbodies, leading to changes in water quality and alteration of the cross-section 
of rivers. This study integrates Analytical Hierarchical Process (AHP) and Fuzzy 
Analytical Hierarchical Process (FAHP) to identify the areas prone to critical soil 
erosion. The areas prone to soil erosion are identified by integrating drainage density, 
elevation, ground slope, land use land cover (LULC), rainfall, and soil map. Soil 
erosion-prone areas obtained using AHP and FAHP are cross-verified by performing 
river bank shifting analysis using multi-temporal global surface waterbodies data on 
Google Earth Engine (GEE). River bank shifting analysis calculates the amount of 
the area (in hectares) prone to soil erosion and deposition at a frequency of every 
5 years from 2000–2020, using a Geographic Information System (GIS). This study 
is aimed to reduce the investments, is weather independent, and prioritizes areas 
prone to soil erosion temporally and spatially. 

Keywords Soil erosion · Analytical hierarchical process · Fuzzy analytical 
hierarchical process · Geographic information system · Remote sensing
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1 Introduction 

Soil erosion is one of the significant soil threats in India, due to uneven distribution 
and intensification of rainfall [10]. Soil erosion is the process of exfoliation of the 
top layer of soil on the earth’s surface governed by natural agents like water, wind, 
etc., or anthropogenic forces affecting the riverine ecosystem and increasing the 
hazards. Soil erosion reduces the storage capacity and decreases the water quality by 
increasing suspended solids in the surface waterbodies [4]. It also leads to changes 
in the cross-section of the surface waterbodies, river bank shifting, stream piracy, 
changes in the flow direction, meandering, formation of oxbow lakes, morpholog-
ical parameters (areal, linear, relief parameters), and stream bifurcation. For instance, 
[11] studied soil erosion of the Indravati catchment using the Universal Soil Loss 
Equation (USLE) model. The authors predicted the sediment yield using empirical 
equations and validated the results with observed data. [3] identified environmen-
tally stressed areas to conserve soil by determining the weightage for various factors 
responsible for soil erosion using Analytical Hierarchical Process (AHP). Cartwright 
et al. [2] mapped the areas of higher erosion potential using AHP, Weighted Linear 
Combination (WLC), ensemble model (average of WLC and AHP method), Revised 
Universal Soil Loss Equation (RUSLE) and Soil Water Assessment Tool (SWAT). 
They concluded that all methods provided more accurate results but AHP and 
ensemble model both consumed less time. [7] analyzed the river bank erosion, depo-
sition, and bar dynamics using multi-temporal Landsat satellite images from 1973 
to 2015 and concluded that both banks have experienced dynamic forms of aggrada-
tions and degradation processes resulting in channel shifting. The National Institute 
of Hydrology, Roorkee, published a report in 2013 on “Morphological Study on 
Sutlej River” to identify the river course of the Sutlej River by using LISS-II and 
LISS-III satellite imagery and also studied river bank shifting analysis using Survey 
of India (SOI) toposheets. The survey concluded that erosion and deposition rates of 
soil sediments were increasing with time [5]. Saadon et al. [8] developed an empirical 
model to estimate river bank erosion rates by using different types of independent 
parameters like hydraulic characteristics (near bank velocity, boundary shear stress, 
shear velocity, etc.), bank and soil properties (height, angle of the bank, etc.), bank 
resistance and sediment supply (concentration of the suspended sediment). 

Due to variations in rainfall and temperature patterns, it is essential to study 
riverbank soil erosion with respect to space and time. In this study, remote sensing 
technique is used in monitoring the riverbank shift along the channel length in every 
5 years. This type of study is weather independent and reduces investments. The 
analysis can be done for a more extensive stretch in a shorter period and with less 
manpower.
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The main objectives of the present study are. 

(a) To map the areas prone to higher soil erosion using Analytical Hierarchy Process 
(AHP) and Fuzzy Analytical Hierarchy Process (F-AHP). 

(b) To determine the erosion and deposition rates with respect to time with the 
frequency of every 5 years using multi-temporal global surface water datasets. 

(c) Validation of the higher soil erosion zones obtained from AHP and F-AHP with 
multi-temporal global surface water datasets. 

2 Study Area 

Figure 1 This study is carried out for a segment of the Sutlej basin in Himachal 
Pradesh. The Sutlej basin originates near the Manasarovar Lake in China and extends 
towards Shipkila District in Himachal Pradesh and finally spreads through Punjab, 
India. The study area extends from 31° north to 33° north latitude and 76° east to 79° 
east longitude. The ground elevation of the study area is obtained from the Advanced 
Spaceborne Thermal Emission and Reflection Radiometer Digital Elevation Model 
(ASTER-DEM) ranging from 486 to 6665 m while the slope ranges from 0 to 80%. 
As per the soil data provided by the Food and Agricultural Organization (FAO), the 
study area is comprised of four different types of soils: clay, sandy loam, loamy sand, 
and loam. As per the data obtained from Climate Research Unit (CRU), the rainfall 
varies from 252 to 951 mm. 

Fig. 1 Sutlej Basin in Himachal Pradesh
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3 Methodology 

3.1 Data Collections 

The ASTER DEM (Fig. 2) is obtained from the USGS Earth Explorer website. By 
using Arc-GIS and DEM, ground slope (Fig. 3) and drainage density (Fig. 4) are  
determined. The supervised classification was performed on the Sentinel-2 satellite 
image in August 2020 using Google Earth Engine (GEE) for the study area. Figure 6 
explains the basic classification of Land Use Land Cover (LULC); some classes are 
identified, like waterbodies, agriculture, forest, built-up, etc. As per the soil data 
(Fig. 5) provided by Food and Agricultural Organization (FAO) at a 1:5,000,000 
scale, the study area comprises of four different types of soils clay, sandy loam, 
loamy sand, and loam. The rainfall data (Fig. 7) is obtained from the CRU website 
and are converted from raster to points for performing spatial interpolation by using 
Inverse Distance Weighing (IDW) method.

The parameters selected in this study to prioritize the areas susceptible to soil 
erosion are Elevation, ground slope, drainage density, soil, rainfall and land use land 
cover. The soil particles in the streambed in contact with the flow, tend to move due to 
the hydraulic drag action of water. Velocity of the flow, on the other hand, increases 
due to an increase in the slope. Thus the soil tends to erode, getstransported towards 
the medium slopes and finally settles at the low slope regions (deltaic regions). The 
soil type is a major factor affecting erosion because it is responsible for the formation 
of the stream. For instance, as clay is less permeable, when rainfall occurs, it absorbs 
a small amount of the water and the larger amount generates surface runoff. Sand is 
more permeable than clay due to larger interconnectivity of the pores. During rainfall 
the sand absorbs water and therefore the formation of the stream quality decreases 
due to the presence of coarse-grained soil. The drainage density derived from the 
DEM data is essential because soil erosion increases due to water accumulation 
from different streams. As the flow accumulation increases, the drainage density 
also increases due to the presence of an abundant higher-order stream in an area. 
LULC is used because the runoff depends on the type of land use. Runoff is more in 
waterbodies due to the accumulation of water from different directions and therefore 
it is a more critical factor in categorizing zones of soil erosion. Soil erosion is also 
large in agriculture but it is also significantly less compared to erosion near river 
banks. In built-up areas, runoff is more, and soil erosion is less. 

3.2 Estimation of Soil Erosion Susceptibility Using AHP 
and F-AHP 

Analytical Hierarchy Process (AHP) is the best method for decision-making and 
resolving conflicts when several alternatives and criteria. AHP is a process of devel-
oping a hierarchical framework keeping its goal or objective at the primary level,
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Fig. 2 Elevation map

criteria at the secondary level and possible alternatives at the tertiary level [9]. AHP 
relies on expert judgment and their assumptions. 

Fuzzy is said to be non-clear. One should apply certain logic to make it clearly 
known as Fuzzy Logic. Fuzzy mathematics and Analytical Hierarchical process are 
integrated to evaluate the uncertainty and imprecision problems carried out in AHP. 
In some cases, we cannot rely on expert judgments; F-AHP plays a crucial role in 
solving uncertainty.
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Fig. 3 Slope map

3.2.1 Estimation of Weightage of Parameters Involved in Mapping 
Soil-Erosion Sustainability Using AHP 

Based on the assumptions and suggestions with respect to a goal provided in the 
literature, the first step is to construct a pair-wise comparison matrix in AHP. The 
pair-wise comparison (Table 2) matrix provides the relative importance (Table 1) of  
one attribute with respect to other attributes to achieve a goal/objective.

A normalized pair-wise comparison matrix (Table 3) is constructed by calculating 
the ratio between the scale and the sum of their scales, as shown in Table 1. All the 
values within the matrix lie between 0 & 1 by performing normalization. Criteria 
weightage is calculated by the average of each row for corresponding criteria. Finally, 
the criteria weightage is converted to a percentage.
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Fig. 4 Drainage density

The consistency matrix is constructed by the product of scale in a pair-wise 
comparison matrix (Table 1) and criteria weightage. Based on the literature, the 
pair-wise comparison matrix is considered consistent when the consistency ratio < 
0.1. The weighted sum in Table 4 is calculated by the sum of elements in the corre-
sponding criteria. The ratio in Table 4 is calculated between the weighted sum and 
criteria weightage. The formulas required for the calculations are listed below:

λmax = sum o f  ratios  

number o f cr i terias 
= 6.51
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Fig. 5 Soil map

Consistency I  ndex = C I  = λmax − n 
n − 1 = 0.1 

Random Consistency I  ndex f  orn = 6 gi ven in saaty table = 1.24 

Consistency Ratio = Consistency I  ndex 

Random Consistency I  ndex 
= 0.085 < 0.1(check)
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Fig. 6 Land use land cover map

3.2.2 Estimation of Weightage of Parameters Involved in Mapping 
Soil-Erosion Sustainability Using F-AHP 

The pair-wise comparison matrix developed in AHP is converted into a Fuzzy trian-
gular scale to solve uncertainty in the model by using scales mentioned in Table 1 
and the weights are calculated. Fuzzy-AHP was proposed by [1] in which geometric 
mean is used to calculate weights. 

After converting the pair-wise comparison matrix to the Fuzzified pair-wise 
comparison matrix (Table 5), the fuzzy geometric mean in Table 6 is calculated 
by multiplying all lower limit elements and power rise to 1/number of elements. The 
same method is applied to calculate the geometric mean for the middle and upper 
limits respectively. The fuzzy weights in Table 6 are determined by multiplying fuzzy



358 T. Prashanth et al.

Fig. 7 Rainfall map

geometric means with the inverse of their sum. The criteria weights are determined 
by the average of the lower, middle, and upper limits. Normalized weights in Table 
6 are obtained by calculating the ratio between the weightage criteria and their sum.

After determining Weightages using AHP and F-AHP methods, all the raster 
layers are re-sampled using the re-sampling tool in Arc-GIS. After re-sampling, the 
weightage overlay analysis is performed for the calculated weights using AHP and 
F-AHP. The respective rankings are provided in Table 7. The rankings in Table 7 
range from 1 to 5. 1 denoting the area or alternative prone to less soil erosion while 5 
represents the area prone to higher soil erosion. After performing weightage overlay 
analysis, the results are compared with multi-temporal satellite images.
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Table 1 Scale of relative importance to achieve our goal/Objective 

AHP Scale Fuzzy scale Importance 

1 (1, 1, 1) Equal 

2 (1, 2, 3) Intermediate 

3 (2, 3, 4) Moderate 

4 (3, 4, 5) Intermediate 

5 (4, 5, 6) Strong 

6 (5, 6, 7) Intermediate 

7 (6, 7, 8) Very strong 

8 (7, 8, 9) Intermediate 

9 (9, 9, 9) Extreme 

1/3,1/5,1/7,1/9 Values of the inverse comparison 

Table 2 Pair-wise comparison matrix 

Goal/Objective Drainage density Rainfall Elevation Slope Soil LULC 

Drainage density 1.00 5.00 5.00 6.00 5.00 5.00 

Rainfall 0.20 1.00 3.00 2.00 3.00 3.00 

Elevation 0.20 0.33 1.00 4.00 2.00 2.00 

Slope 0.17 0.50 0.25 1.00 2.00 1.00 

Soil 0.20 0.33 0.50 0.50 1.00 2.00 

LULC 0.20 0.33 0.50 1.00 0.50 1.00 

SUM 1.97 7.50 10.25 14.50 13.50 14.00

Table 3 Normalized Pair-wise comparison matrix 

Goal/ 
Objective 

Drainage 
density 

Rainfall Elevation Slope Soil LULC Weighted 
sum 

Criteria 
weightage 

Drainage 
density 

0.51 0.67 0.49 0.41 0.37 0.36 0.47 46.74 

Rainfall 0.10 0.13 0.29 0.14 0.22 0.21 0.18 18.37 

Elevation 0.10 0.04 0.10 0.28 0.15 0.14 0.14 13.51 

Slope 0.08 0.07 0.02 0.07 0.15 0.07 0.08 7.74 

Soil 0.10 0.04 0.05 0.03 0.07 0.14 0.07 7.44 

LULC 0.10 0.04 0.05 0.07 0.04 0.07 0.06 6.21
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Table 4 Calculating consistency 

Goal/ 
Objective 

Drainage 
density 

Rainfall Elevation Slope Soil LULC Weighted 
sum 

Criteria 
weightage 

Ratio 

Drainage 
density 

0.47 0.92 0.68 0.46 0.37 0.31 3.21 0.47 6.86 

Rainfall 0.09 0.18 0.41 0.15 0.22 0.19 1.25 0.18 6.79 

Elevation 0.09 0.06 0.14 0.31 0.15 0.12 0.87 0.14 6.46 

Slope 0.08 0.09 0.03 0.08 0.15 0.06 0.49 0.08 6.35 

Soil 0.09 0.06 0.07 0.04 0.07 0.12 0.46 0.07 6.18 

LULC 0.09 0.06 0.07 0.08 0.04 0.06 0.40 0.06 6.43 

Sum 39.06

Table 5 Fuzzified Pair-wise comparison matrix 

Goal/ 
Objective 

Drainage 
density 

Rainfall Elevation Slope Soil LULC 

Drainage 
density 

(1,1,1) (4,5,6) (4,5,6) (5,6,7) (4,5,6) (4,5,6) 

Rainfall (1/6,1/5,1/ 
4) 

(1,1,1) (2,3,4) (1,2,3) (2,3,4) (2,3,4) 

Elevation (1/6,1/5,1/ 
4) 

(1/4,1/3,1/2) (1,1,1) (3,4,5) (1,2,3) (1,2,3) 

Slope (1/7,1/6,1/ 
5) 

(1/3,1/2,1/1) (1/5,1/4,1/3) (1,1,1) (1,2,3) (1,1,1) 

Soil (1/6,1/5,1/ 
4) 

(1/4,1/3,1/2) (1/3,1/2,1/1) (1/3,1/2,1/1) (1,1,1) (1,2,3) 

LULC (1/6,1/5,1/ 
4) 

(1/4,1/3,1/2) (1/3,1/2,1/1) (1/1,1/1,1/1) (1/3,1/2,1/1) (1,1,1)

4 Results and Discussion 

The areas prone to critical soil erosion are mapped using AHP and F-AHP methods. 
These results are compared with multi-temporal Landsat satellite images. Figures 8 
and 9 show the areas prone to critical soil erosion using AHP and F-AHP. Areas 
prone to critical soil erosion are classified as very low, low, moderate, high and very 
high.

In this study, remote sensing plays a vital role in data acquisition and GIS helps 
to analyze data. The surface waterbodies datasets from 2000–2020 at a frequency 
of every 5 years are extracted from global surface waterbodies datasets which are 
available in the Google earth engine platform [6]. 

Figure 10 shows the surface waterbodies in the Sutlej basin at a frequency of every 
5 years from 2000–2020. The unchanged area in every two years is determined by 
using the intersection tool in Arc-GIS. The amount of the area eroded is quantified by
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Table 6 Calculation of weightage for each criteria 

Goal/ 
Objective 

Fuzzy 
geometric 
mean 

Fuzzy weights Criteria 
weights 

Normalized 
weights 

Normalized 
weights (%) 

Drainage 
density 

(3.29, 3.94, 
4.56) 

(0.325, 0.486, 
0.722) 

0.511 0.48 47.56 

Rainfall (1.049, 
1.486, 1.906) 

(0.103, 0.183, 
0.301) 

0.195 0.18 18.15 

Elevation (0.707 ,1.01, 
1.333) 

(0.0698, 0.124, 
0.211) 

0.134 0.12 12.47 

Slope (0.452, 
0.588, 0.764) 

(0.0446,0.072, 
0.121) 

0.0792 0.07 7.37 

Soil (0.408, 
0.567, 0.849) 

(0.0403, 0.07, 
0.134) 

0.0814 0.08 7.58 

LULC (0.408, 
0.505, 0.707) 

(0.0403, 0.0623, 
0.119) 

0.0738 0.07 6.87 

Sum (6.314, 8.1, 
10.119) 

Sum 1.0744

identifying the difference between the area of the previous year and the unchanged 
area. The area where sediment gets deposited is determined by calculating the differ-
ence between the area of the following year and the unchanged area. Figure 11 shows 
the variation in erosion and deposition rates every 5 years. Here in this study, for 
every 5 years, the deposited area is observed to be greater than the eroded area. It is 
because the eroded area quantified is the erosion only due to runoff. The deposited 
area is due to area eroded by rainfall, runoff, wind, lack of agricultural practices, etc.

5 Conclusions 

The Integrated GIS-AHP tool determines the spatial variation of soil erosion hazard 
effectively. The results obtained from AHP and Fuzzy AHP are verified with multi-
temporal global surface water datasets (30 m resolution). The Fuzzy AHP provided 
more accurate results as compared to multi-temporal global surface water datasets. 
This research signifies and proves to be a crucial tool in speculating the soil erosion 
hazards assessment with the integration of AHP and GIS techniques. The approach 
used in determining soil erosion hazard qualitatively and quantitatively over a 
comparatively large area concluded in a smaller time frame. Soil erosion in the 
basin is found to be increasing with time. As the erosion increases with time, it 
can decrease the water storage capacity in reservoirs and cause inconvenience for
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Table 7 Rankings for each alternative present in each criterion 

Criteria Range Resample Rank 

Drainage density 0.079–0.597 1 2 

0.597–1.114 2 3 

1.114–1.632 3 4 

1.632–2.15 4 5 

Elevation 486–1621 1 1 

1621–2928 2 2 

2928–4159 3 3 

4159–5049 4 4 

5049–6665 5 5 

Slope 0–11.92 1 1 

11.92–22.9 2 2 

22.9–32.62 3 3 

32.62–43.29 4 4 

43.29–79.99 5 5 

Soil Loam 1 5 

Glacier 2 1 

Waterbody 3 2 

Loamy sand 4 4 

Sandy loam 5 4 

Clay 6 3 

Rainfall 252.86–387.16 1 1 

387.16–505.02 2 2 

505.02–644.8 3 3 

644.8–814.73 4 4 

814.73–951.77 5 5 

LULC Waterbody 1 5 

Agriculture 2 4 

Forest 3 2 

Builtup 4 1 

Bareland 5 3 

Glacier/snow 6 1

the safe operation of turbines. Thus, it is necessary to provide river bank manage-
ment, protection, agricultural practices and continuous monitoring to prevent soil 
erosion in erosion-prone zones. These results are also helpful for the soil and water 
conservation departments.
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Fig. 8 Areas prone to critical soil erosion using AHP 

Fig. 9 Areas prone to critical soil erosion using F-AHP
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Fig. 10 Surface waterbodies of Sutlej basin 

Fig. 11 Erosion and deposition rates with respect to time
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Irrigation Water Requirement 
and Irrigation Schedule of Sugarcane 
in Kurnool District, Andhra Pradesh 

Souvick Kumar Shaw, Anurag Sharma, and Kishanjit Kumar Khatua 

Abstract The present chapter includes irrigation water requirement and irrigation 
schedule of sugarcane estimated by CROPWAT 8.0 under the existing soil and 
climatic condition of Kurnool District, Andhra Pradesh. Along with that, some impor-
tant conservative and non-conservative crop characteristics of sugarcane are deter-
mined by AQUACROP 6.1 under standard conditions. The reference crop evapotran-
spiration was calculated by Penman–Monteith method based on FAO and effective 
rainfall was determined by fixed percentage method available in CROPWAT 8.0 
for the year 2005. 78% of total water consumption is needed through irrigation for 
sugarcane to meet its crop evapotranspiration under standard condition. Dry yield 
was obtained as 7563 kg/ha. Higher water demand was seen during winter and 
summer seasons for sugarcane. The results of this research may be beneficial for 
proper assessment of water demand of crops and evaluation of crop phenology to 
ensure effective utilization of available water resources for Irrigation Authority of 
Kurnool District to cultivate sugarcane. 

Keywords Crop water requirement · Irrigation schedule · Conservative and 
non-conservative crop characteristics · Standard conditions · AQUACROP 6.1 

1 Introduction 

India has only 2.4% of land surface and 4% of fresh water surface in the world. 
As significant surface water scarcity is increasing day by day, so, increasing water 
demand for irrigation becomes national importance for any country for utilizing water
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resources, conservation of water for modern irrigation approaches and management 
policy and practice [1]. India is constantly facing drought situation and is in urgent 
need of water to enhance the irrigation operation for different crops. The rainfall 
distribution was insufficient and irregular for the year 2005 of Kurnool District. 
A very less amount of rainfall was occurring during post-monsoon season (i.e. 
December–February) and most of the rabi crops and perennial crops had faced a 
significant water stress at the root zone during this year affecting the productivity. 
Crop water requirement of various crops and climatic water balance was evaluated 
in different Agro-Ecological Unit’s (AEU’s) by using evapotranspiration as well as 
effective rainfall data in Palakkad District, Kerala [2]. Water requirement of crop 
and irrigation scheduling was studied for some major crops in Dhi-Qar province, 
Southern Iraq by using CROPWAT 8.0 [3]. Guidelines for the evaluation of refer-
ence crop evapotranspiration (ETo), crop evapotranspiration under standard and non-
standard conditions, irrigation water balance and yield reduction under some adverse 
field conditions, are illustrated in ‘FAO - Irrigation and drainage Paper 56’ [4]. To 
enhance the estimation of needed yield under significant water scarcity scenario, 
‘AQUACROP’ model is used widely. Canopy growth profile, canopy senescence and 
stomatal closure, and harvestable index are some of the essential crop characteristics 
[5]. An empirical model has been established to build a relationship between crop 
production and evapotranspiration in AQUACROP by using the linear dependency 
of biomass with transpiration within a range of water deficit [6]. Crop yield predic-
tion models have a significant contribution in estimating food demand with existing 
population under available climatic and environmental conditions [7]. AQUACROP 
software demands a limited set of input variables which makes this software both 
simple and effective as compared to models [8]. 

The objectives of this present study are lying (i) to estimate the reference crop 
evapotranspiration and effective rainfall by CROPWAT 8.0; (ii) to show the contribu-
tion of effective rainfall in CWR and to develop irrigation scheduling of sugarcane; 
(iii) to study the crop characteristics for sugarcane under limited set conditions by 
AQUACROP 6.1 model. 

2 Materials and Methodology 

2.1 Study Area 

Monthly climatic and meteorological data for 2005 were taken at Kurnool district, 
Andhra Pradesh. This district is located between 14°54' N to 16°18'N latitude and 
76°58'E to 79°34'E longitude and altitude of 94.5 m from m.s.l. The mean monthly 
temperature is lying between 21.5 °C and 36 °C during winter and summer seasons 
respectively. Some major crops are cultivated here i.e. cotton, sunflower, groundnut, 
rice, onion, sorghum etc. under tropical climate. Net irrigated area of Kurnool district 
is 1757 km2, gross irrigated area is 2126 km2 and rainfed area is 6858 km2. Major
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sources of irrigation water are canals, tanks, tube wells etc. Besides that, groundwater 
can be used for agricultural purposes. 

2.2 Data Collection 

2.2.1 Climatic and Meteorological Data 

The climatic and meteorological data consists of monthly mean maximum and 
minimum temperature, sunshine hours, radiation, wind speed and relative humidity. 
These data are taken from CLIMWAT 2.0 for 2005 and are taken as input parameters 
to determine ETo by Penman–Monteith method according to FAO guidelines. 

2.2.2 Crop Data 

The value of crop coefficient (Kc) was taken from FAO -Irrigation and Drainage 
paper 56 [4]. Planting and harvesting date for sugarcane is 15/09/2005 and 14/09/ 
2006 respectively and the type of soil was medium (loam) soil. 

2.3 Theory and Methods 

The reference crop evapotranspiration is evaluated as in Eq. (1) (Reddy 2020). 

ETo = [0.408Δ (Rn −G) + γ (900/T + 273) (es − ea) u2]/ [Δ + γ (1 + 0.34u2)] 
(1) 

where, Δ = slope of the curve between saturation vapor pressure and temperature 
in [KPa/oC]; Rn = net heat radiation in [MJ/m2/day]; G = soil heat flux in [MJ/m2/ 
day]; γ = psychometric constant in [KPa/°C]; (es−ea) = saturation vapor pressure 
deficit in [KPa]; T = mean air temperature in [°C], u2 = wind speed at a height of 
2 m from the ground surface in [m/s]. 

The crop evapotranspiration (ETc) is estimated by multiplying Kc with reference 
crop evapotranspiration (ETo) given by Eq. (2) [4]. 

ETc = Kc × ETo (2) 

where, ETc is crop evapotranspiration under standard condition obtained from single 
crop coefficient approach in [mm]; Kc is crop coefficient. 

Effective rainfall is the amount of water, which is directly consumed by any plant 
and it is calculated after accounting for all the losses i.e. initial abstraction, infiltration 
loss, percolation loss, evaporation loss etc. [9]. In this present study, effective rainfall
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was determined based on the fixed percentage method available in CROPWAT 8.0 
as in Eq. (3). 

ER = a · Ptotal (3) 

where, ER is effective rainfall in [mm]; a is fraction of total rainfall getting converted 
into ER (user defined parameter); Ptotal is total amount of rainfall in [mm]. 

3 Results and Discussions 

3.1 Reference Crop Evapotranspiration and Effective 
Rainfall 

Reference crop evapotranspiration had been evaluated based on the available climatic 
parameters for the year 2005 for Kurnool district. The monthly climatic and 
meteorological data, daily ETo is represented in Table 1 [3]. 

From Table 1, it is clear that reference crop evapotranspiration was increasing 
during January to June and decreasing during July to December. The highest ETo 
was observed in May i.e. 7.94 mm/day whereas it achieved its minimum value in

Table 1 Kurnool district: weather station data and reference crop evapotranspiration in 2005 

Month Min Temp Max Temp Relative 
humidity 

Wind 
speed 

Sunshine 
hours 

Radiation ETo 

[°C] [°C] [%] [km/day] [hours] [MJ/m2/ 
day] 

[mm/day] 

January 17.0 31.3 47 104 8.8 18.8 3.99 

February 19.3 34.3 37 112 9.3 21.1 4.90 

March 22.5 37.5 30 121 9.7 23.5 5.94 

April 26.0 39.3 34 138 9.2 23.6 6.66 

May 27.2 40.0 37 225 8.3 22.3 7.94 

June 25.0 35.6 54 354 5.8 18.3 7.19 

July 23.8 32.5 64 363 4.4 16.2 5.75 

August 23.5 32.1 63 302 4.9 16.9 5.48 

September 23.3 31.9 65 207 5.5 17.3 4.83 

October 22.4 32.4 61 95 8.7 20.7 4.58 

November 19.2 31.0 56 78 7.7 17.6 3.73 

December 16.6 30.3 51 69 8.4 17.7 3.40 

Average 22.1 34.0 50 181 7.6 19.5 5.37 
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December i.e. 3.4 mm/day. The differences in ETo values show the variation in the 
climatic parameters of this study area. 

Low relative humidity, high monthly mean temperature, and high wind speed 
reflect increasing trend of evapotranspiration mainly in summer season [10]. 

The monthly effective rainfall was determined by the fixed percentage method as 
described in Eq. (3) by considering the value of ‘a’ as 0.8 and the results are shown 
in Fig. 1. In most of the cases, the effective rainfall is considered to be 80% of total 
rainfall for a rainfall value of less than 100 mm in a month [11]. In this present study, 
monthly rainfall value was below 100 mm except for the month of July, August and 
September in 2005 (Fig. 2) for Kurnool district. So, the value of the fraction (a) was 
taken as 0.8 as insufficient information is available from local conditions for this 
study area. 

From Fig. 2, it can be observed that the distribution of effective rainfall shows 
almost uniform variation from January to March and then increasing from April to 
September and finally decreasing from September to December. Also, the rainfall 
distribution pattern for 2005 was irregular. Maximum effective rainfall depth was 
102.4 mm in the month of September and there was negligible quantity of rainfall 
in the month of January, March and December. Almost 68.5% of effective rainfall 
was occurring in the monsoon season and around 20.6% was occurring during post-
monsoon season.
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Fig. 1 Variation of monthly rainfall and effective rainfall of Kurnool district in 2005
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Fig. 2 Soil water retention—growing length curve for sugarcane

3.2 Crop Water Requirement (CWR) and Irrigation 
Scheduling 

Irrigation water for sugarcane was determined by considering available climatic, 
soil and crop parameters. Crops have different water needs based on the site for 
agriculture, soil texture, method of agriculture, climatic condition of that place, and 
effective rainfall and it is not uniformly distributed throughout the entire growing 
cycle of crops [12]. Irrigation schedule provides important information about the 
timing of irrigation, controlling the application and discharge of water in an effective 
and systematic way and also it improves the well-developed irrigation management 
in the field [3]. 

Tables 2 and 3 show the crop water requirement and irrigation schedule for 
sugarcane respectively.

For sugarcane, effective rainfall only satisfied 23.6% of its crop water demand. 
So, a significant water requirement would be satisfied by irrigation. Being a perennial 
crop, it needs water throughout its entire growing period for its growth. Around 20.6 
and 10.8% of effective rainfall satisfied the crop water demand for sugarcane during 
post-monsoon season of 2005 and pre-monsoon season of 2006 respectively. So, 
sugarcane can utilize a significant amount of water during monsoon period of 2006. 
A significant amount of water from irrigation was needed from January to June i.e. 
almost 1243.7 mm which constitutes 60% of crop water requirement. Kc value is 
more at the time of transplantation and it was significantly falling from its initial stage 
to crop development stage up to 2nd week of October. After that it would increase 
almost linearly up to the end of its mid-season stage and then was falling down 
from the end of mid-season to the end of late season stage of crop development at a 
lower slope. Initially, the crop requires less amount of water with a large irrigation 
interval as it is few centimeters high. So, a very small canopy covers the ground and
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Table 2 CWR for sugarcane 

Month Decade Stage Kc ETc ETc Eff rain Irr. Req 

[–] [–] [–] [coeff] [mm/day] [mm/dec] [mm/dec] [mm/dec] 

Sep 2 Init 0.77 3.7 22.2 21.6 0.0 

Sep 3 Init 0.40 1.9 19.0 32.8 0.0 

Oct 1 Init 0.40 1.9 18.7 30.1 0.0 

Oct 2 Deve 0.43 2.0 19.7 28.1 0.0 

Oct 3 Deve 0.57 2.4 26.8 21.0 5.8 

Nov 1 Deve 0.71 2.9 28.7 12.2 16.5 

Nov 2 Deve 0.85 3.2 31.9 5.1 26.8 

Nov 3 Deve 0.99 3.6 36.0 3.6 32.4 

Dec 1 Deve 1.13 3.9 39.0 1.7 37.3 

Dec 2 Mid 1.23 4.1 40.7 0.0 40.7 

Dec 3 Mid 1.24 4.4 48.1 0.0 48.0 

Jan 1 Mid 1.24 4.7 47.0 0.0 46.9 

Jan 2 Mid 1.24 4.9 49.4 0.0 49.4 

Jan 3 Mid 1.24 5.3 58.5 0.1 58.4 

Feb 1 Mid 1.24 5.7 56.9 1.1 55.9 

Feb 2 Mid 1.24 6.1 60.7 1.6 59.1 

Feb 3 Mid 1.24 6.5 51.9 1.2 50.7 

Mar 1 Mid 1.24 6.9 69.2 0.5 68.7 

Mar 2 Mid 1.24 7.4 73.5 0.1 73.4 

Mar 3 Mid 1.24 7.7 84.1 1.1 83.1 

Apr 1 Mid 1.24 8.0 79.5 1.4 78.0 

Apr 2 Mid 1.24 8.3 82.5 1.9 80.6 

Apr 3 Mid 1.24 8.8 87.8 5.6 82.1 

May 1 Mid 1.24 9.5 94.7 9.9 84.8 

May 2 Mid 1.24 10.1 100.8 13.3 87.5 

May 3 Mid 1.24 9.7 106.6 15.9 90.7 

Jun 1 Mid 1.24 9.2 92.1 18.5 73.6 

Jun 2 Late 1.22 8.7 87.4 21.2 66.2 

Jun 3 Late 1.16 7.8 78.2 23.5 54.6 

Jul 1 Late 1.11 6.9 68.7 26.4 42.2 

Jul 2 Late 1.06 6.0 60.1 29.1 31.0 

Jul 3 Late 1.01 5.7 62.2 29.1 33.1 

Aug 1 Late 0.96 5.3 53.4 28.4 24.9 

Aug 2 Late 0.91 5.0 49.8 28.5 21.2 

Aug 3 Late 0.86 4.5 49.5 30.4 19.1

(continued)
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Table 2 (continued)

Month Decade Stage Kc ETc ETc Eff rain Irr. Req

Sep 1 Late 0.80 4.1 40.5 33.6 6.9 

Sep 2 Late 0.77 3.7 14.8 14.4 0.0 

Total 2090.2 492.9 1629.7 

Table 3 Irrigation schedule for sugarcane 

Date Day Stage Rain Ks Eta Depl Net Irr Deficit Loss Gr. Irr Flow 

[–] [–] [–] [mm] [fract.] [%] [%] [mm] [mm] [mm] [mm] [l/s/ha] 

16 Jan 124 Mid 0.0 1.00 100 65 284.8 0.0 0.0 406.9 0.38 

6 Mar 173 Mid 0.0 1.00 100 65 284.0 0.0 0.0 405.7 0.96 

13 Apr 211 Mid 1.2 1.00 100 66 285.2 0.0 0.0 407.4 1.24 

18 May 246 Mid 0.0 1.00 100 65 283.7 0.0 0.0 405.2 1.34 

30 Jun 289 End 0.0 1.00 100 66 285.5 0.0 0.0 407.9 1.10 

14 Sep End End 0.0 1.00 0 27

Kc is low. Whereas, a considerable evaporation can take place from soil resulting 
high value of soil evaporation coefficient (Ke) at this phase [13]. But during the crop 
development and mid-season stage, almost maximum canopy (70–80%) covers the 
ground resulting in high leaf area index [4] and flowering stage starts at this phase. 
So, productivity will be high and significant transpiration takes place from the plant 
stomata [4]. 

Table 3 shows the irrigation schedule for sugarcane for the condition refill soil 
at field capacity and irrigation at critical depletion, available in CROPWAT 8.0. The 
first watering was done 124 days after its transplantation. The irrigation interval 
was fixed at 49 days, 38 days, 35 days and 43 days from the consecutive watering. 
Sugarcane has faced no significant moisture deficit at the root zone as Ks was unity. 
So, adjusted evapotranspiration almost meets crop evapotranspiration. Initially, the 
flow rate was low and it was significantly increased by 152.6% during its mid-season 
stage. Higher flow rate through irrigation can be observed during its mid-season stage 
(April–May) as effective rainfall was low to meet the water needs. NIR was obtained 
as 1423.2 mm and GIR was 2033.1 mm. In this present study, GIR is obtained by 
considering an application efficiency of 70%. 

Net irrigation requirement (NIR) is the amount of water that can be needed for 
a plant to attain the water content of existing soil up to field capacity to enhance 
the growth of plant [3]. It can be calculated by considering an extra amount of 
water required for leaching with crop evapotranspiration (ETc). Gross irrigation 
requirement (GIR) is determined from NIR by adopting suitable irrigation efficiency 
based on the type of irrigation. Some portion of water is used by evaporation, surface 
runoff, interception loss as well as percolation loss. So, moisture deficit can be seen 
at the root zone resulting in depletion of total available water. Different irrigation
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water requirement is given in Eqs. (4), (5) and (6) 

ETc = Cu − Eff.rain (4) 

NIR = ETc + leaching requirement (5) 

GIR = NIR/ηa (6)  

where, ETc is daily crop evapotranspiration [mm/day]; Cu is daily consumptive use 
of water [mm/day]; ηa is the application efficiency. 

Figure 2 shows the soil water retention—growing length curve for sugarcane. 
In the figure, TAM is the total available moisture [mm]; RAW is the readily avail-
able moisture [mm]. RAW is a fraction of TAW which a plant takes from the soil 
moisture zone without any occurrence of water stress. TAM and RAM were uniform 
throughout the entire growing cycle of sugarcane resulting in the constant crop height 
and RAW was almost 64% of TAW. Initially, the moisture depletion was observed 
after 65 days from its transplantation. Therefore, it did not affect the crop growth, but 
at the time of harvesting it was low and the variation of moisture depletion showed 
a marginal difference throughout the initial to mid-season stage. 

3.3 Crop Characteristics 

Some major conservative and non-conservative crop characteristics were studied 
under limited set conditions in AQUACROP 6.1 model for sugarcane. Crop param-
eters are used to evaluate rooting depth, growth of canopy, biomass and crop yield 
[14]. Conservative crop parameters include base temperature, canopy development 
with crop period, biomass and yield. Whereas, non-conservative crop parameters 
may consist of management dependent parameters, crop phenology and soil char-
acteristics [5]. AQUACROP model shows variation of canopy growth profile with 
transpiration rate by considering canopy development, leaf area expansion, senes-
cence and harvest index [5]. In AQUACROP, yield is obtained by multiplying the 
harvest index with the biomass and biomass can be determined from Eq. (7). 

B = WP* ×
∑ Tr 

ETo 
(7) 

where, B is the daily biomass [ton/ha]; WP* is normalized water productivity at 
an atmospheric CO2 concentration of 369.41 ppm [g/m2]; Tr is the daily crop 
transpiration [mm] [5]. 

Table 4 shows the crop characteristics for sugarcane. Initially, due to high initial 
canopy cover, LAI was high resulting in more transplantation from the plant stomata. 
Maximum canopy cover was achieved at the crop development stage and the crop
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senescence occurred at 266 days after the formation of maximum canopy cover. The 
rate of root zone development was faster for sugarcane. Hence, maximum crop height 
could be achieved within the minimum possible time after transplantation. Being a 
C4 type crop, the tangent of the line between biomass and

∑ Tr 
ETo is high as compared 

to C3 type of crop due to a less efficient carbon assimilation process resulting in 
high WP* [6]. No water stress was seen during canopy expansion, stomatal closure, 
and early senescence resulting in high production of crops, thus, actual biomass 
production tends to be the same as the potential biomass. The growth of canopy cover 
shows a non-linear relationship with the growing period for sugarcane as given by 
Eq. (8) 

GCC = −0.0034B2 + 1.4412B − 18.672 (8)

where, GCC is the growth of canopy cover [%] and B is the crop growing period 
[days]. 

Growth of canopy cover (GCC) basically shows the canopy development at 
different stages of crop growth starting from emergence to its full maturity. Prior to 
harvesting, canopy senescence occurs and maximum canopy cover can be attained 
during flowering stage. 

The root zone development for sugarcane shows a linear relationship with the 
growing period according to Eq. (9) (Fig. 3) 

Zr = 0.0453 · B + 0.2798 (9)

where, Zr is the root zone depth [m]. 

4 Conclusion 

The evaluation of crop water requirement, irrigation schedule and crop characteristics 
were studied in this present study for sugarcane. All the simulations were performed 
in CROPWAT 8.0 and AQUACROP 6.1 model. The major outcomes of this research 
are being discussed below: 

(1) Average daily reference crop evapotranspiration (ETo) was 5.37 mm/day and it 
shows an increasing trend during dry season and vice-versa. 

(2) A significant amount of crop water demand was satisfied by irrigation for 
sugarcane being a perennial crop. 

(3) CWR for sugarcane was estimated as 2090 mm. It will require more amount of 
water for its maturity and consequently, it will have more ETc. 

(4) Root zone development shows a linear variation with the growing period for 
sugarcane whereas variation of GCC was non-linear with crop growing period.
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Table 4 Crop characteristics for sugarcane 

Crop characteristics Parameter Unit Observation/ 
Value/Remark 

Canopy cover Growth of initial 
canopy 

[–] Very high 
canopy cover 

Initial Canopy Cover 
(CCo) 

[–] 0.74 

Type of planting method: transplantation Canopy size [cm2/ 
plant] 

20 

Plant density [Plants/ 
ha] 

37,037 

Canopy development Canopy expansion [–] Fast expansion 

Maximum Canopy 
Cover (CCx) 

[%] 90 

Canopy decline [–] Very slow 
decline 

Time to reach at different growth stages 
from sowing 

Recovered [days] 7 

Maximum canopy [days] 64 

Senescence [days] 330 

Maturity [days] 365 

Flowering and yield formation Length building up HI  [days] NA 

Duration of flowering [days] NA 

Time to reach at flowering, maturity and 
potential vegetative growth from sowing 

Flowering [days] 65 

Maturity [days] 102 

Potential vegetative 
growth 

[days] 75 

Root deepening: very deep-rooted crop Maximum effective 
rooting depth 

[m] 3.00 

Average root zone 
expansion 

[cm/day] 4.9 

From day 1 after 
sowing to maximum 
depth 

[days] 61 

Crop production (No Water, Fertility or 
Salinity Stress) 

Type of Crop [–] C4 

WP* [g/m2] 30.0 

Reference Harvest 
Index (HI) 

[%] 35 

Biomass [Ton/ha] 21.608 

Dry yield [Ton/ha] 7.563 

ET water productivity [Kg/m3] 2.29 

HI adjusted [%] NA
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Zr = 0.0453x + 0.2798 
R² = 0.9835 
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Fig. 3 Variation of Root zone development with growing length for sugarcane
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