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Foreword 

It is a matter of great satisfaction for me that Indian Institute of Technology 
Guwahati successfully hosted North-East Research Conclave (NERC) 2022 during 
May 20–22, 2022. The NERC 2022 was conducted on the theme “Sustainable Science 
and Technology.” Concurrently, Assam Biotech Conclave (ABC) was also organized 
from May 21–22, 2022. Both the events attracted huge participation from policy-
makers, researchers, industrialist, army, and students. Even the participation of school 
children was overwhelming. 

NERC and ABC had many events, including panel discussions, exhibitions, 
keynote lectures, competitions, and paper presentations. Presentation of technical 
papers form the core of any research conference. NERC attracted 879 research papers 
on various themes, covering science, technology, and humanities. Out of these, some 
select papers have been published by Springer Nature in the form of 15 volumes. 
These papers have been peer reviewed and thoroughly edited by Indian Institute of 
Technology Guwahati faculty members. I am sure that these volumes will prove to 
be excellent resource material for research. Most of the papers presented in these
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vi Foreword

volumes highlight the special needs and aspiration of eight states of North-East India. 
I congratulate and thank authors, reviewers, editors, and publisher for publishing the 
proceedings. 

Motivation for organizing NERC came from none other than the Honorable 
Minister of Education, Government of India, Shri Dharmendra Pradhan Ji. It helped 
to bring policy-makers, researchers, industrialists, academicians, students, and chil-
dren in one forum. It is perhaps the rarest conclave covering almost all possible 
research themes. For better readability the proceedings have been divided into 15 
volumes, but each volume reflects diversity in terms of topics and researchers. Only 
common thread is sustainable development of North-East India. Invariably, sustain-
able North-East India is a prerequisite for sustainable India and the whole world. 
In that sense, these 15 volumes will serve guiding and stimulating light for all the 
stakeholders of the development. I am pleased to dedicate these volumes to the nation 
as a part of Azadi ka Amrit Mahotsav. 

T. G. Sitharam 
Chairman 

All India Council for Technical 
Education 

New Delhi, Delhi, India



Preface 

This book volume aims to focus on the intersection of healthcare and technology-
related scientific communication and exchange of the North-East Research Conclave 
(NERC) 2022, held at the Indian Institute of Technology Guwahati. Overall, there 
were 36 oral presentations in all five sessions along with a large number (92) of 
posters for this track (Healthcare Research and Related Technologies). The collec-
tion of chapters highlights the latest research and development trend in this field. With 
the rapidly growing technological interventions, several advancements in diagnos-
tics, intervention, therapeutics, and overall healthcare services have been witnessed. 
Nevertheless, these advancements are not emerging from a single branch of basic 
science or engineering but are an amalgamation of fundamental and applied inno-
vations. In our recent experience of unprecedented health challenges, including the 
COVID-19 pandemic, we realized that the term ‘related technology’ became indis-
pensable for exploring possible healthcare solutions. In line with this theme, the 
topics explored in this volume have become increasingly important and practically 
relevant. 

The chapters in this volume cover a wide range of healthcare topics, focusing 
on broad bioengineering applications like Biomaterials and Tissue Engineering, 
Biomedical Science and Engineering, Drug Delivery and Therapeutics and Cell and 
Molecular Biology. These fields are the cutting-edge deliverables of innovative solu-
tions that have been explored for several decades. More importantly, it will contribute 
to the ongoing conversation on how the technology can be harnessed and leveraged 
to improve community health and deliver allied technology as services. Be that as it 
may, looks promising; still, several developments are required to address health chal-
lenges, such as replacing damaged cell, tissues and organs, improving drug delivery 
systems, and using novel bio-compatible materials. The chapters relevant to these 
topics provide a comprehensive overview of such advancement. It also showcases 
cutting-edge research having the potential to transform the way we view healthcare. 

In addition to the above sections, the volume also features chapters on vital 
health science and technology areas, including cell and molecular biology, biomate-
rials, biomedical devices, nanomedicine, and drug delivery. In particular, molecular
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biology has been exploited for the upregulation and downregulation of key bio-
macromolecules. Biomaterials have been designed for the better healthcare. Biosen-
sors have revolutionized healthcare diagnostics by introducing point-of-care tech-
nology. Though the field is interdisciplinary, it can integrate analytical chemistry, 
biophysics, and material science to gain critical information concerning treatment 
decisions. Drug delivery is another required field that has gained significant research 
interest aiming to bring new methods for increased efficiency, efficacy, and safe use 
of drugs. Finally, nanotechnology emerged as a vantage point for integrating new 
therapeutics, diagnostics, and interventions for improved healthcare delivery. 

Besides the experimental measurements, a few chapters in this volume explore 
the role of computational algorithms and simulations in bioengineering and health-
care technology. The chapters demonstrate the state-of-art classical phenomenon, 
quantum information, and optimization of concepts that interface between quantum-
classical regimes. It provides insights into complex biological processes, progres-
sion of neurodegenerative diseases like Alzheimer, predicts biomaterials’ behaviour 
and optimizes medical device design. The increased application of data analytics is 
reflected in these chapters. It showcases the latest examples of how simulations can 
help solve critical healthcare technology problems, and we believe it will be of great 
interest to researchers in this field. 

Overall, we are excited to showcase the advancement in these fields brought 
by researchers and scholars from the North-Eastern part of India. We hope this 
volume will be a valuable resource for our comprehensive and sophisticated readers 
(including researchers, students alike, and practitioners). We believe the compiled 
book chapters will inspire further research and innovation in the future. We express 
great gratitude to all the authors who contributed to making this publication 
successful. 

Guwahati, India Lalit M. Pandey 
Raghvendra Gupta 

Rajkumar P. Thummer 
Rajiv Kumar Kar



About This Book 

This volume mainly covers the research related to healthcare and related technologies. 
It includes board bioengineering applications divided into four parts namely Bioma-
terials and Tissue Engineering, Biomedical Science and Engineering, Drug Delivery 
and Therapeutics, and Cell and Molecular Biology. The book encompasses the latest 
research and advancements related to healthcare and related technologies. A few 
studies based on computer simulations in bioengineering are also described. In addi-
tion, the fundamental and basic aspects are also discussed for the better understanding 
of readers.

ix



About IIT Guwahati 

Indian Institute of Technology (IIT) Guwahati established in 1994 has completed 
25 years of glorious existence in 2019. At present, the Institute has 11 departments, 
seven inter-disciplinary academic centres and five academic schools covering all 
the major engineering, science, healthcare, management and humanities disciplines, 
offering B.Tech., B.Des., M.A., M.Des., M.Tech., M.Sc., and Ph.D. programmes. The 
institute presently offers a residential campus to 435 faculty members and more than 
7,500 students at present. Besides its laurels in teaching and research, IIT Guwahati 
has been able to fulfil the aspirations of people of the North-East region to a great 
extent since its inception in 1994. The picturesque campus is on a sprawling 285 
hectares plot on the north bank of the Brahmaputra, around 20 kms from the heart 
of the Guwahati city. 

IIT Guwahati is the only academic institution in India that occupied a place among 
the top 100 world universities—under 50 years of age—ranked by the London-
based Times Higher Education (THE) in the year 2014 and continues to maintain its 
superior position even today in various International Rankings. IIT Guwahati gained 
rank 37 globally in the ‘Research Citations per Faculty’ category and overall 384 
rank in the QS World University Rankings 2023 released recently. IIT Guwahati has 
retained the 7th position among the best engineering institutions of the country in the 
‘India Rankings 2021’ declared by the National Institutional Ranking Framework 
(NIRF) of the Union Ministry of Education. IIT Guwahati has been also ranked 2nd 
in the ‘Swachhata Ranking’ conducted by the Government of India. Recently, IIT 
Guwahati has been ranked as the top-ranked University in 2019 for IT developers by 
HackerRank in the Asia-Pacific region. 

Among other frontier areas of research and innovation, IIT Guwahati is working 
towards augmenting critical science research initiatives in Genomics, Developmental 
Biology, Health Care and Bioinformatics, Flexible Electronics, Advanced Functional 
Materials, Sustainable Polymers, Rural Technologies, Renewable Energy, Artifi-
cial Intelligence, Disaster Resilience and Risk Reduction, and Water Resources and 
Management. In its silver jubilee year, IIT Guwahati is poised to scale newer heights 
through all-round growth and development.
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xii About IIT Guwahati

Indian Institute of Technology Guwahati has dedicated itself to the cause of 
improving and empowering North-East India through cutting-edge research, region 
relevant projects, innovations, individual and multilateral collaborations, and special 
initiatives. Being the only IIT in the entire North-Eastern region, IIT Guwahati has 
an immense amount of responsibility to develop the region and empower the people 
of the region. 

While the entire country is celebrating the ‘Azadi ka Amrit Mahotsav’—75 
glorious years of Independence, and the great pride with which our nation of more 
than a billion people has been steadily growing today, IIT Guwahati is strongly 
committed to support that pace of growth for the entire NE so that we can keep pace 
along with the rest of the country. The specific areas of focus where IIT Guwahati 
has been contributing immensely to the region are: 

(a) Infrastructure development across multiple sectors, 
(b) Providing solutions for multiple natural disasters such as recurring floods, 

landslides, earthquakes, cyclones, hailstorms and other natural calamities, 
(c) Improving the education sector and creating opportunities for employment, 
(d) Internet, telecommunication and cultural integration, 
(e) Technological intervention in interdisciplinary areas, 
(f) Healthcare services and education, 
(g) Renewable energy generation (solar, wind, biomass, hydro, geothermal), 
(h) Overall industrialization, refining fossil fuels and setting up biorefineries. 

Besides bringing in the state-of-the-art technical knowhow for most of the above 
sectors, the institute has been partnering with the local governments and enhancing 
the technological and educational interactions such that the next generation youth 
are empowered with knowledge, skills and necessary entrepreneurial ability. These 
measures in Assam as well as all other North-East states will usher in a new era of 
growth and the opportunities it will provide for interaction with the ASEAN countries 
as part of the Act East Policy of the Government of India that will bring prosperity 
to this region. 

Prof. Parameswar K. Iyer 
Dean, PRBR 

Indian Institute of Technology Guwahati 
Guwahati, India



North East Research Conclave-2022: Toward 
Sustainable Science and Technology 

It is extremely important and imperative to have knowledge-driven growth based 
on innovation in the case of academic higher education institutes of high repute. 
The North-Eastern region endowed with rich biodiversity comprises eight states. 
However, the climatic conditions, limited connectivity, lack of research infrastructure 
and institutes, territorial conflicts, and the mountainous terrain of these regions are 
major impediments to the research ecosystem in the North-East. Quality higher 
education focusing on industry-academia collaboration and translational research is 
extremely beneficial for society. It has also been rightly pointed out by the Hon’ble 
Prime Minister Shri Narendra Modi that, “India cannot develop till Eastern India 
develops”. 

With this idea and as India marks 75 years of Independence, Indian Institute of 
Technology Guwahati organized “The North-Eastern Research Conclave” from 20 
to 22 May 2022. This grand event was jointly conducted with Science, Technology

xiii



xiv North East Research Conclave-2022: Toward Sustainable Science …

and Climate Change Department and the Department of Education, Government of 
Assam at IIT Guwahati Campus. 

The mission behind the conclave was to showcase the best R&D activities from 
educational and research institutions across North-East India and to create an environ-
ment, conducive to development of local indigenous technologies and innovations, 
creating the scope and laying the foundation for entrepreneurship. 

In order to attract people and spread awareness about the event, a roadshow was 
initiated from IIT Guwahati on 7th May 2022 in order to reach all the partnering 
academic institutes and make them an integral part of the mega event. The Director, 
IITG waved the NERC-2022 flag and sent off the road show vehicle from the institute. 
More than 400 students, staff, and faculty participated actively in the roadshow. 

A huge response was received by participants from throughout the country. The 
total number of participating institutions in this conclave included 7 IITs, 10 NITs, 
5 IIITs and other CFTIs, 23 research labs, 17 central funded universities, 47 other 
universities and institutes along with about 100 schools. Eminent personalities from 
industries, startups, research councils, and PSUs also joined in. 

The presence of dignitaries from important Ministries was observed, such as 
Shri Dharmendra Pradhan, Hon’ble Union Minister of Education and Minister of 
Skill Development and Entrepreneurship, GOI; Dr. Himanta Biswa Sarma, Hon’ble 
Chief Minister of Assam State; Dr. Ranoj Pegu, Hon’ble Minister of Education,
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Government of Assam; Dr. Rajkumar Ranjan Singh, Hon’ble Minister of State for 
Education, GOI; Dr. Subhas Sarkar, Hon’ble Minister of State for Education, GOI; 
Shri Keshab Mahanta, Hon’ble Minister of Science Technology and Climate Change, 
Government of Assam and many more. 

The inauguration ceremony of the conclave was followed by the signing of an 
MoU between IIT Guwahati and the Government of Assam to establish ‘The Assam 
Advanced Health Innovation Institute (AAHII)’. This MoU would prove to be a 
unique partnership between the Government of Assam and IIT Guwahati in order 
to set up a Research Institution to leverage advanced technologies to transform 
medical science. This joint venture company will be able to invite participation 
from intending parties, including corporates, businesses, research institutions, and 
philanthropic organizations.
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The third edition of Assam Biotech Conclave 2022 was also held as part of NERC 
2022. It brought together the biotech entrepreneurs, industry leaders, researchers, 
academicians, government representatives, policymakers, innovators, and investors 
together on one platform to explore the possibilities of biotechnology in North-East 
India and to discuss the new opportunities in the transition. 

Officers from the Indian Army also actively participated in the conclave. A talk on 
“Atmanirbhar Bharat—Indian Army Initiatives towards Self Reliance” was delivered 
by Lt. Gen. D. S. Rana AVSM, YSM, SM General Officer Commanding, Gajraj Corps 
on 21st May 2022. The talk was aligned with the vision of the apex leadership of the 
Government of India and initiatives undertaken by the Indian Armed Forces with a 
focus on the integration of civil-military establishment in the field of self-reliance. 
He also elucidated that institutions, such as IIT Guwahati which has many running 
research projects and elaborate student exchange and joint collaboration setup with a 
large number of countries that have the wherewithal to take up defence-related R&D 
and also facilitate delivery with industry partners. He also invited IIT Guwahati to 
participate in EAST TECH Symposium planned at Kolkata in July 2022. This led to 
the signing of an MoU between Indian Army Eastern Command and IIT Guwahati on 
7th July 2022 during East Tech 2022. This would further impetus to Indigenisation 
and Raksha Atmanirbharta. 

Royal Society of Chemistry, Global Battery Experiment was performed by more 
than 1,300 students in three sessions starting from 20th May to 22nd May at IIT 
Guwahati. Along with the Global Battery Experiment, Creating Skilful Educators 
Program (Teacher training program) was also conducted in parallel sessions. Students 
had arrived from various schools across Assam and other North-Eastern states.
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The Guwahati Declaration was launched at the valedictory ceremony of the 
conclave by Shri Lok Ranjan, Secretary, Ministry of Development of North-Eastern 
Region (DoNER), in the presence of Shri Kailash Karthik, Deputy Commissioner, 
Kamrup. The Declaration is intended to create a set of guidelines, through which 
individual as well as a collective responsibility to promote and encourage innova-
tion at the grass-root level and strive to stimulate and execute indigenization and 
entrepreneurship, can be taken up.
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Science, education, research, and innovation are the four pillars on which the 
development, as well as the work culture of a nation, rests. This was well articulated 
by the promising number of exhibitors being seen participating from all across the 
NE states in the NERC 2022. All the NITs, CFTIs, and CFIs were allocated two stalls 
each, where the delegates showcased the working models of their inventions. Distinc-
tive pavilions were arranged for IIT, NIT, CFIs, and CFTIs. Excellent response was 
obtained from the startups all across the NE states. Federation of Industry Commerce 
of North-Eastern Region (FINER) had partnered with NERC-2022 as an Industry 
Partner and they showcased 50 startups as a part of the exhibition under the FINER 
Pavilion. Other significant organizations that came forward to showcase their allied 
R&D startups were the Oil and Natural Gas (Oil and Natural Gas Pavilion), Indian 
Army (Defense Pavilion), and NE-Railway (NE-Railway Pavilion). 

Multifarious research work on topics of societal relevance was presented by 
researchers from different organizations and institutes. The presentations were 
conducted in oral and poster presentation modes. The thematic areas for these presen-
tations were part of some of the Sustainable Development Goals (SDGs), such as 
SDG-3: Good health and Wellbeing; SDG-7: Affordable and Clean Energy; SDG-9:
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Industry, Innovation and Infrastructure; SDG-11: Sustainable Cities and Commu-
nities and SDG-12: Responsible Consumption and Production. Some of the papers 
highlighted environmental sustainability, efficiency, and management issues, which 
are important to be presented in the case of North-East regions. Two awards were 
given under each technical category for these presentations. Overall the technical 
sessions were a grand success due to the active cooperation from editors, chairpersons 
of all the sessions and student volunteers of IITG. 

The government of India has taken various steps to encourage women in the 
field of science and technology. In this line, the IIT Guwahati Woman Researcher 
Award was approved to recognize the contribution of women Faculty members of 
IIT Guwahati fraternity. This prestigious award was conferred to Dr. Latha Rangan, 
Senior Professor in the Department of Biosciences and Bioengineering, Indian Insti-
tute of Technology Guwahati, India. Professor Rangan has played a key role in 
Plant Biotechnology and Sustainable development, especially in the areas of energy 
security, food security, and medicinal crops. 

The conclave paved the way for creating mass awareness of research and inno-
vation for developing a sustainable society. There was knowledge exchange and 
dissemination that led to the establishment of Centres of Excellence in Translational 
Collaborative Research and Innovation. This mega event led to the bridging of the gap 
between Industry-Academia and creating hand holding pathways for setting up long-
term collaboration for R&D innovations towards the goal of establishing sustainable 
NE India. The conclave brought together over 8,000 participants, including hon’ble 
ministers, official bureaucrats, eminent professors, scientists, renowned industrialist, 
school children and teachers and others delegates. This revolutionized the R&D road 
map of all the NE states through various dissemination of policies which will benefit 
the sustainable development of all NE states in near future. 

It is an honour and a moment of extreme pride for getting the NERC proceedings 
published in the prestigious Springer volumes. We would like to thank and acknowl-
edge the globally active publisher Springer for helping us being able to publish the
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articles on 15 broad areas. We would also like to thank all the authors for their contri-
bution to the grand success of NERC 2022 and wish them great success in all of their 
future endeavours. 

Prof. Vimal Katiyar 

Dean, R&D 
Department of Chemical Engineering 
Centre for the Sustainable Polymer 

Indian Institute of Technology Guwahati 
Guwahati, India 

e-mail: vkatiyar@iitg.ac.in 

Prof. Subhendu Sekhar Bag 
Associate Dean, R&D 

Department of Chemistry 
Centre for the Environment 

Indian Institute of Technology Guwahati 
Guwahati, India 

e-mail: ssbag75@iitg.ac.in
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From the Desk of Chairman of Technical 
Committee of NERC 2022 

North-East Research Conclave 2022 was successfully organized during May 20−22, 
2022 with the participation of thousands of delegates. A total of 879 oral and poster 
papers were presented in the conference on 16 different tracks. The theme of the 
conclave was Sustainable Science and Technology, which is very pertinent in the 
modern era of globalization. Science and technology has to address economic, envi-
ronmental, and social problems of the world. Technology and sustainability are 
not incompatible. In fact, technology can achieve the goal of sustainability, which 
also includes preserving our rich cultural heritage. Concurrently with North-East 
Research Conclave (NERC), Assam Biotech Conclave 2022 was also organized on 
May 21–22, 2022. These mega events were organized at Indian Institute of Tech-
nology Guwahati (IITG) in physical mode after two years of pandemic period. Along 
with IITG, Science, Technology and Climate Change Department, and Department 
of Education, Government of Assam were also organizers of these events under the 
patronage of Shri Dharmendra Pradhan Ji, Honorable Minister of Education and 
Minister of Skill Development and Entrepreneurship in the Government of India, 
and Shri Himanta Biswa Sarma Ji, Honorable Chief Minister of Assam. 

It is a matter of great pleasure that Springer Nature is publishing the select 
papers from the conclave in 15 volumes. These are Advanced Functional Materials, 
Low Cost Manufacturing Technologies, Agro and Food Processing Technologies, 
Artificial Intelligence and Data Science based R&D interventions, Conservation of 
Biodiversity in the North-Eastern States of India, Disaster Management, Healthcare 
Research and Related Technologies, Innovative Design for Societal Needs, Policies 
for Research and Innovation, Research and Innovation for Sustainable Develop-
ment Goals, Sustainable Environment, Sustainable Energy Generation and Storage, 
Sustainable Transportation and Urban Development, Teaching and Learning Tech-
nologies, Technologies for Rural Development. These volumes are useful archival 
and reference materials for policy-makers, researchers, and students. 

As the Chairman of Technical Committee, I am thankful to all editors of all 
volumes, reviewers, and student volunteers who have put tireless efforts to review, 
select, and edit the papers of respective divisions, overcoming the time-constraint.

xxi
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Support provided by Convener, Prof. Vimal Katiyar, Dean R&D, IITG, and Co-
conveners Prof. Subhendu Sekhar Bag, Associate Dean R&D, IITG and Shri Kailash 
Karthik N, IAS is commendable. It is difficult to express words of gratitude for the 
Director, IITG, Prof. T. G. Sitharam who has been motivating and guiding all the 
teams of NERC 2022 and ABC 2022. 

Uday S. Dixit 
Professor 

Department of Mechanical Engineering and 
Head Center for Indian Knowledge Systems
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1 Introduction 

Myocyte enhancer factor 2C (MEF2C) is a muscle-specific factor belonging to the 
MADS-box family transcription factors. It has a DNA binding domain called the 
MADS-box domain, which binds to A/T-rich regulatory regions and regulates several 
cardiac and skeletal muscle genes [1, 2]. It collaborates with the MyoD family of basic
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helix-loop-helix transcription factors to play a vital role in skeletal muscle develop-
ment [1, 3], especially in sarcomere integrity [3]. Primarily, MEF2C is reported to 
be expressed in cardiac and skeletal muscle, spleen, and brain [4]. During early 
embryogenesis, MEF2C is expressed in myocardiogenic precursor cells, somites, 
endochondral cartilage, and early cardiac cells [1, 2, 5]. 

In addition, MEF2C is vital for anterior heart field development. It has been 
reported that ISL1 and GATA4 activate MEF2C by binding to its enhancer, aiding in 
the right ventricle development [6]. Also, the homozygous inactivation of MEF2C 
leads to embryonic lethality at E9.5 with severe cardiovascular developmental defects 
[7]. Nevertheless, conditional knockout of MEF2C in developing bone leads to the 
death of the neonate within a week. All the bones in the neonatal body fail to ossify, 
illustrating the importance of MEF2C in bone development [5]. Furthermore, MEF2C 
has a prominent role in chondrocyte hypertrophy and vascularization [5]. 

Apart from muscle and bone development, the expression of MEF2C is crucial 
for craniofacial development [8]. Conditional deletion of MEF2C in the neural crest 
results in the death of the offspring within an hour of their birth due to defective 
tongue positioning leading to constriction of airway and with severe defects in cran-
iofacial structures [8]. Also, MEF2C assists in the differentiation of neural stem and 
progenitor cells whose conditional knockout in the latter lead to abnormal electro-
physiology and behavioral defects [9]. As mentioned earlier, MEF2C plays a critical 
role in cardiogenesis, and hence, it is used along with other transcription factors, 
namely GATA4 and TBX5, to reprogram human and mouse fibroblasts into induced 
cardiomyocytes [10–12]. In direct cardiac reprogramming, MEF2C is one of the 
core reprogramming as well as indispensable factors in generating cardiomyocytes 
for various biomedical applications [10–12]. 

The role of recombinant proteins has been indispensable in the field of therapeu-
tics and basic research since the early 1980s. The heterologous expression of these 
proteins has a broad range of applications in the biopharmaceutical industry [13]. 
A number of expression host systems are used for the heterologous expression of 
these recombinant proteins, but the most commonly used host system is the bacterial 
system, specifically Escherichia coli (E. coli) strains, because of their well-studied 
genetics, easy handling, high protein yield, and so forth [14]. But this heterologous 
expression has certain caveats like the presence of rare codons for the host system in 
our gene of interest (codon bias), presence of proteases in the host, mRNA degrada-
tion, constitutive expression of recombinant protein leading to impaired cell growth, 
protein aggregation due to the formation of inclusion bodies, protein misfolding 
post-expression and purification, and so forth [13, 15–17]. A fair number of in silico 
tools like Gene Optimizer by ThermoScientific (used in this study), Codon Opti-
mization by GenSmart, Codon optimization by GeneWiz, Codon optimization by 
Vector Builder, etc. are available for optimizing the codons to counteract some of the 
above-mentioned barriers, thereby increasing the heterologous expression. Despite 
these barriers, recombinant proteins have been expressed in a soluble or insoluble 
form and then purified to homogeneity from E. coli. One of the most commonly 
used methods for purifying recombinant proteins is the usage of affinity tags [18, 
19]. These affinity tags enable an efficient, cost-effective purification strategy with a
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high yield of the pure recombinant protein [18, 19]. Once the recombinant proteins 
are purified, they can eventually be used for various biological applications. Notably, 
introducing recombinant proteins into mammalian cells is considered to be a safer 
approach as it does not integrate and alter the cellular genome, and also cell fate can 
be manipulated in a time and dosage-dependent manner [20–23, 53]. 

This study has tried to address and solve the hurdles mentioned above in expressing 
the recombinant human MEF2C (rhMEF2C) protein. Accordingly, we have codon-
optimized our gene of interest (MEF2C) to overcome codon bias and mRNA degra-
dation. Also, we used an inducible vector system to avoid constitutive expression 
and E. coli BL21(DE3) strain to avoid proteasomal degradation. Moreover, we have 
screened various expression conditions to obtain the soluble expression of the recom-
binant protein and purified this protein to homogeneity. Importantly, we analyzed 
its secondary structure using circular dichroism spectroscopy and demonstrated its 
biological activity in anti-angiogenesis as well as in the synergistic activation of the 
α-Myosin Heavy Chain (α-MHC) gene. Potentially, this homogeneous rhMEF2C 
macromolecule can replace its other forms in direct cardiac reprogramming, where 
any somatic cell can be directly reprogrammed to functional beating myocytes. Since 
recombinant proteins do not integrate and alter the genome, the resulting myocytes 
will be integration-free and, therefore, can be used for cell therapeutics. Moreover, 
this purified rhMEF2C protein can also aid in elucidating its molecular role in various 
diseases and cellular processes. 

2 Materials and Methods 

2.1 Construction of Recombinant MEF2C Expression 
Plasmids Based on pET28a(+) 

We retrieved the nucleotide sequence that codes for the human MEF2C protein 
from the NCBI RefSeq database (NM_001193350.1). The retrieved codons of the 
human MEF2C gene were optimized for its high-level heterologous protein expres-
sion in E. coli and validated as previously described and as mentioned in Fig. 1 [24, 
25]. This optimized sequence, along with a set of fusion tags, was commercially 
synthesized and then sub-cloned into the expression vector, as illustrated in Fig. 1. 
The final developed recombinant plasmids (pET-HTN-MEF2C and pET-MEF2C-
NTH) were confirmed using restriction digestion analysis and further verified by 
DNA sequencing. The codon-optimized nucleotide sequence of the MEF2C gene 
(for expression in E. coli) can be accessed via GenBank using the accession code 
OK033158.
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Fig. 1 Schematic overview of the workflow of codon optimization and cloning methodology 

2.2 Expression Analysis of rhMEF2C Fusion Proteins 

E. coli BL21(DE3) competent cells were transformed with the two constructed 
recombinant plasmids (pET-HTN-MEF2C and pET-MEF2C-NTH) and cultured as 
described previously [24, 25]. To determine the optimal induction parameters, the 
secondary culture was prepared in Lysogeny Broth (HiMedia) and induced at 37 °C 
with different inducer (Isopropyl β-D-1-thiogalactopyranoside, HiMedia) concen-
trations at various cell densities for 2, 4, and 8 h. The values used for screening 
the individual parameters are listed in Table 1. Further to analyze the solubility of 
the rhMEF2C fusion protein, we first induced the culture at 37 or 18 °C with the 
optimal induction parameters, and then the cultured cells were harvested. Subse-
quently, harvested cells were resuspended (in resuspension buffer containing 20 mM 
phosphate buffer (HiMedia), 300 mM NaCl (HiMedia), 20% glycerol (HiMedia), 
and 20 mM imidazole (HiMedia)), lysed, and clarified to separate soluble from 
insoluble protein molecules. The protein samples from total cell lysate, insoluble, 
and soluble fractions were analyzed using sodium dodecyl sulfate–polyacrylamide 
gel electrophoresis (SDS-PAGE) and immunoblotting (Western blotting). Uninduced 
cultures were used as a control for all the experiments.

2.3 Affinity Purification of rhMEF2C Fusion Protein 

The rhMEF2C-NTH protein was induced in a large culture volume (1.2 L) with 
the identified optimal induction parameters. The E. coli BL21(DE3) cells were then 
harvested, resuspended (in 45 mL of resuspension buffer), lysed, and clarified to 
separate soluble fractions. From the clarified fraction (supernatant), the target protein
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Table 1 Identification of 
obtained induction parameters 
for the high expression of the 
rhMEF2C fusion proteins in 
E. coli at 37 °C 

Expression parameters Values screened Optimal 
valuea 

Inducer concentration (IPTG) 
(in mM) 

0.05, 0.1, 0.25, 
0.50 

0.05 

Pre-induction cell density 
(OD600) 

~0.5, ~1.0, ~1.5 ~0.5 

Induction time point (in hours) 2, 4, 8 2 

aMinimum of 2–3 different cultures from different colonies were 
analyzed for each parameter using SDS-PAGE and Western 
blotting

was purified using immobilized metal ion affinity chromatography by utilizing Ni– 
NTA as the resin. Briefly, for the proper binding of the target protein to resin, we 
incubated the supernatant fraction and resin overnight at 4 °C. After incubation, 
they were loaded onto a protein purification column (Bio-Rad). Subsequently, the 
unbound fraction was unloaded, and the column was washed with three different 
wash buffers (50 mL each; 20 mM phosphate buffer and 300 mM NaCl) containing 
imidazole in incremental concentrations (50, 100, and 150 mM for the three wash 
buffers, respectively). The bound rhMEF2C fusion protein was eluted with 500 mM 
imidazole elution buffer (20 mM phosphate buffer, 300 mM NaCl, 20% glycerol). 
The purity of the target protein was evaluated by SDS-PAGE and immunoblotting. 
The pH of the purification buffers was adjusted to 7.6 at room temperature and 
prechilled on ice. 

2.4 SDS-PAGE and Immunoblotting 

The total protein concentration of the samples was measured using the Bradford 
method. Protein samples (normalized) were separated on 12% polyacrylamide gel 
and either performed Coomassie staining or immunoblotted as described previously 
[24, 25]. To detect target fusion proteins, anti-Histidine (BB-AB0010, BioBharati) 
and anti-Mef2c (MA5-25,477, Invitrogen) antibodies were used. IgG-HRP conju-
gated anti-mouse (31,430, Invitrogen) and anti-rabbit (31,460, Invitrogen) secondary 
antibodies were used to visualize primary antibody-bound target proteins. 

2.5 Circular Dichroism Spectroscopy 

The homogeneously purified proteins were first desalted against sodium phosphate 
buffer (20 mM; pH 8 at room temperature) and then analyzed using circular dichroism 
spectroscopy as demonstrated earlier [24, 25]. From the circular dichroism spectrum
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of this desalted rhMEF2C-NTH protein, we estimated its secondary structure using 
the Beta Structure Selection (BeStSel) online tool. 

2.6 Cell Culture 

HeLa and H9C2 (cardiomyoblast) cell lines were procured from Cell Repository, 
National Centre for Cell Science, Pune, India. HeLa cell line was cultured as 
described earlier [26]. H9C2 cell line was cultured in low-glucose DMEM supple-
mented with 10% fetal bovine serum (FBS) and 1% penicillin–streptomycin solution 
at standard cell culture conditions. HiFi™ human umbilical vein endothelial cells 
(HUVECs) were procured from HiMedia (Mumbai, India) and grown on gelatin 
in HiEndoXL™ endothelial cell expansion medium (HiMedia). At 70–80% conflu-
ency, cells were dissociated with trypsin–EDTA (Invitrogen) and reseeded in a fresh 
culture dish at 1:4–1:6 ratio. 

2.7 Protein Transduction, Immunocytochemistry, 
and Microscopy 

HeLa cells were seeded at 1 × 105 cells/well in a 12-well culture plate in complete 
growth media. On the next day, the media was changed to the protein transduc-
tion media, which was prepared by mixing the rhMEF2C-NTH protein at the final 
concentration of 400 nM with reduced serum (2% FBS) growth medium. After 4– 
6 h of incubation, immunostaining was carried out as described earlier [25]. In this 
study, cells were probed with an anti-Mef2c antibody (MA5-25,477, Invitrogen) at 
a dilution of 1:100 for atleast 1 h at room temperature. Goat anti-Mouse IgG (H + 
L) secondary antibody Alexa Fluor®594 conjugate (A-11032, Invitrogen) was used 
at 1:1000 dilution for 30–45 min at room temperature for detection of MEF2C in 
transduced cells. Nuclei were stained with Hoechst 33,342 (Invitrogen), and then 
the image stacks were acquired at 2 μm intervals using an inverted fluorescence 
microscope (20x/0.45NA objective; IX83, Olympus, Japan) equipped with a DP80 
CCD camera. 

2.8 In Vitro Scratch Migration Assay 

1 × 105 HUVECs/well were plated in a 12-well culture plate and grown until 95% 
confluence was achieved in the endothelial cell expansion medium. The confluent 
monolayers were scratched with a sterile pipette tip (0–20 μL) and then rinsed with 
sterile phosphate buffer saline. Consequently, scratched monolayers were treated



Generation of Recombinant Version of a Bioactive Human MEF2C … 9

with 400 μM rhMEF2C-NTH protein or vehicle control (in endothelial cell expansion 
media) for 24 h. The scratched monolayers were then visualized under an inverted 
brightfield microscope (ZOE Fluorescent Cell Imager, Bio-Rad) at 20 × magni-
fication, and images were captured at a particular interval of time. The migration 
efficiency was evaluated using ImageJ (1.48 v) software. 

2.9 Chicken Chorioallantoic Membrane (CAM) Assay 

The CAM assay was carried out as previously described [27, 28]. Briefly, the CAM 
layers of 3–4 days old embryonated chicken eggs were exposed by gently cutting open 
their top eggshells, and then the filter paper discs soaked in the purified rhMEF2C-
NTH protein (diluted with PBS to 400 nM concentration) or vehicle control solutions 
were placed directly on them (one disc/egg). Subsequently, the eggs were sealed and 
incubated at 37 °C for 24 h with 60% humidity. Images were captured at different 
time intervals using an LCD Digital Stereomicroscope equipped with a 2MP camera 
at 2 × magnification, followed by documentation with the help of Adobe Photoshop 
CC 2019 software. The embryonated chicken eggs were purchased from the local 
egg hatching unit. 

2.10 α-MHC Reporter Assay 

Briefly, 1 × 105 H9C2 cells/well were plated in a gelatin-coated 12-well culture 
plate and grown in a complete growth medium. Once the cells attained 70–80% 
confluency, the cells were washed with PBS and transduced with an α-MHC-eGFP 
lentiviral vector in the presence of 5 μg/mL of polybrene [29]. Subsequently, on the 
next day (D0), cells were reseeded (1:3 ratio) in a fresh gelatin-coated culture plate, 
and on the following day (D1), cells were washed with PBS and treated with a protein 
transduction medium containing 400 nM of rhMEF2C-NTH and/or rhHTN-HAND2 
[25] proteins or an equivalent volume of vehicle control. The medium was renewed 
every alternative day. After the treatment, the cells were visualized under an inverted 
fluorescent microscope (ZOE Fluorescent Cell Imager, Bio-Rad), and images were 
captured in the green channel at 20 × magnification. 

2.11 Flow Cytometry 

For GFP expression analyses, harvested cells were washed with PBS, fixed with 4% 
paraformaldehyde, and then analyzed using a BD FACS Calibur Flow Cytometer (B. 
D. Biosciences) with FlowJo software.



10 K. K. Haridhasapavalan et al.

2.12 Statistical Analysis 

T-tests were performed using GraphPad Prism 8.0 software to analyze the obtained 
quantitative data. P < 0.05 was considered significant, and the values are expressed 
as mean ± S.D. 

3 Results and Discussion 

3.1 Codon Optimization Eliminates Rare Codons 
in Human MEF2C Gene as Per in Silico Analysis 
to Enable Enhanced Heterologous Expression 

To understand whether codon optimization is required for the heterologous expres-
sion of the human MEF2C gene, we first analyzed its non-optimized nucleotide 
sequence using different online tools. Notably, 22 codons (Fig. 2 (top)) were iden-
tified to be rare codons with the Graphical Codon Usage Analyzer tool because 
their relative adaptiveness value is ≤30% (magenta). Likewise, ~11% of the codons 
were identified to be rare codons with the Genscript Rare Codon Analysis tool, 
as their codon usage frequency is ≤30 (Fig. 3 (red)). Importantly, the presence of 
rare codons in the gene sequence may influence its protein expression mainly by 
reducing the translation rate, further decreasing protein production [30], and ribo-
some stalling resulting in premature termination of translation [30–32]. Collectively, 
these studies and our results suggest codon optimization of the full-length protein-
coding sequence of the human MEF2C gene to remove rare codons, which might 
compromise its heterologous expression. Thus, we performed codon optimization 
and validated the optimized sequence for E. coli using the in silico tools.

The Graphical Codon Usage Analyzer and Genscript Rare Codon Analysis in 
silico tools confirmed that the optimized MEF2C gene sequence is free from rare 
codons (Figs. 2 (bottom) and 3 (green)) that has been identified earlier (before opti-
mization), and were replaced with the most commonly used codons in E. coli. Addi-
tionally, the codon adaptation index was significantly improved to 0.92 from 0.60 
after codon optimization. Consistent with previous studies on various cardiac repro-
gramming factors, ETS2, MESP1, GATA4, HAND2, and TBX5 [24–26, 33, 34], we 
also observed similar improvements in the target gene sequence after optimization. 
Thus, we confirmed the absence of rare codons in the optimized sequence, which 
would result in the successful heterologous expression of the human MEF2C gene 
in the bacterial expression system, E. coli.
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Fig. 2 GCUAT analysis of codon-optimized MEF2C gene sequence compared to its non-optimized 
one. The bar graph shows the codon’s relative adaptiveness value. The magenta colored bars indicate 
the codons whose relative adaptiveness value is less than or equal to 30% and that are more likely 
to diminish the expression of MEF2C in E. coli 

Fig. 3 GRCAT analysis of 
codon-optimized MEF2C 
gene sequence compared to 
its non-optimized one. Bar 
graph showing the 
percentage distribution of 
codons in computed quality 
groups (non-optimized 
(red) and codon-optimized 
(green)). The dotted line 
indicates the threshold and 
codons that lie below that are 
more likely to diminish the 
expression of MEF2C in E. 
coli
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3.2 Impact of Induction Parameters on the Heterologous 
Expression of rhMEF2C Fusion Proteins 

To generate a transducible version of the highly pure rhMEF2C protein, we first 
inserted the fusion tags (NLS, TAT, and His) either at the N- or C-terminus of 
rhMEF2C protein by inserting the cDNA sequence, which encoded these fusion 
tags into the matching open reading frame of the desired protein (HTN-MEF2C and 
MEF2C-NTH; Fig. 4a (top)). The main reason to have these tags on either side of this 
protein was to elucidate its influence on the expression level, solubility, and stability. 
Earlier, others and our research group have previously demonstrated the importance 
of the position of fusion tags in recombinant protein production [24, 25, 33, 35, 36]. 
The MEF2C fusion gene inserts were commercially synthesized and then cloned into 
the pET28a(+) expression vector under the control of a tightly regulated T7 promoter. 
The restriction digestion analysis with specific enzymes (Fig. 4b (bottom)) confirmed 
the successful cloning of these fusion gene inserts into the expression vector. To 
ensure the fidelity and proper orientation of the target gene, we performed DNA 
sequencing of the developed recombinant plasmids (data not shown). We thus devel-
oped the recombinant pET28a(+) plasmids harboring the human MEF2C fusion 
genes, which could be used for its heterologous expression in the bacterial system 
to obtain a cell and nuclear permeant rhMEF2C protein. 

After having successfully constructed the recombinant pET28a(+) plasmids 
bearing MEF2C fusion genes, we next sought to analyze its expression in E. coli based 
on the influence of various induction parameters. The impact of optimal induction

(a) 

(b) 

Fig. 4 Tagging pattern of the human MEF2C gene constructs and verification of its cloning. 
a Diagram of HTN-MEF2C (left) and  MEF2C-NTH (right) gene constructs used in this study. 
b Cloning confirmation of recombinant plasmids harboring the fusion gene constructs (shown in 
(a)) using restriction digestion analysis. Polyhistidine tag (His; H); Transactivator of Transcription 
(TAT; T); Nuclear localization signal (NLS; N) 
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parameters in the production of biologically active recombinant proteins has been 
emphasized in a number of studies previously [37–43]. In that aspect, the most crucial 
induction parameters, namely pre-induction cell density, inducer concentration, and 
induction time, were screened and optimized (listed in Table 1) in order to obtain 
maximal expression of rhMEF2C fusion proteins using an inducible T7 expression 
system. 

Recombinant proteins expressed in the bacterial system either end up in a prop-
erly folded soluble form or in an insoluble form consisting of inclusion bodies [44]. 
Purifying proteins from inclusion bodies involves the usage of strong detergents 
to solubilize them and then requires refolding, which is a complex process [44, 
45]. Therefore, in the case of rhMEF2C fusion proteins, obtaining maximal soluble 
expression was given utmost importance. Accordingly, we first examined the influ-
ence of fusion tags at either terminus on the solubility of rhMEF2C fusion proteins 
induced at 37 °C using SDS-PAGE and Western blotting. Strikingly, the presence 
of fusion tags at the N-terminus of the rhMEF2C protein hindered its solubility, 
in contrast to its C-terminus-fused counterpart (Fig. 5). However, more or less, a 
similar overall expression profile of these fusion proteins was observed with all 
(rhHTN-MEF2C) or majority (rhMEF2C-NTH) of the protein molecules laying in 
the insoluble pellet fractions. We assume that this might be the effect of misfolding 
or aggregation (in the case of folded ones in inclusion bodies) of the target fusion 
proteins. 

Fig. 5 Effect of induction temperature on the solubility of rhMEF2C fusion proteins. The N- and C-
terminally fused recombinant proteins were induced at 37 °C for 2 h or 18 °C for 24 h with 0.05 mM 
IPTG. The induced cells were harvested, lysed, and clarified. The different cell fractions (normalized 
loading) were resolved on 12% polyacrylamide gels and then performed either Coomassie staining 
or immunoblotting (n = 4). Protein marker (M); lysate fraction (L); insoluble pellet fraction (P); 
soluble supernatant fraction (S); *truncated fragments of rhMEF2C proteins
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Next, we hypothesize that reducing the induction temperature will assist in the 
enhanced soluble expression of rhMEF2C fusion proteins, which helped in cases 
of various other recombinant proteins like we and others observed [33, 37, 39, 
42]. Indeed, aggregation-prone recombinant proteins expressed at lower tempera-
tures promote their solubility and stability by preventing the formation of insoluble 
aggregates [33, 37]. Apart from minimizing the aggregation of proteins [39], low-
temperature induction results in generating biologically functional proteins [42]. But 
reducing the induction temperature to 18 °C did not help in enhancing the soluble 
expression of rhHTN-MEF2C; contrastingly, its expression was completely hindered 
(Fig. 5). Interestingly, enhanced soluble expression was observed in the case of 
the rhMEF2C-NTH fusion protein on reduction of induction temperature to 18 °C. 
However, the overall expression of rhMEF2C-NTH fusion protein declined at 18 °C 
in contrast to 37 °C. Taken together, these results conclude that the position of fusion 
tags and induction temperature significantly impact the overall and soluble expres-
sion of rhMEF2C fusion proteins. Inferring from the above results, rhMEF2C-NTH 
protein-induced either at 37 or 18 °C were used for further experiments. 

3.3 rhMEF2C-NTH Protein Purified to Homogeneity Under 
Native Conditions 

To retain the native folding conformation of the rhMEF2C fusion protein, we first 
induced its soluble expression and then performed one-step affinity chromatography-
based purification under native conditions. Several studies demonstrated that recom-
binant proteins purified under native conditions retain their folding conformation, 
often retaining their functional activity [26, 36, 46–54]. Therefore, we employed 
a widely used immobilized metal ion affinity chromatography (IMAC) technique 
under native conditions to purify this poly-his tag-fused rhMEF2C fusion protein in 
its native form. We selected a C-terminally fused genetic construct from the soluble 
expression analysis and induced its expression in large culture volumes with the 
above-identified parameters (listed in Table 1) at 37 or 18 °C for 2 or 24 h, respec-
tively. The obtained crude lysate was clarified to isolate soluble cell fractions and 
then purified with Ni–NTA-based affinity chromatography. The SDS-PAGE analysis 
clearly showed a single high-intensity band at ~58 kDa corresponding to the full-
length rhMEF2C-NTH protein, signifying the homogeneously purified proteins in 
the elution fractions irrespective of induction temperature (Fig. 6a (for 37 °C)  and  
data not shown (for 18 °C)). This purification data thus implies that the purified fusion 
protein is free of other proteins from the host expression system, which is critical 
in producing therapeutic or reprogramming proteins as these bacterial contaminant 
proteins might be cytotoxic to the target mammalian cells [55]. Immunoblotting with 
Histidine and protein-specific antibodies revealed the loss of rhMEF2C-NTH protein 
in the flow-through fractions (Fig. 6a (middle and bottom)), which might be probably 
due to overloading of protein molecules or low resin volume in the affinity column.
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(a) (b) 

Fig. 6 Purification of the rhMEF2C-NTH protein-induced at 37 °C under native conditions. a The 
collected purification samples during various steps were analyzed (normalized loading) using SDS-
PAGE (top) or immunoblotting using an α-his/α-HAND2 (middle/bottom) antibody. b Elution 
profile of one-step purification of rhMEF2C-NTH protein-induced at 37 °C. c The bar graph shows 
the final yield of purified rhMEF2C-NTH protein-induced at 37 and 18 °C. Protein marker (M); 
lysate fraction (L); insoluble pellet fraction (P); soluble supernatant fraction (S); flow-through 
fraction (F); wash fraction (W); eluted fraction (E); *truncated fragments of rhMEF2C-NTH protein 

This rhMEF2C-fusion protein (induced at 37 °C) purification profile (only elution) 
is shown in Fig. 6b. 

Moreover, immunoblotting with a protein-specific antibody confirmed the iden-
tity of this purified rhMEF2C fusion protein (Fig. 6a (bottom)). Notably, the final 
yield of around 1.05 (induced at 37 °C) and 0.63 (induced at 18 °C) mg/L of purified 
rhMEF2C-NTH proteins was obtained (Fig. 6c). The main reason behind this low 
yield is the difference between the overall expression of rhMEF2C-NTH protein-
induced at 37 and 18 °C. Several other reprogramming transcription factors, namely, 
OCT4, SOX2, ETS2, PDX1, MESP1, GATA4, GLIS1, NGN3, and TBX5, were 
generated using similar strategies from E. coli in the form of recombinant proteins 
[24–26, 33, 36, 52, 54, 56]. In addition, these studies have also used a similar fusion 
strategy to facilitate the sub-cellular and sub-nuclear delivery of the recombinant 
reprogramming proteins into the target mammalian cells. Thus, we demonstrated 
the one-step homogeneous purification of rhMEF2C-NTH protein under native 
conditions. The purified protein can further be delivered to the target site of any 
mammalian cells with TAT and NLS fusion strategy and without the requirement of 
any transduction reagents.
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3.4 Homogeneously Purified Protein Maintains Secondary 
Structure Folding Conformation 

The rhMEF2C protein has been purified under native conditions because the func-
tionality of a protein majorly relies on the native conformation. Once the protein is 
purified, its secondary structure composition can be studied using different methods, 
one of which is circular dichroism spectroscopy [57, 58]. In circular dichroism spec-
troscopy, the incident light consists of superimposed right and left circularly polar-
ized light. The different secondary structures present in the protein absorb these 
right and left circularly polarized light differently, resulting in a spectrum. The shape 
and magnitude of the spectra are dependent on the different amounts of secondary 
structures present in the protein, which can be quantified [57, 59]. The wavelength 
corresponding to the absorption maxima and minima of various secondary structure 
components, namely α-helices, β-sheets, turns, and random coils, are listed in Fig. 7a 
(top). Since the secondary structure and crystal structure of MEF2C protein is not 
reported to date, we tried to deduce the secondary structure of the purified rhMEF2C 
fusion protein (induced at two different temperatures) using circular dichroism spec-
troscopy. The secondary structure was quantified from the obtained spectra using an 
online tool named BeStSel [60, 61]. A similar analysis of the secondary structure 
of purified recombinant proteins was performed in our recent studies [24, 25, 33]. 
Analysis of the spectra showed that the purified rhMEF2C fusion protein retained 
its secondary structure irrespective of induction temperature (Fig. 7a (bottom)). In 
contrast, a previous study reported that induction temperature alters the secondary 
structure of the desired recombinant protein purified from E. coli [34]. Addition-
ally, quantification of the spectra revealed that this purified rhMEF2C fusion protein 
(induced at 37 or 18 °C) majorly consists of α-helices, β-sheets, and random coils, 
along with a small amount of turns (Fig. 7b). From these results, we can infer that 
the purified rhMEF2C fusion protein retains its secondary structure at both induction 
temperatures.

3.5 Purified rhMEF2C-NTH Protein Penetrates Mammalian 
Cells and Translocates to the Nucleus 

We next sought to analyze the cell penetration and nuclear translocation ability of this 
purified rhMEF2C-NTH protein in human cells. To validate our fusion strategy on 
the transduction ability, we first exposed HeLa cells for 4–6 h with 200 and 400 nM 
of rhMEF2C fusion protein or glycerol buffer (vehicle control) as a control, and 
then we performed immunocytochemistry followed by fluorescence microscopy. We 
selected HeLa cells as it is a widely reported cell line for the protein transduction 
analysis [26, 54] and also lacks endogenous expression of the MEF2C transcription 
factor. The fluorescence microscopy analysis revealed that the TAT and NLS fused 
purified rhMEF2C protein transduces the cell, then translocates to its nucleus (Fig. 8).
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(a) (b) 

Fig. 7 Secondary structure determination of purified rhMEF2C fusion protein. a Using circular 
dichroism spectroscopy, the purified and desalted rhMEF2C-NTH protein spectra were obtained 
and then analyzed with the BeStSel online tool. Summary of positive and negative peaks of the 
standard secondary structures of the protein (top) corresponding to the wavelength [59]. The final 
analyzed spectra were plotted with wavelength against delta epsilon (bottom). b Summary of the 
determined secondary structure content of this MEF2C fusion protein

As shown in the vehicle control panel, our results confirmed that the HeLa cells do 
not express the MEF2C factor and further rule out the possibility of glycerol buffer 
mediated endogenous expression of MEF2C or false positive signal during analysis 
(Fig. 8). Thus, our fusion strategy successfully mediates the purified rhMEF2C-
NTH protein to cross the sub-cellular and sub-nuclear regions of the mammalian 
cells without any additional protein transduction reagent.

Previously, several studies, including ours, have employed similar strategies to 
generate transducible versions of different recombinant reprogramming transcription 
factors from E. coli [25, 26, 36, 46–48, 50–52, 54, 56]. Indeed, in the majority of 
these studies, the fusion tags do not affect the functionality of the desired proteins to 
which they were fused [26, 36, 46–48, 50–52, 54, 62]. Notably, the biological activity 
of these transducible recombinant reprogramming proteins was comparable to their 
genetic counterparts [47, 48, 51]. Henceforth, this transducible version of rhMEF2C 
fusion protein can replace its genetic form to derive integration-free cells and also 
for other biomedical applications. Thus, eliminating the problems associated with 
the plasmid or viral-based approaches [53, 63, 64].
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Fig. 8 Sub-cellular and sub-nuclear delivery of purified rhMEF2C-NTH protein into mammalian 
target cells. HeLa cells were treated with 200 or 400 nM of purified rhMEF2C fusion protein or 
vehicle control for 4–6 h and then fixed, permeabilized, and blocked. Subsequently, cells were 
probed with an anti-Mef2c antibody and detected with an Alexa Fluor® 594 conjugated anti-rabbit 
secondary antibody. Nuclei were stained with Hoechst, and images were taken at 20 ×magnification. 
All images were taken with identical camera settings. The scale bar indicates 50 μm (n  = 3)

3.6 rhMEF2C-NTH Protein Inhibits the Migration 
of Endothelial Cells 

To examine whether the purified rhMEF2C-NTH fusion protein is biologically active, 
we first analyzed its effect on the migration ability of endothelial cells. For this 
analysis, we performed an in vitro scratch wound healing assay, a widely used 
assay to study the migration-inducing/inhibiting potential of any specific biolog-
ical molecules, including recombinant proteins [27, 28]. Interestingly, studies have 
shown that the MEF2C transcription factor negatively regulates sprouting angiogen-
esis by inhibiting migration and tube formation of endothelial cells [65, 66]. In line 
with this, we also observed significantly reduced migration potential of rhMEF2C-
NTH protein transduced HUVECs compared with the non-transduced control cells 
after 12 and 24 h of incubation (Fig. 9a, b). However, HUVEC migration was signif-
icantly increased in the presence of VEGF (Fig. 9a, b) after 12 h of incubation, 
which was used as a control. Notably, a previous study reported that MEF2C influ-
ence only the migration and does not affect the proliferation of endothelial cells 
[65]. On the other hand, studies have reported the enhanced migration of endothelial 
cells by E. coli-derived recombinant human dermatopontin [28] and Brugia malayi 
asparaginyl-tRNA synthetase [27] proteins. These data thus confirm that our purified 
human MEF2C fusion protein decreases the migration potential of endothelial cells.
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(a) (b) 

Fig. 9 Effect of purified rhMEF2C-NTH protein on the migration potential of endothelial cells. 
a Microscopy analysis of the migration potential of HUVECs upon treatment with MEF2C fusion 
protein or VEGF. The scale bar indicates 100 μm. b The quantitative representation of (a) and data 
shown are mean ± S.D. (n = 3). *P < 0.05; ***P < 0.0001 

3.7 rhMEF2C-NTH Protein Negatively Regulates 
Angiogenesis 

Although this purified fusion protein inhibits the migration potential of endothelial 
cells, further examination is required to corroborate its effect on angiogenesis. There-
fore, to elucidate the anti-angiogenic potential of this MEF2C protein, we performed 
a CAM assay on the chicken embryo model. This assay is the most commonly used 
assay for examining the angiogenic/anti-angiogenic potential of numerous biocom-
patible molecules, including macromolecules such as recombinant proteins [27, 28]. 
To analyze the anti-angiogenic potential of the rhMEF2C-NTH protein, we first 
soaked the filter paper discs in the protein or control solutions for the slow diffusion 
of proteins and then placed them directly on the CAMs. Surprisingly, we did not 
observe any sprouting blood vessels (small capillaries) from the pre-existing ones in 
the rhMEF2C-NTH protein diffused CAM compared to its control CAM after 12 h of 
incubation (Fig. 10). Contrastingly, enhanced sprouting blood vessels were observed 
in the VEGF treated CAM at the end of 12 h (Fig. 10). This inhibition of sprouting 
angiogenesis might be due to decreased migration and tube formation potential of 
endothelial cells mediated by the MEF2C transcription factor [65]. Consistent with 
this, we also observed the migration inhibition potential of purified rhMEF2C fusion 
protein on endothelial cells (Fig. 9a, b).

Although studies suggest that MEF2C binds to the Notch intracellular domain 
in cardiomyocytes [67, 68], it does not regulate angiogenesis through the Notch
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Fig. 10 Effect of purified rhMEF2C-NTH protein on angiogenesis in ex vivo chicken CAM model. 
The CAM of 3–4 days old embryonated chicken eggs were exposed and treated with purified 
rhMEF2C fusion protein or VEGF or respective control at 37 °C for 12 h. Macroscopic images of 
CAM were captured with identical camera settings before and after the treatment (n = 3)

signaling pathway [65], unlike HAND2 [69]. Notably, MEF2C induces the expres-
sion of alpha-2-macroglobulin in endothelial cells, which then negatively regulates 
angiogenesis [65]. These results imply that the purified rhMEF2C-NTH protein 
inhibits the sprouting angiogenesis, which might be mediated through the induc-
tion of alpha-2-macroglobulin, which in turn inhibits the endothelial cells migration 
and tube formation potential. 

3.8 rhMEF2C-NTH Protein Synergistically Activates 
the α-MHC Gene 

We further focused on investigating the transcriptional activity of this purified fusion 
protein. For validating its transcriptional activity, we have chosen an α-MHC gene, 
one of its cardiomyocyte-specific downstream targets [70], and performed a reporter
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assay using the α-MHC promoter-driven eGFP reporter system in cardiomyoblast 
cells. We first infected the H9C2 cells with the lentivirus α-MHC-eGFP reporter and 
then treated them with the purified rhMEF2C-NTH protein (Fig. 11a). Even after 
3–4 rounds of protein transduction, we did not observe any GFP expression in H9C2 
cells when treated only with the rhMEF2C-NTH protein (Fig. 11b). Interestingly, 
induction of GFP expression was observed when the H9C2 cells were treated with the 
rhMEF2C-NTH protein along with purified rhHTN-HAND2 protein [34]. Further 
analyses with the flow cytometry revealed that around 22% of the H9C2 cells were 
GFP+ when treated with either fusion proteins, while <1% GFP+ cells were observed 
when treated with only MEF2C or HAND2 fusion protein. (Fig. 11c). These results 
were in line with the previous report that demonstrated the synergistic activation 
of an α-MHC gene (~fivefold) by the MEF2C and HAND2 transcription factor in 
H9C2 cells using a luciferase-based reporter system [70]. However, in contrast to our 
results the authors also observed a significant difference in the α-MHC expression 
when they overexpressed only MEF2C or HAND2 transcription factor in H9C2 cells 
[70]. These contrasting results might be similar to why the efficiency of recombinant 
protein-based reprogramming is less than that of viral vector-based reprogramming 
[54]. 

(a) 

(b) 

Fig. 11 A synergy of purified rhMEF2C-NTH protein with HAND2 fusion protein in the activation 
of the α-MHC. a Experimental scheme of the α-MHC-eGFP reporter. b α-MHC-eGFP transduced 
H9C2 cells were treated with MEF2C and/or HAND2 fusion protein(s) or respective controls for 
7–8 days. Images were captured after treatment with identical camera settings and analyzed. c Flow 
cytometry quantitative analysis of the GFP+ cells. The quantitative data shown are mean ± S.D. (n 
= 4)



22 K. K. Haridhasapavalan et al.

Moreover, cardiac restricted transcription factors interact with each other to regu-
late various target genes. For example, GATA4 recruits MEF2C to regulate the ANP 
transcriptional activity [71]. Similarly, MEF2C recruits HAND2 to the α-MHC and 
ANP promoters and regulates transcription through protein–protein interaction [70]. 
Studies demonstrated that the MEF2C protein physically interacts with HAND2 
protein both in vitro and in vivo [70, 72]. Thus, this purified rhMEF2C-NTH protein 
physically interacts with the HAND2 fusion protein and forms a protein complex to 
regulate the transcription of an α-MHC gene. Taken together, our results thus signify 
transcriptional synergy of the MEF2C fusion protein with HAND2 protein in the 
activation of the α-MHC promoter. 

4 Conclusion 

In conclusion, we demonstrated the heterologous production of rhMEF2C-NTH 
protein induced at two different temperatures with high purity and secondary struc-
ture stability (post-purification). We employed a codon-optimized gene sequence 
to attain the enhanced production of this rhMEF2C-NTH protein. However, gene 
optimization alone is insufficient to obtain the maximum soluble expression of this 
fusion protein, as shown from the result of this study. Hence, we have identified the 
optimal expression conditions and appropriate genetic construct for maximal soluble 
expression. Notably, we have established the one-step homogeneous purification of 
the recombinant human MEF2C fusion protein under native conditions. Additionally, 
we have showed that this purified fusion protein has retained its secondary structure 
post-purification and has the ability for cell penetration and nuclear translocation. 
Further, we have demonstrated that the purified protein has anti-angiogenic proper-
ties and synergistically activated α-MHC gene in the presence of recombinant human 
HAND2 protein. However, further refinements might assist in enhancing the yield 
of the purified fusion protein. Eventually, this purified MEF2C fusion protein can 
be used to study its functional role in various biological processes and also can be 
employed as a replacement for its genetic counterpart in the direct reprogramming 
of cardiomyocytes. The resulting cardiomyocytes will be integration free and of 
clinical-grade that will have prospective biomedical applications. 
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1 Introduction 

The coordinated, multi-layered process of gene expression involves a large number 
of trans-acting factors. While most genomic studies have focused on transcriptional 
regulation, post-transcriptional regulation has only lately been studied. RNA-binding 
proteins (RBPs) and non-coding RNAs are two critical factors in post-transcriptional 
regulation that act in a combinatorial or cooperative manner to control the spatio-
temporal expression of target proteins. Computational, genetic, and biochemical 
strategies have been employed to identify and confirm RBP-binding sites on mRNAs 
and their corresponding RBPs. However, traditional approaches identify only a 
limited number of RNA–protein interactions. Therefore, exploring the binding char-
acteristics of RBPs at a systems level is essential to comprehensively understand 
the regulatory mechanisms mediated by RBPs and determine the “RNP code” of an 
mRNA. 

RNP immunoprecipitation (RIP-chip) was the first developed high-throughput 
method to detect targets of a specific RBP using cDNA arrays [1]. RIP is performed 
under endogenous conditions that preserve RNA–protein interactions. RIP studies 
have unraveled several putative regulatory factors in response to different stimuli. 
Further, this method provided evidence for the operon model, in which RBPs 
synchronize the expression of functionally connected proteins [2, 3].
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Subsequent high-throughput methods employed cross-linking followed by 
immunoprecipitation to accurately determine the position of the binding sites of 
RBPs within mRNA. One of these methods is PAR-CLIP (photoactivatable ribonu-
cleoside cross-linking and immunoprecipitation). PAR-CLIP employs a long UV 
wave (365 nm) to cross-link photoactive thiouridine integrated into RNA [4]. This 
cross-linking does not induce extensive photo damage to RNA and protein in contrast 
to a short UV wave (254 nm). These techniques have been developed to isolate RNAs 
from particular RBPs in vivo. On the other hand, developing appropriate strategies 
to identify and explore proteins that associate to a particular RNA is challenging. 

In previous studies, RNA is chemically modified during in vitro transcription to 
study the interactome of a specific RNA. One of the widely used labels in in vitro 
studies is the incorporation of biotin within the desired RNA. The tagged RNA is then 
incubated with cell lysates to let RBPs bind RNA, followed by RNA pulldown using 
streptavidin-coated beads and detection of bound proteins [5]. In order to study RNA– 
protein interactions within cells or under endogenous conditions, chemically labeled 
RNAs are expressed in cells. Subsequently, the labeled RNA is isolated from the 
RNA pool using specific antibodies or affinity compounds. However, the challenges 
of these approaches are ensuring proper localization of chemically altered transcripts 
and avoiding nonspecific association with proteins. To this end, alternate strategies 
have been developed that contain tagging and pulldown of exogenously expressed 
transcripts. Various small RNA tags, also known as aptamers, are tagged to the RNA 
of interest and pulldown using compounds that have affinity for the aptamer. For 
instance, RNA aptamers D8 and S1 have an affinity for streptavidin and Sephadex, 
respectively [6–8]. The S1 aptamer was employed to analyze the bound proteins of 
RNase P by tagging RPR1 RNA, the large subunit of RNase P. The aptamer tag 
showed that RNaseP occurs as a monomer and is loosely associated with RNase 
MRP [6]. 

Although RNPS1 plays an important role in splicing activity, there are no reports 
on regulatory proteins controlling the expression of RNPS1. To study the RBP-
mediated regulation of RNPS1 expression, we devised a strategy to analyze the 
association between RNPS1 3’UTR and proteins. The technique utilizes the RNA 
aptamer, MS2 tag, a widely used tag. It is a virus derived RNA sequence of 19 
nt length that folds into a hairpin loop structure. This structure is identified by the 
MS2 bacteriophage coat protein with very high affinity and specificity. The MS2 
is added to RNPS1 3’UTR, followed by co-expression of the MS2-tagged RNPS1 
RNA along with the MS2 coat protein fused to a Flag tag. The MS2 RNP complex 
is purified using an antibody against Flag, and finally, the proteins bound to RNPS1 
3’UTR were analyzed via mass spectrometry. Intriguingly, RNPS1 3’UTR was found 
to interact with several RBPs, including heterogeneous nuclear ribonucleoprotein C 
(HNRNPC), interleukin enhancer-binding factor 2 (ILF2) and ILF3.
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2 Materials and Methods 

2.1 Construction of Plasmids 

The plasmid vector pcDNA5-FRT-TO was a kind gift from Prof. Niels Gehring, 
University of Cologne, Germany. First, dtTomato was cloned in pcDNA5-FRT-
TO using NheI and XhoI restriction sites. Second, 6X MS2 aptamer sequences 
were cloned in pcDNA5-FRT-TO-dtTomato using XhoI and SalI restriction sites. 
Finally, RNPS1 3’UTR was cloned downstream of MS2 aptamer in pcDNA5-FRT-
TO-dtTomato-MS2 using SalI and NotI restriction sites. Cloned gene sequences were 
further validated by Sanger sequencing. 

The plasmid vector PB-Cuo-Flag-MS2-IRES-GFP-EF1 α-CymR-Puro was a kind 
gift from Prof. Niels Gehring, University of Cologne, Germany. 

2.2 Transformation of Recombinant Vector 

The ligation mixture or the plasmid was added to the competent cells. The tubes were 
incubated in ice for 30 min. Heat shock was given at 42 °C for 45 s and immediately 
transferred to the ice for 2 min. The cells were plated on Luria–Bertani agar with 
ampicillin and incubated at 37 °C for 16 h. Positive colonies were verified by colony 
PCR, followed by restriction enzyme digestion and sequencing. 

2.3 Cell Culture 

Flp-In T-REx-293 cells were maintained as per the earlier protocol explained in 
[9]. Briefly, Dulbecco’s Modified Eagle’s Medium with high glucose (Himedia) was 
used. The media was supplemented with 10% fetal bovine serum (Himedia) and 
1% penicillin/streptomycin (Himedia). The cells were kept at 37 °C in a humidified 
atmosphere containing 5% CO2. 

2.4 Generation of Stable Cells 

Flp-In T-REx-293 cells were seeded in 6-well plates. 24 h after seeding, the cells were 
transfected with pcDNA5-FRT-TO-dtTomato-MS2-RNPS1 3’UTR and pOG44 (FLP 
recombinase). 48 h after transfection, the cells were subcultured and fresh medium 
containing 150 µg/ml hygromycin B was added. After 3 weeks, single colonies were 
picked and expanded. These single stable cells were again seeded in 6-well plates.
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24 h after seeding, the cells were transfected with PB-Cuo-FLAG-MS2-IRES-GFP-
EF1 α-CymR-Puro and Piggybac transposase vector. 72 h after transfection, the 
cells were subcultured and fresh medium containing 2 µg/ml puromycin was added. 
The cells were maintained in puromycin-supplemented medium for 2 weeks until 
resistant colonies were obtained. Single colonies were picked and expanded to get 
double stable cell lines. 

2.5 RNA Isolation and cDNA Synthesis 

Total cellular RNA was isolated as per the earlier protocol using TRIzol reagent 
(Invitrogen) and the chloroform separation method [9]. In order to abolish genomic 
DNA from isolated RNA, total RNA was incubated with DNase I (Promega). cDNA 
was prepared by reverse transcribing DNase treated total RNA using the high capacity 
cDNA reverse transcription kit (Applied Biosystems) [9]. 

2.6 Quantitative Real-Time PCR 

The qRT-PCR was accomplished as per the protocol explained in [9]. cDNA was 
utilized as a template for the qPCR. 5 µl of 2X Sybr green master mix was mixed 
with 0.25 µM of each primer, 1 µl of diluted cDNA (1:3 dilution of the cDNA) 
and the rest were filled with nuclease-free water [9]. Specific primers were used for 
quantifying gene expression and normalized with β-actin expression. Relative gene 
expression was calculated using the ΔΔCT method. 

The fold enrichment of each RIP reaction was calculated from qPCR data.

ΔCt [Normalized RIP] = Ct [IP] − Ct [Input].

ΔΔCt [RIP/Control] = ΔCt [Normalized RIP] − ΔCt [Normalized control]. 

Fold enrichment = 2(−ΔΔCt [RIP/Control]). 

2.7 Preparation of Cell Lysates 

Double stable Flp-In T-REx-293 cells were at first induced with tetracycline (final 
conc. 1ug/ul) and next day, the cells were induced with cumate (final conc. 300 ug/ml) 
and tetracycline. After 48 h, the cells were washed twice with DPBS (Dulbecco’s 
phosphate-buffered saline) and scraped from the cell culture dish in EJC buffer 
(20 mM HEPES–KOH (pH 7.9), 200 mM NaCl, 2 mM MgCl2, 0.2% Triton X-100, 
0.1% Nonidet P40, 0.05% Na-deoxycholic acid). Lysed cells were transferred to 
1.5 ml eppendorf tubes on ice followed by sonication (15 cycles at 25% amplitude;
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1 s ON, 4 s OFF). The lysate was centrifuged at 13,000 rpm for 10 min at 4 °C and 
the supernatant was transferred to a new tube. 

2.8 RNP Immunoprecipitation 

The RNP immunoprecipitation was performed by incubating the cell lysate with 
anti-FLAG-M2 magnetic beads (Sigma-Aldrich) and incubated for 5 h in a shaker at 
4 °C. After incubation, beads were washed four times with EJC buffer. After the last 
washing step, FLAG peptides were used to elute the bound protein. The total bound 
proteins were then used for mass-spectrometry analysis. 

2.9 Silver Staining 

The SDS-PAGE gel was prepared using the BIO-RAD mini gel cast system. The 
input and RNP IP samples were resolved on 10% SDS-PAGE gel in a vertical elec-
trophoresis tank. After SDS-PAGE, the gel was shortly rinsed in water. Fixation 
solution (30% ethanol, 10% acetic acid, H2O) was added on the gel and incubated 
for 2 h with gentle shaking. The gel was then washed with gentle shaking with 30% 
ethanol 3 × 10 min followed by washing gel with water 2 × 10 min. The gel was 
incubated with a sensitizer solution (Sodium dithionite 25 mg/100 ml) for 1 min 
followed by washing gel with dist. water 2 × 1 min. The staining solution (0.2% 
AgNO3, 3 µl/40 ml formaldehyde solution (36–38%)) was added on the gel and 
incubated for 25 min. The gel was washed with water for 1 min and the developer 
solution (6% sodium carbonate, 4 µg/ml sodium thiosulfate, formaldehyde) was 
added and incubated for 2–3 min with gentle mixing. Finally stop solution (4% (w/ 
v) Tris and 2% (v/v) acetic acid) was added before the protein bands get dark stained. 

2.10 Mass Spectrometry 

Specific pull downs were performed to enrich 3’UTR regions and its associated RNA 
binding proteins. The total immunoprecipitated samples were outsourced for mass 
spectrometry analysis to V proteomics, New Delhi, India. The sample was used for 
in-gel trypsin digestion and analyzed by Nano ESI LC–MS/MS using the Orbitrap 
platform. The MS RAW files were analyzed with MaxQuant suite. The peptides were 
identified by using the human UniProt database and Andromeda search engine.
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2.11 RBP Binding Site Prediction 

The binding sites of putative RBPs within RNPS1 3’UTR were predicted using 
the RBPmap online tool. The input for RBPmap is the RNPS1 3’UTR nucleotide 
sequence in fasta format and then the tool was executed on standard settings. 

2.12 Statistical Analysis 

All the quantitative data are represented as mean ± SD. In all the statistical tests, p 
< 0.05 was considered as significant. Statistical significances were calculated with 
the Student’s t-test using the GraphPad PRISM. 

3 Results 

3.1 Construction of Double Stable Cells for Interactome 
Capture of RNPS1 3’UTR 

Besides miRNAs, RBPs are other essential regulators of post-transcriptional gene 
regulation. Therefore, to isolate RBPs associated with RNPS1 3’UTR double stable 
cell lines were generated. The stable cell expresses both MS2-RNPS1 3’UTR and 
FLAG-tagged MS2 coat protein. Double stable cells were generated using two types 
of systems: Flp-In T-REx system and PiggyBac transposon system. The Flp-In TREx 
system is designed to generate cell lines that stably express the gene of interest 
in an isogenic and inducible manner. As a result, this eliminates any variation in 
expression levels caused by the integration of the gene of interest into various sites 
of the chromosome. It also allows cells to be cultured without expressing the gene 
of interest, thereby averting probable harmful effects on cell growth. Furthermore, 
the expression level can be regulated to ensure expression of the desired gene at 
the near-physiological level, thus avoiding false RNA–protein associations resulting 
from over-expression. The PiggyBac transposon system is an efficient non-viral 
vector system for stable expression of the gene of interest. This system utilizes the 
transposon-mediated integration mechanism to “cut and paste” the desired gene into 
the genome of mammalian cells. It takes advantage of cabbage looper moth-derived 
PiggyBac transposon and is one of the most efficient transposons for modifying the 
mammalian genome. Moreover, the expression of proteins can be switched on or 
induced by adding small molecule cumate to the cells. 

A schematic outline of the generation of the double stable cell method used in 
this study is shown in Fig. 1. In order to construct MS2-RNPS1 3’UTR expression 
plasmid, we have used the vector pcDNA5/FRT/TO. It is an expression plasmid 
of size 5.1 kb specifically developed for use in conjunction with the Flp-In T-REx
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system. It comprises FRT (Flp Recombination Target) site linked to the hygromycin 
resistance gene for Flp recombinase-mediated integration into the mammalian cells. 
Flp-In T-REx-293 cells were cotransfected with a vector expressing tdTomato-
MS2-RNPS1 3’UTR and pOG44 plasmid (Fig. 1). Upon cotransfection, the Flp 
recombinase enzyme produced by pOG44 initiates a homologous recombination 
phenomenon between the FRT sites present in the genome and pcDNA5/FRT/TO 
such that the gene of interest and hygromycin resistance gene are inserted at the 
FRT site. The stable cells were selected using hygromycin and the expression of 
chimeric RNA, tdTomato-MS2-RNPS1 3’UTR, was validated via RT-PCR (Fig. 2). 
These stable cells were further cotransfected with the PiggyBac transposon vector 
containing FLAG-tagged MS2 coat protein and PiggyBac transposase (Fig. 1). Upon 
transfection, transposase identifies the inverted terminal repeat sequences (ITRs) on 
the transposon vector and successfully transfers the gene of interest from the vector 
into the TTAA chromosomal locations. The stable cells were selected via puromycin 
resistance and finally, the double stable cells express both tdTomato-RNPS1 3’UTR 
MS2 and FLAG-tagged MS2 coat protein. The negative control stable cells express 
tdTomato-MS2 and FLAG-tagged MS2 coat protein.

3.2 MS2 Tagged RNA Affinity Capture of RBPs 

Double stable cells were induced with doxycycline and cumate to express tdTomato-
RNPS1 3’UTR-MS2 and FLAG-tagged MS2 coat protein, respectively. A schematic 
outline of the affinity pull down–mass spectrometry method used in this study is 
shown in Fig. 3. Next, lysates were prepared from the double stable cells for RNP-
IP and the RBPs that associate with RNPS1 3’UTR in vivo were then captured 
by affinity purification using magnetic beads coated anti-FLAG antibody. A part 
of the IP complexes was used to isolate the total RNA pulled down, followed by 
qRT-PCR to verify the quantity of RNPS1 3’UTR enriched in the RNP-IP assay. 
The other part of the IP was analyzed on an SDS-PAGE gel and proceeded for 
mass spectrometry analysis. A negative control RNP-IP was performed on stable 
cells expressing chimeric RNA tdTomato-MS2 without RNPS1 3’UTR. The qRT-
PCR result revealed that RNPS1 3’UTR was dramatically enriched in the pulldown 
of stable cells expressing tdTomato-MS2bs-RNPS1 3’UTR- compared to negative 
control stable cells (Fig. 4b). Silver staining of the gel loaded with RNPS1 3’UTR-
IP identified several bands (Fig. 4a). These data demonstrate that chimeric RNPS1 
3’UTR can be specifically immunoprecipitated from the cell lysate.

3.3 Analysis of Candidate RNPS1 3’UTR Binding Proteins 

Mass spectrometry analysis identified 148 unique proteins with a protein False 
Discovery Rate lower than 1% and log2 fold change ≥0.5 (Table 1 in Chap. 5). To
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Fig. 1 Schematic representation of generation of double stable cells. Flp-In T-REx-293 cells 
expressing simultaneously tdTomato-MS2bs-RNPS1 3’UTR and FLAG-MS2cp. MS2bs stands for 
MS2 binding site. Flp-In T-REx-293 cells were cotransfected with a plasmid expressing tdTomato-
MS2-RNPS1 3’UTR and pOG44 plasmid. The stable cells were selected using hygromycin. These 
stable cells were further cotransfected with PiggyBac transposon vector containing FLAG-tagged 
MS2 coat protein and PiggyBac transposase. The stable cells were selected via puromycin resistance

determine the potential biological pathways associated with RNPS1 3’UTR inter-
acting proteins, we performed enrichment analysis in the Gene Ontology (GO) 
domain “Biological Pathway” using FunRich tool. The study unraveled that RNPS1 
3’UTR binding proteins were most significantly enriched in the “Gene expression” 
processes (Fig. 5). Further, “3’ UTR-mediated translational regulation” is also one 
of the predominant processes in the GO analysis. These findings suggest that RNPS1 
expression is probably regulated by many key regulators via its 3’UTR. Interestingly, 
proteins associated with RNPS1 3’UTR are also involved in “Influenza viral RNA 
transcription and elongation” processes (Fig. 5). Along the same line, a previous 
meta-analysis of genome-wide research has identified RNPS1 as one of the host cell 
factors essential for influenza virus infection [10].

Additionally, we performed enrichment analysis in the Gene Ontology (GO) 
domain “Cellular component”. RNPS1 mRNA binding proteins were found to be
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Fig. 2 Validation of stable 
cells. Stable Flp-In 
T-REx-293 cells were 
induced with 1ug/ml of 
tetracycline. Stable cells 
were validated via RT-PCR 
using td tomato forward 
primer and RNPS1 3’UTR 
reverse primer (Lane 4). 
Lane 2 and 5 are non-RT 
control. UI stands for 
uninduced stable cells

Fig. 3 Schematic representation of MS2 tagged RNA affinity capture of proteins bound to RNPS1 
3’UTR. RNPS1 3’UTR stable cells express tdTomato-MS2-RNPS1 3’UTR and FLAG-MS2cp, 
whereas control cells express tdTomato-MS2 and FLAG-MS2cp. Lysates were prepared from the 
double stable cells for RNP-IP and the RBPs that associate with RNPS1 3’UTR in vivo were then 
captured by affinity purification using magnetic beads coated anti-FLAG antibody. The IP was 
analyzed on an SDS-PAGE gel and sent for mass spectrometry analysis
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(a) (b) 

Fig. 4 Identification of RNPS1 3’UTR binding proteins by MS2-tagged RNA affinity purification. 
a Immunoprecipitation complexes from control and RNPS1 3’UTR stable cells were separated on 
10% SDS-PAGE and the gel was subsequently stained using silver staining. Control cells express 
tdTomato-MS2 and FLAG-MS2cp, whereas RNPS1 3’UTR stable cells express tdTomato-MS2-
RNPS1 3’UTR and FLAG-MS2cp b The enrichment of RNPS1 3’UTR in samples obtained after 
FLAG RNP IP was measured by qRT-PCR. The values represent mean ± SEM (n = 3). **P < 0.01

Fig. 5 The biological pathways associated with RNPS1 binding proteins in Gene Ontology analysis 
by FunRich. The RNPS1 binding proteins were most highly enriched in gene expression (35.6%) 
followed by translation (18.8%) and 3’UTR-mediated translational regulation (17.8%). A significant 
number of proteins were also enriched in Influenza Viral RNA Transcription and Replication (17.8%)
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Fig. 6 Cellular component category of RNPS1 binding proteins in Gene Ontology analysis by 
FunRich. The RNPS1 binding proteins were most highly enriched in the cytoplasm (72.2%), 
followed by exosome (62.1%) and nucleus (59%). A significant number of proteins were also 
enriched in the centrosome (46.2%) and nucleolus (46.9%) 

predominantly localized in the cytoplasm, exosome and nucleus (Fig. 6). More-
over, GO analysis unraveled a significant enrichment of candidate RNPS1 binding 
proteins in cellular compartments such as the centrosome, lysosome, and mitochon-
drion. These analyses suggest that RNPS1 transcript binding proteins comprise key 
transport regulators and indicate possible cellular compartments in which the RNPS1 
transcript localizes. 

3.4 HNRNPC Interacts with RNPS1 mRNA 

Among all candidate binding proteins, a few proteins were selected based on their 
functions in RNA metabolism. One of the candidate proteins is HNRNPC, albeit 
the log2 fold change of HNRNPC was below 0.5. HNRNPC is a well-known RBP 
with functions in RNA splicing, RNA export, RNA stability, 3’end processing and 
translation. To confirm whether HNRNPC is indeed an RNPS1 binding factor, 
we immunoprecipitated FLAG-tagged HNRNPC from HEK 293 cell lysates and 
analyzed its interaction with RNPS1 mRNA. Flag-HNRNPC was overexpressed in 
HEK293 cells and RNA-IP was performed from whole-cell lysates using anti-FLAG
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(a) (b) 

Fig. 7 Verification of candidate RNPS1 3’UTR binding protein. RNA immunoprecipitation was 
performed with HEK293 cell lysates transfected with pCI-FLAG or pCI-FLAG-HNRNPC using 
FLAG antibody to enrich RNA bound to HNRNPC. The presence of APP and RNPS1 was detected 
by qPCR. APP mRNA served as positive control. *P < 0.05, **P < 0.01

magnetic beads. qRT-PCR result shows that endogenous RNPS1 mRNA was signif-
icantly enriched in FLAG-HNRNPC IP, thereby implying that HNRNPC associates 
with RNPS1 mRNA (Fig. 7). It was previously demonstrated through RNA-IP that 
HNRNPC associates with APP mRNA (Amyloid precursor protein). As expected, 
the APP mRNA was also detected in HNRNPC RNA IP in the current study (Fig. 7). 
We also found many putative HNRNPC binding sites in the RNPS1 3’UTR by 
‘RBPmap’, this suggests a possible direct interaction between RNPS1 mRNA and 
HNRNPC (Fig. 8). It is intriguing to speculate that the binding of HNRNPC to RNPS1 
mRNA probably modulates the stability, splicing or translation of RNPS1 mRNA. 
Taken together, these data show the reliability of the IP-MS strategy and confirm 
association of HNRNPC with RNPS1 mRNA. The study presents proof of concept 
that MS2-mediated pulldown of RNPS1 3’UTR is a valuable approach for screening 
proteins that interact with the RNPS1 transcript in a physiological setting (Table 1). 

4 Discussion 

RNA-binding proteins play a crucial role in the complex regulation of genes and 
therefore, there is a growing interest in determining these proteins and how they 
affect gene expression. Several studies were conducted to identify RBPs by utilizing 
affinity purification. For instance, the Schroeder laboratory has used the streptomycin 
aptamer tag to validate many predicted sRNA-protein interactions, including 6S 
RNA/RNAP [11]. Likewise, the aptamer tag approach was employed to identify 
RBPs associated with the U1 small nuclear ribonucleoprotein particles (snRNP) 
[12, 13].
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Fig. 8 Putative binding sites of HNRNPC within RNPS1 3’UTR predicted via RBPmap online 
tool. RNPS1 3’UTR was used as an input sequence for RBPmap tool. Position refers to the starting 
position of the HNRNPC binding site in the input sequence (RNPS1 3’UTR). The motif refers to 
the motif that is mapped to the query sequence (RNPS1 3’UTR). Occurrence displays the presence 
of the motif in the query sequence

In this study, we have used the interaction between MS2 RNA aptamer tagged 
RNPS1 3’UTR and MS2 coat protein to screen proteins associated with RNPS1 
mRNA in the cell. The MS2 aptamer interacts with high affinity with MS2cp with 
K values of 1–3 nM. This technique has the advantage of identifying protein-RNA 
interactions in cells. In comparison to in-vitro-based techniques, the expression of 
aptamer-tagged RNA inside the cell may have advantages. For example, transcription 
of RNA in the cell might be a prerequisite for the assembly of those RBPs that get 
deposited co-transcriptionally. Second, reversible formaldehyde cross-linking may



42 B. Deka and K. K. Singh

Table 1 List of candidate RNPS1 3’UTR interacting proteins identified through MS analysis 

Gene name Description Score Log2 
FC 

Queries 
matched 

GPI Glucose-6-phosphate isomerase 207.36 3.2192 15 

KLHL41 Kelch-like protein 41 70.799 3.0059 11 

CSTA Cystatin-A 27.527 2.7133 2 

PGK1 Phosphoglycerate kinase 1 106.21 2.6164 12 

RPL13A 60S ribosomal protein L13a 46.911 1.8461 5 

CKB Creatine kinase B-type 323.31 1.8057 16 

RPL4 60S ribosomal protein L4 33.437 1.7826 8 

FKBP4 Peptidyl-prolyl cis–trans isomerase 92.897 1.7727 17 

PGAM1 Phosphoglycerate mutase 1 162.54 1.6863 9 

RPL22 60S ribosomal protein L22 6.4384 1.6826 2 

BAG5 BAG family molecular chaperone regulator 5 17.259 1.6508 5 

GDI2 Rab GDP dissociation inhibitor beta 73.143 1.635 14 

ALDH9A1 4-trimethylaminobutyraldehyde 
dehydrogenase 

6.6876 1.5634 4 

RPL27 60S ribosomal protein L27 8.4243 1.5345 4 

CALR Calreticulin 264.02 1.5323 13 

ENO1 Alpha-enolase 211.21 1.5011 14 

U2AF1 Splicing factor U2AF 35 kDa subunit 32.904 1.4892 3 

ILF2 Interleukin enhancer-binding factor 2 55.794 1.4484 8 

PGD 6-phosphogluconate dehydrogenase 136.11 1.4297 12 

PDIA4 Protein disulfide-isomerase A4 111.48 1.4063 14 

ADSS Adenylosuccinate synthetase isozyme 2 12.991 1.3858 4 

GAPDH Glyceraldehyde-3-phosphate dehydrogenase 312.96 1.3849 14 

LDHA L-lactate dehydrogenase A chain 59.569 1.3834 10 

MTHFD1 C-1-tetrahydrofolate synthase 105.12 1.3396 24 

TARS Threonine–tRNA ligase 60.083 1.3336 15 

EIF4A3 Eukaryotic initiation factor 4A-III 24.186 1.3172 11 

AGPAT1 1-acyl-sn-glycerol-3-phosphate 
acyltransferase alpha 

28.586 1.2838 1 

TKT Transketolase 124.95 1.2805 16 

PPP1CC Serine/threonine-protein phosphatase 52.844 1.28 7 

LDHB L-lactate dehydrogenase B chain 129.09 1.2766 9 

EIF4A1 Eukaryotic initiation factor 4A-I 57.255 1.2588 15 

GANAB Neutral alpha-glucosidase AB 102.1 1.2567 18 

ST13 Hsc70-interacting protein 27.435 1.2559 5 

ETFA Electron transfer flavoprotein subunit alpha 22.525 1.1714 5

(continued)
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Table 1 (continued)

Gene name Description Score Log2
FC

Queries
matched

RPL5 60S ribosomal protein L5 42.995 1.1521 5 

LCP1 Plastin-2 28.172 1.1463 11 

DLD Dihydrolipoyl dehydrogenase 13.544 1.1433 5 

VDAC1 Voltage-dependent anion-selective channel 
protein 1 

116.19 1.1354 6 

API5 Apoptosis inhibitor 5 14.26 1.1313 5 

S100A9 Protein S100-A9 47.29 1.1223 3 

TPI1 Triosephosphate isomerase 149.9 1.1057 12 

RPL23A 60S ribosomal protein L23a 21.525 1.0753 3 

HSP90B1 Endoplasmin 238.74 1.0687 23 

PKM Pyruvate kinase PKM 323.31 1.0601 24 

IGF2BP1 Insulin-like growth factor 2 mRNA-binding 
protein 1 

26.15 1.0554 9 

ALDOA Fructose-bisphosphate aldolase 110.38 1.0439 11 

NCL Nucleolin 123.84 1.0381 16 

SND1 Staphylococcal nuclease domain-containing 
protein 1 

41.573 1.0336 11 

ACTN4 Alpha-actinin-4 168.56 1.02 26 

NSUN2 tRNA (cytosine(34)-C(5))-methyltransferase 44.164 1.0196 10 

JUP Junction plakoglobin 24.405 1.0052 9 

DDX39B Spliceosome RNA helicase DDX39B 75.249 0.9998 10 

CACYBP Calcyclin-binding protein 111.81 0.9959 9 

PFKP ATP-dependent 6-phosphofructokinase 114.28 0.9941 13 

RPLP0 60S acidic ribosomal protein P0 34.394 0.9924 7 

RPL26 60S ribosomal protein L26 8.4212 0.9839 4 

ANXA6 Annexin A6 64.566 0.9746 10 

TRAP1 Heat shock protein 75 kDa 73.977 0.9735 15 

APEX1 DNA-(apurinic or apyrimidinic site) lyase 80.274 0.9715 7 

HNRNPL Heterogeneous nuclear ribonucleoprotein L 136.33 0.9623 11 

YWHAZ 14–3-3 protein zeta/delta 197.64 0.9549 11 

RPL27A 60S ribosomal protein L27a 17.498 0.9431 3 

TUFM Elongation factor Tu 52.299 0.9407 10 

HNRNPA3 Heterogeneous nuclear ribonucleoprotein A3 34.951 0.9402 9 

FSCN1 Fascin 41.679 0.9394 8 

RPL15 60S ribosomal protein L15;Ribosomal 
protein L15 

26.188 0.9363 9

(continued)



44 B. Deka and K. K. Singh

Table 1 (continued)

Gene name Description Score Log2
FC

Queries
matched

HSP90AB2P Putative heat shock protein HSP 90-beta 2 50.684 0.9149 8 

YWHAB 14–3-3 protein beta/alpha 242.06 0.9081 9 

RPL11 60S ribosomal protein L11 16.493 0.893 3 

RAB1A Ras-related protein Rab-1A 8.2647 0.8849 5 

CCDC97 Coiled-coil domain-containing protein 97 14.59 0.8801 4 

U2AF2 Splicing factor U2AF 65 kDa subunit 42.127 0.8624 6 

BSG Basigin 6.3922 0.8565 2 

YWHAH 14–3-3 protein eta 30.372 0.8555 5 

ACACA Acetyl-CoA carboxylase 1 23.434 0.8544 5 

MDH2 Malate dehydrogenase 58.18 0.8508 10 

HNRNPA1 Heterogeneous nuclear ribonucleoprotein A1 145.23 0.8335 12 

PSAT1 Phosphoserine aminotransferase 28.531 0.8327 9 

BAT3;BAG6 Large proline-rich protein BAG6 18.689 0.8292 5 

PTBP1 Polypyrimidine tract-binding protein 1 77.442 0.8234 6 

MAGED2 Melanoma-associated antigen D2 22.616 0.8204 2 

HNRNPH1 Heterogeneous nuclear ribonucleoprotein H 230.37 0.811 14 

KIAA1033 WASH complex subunit 7 6.1897 0.8087 3 

RPL3 60S ribosomal protein L3 61.735 0.808 11 

EIF2S3 Eukaryotic translation initiation factor 2 
subunit 3 

77.706 0.8073 8 

PRKCSH Glucosidase 2 subunit beta 168.56 0.8037 10 

DHX9 ATP-dependent RNA helicase A 180.95 0.8032 24 

DDX6 Probable ATP-dependent RNA helicase 
DDX6 

20.613 0.7988 5 

AHSA1 Activator of 90 kDa  heat  shock protein  
ATPase homolog 1 

32.245 0.7958 6 

G3BP1 Ras GTPase-activating protein-binding 
protein 1 

56.906 0.7668 8 

DLAT Dihydrolipoyllysine-residue 
acetyltransferase 

14.174 0.7421 7 

AHCY Adenosylhomocysteinase 85.067 0.7397 13 

RPL35A 60S ribosomal protein L35a 4.768 0.7314 4 

RUVBL1 RuvB-like 1 230.86 0.7299 14 

CSE1L Exportin-2 154.71 0.7283 19 

HSP90AA1 Heat shock protein HSP 90-alpha 323.31 0.7162 31 

RAB11A Ras-related protein Rab-11A 15.335 0.7158 4

(continued)
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Table 1 (continued)

Gene name Description Score Log2
FC

Queries
matched

ANP32A Acidic leucine-rich nuclear phosphoprotein 
32 A 

79.613 0.7103 8 

CTPS1 CTP synthase 1 92.619 0.7015 9 

ARHGEF10 Rho guanine nucleotide exchange factor 10 107.87 0.6874 17 

HNRNPR Heterogeneous nuclear ribonucleoprotein R 91.483 0.682 14 

POLR2A DNA-directed RNA polymerase II subunit 
RPB1 

21.389 0.6716 7 

MYBBP1A Myb-binding protein 1A 34.009 0.666 12 

RPL23 60S ribosomal protein L23 28.332 0.664 6 

STIP1 Stress-induced-phosphoprotein 1 63.365 0.6618 16 

ATP2A2 Sarcoplasmic/endoplasmic reticulum 
calcium ATPase 2 

85.469 0.6572 16 

SET Protein SET 323.31 0.6479 7 

DSP Desmoplakin 78.121 0.646 27 

PLS3 Plastin-3 51.822 0.6427 15 

TMPO Lamina-associated polypeptide 2 69.45 0.636 6 

ATP6V1B2 V-type proton ATPase subunit B, brain 
isoform 

40.983 0.6311 6 

SRSF7 Serine/arginine-rich splicing factor 7 20.995 0.6287 4 

RPL18 60S ribosomal protein L18 47.041 0.6283 6 

YWHAE 14–3-3 protein epsilon 158.28 0.626 16 

RPL13 60S ribosomal protein L13 39.28 0.6137 5 

BLMH Bleomycin hydrolase 10.12 0.6073 4 

PDHB Pyruvate dehydrogenase E1 component 
subunit beta 

22.666 0.6037 5 

DDOST Dolichyl-diphosphooligosaccharide–protein 
glycosyltransferase 

21.779 0.6007 7 

RPS17 40S ribosomal protein S17 9.9434 0.58 4 

EEF2 Elongation factor 2 323.31 0.5741 29 

DDX17 Probable ATP-dependent RNA helicase 
DDX17 

91.108 0.5733 16 

RPS23 40S ribosomal protein S23 10.907 0.5687 4 

CAND1 Cullin-associated NEDD8-dissociated 
protein 1 

71.342 0.5685 13 

HNRNPF Heterogeneous nuclear ribonucleoprotein F 124.62 0.5672 8 

SAE1 SUMO-activating enzyme subunit 1 75.896 0.5663 5 

UBA1 Ubiquitin-like modifier-activating enzyme 1 135.09 0.5629 17

(continued)
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Table 1 (continued)

Gene name Description Score Log2
FC

Queries
matched

POLR3C DNA-directed RNA polymerase III subunit 
RPC3 

23.367 0.5621 4 

PAICS Multifunctional protein ADE2 68.055 0.5611 9 

HNRNPA2B1 Heterogeneous nuclear ribonucleoproteins 
A2/B1 

211.19 0.561 16 

ANXA2 Annexin 26.244 0.555 8 

RDX Radixin 30.389 0.5541 12 

SSB Lupus La protein 74.392 0.5489 12 

EIF5A Eukaryotic translation initiation factor 5A-1 42.535 0.5461 6 

ILF3 Interleukin enhancer-binding factor 3 116.77 0.5411 14 

SFPQ Splicing factor, proline- and glutamine-rich 127.02 0.5405 16 

DSG1 Desmoglein-1 32.702 0.5366 8 

XPO1 Exportin-1 67.824 0.5357 14 

SUPT5H Transcription elongation factor SPT5 17.567 0.5326 5 

HNRNPM Heterogeneous nuclear ribonucleoprotein M 67.433 0.5323 22 

PA2G4 Proliferation-associated protein 2G4 183.71 0.5313 11 

PRMT1 Protein arginine N-methyltransferase 1 39.372 0.5277 9 

RPS7 40S ribosomal protein S7 156.5 0.5251 8 

EIF2S1 Eukaryotic translation initiation factor 2 
subunit 1 

16.709 0.5245 6 

DCD Dermcidin 4.2344 0.5082 2 

SRSF1 Serine/arginine-rich splicing factor 1 26.9 0.5057 7 

WDR61 WD repeat-containing protein 61 45.46 0.5006 5 

EEF1A2 Elongation factor 1-alpha 2 34.964 0.5001 12

be performed to trap transient RBPs that associate weakly or temporally with the 
tagged RNA. Additionally, the expression of aptamer-tagged RNAs can be used to 
visualize the spatial expression pattern of the RNA. 

The MS2 RNA aptamer was used successfully as an RNA affinity tag to isolate 
RBPs associated with RNPS1 3’UTR. A total of 148 candidate interacting proteins 
were pulled down by affinity purification from HEK 293 cells. Our mass spectrometry 
results show that RNPS1 3’UTR can bind to a variety of proteins, including ILF2, 
ILF3, HNRNPC, and PTBP1. ILF2, also known as nuclear factor 45 (NF45), forms a 
stable heterodimer with ILF3 (also called NF90) and acts as a crucial regulatory factor 
in cellular processes, including transcription, splicing, mRNA stability, translation, 
cell proliferation, and apoptosis [14–17]. Intriguingly, recent studies report ILF2 as 
a key host protein that is required in the replication of viruses, including human 
immunodeficiency virus type 1 (HIV-1) and hepatitis virus [18–20]. In the same line, 
our gene ontology analysis showed that RBPs bound to RNPS1 3’UTR play a role
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in influenza virus infection. Previous studies determined that RNPS1 interacts with 
nucleoprotein of Influenza A Virus (H7N9) and RNPS1 is plausibly involved in the 
replication process of influenza virus [21, 22]. 

Conclusively, this approach captured the protein interactome profile of RNPS1 
mRNA. Gene ontology analysis demonstrated that the identified proteins have diverse 
functions inside the cell. The association of RNPS1 3’UTR with regulatory proteins 
identified in this study provides a new direction for future studies on the regulation 
of RNPS1. 
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1 Introduction 

The increase of immature/undifferentiated blood cell precursors in the bone marrow 
and peripheral circulation is a feature of myeloid leukemia. Protein kinase CK2’s high 
level of activity is essential for multiple myeloma cell survival [16, 23]. More than 300 
proteins, largely regulatory proteins of crucial physiological signaling pathways, can 
be phosphorylated by the pleiotropic and widely distributed serine/threonine kinase 
CK2 [17]. To play crucial roles in cell survival, differentiation, and proliferation 
through modulation of apoptotic pathways, CK2 expression is strictly controlled in 
normal cells [2, 5, 9, 19]. CK2 expression is found to be particularly upregulated and 
the upregulated state of CK2α expression showed a correlation with the sustenance 
of undifferentiated malignant phenotype and promotion of metastasis [8, 23]. In 
Chronic Myelogenous Leukemia cells (K562), inhibition of CK2 function has been 
shown to induce cell death [18]. Most of the currently available anticancer drugs 
that target the upregulated CK2α are basically to downregulate CK2 expression or 
inhibit CK2 function to result in loss of cell viability via induction of apoptosis [1, 
27]. Interestingly, we have discovered an intronless gene (CSNK2A3) encoding for 
CK2α from megakaryocyte cells [25]. Now, there are two genes encoding CK2α 
in humans; the normal gene (CSNK2A1), located on chromosome 20 with a size
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of 20 kb, and an intronless gene (CSNK2A3) on chromosome 11. The intronless 
gene has the same size as the cDNA of CSNK2A1 (1.2 kb). There are no introns in 
CSNK2A3. CSNK2A1 has a housekeeping promoter: absence of TATA box, high 
GC content, and presence of many GC boxes [29]. However, CSNK2A3 has a strong 
promoter: a CAAT box and two TATA boxes upstream of the start codon. CNSK2A3’s 
DNA sequence is 99.9% identical to that of CSNK2A1 [4]. Therefore, it is probable 
that the intronless gene having a strong promoter is responsible for most of the 
increased expression of CK2α in cancer cells rather than the normal gene which has 
a housekeeping promoter. Some studies have claimed CK2α intronless or CSNK2A3 
to be an oncogene and activation of CSNK2A3 expression during cancer has also 
been reported [10]. Although the role of CK2 has been well investigated in cell 
proliferation, its role in cell differentiation is not yet investigated. Despite the good 
demonstrations of the multitask role of CK2; its regulation is not clear till now. 
GPR68 or OGR1 (Ovarian cancer G-protein coupled receptor 1), is a member of 
the G-protein coupled receptors. It has been also shown as a proton sensing receptor 
and plays role in pH homeostasis [15]. It has also been shown to be a metastasis 
suppressor gene [26]. Till now the functional role and molecular mechanism action 
of CK2α intronless in cell differentiation and how the gene is regulated have not 
been investigated. Recently, we discovered that OGR1 abrogated the migration of 
A549 cells (human lung cancer cells) by upregulating the expression of CSNK2A3 
and NEP (neutral endopeptidase) genes via the activation of Rac/Cdc and mitogen-
activated protein kinase (MAPK) pathways [24]. This study aims to investigate the 
roles of OGR1 in the megakaryocytic differentiation of K562 and the regulation of 
CSNK2A1 and CSNK2A3 expressions. 

2 Materials and Methods 

2.1 Reagents 

Dimethyl sulfoxide (DMSO) and phorbol 12-myristate 13-acetate (PMA) were 
procured from Sigma-Aldrich, USA. Anti-p38 and anti-phospho-p38 antibodies 
were procured from Cell Signaling Technology, USA while anti-β-actin and anti-
CK2 antibodies were obtained from Santa Cruz Biotechnology, USA. The specific 
inhibitors for p38 (SB203580) and JNK (SP600125) and anti-OGR1 antibody 
were purchased from Abcam, UK, and inhibitors for ERK (FR180204), pertussis 
toxin (PTX) were purchased from the Sigma-Aldrich, USA. Neon Transfection 
System was obtained from Thermo Fisher Scientific, USA. Dominant-negative 
mutants: pcDNA3.1-cdcT17N and pcDNA3.1-RacT17N plasmids were purchased 
from Addgene, USA.
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2.2 Cell Culture 

K562 cells (Chronic Myelogenous Leukemia) were obtained from the National 
Center for Cell Science, Pune, India. The cells were incubated at 37 °C, 5% CO2 in 
RPMI-1640 medium (Gibco, USA) containing 10% FBS (Gibco, USA) and 1% pen 
Strep (Thermo Fisher Scientific, USA). 

2.3 PMA Treatment 

K562 cells (~1 × 106) seeded in a 60 mm culture plate in RPMI-1640 medium were 
used for the treatments. For cell differentiation analysis, K562 cells were treated with 
0.1% DMSO as the control or PMA with a final concentration of 100 nM. After 48 h 
of the treatment cell, morphological features were analyzed and photographed using 
a phase-contrast microscope (Leica, USA). 

2.4 Semi-quantitative and Real Time-PCR Analysis 

Following the manufacturer’s protocol, total RNA from the cells was isolated 
using the RNeasy Mini kit (Qiagen, Germany). On-column DNase1 (Thermo 
Fisher Scientific, USA) digestion eliminated the genomic DNA contamination. 
RNA concentrations were assessed by a spectrometer (Invitrogen, USA). 1 μg 
each of the total RNAs was reverse transcribed using the M-MuLV Reverse 
Transcriptase kit (NEW ENGLAND BioLabs, USA) to first-strand cDNA. 
RT-PCR was performed using the SuperScript Platinum Taq kit (Invitrogen, 
USA) following the manufacturer’s protocol in a thermocycler (Applied Biosys-
tems, USA). Expressions of PF4, CSNK2A1, CSNK2A3, and OGR1 were 
analyzed with the primers; PF4: (Forward) 5'-TTGCTGCTCCTGCCACTTG-
3' and (Reverse) 5'-GCTTGCAGGTCCAAGCAAAT-3' which amplify 209 bp 
fragment; CSNK2A1: (Forward) 5'-CCAAACATCAAGTCCAGCTTTGTC-
3' and (Reverse) 5'-ACCTCGGCCTAATTTTCGAACCA-3' which amplify 
184 bp fragment; CSNK2A3: (Forward) 5'-ATTGCTCCCCACTCCATCG-
3' and (Reverse) 5'- AAGCAGCTTGGGGGTAAGAC-3' which amplify 
128 bp and OGR1: (Forward) 5'-CTGTCCTGCCAGGTGTGC-3' and 
(Reverse) 5'-GAACTGGTGGAAGCGGAAGG-3' to amplify 123 bp and 
β-actin: Forward 5'-CTCACCATGGATGATGATATCGC-3' and Reverse 5'-
CACATAGGAATCCTTCTGACCC-3' to amplify 168 bp fragment. Real-time PCR 
was performed using SYBR Green (Applied Biosystems, USA) in a Step One Plus 
PCR (Applied Biosystems, USA). β-actin was used as an endogenous control.
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2.5 Western Blotting 

Cells were washed with phosphate-buffered saline (PBS) and then lysed in RIPA 
buffer (1X PBS, 0.5% sodium deoxycholate, 0.1% SDS, 5 mM EDTA, 1% NP40, and 
1 mM sodium orthovanadate) on ice. Standard BCA assay (Thermo Fisher Scientific, 
USA), was used to quantify the protein concentrations. Equal amounts of protein 
samples were loaded and resolved on 12% SDS-PAGE gels. The membranes were 
incubated with primary antibodies with the dilution of 1:3000 after transferring onto 
the PVDF membrane and then with a secondary antibody with the dilution of 1:6000. 
The fluorescence signals were captured using ChemiDoc (BioRad, USA). 

2.6 Plasmids Transfection 

OGR1 was cloned into a mammalian expression vector pcDNA3.1. On the day of 
transfection cells were maintained at 90% confluent. 20 μg each of the control vector 
(pcDNA3.1) and pcDNA3.1-OGR1, were transfected into approximately 1 × 107of 
K562 cells in an antibiotic-free medium using Neon Transfection System (Thermo 
Fisher Scientific, USA). The conditions of transfection were: voltage 1450, pulse 10 
milli-seconds, and pulse number 3. 

After 48 h of transfection, cell morphological features were analyzed and 
photographed using a phase-contrast microscope. The expression of PF4 which is the 
marker for megakaryocytic differentiation was analyzed through semi-quantitative 
and validated with real-time PCR. Further expressions of both casein kinase 2 genes, 
CSNK2A3 and CSNK2A1 were also analyzed through semi-quantitative PCR and 
validated with real-time PCR, and then confirmed by immunoblotting. 

To check the involvement of G α i in the regulation of CK2α by OGR1, a specific 
inhibitor for G α i activity; pertussis toxin (PTX), was used. 100 μg/ml of PTX was 
treated toOGR1 transfected cells. Expressions of OGR1, CSNK2A3, and CSNK2A1 
were analyzed after 48 h. 

2.7 Analysis of the Involvement of Ras Family Small 
G-proteins and MAPK Pathway in the Regulation 
of CSNK2A3 by OGR1 

To check the involvement of Ras family small G-proteins, Rac1 and cdc42 in the 
downregulation of CSNK2A3 by OGR1, 10 μg of the dominant-negative mutants 
of cdc42 (pcDNA3.1-cdcT17N) or Rac1 (pcDNA3.1-RacT17N) plasmids were co-
transfected with 10 μg each of vector (pcDNA3.1) and pcDNA3.1-OGR1. Expres-
sions of OGR1 and CSNK2A3 were analyzed after 48 h by semi-quantitative PCR. 
The involvement of MAPK pathway proteins was investigated using specific MAPK
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inhibitors. 20 μM of SP600125 (inhibitor for JNK) or SB203580 (inhibitor for p38) 
or FR180204 (inhibitor for ERK) were treated to control cells and OGR1 transfected 
cells. After 48 h of treatment, CSNK2A3 and CSNK2A1 expressions were inves-
tigated by semi-qPCR. Immunoblotting using specific antibodies further confirmed 
the result. 

2.8 Statistical Analysis 

All the statistical analysis was performed using GraphPrismversion 9.4.0 or 
Microsoft Excel. Data obtained were expressed as (Mean ± SD) and all experi-
ments were performed in triplicates. The statistical association between the control 
and treated groups was analyzed using an appropriate T-test. The probability value, 
P< 0.05 was deemed significant. 

3 Results 

3.1 CSNK2A1 and CSNK2A3 Expressions are 
Downregulated But OGR1 Expression is Upregulated 
During Megakaryocytic Differentiation of K562 Cells 

Phorbol 12-myristate 13-acetate (PMA) is a widely used tumor-promoting agent 
which induces differentiation into myelocytic cells. To investigate the expressions 
of CK2α genes during K562 differentiation, PMA was used to induce the differen-
tiation of K562 cells into megakaryocyte cells. After the treatment, morphological 
features commonly associated with megakaryocytes like cellular adhering to the 
dishes, formation of pseudopod-like protrusions from the adherent cells, irregularly 
shaped cells, and increased cell sizes were prominently observed but the control cells 
(treated with 0.1% DMSO) showed no differentiation (Fig. 1a). An increase in the 
transcript of a megakaryocytic differentiation marker gene PF4 upon PMA treatment 
was observed (Fig. 1b). 

Expressions of both CSNK2A1 and CSNK2A3 were downregulated (Fig. 1c, d) 
but OGR1 expression was upregulated markedly during PMA treatment (Fig. 1c, f). 
Similarly, CK2α protein expression markedly decreased and OGR1 protein expres-
sion increased (Fig. 1e, f). There was a ~85% decrease in the expression of CSNK2A3 
and ~60% in the expression of CSNK2A1in the PMA-treated cells compared to the 
control.
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◄Fig. 1 PMA induces megakaryocytic differentiation of K562 cells. a Formation of pseudopod-
like structures, elongation, and irregular shape of the cell membrane was observed. b Increased 
expression of megakaryocytic differentiation marker, PF4 in PMA-treated K562 cells was observed. 
c Upregulated expression of OGR1 and downregulation of both CSNK2A1 and CSNK2A3 in 
differentiated K562 cells upon PMA treatment were observed. d Real-time PCR data showing 
downregulation of CK2α genes. About 85% decrease in the expression of CSNK2A3 and 60% for 
CSNK2A1 were observed in the PMA-treated cells e Western blotting confirmed the downregulation 
of CK2α. f Upregulated state of OGR1 protein in differentiated K562 cells. Bars indicate standard 
deviation and * indicates the p <0.05 

3.2 OGR1 Induces Megakaryocytic Differentiation of K562 
Cells 

As the expression of OGR1 was upregulated during megakaryocytic differentiation 
of K562, we were interested to know if OGR1 had any role in K562 differenti-
ation. Therefore, OGR1 was overexpressed into K562 cells. Changes in cellular 
morphology induced by PMA were observed (Fig. 2a). Increased expression of 
megakaryocytic differential marker PF4 was also observed (Fig. 2b, c). There was 
about ~10 times increase in the expression of PF4 in the OGR1 transfected cells. 
Therefore, OGR1 alone can induce megakaryocytic differentiation of K562 cells 
like PMA.

3.3 OGR1 Downregulates CSNK2A3 but Upregulates 
CSNK2A1 

As we expected, the expression of CSNK2A3 was downregulated upon OGR1 over-
expression (Figs. 3a, b). But CSNK2A1 expression was upregulated (Figs. 3a, b). 
There was about a ~60% decrease in the expression of CSNK2A3 but a ~40% increase 
in CSNK2A1 expression. Even though we found differences in the expressions of 
the CK2α genes, not much difference was found in the CK2α protein expressions 
(Fig. 3c). This may be because the anti-CK2α antibody recognizes both the CK2α 
proteins produced by CSNK2A3 and CSNK2A1 as there are only four amino acids 
difference between the two proteins. The result of OGR1 differentially regulating 
the two genes is anticipated as the two genes have different promoter regions.

3.4 OGR1 Downregulates CSNK2A3 Through Gαi Activation 

Previously we have reported that CSNK2A3 expression is upregulated by OGR1 
via Gαi activation in A549 cells [24]. Therefore, to find out if the downregulation 
of CSNK2A3 by OGR1 in K562 is dependent on Gαi activation, the expression of
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Fig. 2 OGR1 induces differentiation of K562 cells. a The formation of pseudopod-like structures 
in the cell membranes was observed. b Increased expression of megakaryocytic differentiation 
marker PF4 was observed, confirming K562 differentiation into megakaryocytic cells. c Real-time 
PCR showing ~10 times increase in the expression of PF4. Bars indicate standard deviation (SD) 
and *** indicates the p < 0.001

CSNK2A3 was analyzed with or without pertussis toxin (PTX). The result showed 
that PTX abrogated the downregulation of CSNK2A3 (Fig. 4). This shows that OGR1 
downregulates CSNK2A3 through G α i activation. No effect of PTX was observed 
in the expression of CSNK2A1.

3.5 Involvement of Ras Family Small G-proteins and P38 
Pathway in the Downregulation of CSNK2A3 by OGR1 

Cdc42 and Rac1 which are Ras superfamily small G-proteins regulate many cellular 
events, like activation of protein kinases, cell growth control, and cytoskeletal 
reorganization. When the activities of Cdc42 and Rac1 were inhibited by the 
overexpression of the genetic inhibitors or dominant-negative mutant plasmids of 
Rac1 (pcDNA3.1-RacT17N) or cdc42 (pcDNA3.1-cdcT17N), the downregulation
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Fig. 3 OGR1 differentially regulates CSNK2A1 and CSNK2A3. a Downregulation of 
CSNK2A3 and upregulation of CSNK2A1 in OGR1 overexpressed K562 cells. b Real-time PCR 
confirming differential regulation of CK2α genes by OGR1. c Western blotting data showing regu-
lation of CK2α proteins by OGR1. (Anti-CK2α antibody recognized both the CK2 proteins encoded 
by CSNK2A1 and CSNK2A3 and could not differentiate as they differ by only 4 amino acids) Bars 
indicate standard deviation (SD) and * indicates p<0.05

Fig. 4 PTX abrogates 
OGR1 downregulation of 
CSNK2A3. The expressions 
of CK2α genes were 
investigated in the K562 cells 
upon OGR1 overexpression 
with or without PTX. There 
was no downregulation of 
CSNK2A3 in PTX treated 
OGR1 overexpressed K562 
cells
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Fig. 5 Involvement of Cdc42 and Rac1 in the downregulation of CSNK2A3 by OGR1. 
a Dominant-negative mutant plasmids of Rac1 (pcDNA3.1-RacT17N) or cdc42 (pcDNA3.1-
cdcT17N) abrogate CSNK2A3 downregulation by OGR1. b OGR1 downregulates CSNK2A3 via 
the P38 pathway (inhibitors of JNK; SP600125, p38; SB203580 and ERK; FR180204). c Western 
blotting confirms the role of the p38 pathway in the CSNK2A3 downregulation by OGR1 

of CSNK2A3 (Fig. 5a) was prevented. The results showed that Cdc42 and Rac1 play 
role in the OGR1 induced CSNK2A3 downregulation. 

Since mitogen-activated protein kinase (MAPK) cascades have essential roles 
in cell differentiation, proliferation, migration, and death, their involvement in 
the OGR1 pathway was investigated. Treatment with a specific inhibitor of p38 
(SB203580) abrogated the downregulation of CSNK2A3 in the OGR1 overexpressed 
cells (Fig. 5b). The involvement of p38 in the action of OGR1 is further supported
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by the finding that OGR1 increases the phosphorylation (activation) of p38 protein 
(Fig. 5c). This shows that OGR1 downregulates CSNK2A3 through activation of the 
p38 pathway. 

4 Discussion 

CK2α is now a key therapeutic target for cancer treatment [3, 7, 13, 27]. Many 
studies have focused on targeting the downregulation or inhibition of the upreg-
ulated expression of CK2α in cancers [12, 20, 28]. Induction of cell death by 
inhibiting CK2 function in Chronic Myelogenous Leukemia cells (K562) has been 
reported [18]. The differentiation therapy approach to treat acute myeloid leukemia 
(AML) has been demonstrated where the accumulation of the malignantly trans-
formed immature myeloid precursors could be relieved by inducing chemical agents 
to undergo terminal differentiation [6]. Our findings show that both the CSNK2A3 
and CSNK2A1 genes are downregulated during PMA induced differentiation of 
K562 into megakaryocytic cells. In another study, CK2 downregulation in human 
glioblastoma cells M059K and T98G has shown autophagic cell death [20]. Our 
overall results show the correlation between the downregulation of CK2α and the 
differentiation of K562 cells. 

We have previously reported that OGR1 plays role in inhibiting cell metastasis 
in prostate cancer (PC3) and lung cancer cells (A549) through the regulation of 
both the CK2α genes expression [24, 26]. Therefore, the current study investigates 
the expression of OGR1 during K562 differentiation. Interestingly, OGR1 expres-
sion is found to be increased during K562 differentiation. Also, OGR1 alone can 
induce K562 morphological changes and increase the expression of the megakary-
ocytic differentiation marker, PF4 similar to the case of PMA treatment. In the same 
way, OGR1 overexpression in K562 downregulates the expression of CSNK2A3. 
However, unlike PMA, OGR1 upregulates the expression of CSNK2A1. 

Some studies have claimed CK2α intronless or CSNK2A3 to be an oncogene and 
activation of CSNK2A3 expression during cancer has also been reported [10]. Taking 
together the results of both the PMA and OGR1 induced megakaryocytic differen-
tiation of K562, it can be concluded that downregulation of CK2α intronless gene 
(CSNK2A3) is necessary or required for K562 differentiation. This also suggests that 
the sustenance of the undifferentiated phenotype of K562 cells may be due to the 
upregulated expression of particularly the CK2α intronless gene (CSNK2A3), not 
the CSNK2A1 gene. Our findings also support the indication that CSNK2A3 is an 
oncogene. The upregulation of CSNK2A1 induced by OGR1 may have other func-
tions rather than cell differentiation. Our finding is the first report to suggest that the 
OGR1 induces megakaryocytic differentiation in K562. However, more investigation 
is warranted. 

CSNK2A3 expression is upregulated by OGR1 via Gαi activation and involvement 
of Ras family small G-proteins in A549 cells [24]. Our results also show the activation 
of Gαi, cdc42, and Rac1 in the OGR1 regulation pathway in K562. Further, the result
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shows that the p38 pathway is also involved. The MAPK p38 pathway is crucial 
for controlling a variety of cellular functions, including growth, inflammation, cell 
differentiation, and cell death [22]. Activation of p38 has been found to result in 
cancer cell apoptosis [14, 21]. Therefore, from the above findings, it can be suggested 
that OGR1 plays role in K562 differentiation by regulating the expression of the 
CSNK2A3 (intronless gene) and OGR1 downregulates CSNK2A3 expression via 
activation of the Gαi, small G-proteins, and p38 pathway in K562. 

5 Conclusion 

OGR1 or GPR68 has been reported to play roles in pH homeostasis and inflammation 
and to act as a metastasis suppressor gene. Findings from the current study show a 
new role of OGR1 in cell differentiation. The study can have potential applications in 
differentiation therapeutic approaches that target upregulated CK2α for the treatment 
of myeloid leukemia.
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1 Introduction 

UTF1 expression is specific to undifferentiated cells and to placental mammals [1–5]. 
The protein shows homology with two highly conserved regions named the conserved 
domains 1 and 2 [1, 3, 4]. The conserved domain 1 is responsible for localizing the 
protein into the nucleus, whereas the conserved domain 2 domain (containing a 
leucine zipper motif) is responsible for the proteins’ tight DNA binding, much like 
the histones [1–4, 6, 7]. 

UTF1 expression starts at the blastocyst phase in its inner cell mass and eventu-
ally gets restricted to primordial germ cells of the mouse embryo [2, 5, 8–11]. The 
maximum level of UTF1 expression was seen in the primordial germ cells and the 
epiblast [9]. Deletion of Utf1 from mice embryos showed developmental defects such 
as developmental arrest or death within two days after birth, suggesting its importance 
in proper murine development [5, 10, 11]. Given the expression of UTF1 in epiblast 
and its importance in embryonic development, it was speculated that this protein can
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be a promising factor to reprogram differentiated cells to induced Pluripotent Stem 
Cells (iPSCs). To establish this, a study showed that UTF1 in the presence of Oct3/ 
4, Sox2, Klf4, and c-Myc (Yamanaka factors) and a small interfering RNA against 
p53 resulted in >200-fold increase in reprogramming efficiency when compared to 
the Yamanaka cocktail alone, and the iPSCs generated were of superior quality [12]. 
Additionally, some studies have confirmed pluripotency by using UTF1 as one of the 
biomarkers [13–17]. Additionally, although UTF1 expression has been observed in 
various cancer tissues, the expression is tissue-specific, either as a tumor suppressor 
or an oncogene [18, 19]. Over the last four decades, recombinant proteins in the field 
of therapeutics have been indispensable. Recombinant protein production in various 
host organisms; bacteria, algae, insect, yeast, and so forth has been a complex yet 
effective process [20–22]. Wide range of purified recombinant proteins have been 
utilized for multiple biotechnological purposes [23]. 

Thus, the safest approach to utilize UTF1 in a clinical setup for pluripotency or 
anti-cancer-related applications is to use a transducible version of UTF1 protein. 
The molecular nature of the protein itself eliminates the risk of integration and alter-
ation of the genome, unlike DNA-based and many viral-based approaches [24–26]. 
Additionally, proteins provide the benefit of control over dosage, various possible 
protein combinations, and treatment time points [24, 26–29]. In our study, we have 
used the simplest host system: Escherichia coli (E. coli), for generating recom-
binant human UTF1 protein due to its well-established molecular machinery and 
high protein yield [30–32]. However, the generation of heterologous proteins, i.e., 
expressing and producing a human protein in a bacterial system, involves several 
roadblocks such as codon bias, purity of the eluted proteins, proteolytic cleavage by 
the host system, misfolding of proteins, etc. [24, 29, 33]. In this study, we sought 
to overcome these roadblocks and have successfully and reproducibly generated a 
cell and nuclear permeant bioactive human UTF1 protein for the first time, which 
further can be assessed for multiple biological applications and in the reprogramming 
cocktail for generating integration-free iPSCs. 

2 Materials and Methods 

2.1 Generation of Plasmid Constructs and Optimization 
of Parameters for Maximum Expression of Human 
UTF1 Protein in Soluble Form 

Codon-optimized plasmid constructs (pUC-HTN-GOI and pUC-GOI-NTH) were 
obtained from GenScript. The gene of interest with fusion tags at either end was 
excised out from pUC57 vector using restriction enzymes (NcoI and XhoI) and 
were cloned into pET28a(+) expression vector (Fig. 1). These genetic constructs 
[pET28a(+)-HTN-hUTF1 and pET28a(+)-hUTF1-NTH] were transformed into 
chemical competent E. coli strain BL21(DE3) using calcium chloride method.
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Fig. 1 Diagrammatic representation of codon optimization procedure and gene cloning 

Table 1 Screening of 
parameters for obtaining the 
optimal expression conditions 
of the human UTF1 fusion 
protein in E. coli 

Transcription 
factors 

Screened parameters Optimized 
parameters 

IPTG (mM) 0, 0.05, 0.1, 0.25, 0.5 0.25 

OD600 (nm) ~0.5, 1, 1.5 ~0.5–0.6 

Time (hours) 24, 2 2 

Temperature (°C) 18, 37 37 

IPTG, Isopropyl ß-D-1-thiogalactopyranoside; OD, Optical 
density 

Expression parameters (Temperature, IPTG and OD600) were screened as listed in 
Table 1. Reagents such as bacterial growth media [Luria–Bertani (M1245-500G)] 
and Terrific broth (MV1250-500G) (TB)), antibiotics (kanamycin and ampicillin), 
sodium phosphate mono (SRL-1949144) and dibasic (GRM257) salts, sodium chlo-
ride salt (MB023) and imidazole (GRM1864) were procured from HiMedia for 
conducting the experiments. The concentration of total protein was measured for the 
cell lysates using Bradford Assay. Samples were analyzed for the respective parame-
ters. 40 μg/well of protein was loaded and visualized using Coomassie brilliant blue 
G-250 stain. 

2.2 Purification and PD10 Size Exclusion Chromatography 
of Recombinant Human UTF1 Protein 

pET28a(+)-hUTF1-NTH was inoculated and induced in 600 ml TB culture media. 
The induced bacterial suspension was incubated at two different temperatures (37 and 
18 °C) in a shaker incubator (180 rpm) for 2 and 24 h, respectively. Cell pellets were 
homogenized in 20 ml lysis buffer (Table 2) followed by sonication (ON: 5 s; OFF: 
25 s) until clear. The purification was carried out as shown in Fig. 2. Eluted purified
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Table 2 Buffer components 
and their respective strengths 
for resuspending/lysis of 
harvested bacterial pellets 

Buffer components Values 

PB (mM) 20 

NaCl (mM) 0 

Imidazole (mM) 20 

Glycerol (%) 20 

pH (at RT) ~7.8 

PB, sodium phosphate buffer; RT, room temperature 

Fig. 2 Schematic representation of the steps involved in purification of human UTF1 fusion protein 

protein was dialyzed using PD10 chromatography column (10 ml; GE healthcare) 
[34–36]. Further, the eluted protein was flash-freeze and kept at −80 °C for later use. 

2.3 SDS-PAGE, Coomassie Staining and Western Blotting 
(Immunoblotting) Analysis 

SDS-PAGE, Coomassie staining, and Western blotting (immunoblotting) were 
performed as previously described [35]. The supernatant of the centrifuged samples 
was taken and analyzed by Western blotting analysis using protein-specific primary 
antibodies [anti-UTF1 antibody (1:500, R&D systems-AF3958) and anti-His 
(BioBharati, BB-AB0010; 1:5000)] and secondary antibodies [anti-Goat IgG-HRP 
(1:5000, Invitrogen)]. 

2.4 Characterization of Secondary Structure Using Circular 
Dichroism Spectroscopy 

The full-length human UTF1-NTH protein secondary structure was carried out with 
far-UV circular dichroism (CD) spectroscopy [J-1500 spectropolarimeter (Jasco, 
MD, USA)]. The parameters for the analysis were similar to our previously published
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articles [37, 38]. The raw data analysis was performed using online tool [BeStSel: 
Beta Structure Selection] [39]. 

2.5 Translocation of Purified Recombinant Human UTF1 
Protein in Hela Cells 

Cervical cancer cell line HeLa was plated (0.7 × 105 cells/well in a 24-well plate) 
and placed for incubation at 37 °C with 5% CO2 under humidified conditions in the 
incubator till the confluence of 80% was reached. The cells were treated with protein 
transduction media (400 nM UTF1-NTH protein, 5% fetal bovine serum (FBS), 
1% penicillin–streptomycin (P/S) solution in Dulbecco’s Modified Eagle Medium 
(DMEM) for Hela; 400 nM protein and 20 mM phosphate buffer, 5% FBS, 1% P/ 
S, 1% NEAA in DMEM media for vehicle control) for 12 h. Immunocytochemistry 
was performed following the protocol as per our recently published studies [34, 38, 
40–42]. Antibodies used in this study were α-UTF1 (1:200, AF-3958, R&D systems) 
and secondary antibody (A11029, 1:2000, Invitrogen) for immunocytochemistry. 

2.6 Cell Migration and Cell Proliferation Assay 

HeLa cells were plated (0.6 × 105 cells) per well of a 24-well plate for migra-
tion assay. The cells were later incubated at standard cell culture conditions. Upon 
achieving 80–90% confluency, clean scratches were drawn using a sterile tip (10 μL) 
and then the media was aspirated out and washed with PBS. After PBS wash, media 
was replaced with 400 nM UTF1-NTH protein media and vehicle control media. 
Protein media was replaced every 24 h and imaging was performed at 0, 24 and 
48 h, using an inverted microscope (Make: Bio-Rad; Model: ZOE Fluorescent Cell 
Imager); 20X magnification). The rate of migration was evaluated and calculated at 
48 h using ImageJ software. The migration percentage formula used: 

Migration(%) = 
(initial area − final area) 

initial area
× 100 

Cell proliferation assay was performed by plating HeLa cells (0.4 × 105 cells per 
96 well plate). The assay was performed as per our previously published article [34]. 

2.7 Colony Formation Assay 

HeLa cells were counted and diluted in complete growth media. 400 cells/well of a 
6-well plate were plated and incubated at standard cell culture conditions. After 24 h,
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Table 3 Primer sets for the detection of p27Kip1 gene using RT-qPCR 

Genes Primer sequences (5’–3’) Annealing temp. (°C) Product size (bp) 

p27Kip1 F—CTGCCCTCCCCAGTCTCTCT 
R—CAAGCACCTCGGATTTT 

52.6 101 

GAPDH F—GTCTCCTCTGACTTCAACAGCG 
R—ACCACCCTGTTGCTGTAGCCAA 

57 131 

the cell culture media was replaced with 400 nM UTF1-NTH protein transduction 
media and its respective vehicle control. The spent protein media was replaced with 
fresh media after every 48 h. The treatment cycle was followed for 10–12 days until 
distinct colonies were visible. The obtained colonies were visualized and counted 
using ImageJ software upon fixing with methanol/acetic acid solution (3:1) for 20 min 
and stained with 5% crystal violet solution. 

2.8 RT-qPCR Analysis 

HeLa cells (0.4 × 106) were plated in a 6-well plate and treated for 24 h. After 
24 h the culture media was substituted with protein transduction media (UTF1-
NTH at a concentration of 400 nM) and vehicle control (media without the protein). 
Protein transduction media was changed every 24 h until the stipulated treatment 
time duration. RNA was extracted using TRIzol method (Invitrogen), then cDNA 
synthesis was carried out using iScript cDNA synthesis kit (Bio-Rad) as reported 
earlier [41]. RT-qPCR was performed using gene-specific primers (Table 3) and 
analyzed as previously described [41]. 

2.9 Statistical Analysis 

Statistical analysis was performed employing student unpaired t-test or multiple t-
test (GraphPad Prism 8 software). Data are shown as mean ± SEM. P < 0.05 was 
considered significant.
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3 Results 

3.1 Construction, Cloning and Analysis of the Sequence 
of Recombinant Human UTF1 Gene in Expression 
Plasmid pET28a(+) 

In general, protein being a macromolecule lacks inherent cell penetration capacity 
when exogenously administered. Therefore, we devised a fusion strategy to facilitate 
cellular membrane penetration and translocation into the nucleus of the recombinant 
fusion protein. Others and our previously published reports have emphasized on the 
importance of the position of fusion tags on the overall expression, solubility and 
stability of recombinant proteins [34–38, 40–44] and hence the codon-optimized gene 
human UTF1 (hUTF1) was cloned along with fusion tags (NLS, TAT and 8X His) 
into pET28a(+) vector at both 5’ and 3’ end of this gene (Fig. 3a, c). The generated 
constructs; pET28a(+)-HTN-UTF1 and pET28a(+)-UTF1-NTH were analyzed using 
restriction digestion analysis. EcoRI/SalI and NcoI/XhoI were used to confirm the 
cloning (Fig. 3b, d). The integrity of these cloned constructs was further assessed 
using Sanger sequencing analysis.

3.2 Identification of Parameters Enhancing the Production 
of UTF1 Protein in E. coli 

To determine the parameters for the maximal heterologous expression of human 
UTF1 protein in expression host (E. coli), temperature, IPTG and OD600 were 
screened. Temperature is a critical parameter to be optimized for any protein expres-
sion system. To obtain biologically active protein, soluble expression of the protein 
is essential. Hence, upon screening two temperatures 37 and 18 °C, as well as to 
understand the effect of the position of fusion tags. We observed that at both temper-
atures the UTF1-NTH protein was expressed in the soluble fraction of the lysate 
upon induction (Fig. 4b, top and bottom), however in HTN-UTF1 no expression 
was seen at any temperature (Fig. 4a, top and bottom). Therefore, HTN-UTF1 was 
excluded from further analysis in this study. The range of IPTG concentration was 
screened and the results showed that the maximum expression of human UTF1-NTH 
fusion protein was observed at 0.25 mM (Fig. 4c, top and bottom). The next param-
eter to be optimized was optical density which corresponds to the bacterial growth 
phases. The results obtained show that UTF1-NTH protein was maximally expressed 
at ~0.5 OD600 (Fig. 4d, top and bottom). This proved that position of fusion tags has 
a prominent effect on the overall expression and stability of the protein, and hence, 
UTF1-NTH was used for further purification and functional analysis.
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(a) 

(b) 

(c) 

(d) 

Fig. 3 Cloning and restriction analysis of human UTF1 protein. a and c Cloning strategy used for 
generating pET28a(+)-HTN-UTF1 and pET28a(+)-UTF1-NTH gene construct. b and d Confirma-
tion of cloning using restriction digestion analysis gene construct and confirmation using restriction 
digestion analysis. Experiments were carried out n = 3 times

3.3 Purification of Soluble Human UTF1 Protein 
from Bacterial Host E. coli 

Heterologous protein expression and purification from E. coli is a challenging process 
as it requires the separation of the protein of interest from unwanted contaminating 
components with purity, yield, reasonable efficiency, and bioactivity [45]. There-
fore, it is essential to screen for the basic fundamental conditions such as salt, glyc-
erol, imidazole, pH, and buffer strength to purify proteins using affinity purification 
method [45, 46].
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(a) (b) 

c d  

Fig. 4 Screening for suitable fusion tags and optimization of induction parameters for the maximal 
soluble expression of human UTF1-NTH protein in E. coli. a and b Screening for optimal temper-
ature and identifying the position of fusion tag for the maximum soluble expression. c and d 
Optimization of induction parameters for obtaining maximum expression of UTF1-NTH fusion 
protein

The recombinant protein UTF1-NTH present in the soluble fraction of the total 
lysate was purified using native Ni+2-NTA affinity purification. The production of 
protein in the soluble fraction was screened based on different salt concentrations. 
The induced bacterial pellets were subjected to lysis buffers containing a gradient of 
salt concentrations (0, 150, 300, 600, 900, and 1200 mM). The SDS-PAGE results 
revealed that different salt concentrations did not affect the production of protein in 
the soluble fraction of the lysate. The results showed full-length protein purification 
of human UTF1-NTH protein in 0 mM salt condition. Truncations were observed 
when purified with 150 and 600 mM salt buffer (data not shown). This shows unfa-
vorable interaction between protein and salt leading to salt-dependent aggregation
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Fig. 5 Purification of 
human UTF1 fusion protein. 
a and b Purification of 
human UTF1-NTH protein 
under native condition at 
37 °C  and 18 °C.  The  
purified protein bands were 
resolved using SDS-PAGE 
and analyzed using 
Coomassie Brilliant Blue 
(top) and immunoblotting 
using α-His antibody 
(bottom). α, Antibody; *, 
truncations. Experiments 
were carried out n ≥ 4 times  

(a) (b) 

of the protein [47]. In an earlier study, ferritin and MESP1 proteins expressed in E. 
coli also showed similar results [40, 48]. Thus, purification was performed in the 
absence of salt, suggesting UTF1 protein to be an ion-sensitive protein, like ferritin 
and MESP1. Therefore, purification was performed using no salt condition and the 
soluble fractions of UTF1-NTH protein expressed at both 37 and 18 °C were success-
fully purified (Fig. 5a, b; top, middle and bottom). The total protein yield for UTF1 
fusion protein expressed at 37 and 18 °C was 0.81 mg/L and 0.54 mg/L, respectively. 
The total protein yield was less because of the low expression of the protein and 
loss in flow-through and wash buffer 1. Although yield is less, but the SDS-PAGE 
and Western blotting confirmed the successful purification of UTF1-NTH fusion 
proteins. In this study, we are the first to establish a method for purifying full-length 
human recombinant UTF1 fusion protein under native conditions and this purified 
fusion protein was used for further analysis. 

3.4 Secondary Structure Analysis of Human UTF1 Protein 
from E. coli 

The secondary structure determination and characterization using far-UV CD spec-
troscopy is a crucial step after purification as it is one of the determinants of the 
potentiality of the bioactivity of the purified protein. The criteria of analysis are 
based on the protein conformation and the peak and trough depict the presence of 
different types of secondary structures, namely β-sheet, α-helix, turn and random 
coil [49, 50]. 

To date, no reports of the secondary structure of UTF1 protein are available. The 
CD spectral analysis of UTF1-NTH purified from the soluble fraction induced at 
37 °C displayed a positive peak at ~194 nm and two negative peaks at ~211 and 
~218 nm. Similarly, UTF1-NTH purified from the soluble fraction induced at 18 °C
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(a) (b) 

Fig. 6 Secondary structure determination and quantification of human UTF1-NTH protein using 
far UV CD spectroscopy and BeStSel online tool. a Far UV CD spectral analysis of UTF1 fusion 
protein at 37 and 18 °C using far UV CD spectroscopy. Spectral measurements were analyzed using 
BeStSel online server. The spectra were plotted delta epsilon (M-1 cm-1) on X-axis and wavelength 
(nm) on Y-axis. b The secondary structure quantification of the purified UTF1-NTH protein at 37 °C 
was analyzed using BeStSel online server. The secondary structures (α-helices, β-sheets, turns and 
others) were represented using the bar graphs (n ≥ 3) 

exhibited positive peak at ~193 nm and two negative peaks at ~208 and ~214 nm 
(Fig. 6a). These spectral patterns of both were almost similar and were suggestive 
of a mixed secondary structure conformation. Upon analysis using BeStSel online 
tool, the secondary structure for 37 °C UTF1-NTH were α-helices (~29%), β-sheets 
(~12%), turns (~13%), and random coils (~46%) (Fig. 6b). This data confirms that 
UTF1 fusion proteins had upheld their secondary structure. However, as the yield 
of UTF1-NTH expressed at 37 °C is higher compared to UTF1-NTH expressed at 
18 °C, thus we proceeded with UTF1-NTH expressed at 37 °C for further functional 
assays. 

3.5 Cell Membrane and Nuclear Translocation 
of Recombinant Human UTF1 Protein 

Purified proteins and their functions are location specific and hence, their translo-
cation into respective cellular compartments is crucial. Our protein UTF1 is a tran-
scription factor and its function lies in the nucleus. To determine the stability of 
the protein at cell culture conditions and its translocation ability into the cell and 
nuclear membrane, we performed stability assay, followed by immunofluorescence 
assay. We assessed the stability and solubility of UTF1-NTH protein in protein media 
comprising of DMEM, 5% FBS and 1% P/S. The protein stocks were diluted in the 
protein media and incubated at normal cell culture conditions for 0, 24 and 48 h. 
The samples were centrifuged and the supernatant was loaded and analyzed on SDS-
PAGE gel. The results showed that protein purified from 37 °C was stable for 48 h 
(Fig. 7a, top and bottom). Thus, UTF1-NTH protein purified from 37 °C fulfilled the
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(a) (b) 

Fig. 7 Assessment of stability of human UTF1-NTH protein. Stability assessment was done using 
immunoblotting with α-UTF1 antibody (a) and cellular translocation ability using an inverted 
fluorescent microscopy (b) in HeLa cells at standard cell culture conditions. Inset image showing 
solid white arrows indicate nuclear uptake and white dotted arrows indicate non-transduced cells 

foremost criteria of protein stability in protein transduction media and can be used 
for further reprogramming as well as for other cell-based assays. 

To determine the ability to translocate the purified UTF1-NTH protein, HeLa 
cells were transduced with protein media for 12 h. The fluorescent microscopy result 
showed successful cellular and nuclear entry in protein treated cells and no signal 
in vehicle control treated cells (Fig. 7b, top and bottom). Thus, this proved that our 
construct containing TAT successfully assisted in facilitating cellular entry of the 
protein and NLS assisted the entry into the nucleus. The result shows successful 
entry of the protein and is potentially bioactive. 

3.6 Analysis of the Biological Activity of Purified 
Recombinant Human UTF1 Protein 

To validate that the protein is biologically active, we first analyzed the clonogenic 
potential and rate of migration in HeLa cells. Previous study has deemed UTF1 as a 
tumor suppressor protein [51]. Upon expressing UTF1 in HeLa and overexpressing 
UTF1 in SiHa cells (Cervical cancer cell lines), they demonstrated a significant 
reduction in cell proliferation compared to control cells [51]. Also, the clonogenic 
potential of UTF1 transduced cells was observed to have dramatically reduced upon 
treatment [51]. Thus, the previous report established that ectopic expression of UTF1 
suppressed cancer cell growth in vitro [51]. The question was whether purified UTF1-
NTH protein when transduced in HeLa cells will also lead to the reduction in cell 
proliferation and clonogenic potential of the cells. To understand the proliferation 
rate, MTT assay was performed [52] and the results showed a significant decrease in 
cell proliferation in HeLa cells upon 6 days of treatment in the UTF1-NTH treated 
cells as compared to the vehicle control treated cells (Fig. 8a). No abrogation in the 
proliferation of cells was observed in vehicle control.
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(a) (b) 

(d)(  ) 

Fig. 8 Effect of purified UTF1-NTH fusion protein on HeLa cells. a The MTT data showed signif-
icant reduction in cell proliferation with UTF1-NTH protein treated wells compared to vehicle 
control from Day 4 (**P = 0.0083), Day 6 (****P = 0.0001) (n = 3). b Quantitative analysis of 
the clonogenic potential of UTF1-NTH and vehicle control treated HeLa cells (***P = 0.0002). 
c Scratch assay performed on HeLacells for 48 h. d Graph showing change in the migration rate 
upon treatment with UTF1-NTH and vehicle control. The data shows significant reduction in migra-
tion rate with UTF1-NTH protein treated wells compared to vehicle control (*P = 0.0380). e The 
relative gene expression analysis of p27Kip1 on control and UTF1-NTH transduced HeLa cells, 
analyzed using RT-qPCR method [24 h (*P = 0.0144); 72 h (*P = 0.0257)]. The quantitative data 
shown are mean ± SEM (n = 3). *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001 

We sought to understand whether UTF1-NTH protein abrogated the clonogenic 
potential of HeLa cells. Upon treatment of cells for 10 days, the results showed a 
drastic decline in the number of foci formed in UTF1-NTH treated cells compared 
to the vehicle control (Fig. 8b). Both these observations corroborated the previous 
results, demonstrating ectopically expressing UTF1 retarded cell proliferation and 
inhibited colony forming potential in HeLa cells [51]. Although, earlier study showed 
G1/S transition arrest in UTF1 overexpressed HeLa cells [51], however, we did not 
observe any significant difference in the G1/S-phase in UTF1-NTH treated cells after
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72 h compared to vehicle control (data not shown). The reason might be due to the 
duration of treatment, which might not be sufficient to significantly affect the cell 
cycle in HeLa cells. 

We were curious to assess the migration potential of HeLa cells upon UTF1-NTH 
treatment for 48 h and understand whether it also reduced the migration potential 
of the cells. Earlier reports have demonstrated that although cell proliferation and 
cell migration follow two different cell signaling pathways, but are interconnected 
in the process of wound healing [53]. Interestingly, UTF1-NTH treated cells showed 
an increase in the migration rate percentage compared to vehicle control transduced 
cells (Fig. 8c, d). Further, a detailed understanding of the migratory genes and the 
impact of short and long-term expression of UTF1-NTH on the invasiveness of HeLa 
can be assessed. 

We next analyzed the effect of UTF1-NTH protein on expression of p27Kip1 on 
HeLa cells. Wu and colleagues screened the potential genes responsible in arresting 
cell cycle at G1/S transition phase, consequently leading to a decrease in cell prolif-
eration and clonogenic potential of HeLa cells. They identified that among many 
genes, mRNA levels of p27Kip1 were elevated in UTF1 overexpressing HeLa cells. 
They proposed that UTF1 functions as a tumor suppressor protein in cervical cancer 
cells through the activation of p27Kip1 [51]. Thus, to further examine the role of 
UTF1-NTH protein in regulating the expression of p27Kip1 gene, we transduced the 
cells for 24 and 72 h with purified UTF1-NTH protein. The relative gene expression 
analysis showed a significant increase in the mRNA levels with an increase in time 
of treatment in comparison to vehicle control treated cells (Fig. 8e), similar to the 
previously published report where ~1.5-fold increase in the relative expression of 
the UTF1 gene was observed. However, further understanding of the detailed mech-
anism involved in tumor suppressor activity of UTF1 in cancer paradigm, especially 
in cervical cancer cells is important. 

4 Discussion 

UTF1 protein is well known for being primarily associated with embryonic stem 
cells and extra-embryonic cells [2], generation of bona fide iPSCs [54], germ cell 
development [10, 11], and various cancer tissues such as embryonic carcinoma cells 
[3, 4], testicular germ cell neoplasms [55, 56], endometrial, prostate, breast, oral 
and multiple other cancers [18, 57]. With this study, we expressed and purified a 
transducible and biologically active form of the recombinant human UTF1-NTH 
protein from bacteria (E. coli). 

We have found that UTF1 gene being a highly GC-rich DNA sequence can be toxic 
to the bacterial growth upon expression, thus codon optimization was performed. It 
was then cloned in pET28a(+) vector and expressed in E. coli (bacterial system). 
Codon optimization helps in enhancing the heterologous recombinant protein expres-
sion in different host systems. Heterologous expression of the recombinant fusion
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proteins in bacterial system brings forth the various technical and economic chal-
lenges that the research and development pipelines must face to express and generate 
proteins in large amounts. E. coli as an expression system has various advantages such 
as unparalleled fast growth kinetics compared to other expression systems, easily 
achievable high densities and inexpensive culture conditions [58]. Previous reports 
have emphasized on the essential prerequisites such as identification of optimal IPTG, 
cell density and temperature as critical players in enhancing the expression of recom-
binant proteins using heterologous expression system [59–65]. We have also observed 
that maximum soluble expression for UTF1-NTH protein was obtained at optimized 
induction parameters. Influence of fusion tags and their respective position at either 
terminal of the protein was reported to affect protein stability, solubility and overall 
conformation, thereby affecting the functionality of the protein [43, 66]. Recently, our 
published reports have attested the importance of the position of fusion tags on protein 
expression, solubility, stability and functionality [34, 36, 67]. In this study, we iden-
tified the optimal induction conditions for the maximum soluble expression of UTF1 
fusion protein and presumably the first to generate a fusion strategy containing NLS, 
TAT and His, facilitating the successful purification of the protein using native affinity 
purification method and seamless cellular and nuclear entry. Importantly, the addi-
tion of fusion tags did not affect with the protein folding of UTF1-NTH, maintaining 
a secondary structure conformation. Upon purification of UTF1 fusion protein under 
native condition, we observed that the protein retained its secondary structure. Similar 
fusion strategy has been applied for numerous recombinant transcription factors like 
OCT4, SOX2, GLIS1, ETS2, PDX1, MESP1, TBX5, HAND2, and NGN3 [34–38, 
40–42, 44, 67]. In our study, immunofluorescence imaging of UTF1-NTH protein 
transduced HeLa cells confirmed the successful entry of the protein into the cell and 
its nucleus, thus confirming that the fusion strategy is extremely potent in delivering 
the proteins into cells to carry out its biological functions. 

Previously, this fusion strategy has been used to generate transducible and biolog-
ically active forms of recombinant transcription factors NGN3, OCT4, TBX5, and 
HAND2 from E. coli [34, 41, 42, 44]. These previous studies have shown that 
the proteins purified from E. coli were functional, for example upon transducing 
pluripotent-specific recombinant OCT4-NTH protein onto human foreskin fibroblast 
cells reduced cell migration rate and cell proliferation rate, proving that OCT4 is func-
tionally active [34]. Similarly, another study reported that cardiac-specific proteins 
TBX5-NTH when transduced onto colon cancer cells (SW620) showed a reduction 
in clonogenic potential, ablation of S-phase indicating cell-cycle arrest, induction 
of apoptosis, and regulating anti-metastatic and pro-metastatic genes [41]. Thereby, 
confirming TBX5-NTH to be tumor suppressor, whereas recombinant HTN-HAND2 
protein when transduced on mouse embryonic fibroblast cells showed increased 
migration rate and increased angiogenic potential on chicken allantoic membrane 
window model, thus showing tumor enhancing property [42]. This study highlights 
the functionality of UTF1 fusion protein from E. coli using similar fusion strategy 
through its role in cervical cancer cells. 

UTF1 has been reported as a tumor suppressor in HeLa cells [51]. Expressing 
UTF1 protein ectopically in HeLa cells showed a reduction in cell proliferation,
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reduced clonogenic potential, G1/S-phase arrest, and an increase in the mRNA levels 
of p27Kip1. In our study, administering purified UTF1-NTH protein in HeLa cells 
reduced the cell proliferation and clonogenic potential of the cells which were treated 
for 6–10 days, suggesting that UTF1-NTH acts as a tumor suppressor. These results 
were in line with the previously published reports, however, the rate of migration 
increased upon protein transduction. The result does not correlate with the decrease 
in cell proliferation upon UTF1-NTH treatment, however, we speculated that UTF1 
increased the rate of migration in the first 48 h but longer exposure of the protein 
on HeLa cells eventually might attenuate the migratory potential similar to cell 
proliferation. The previous study by Wu and colleagues reported that expressing 
UTF1 protein on HeLa cells inhibited cell proliferation via G1 phase arrest and 
attenuated the formation of tumor in nude mice [51]. Canonical cell cycle progression 
or attenuation or absence of apoptosis generally contributes in abrogation of cell 
growth [68, 69]. At gene level, earlier reports showed transactivation of p27Kip1, 
correlated with cell cycle arrest, thus corresponding to a reduction in cell proliferation 
[51] as normally in cervical cancer cells, cell cycle inhibitor p27Kip1 is lost [70, 71]. 
Although, we did not observe a significant change in cell cycle, however, the mRNA 
levels of p27Kip1 showed significant increase, thus, confirming that indeed UTF1 
repressed the growth and expansion of HeLa cells by reducing the proliferation 
rate and clonogenic potential by regulating cell cycle inhibitor p27Kip1. Our results 
confirm that we have successfully generated a transducible version of UTF1-NTH 
protein that is biologically active and can be used to further elucidate the detailed 
interactions and outcomes of various cell signaling genes, cell cycle checkpoint 
genes, effect on migration potential of the cells when expressed on cancer cells and 
other reprogramming genes associated with the ectopic expression of UTF1 protein 
on somatic cells. 

UTF1 being an important factor in the reprogramming paradigm for the generation 
of bona fide iPSCs, this study provides a platform for the generation of full-length 
recombinant human UTF1 fusion protein which will open up a plethora of ways 
to map the stage-specific functions of UTF1 in reprogramming and potentiates its 
use in the generation of integration-free iPSCs. It will also help in investigating 
the detailed functional implications of the protein in a myriad of complex cellular 
pathways associated with cancers. 

5 Conclusion 

In our study, we have performed cloning of the codon-optimized human UTF1 coding 
sequence and expressed it in bacteria (E. coli). We optimized the parameters for maxi-
mizing the protein in soluble form and purified using one-step purification method 
to procure pure as well as functionally active recombinant protein. The methodology 
established to purify human UTF1 fusion protein is inexpensive and the protocol is 
highly replicable. Using soluble cell fraction for purification facilitated the retention 
of native-like protein conformation comprising majorly of α-helix and non-canonical
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structures. We reported that purified human UTF1 fusion protein at both 37 and 
18 °C retained their secondary structure. Our fusion strategy also showed successful 
cytoplasmic and nuclear translocation in HeLa cells and upon transduction showed 
reduced clonogenic potential, reduction in cell proliferation and increase in p27Kip1 

expression. Thus, we have successfully developed a transducible form of human 
UTF1 fusion protein which holds great potential to reprogram somatic cells and 
substitute oncogenic reprogramming factors like c-Myc, thereby aiding in gener-
ating integration-free iPSCs, as well as understanding various molecular functions 
concerning various cancers. 
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1 Introduction 

Breast carcinoma is the most frequently diagnosed cancer in Indian females with the 
highest ASR of 25.8 per 100,000 women [1]. As per GLOBOCAN 2020, it is the 
leading site of cancer in terms of both incidences as well as mortality in India [2]. 
Within India, the incidence rate of breast cancer shows a marked difference in rural 
and urban population [1]. According to the latest National Cancer Registry Program, 
breast cancer incidence has been maximally reported in the major metropolitan cities 
and north-eastern states of India. The highest age-adjusted incidence rate among the 
north-eastern states was observed in the Aizawl district of Mizoram [3]. 

Breast cancer is a complex heterogeneous disease with the tumor expressing 
varied diversity of histopathological characteristics, molecular subtypes, and clin-
ical behavior. Tumors having similar clinical and histological features show differ-
ential behavior with regard to response and outcome to treatment. The classical well-
established predictive and prognostic markers of breast carcinoma include histolog-
ical subtype, tumor grade, tumor size, nodal involvement, and stage of the tumor. 
However, the morphological and clinicopathological classification alone does not 
reveal the diverse nature of this cancer and hence becomes inadequate to predict 
tumor behavior as well as therapeutic outcome [4]. Therefore, a further need to clas-
sify these tumors into subtypes led to the innovative work done by Perou, Sorlie, and
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colleagues, which categorized breast cancer on the similarity basis of the gene expres-
sion patterns using cDNA microarray [5, 6]. The intrinsic molecular subtypes were 
Luminal A, Luminal B, Her2-enriched, and Triple-negative breast cancer. Identifi-
cation of these respective subtypes has led to a fundamental change in breast cancer 
treatment modalities. Each molecular subtype is associated with varying degrees 
of prevalence, clinical prognosis, therapeutic response, recurrence, and disease-free 
survival outcomes and requires specific treatment as well as different monitoring 
strategies [4, 6]. Unfortunately, molecular and genetic analyses are high-end tech-
niques and are not readily accessible to everyone in a middle-income country like 
India. Therefore, clinicians generally recommend immunohistochemical tests, which 
are cost-effective and more widely available. 

Immunohistochemistry contributes a major part in the precise identification of 
breast cancer subtype by providing a surrogate for gene analysis [7]. Identification 
of hormone receptors Estrogen receptor (ER), progesterone receptor (PR), and human 
epidermal growth factor receptor 2 (Her2) in the tumor section is a well-established 
methodology used in immunohistochemistry. ER and PR belong to the nuclear steroid 
receptor superfamily present in the mammary epithelium. ER exhibits a critical func-
tion during proliferation and differentiation of normal breast epithelial cells as well 
as in mammary gland tumorigenesis. PR also plays a crucial role in progression 
of breast cancer by modulating the transcription of key target genes. The expres-
sion of these two receptors serves as a driving force behind cancer cell progression 
and proliferation [8–10]. Hormonal receptor positivity helps dictate the response and 
outcome to endocrine therapy such as anti-estrogen (tamoxifen) [11]. Her2 is a trans-
membrane glycoprotein that acts as an oncogene when overexpressed and promotes 
the uncontrolled growth of cancer cells [8]. Her2 status serves as a critical marker for 
the evaluation of the heterogeneous behavior of the tumor and the benefit of targeted 
therapy [11]. Tumors overexpressing the Her2 gene act as a potential target for anti-
Her2 monoclonal antibodies such as Trastuzumab therapy (Herceptin) [12]. Triple 
Negative Breast Cancer (TNBC) represents a different molecular subtype charac-
terized by the lack of expression of hormonal receptors (ER, PR), as well as Her2 
receptors. TNBC is generally presented as a highly aggressive form of tumor and is 
more prevalent in younger patients. TNBC subtypes are unresponsive to hormonal 
therapies and hence combined chemotherapy remains the standard treatment regimen 
for this subtype [4, 13]. With regard to the molecular subtype, Luminal A compar-
atively has a favorable prognosis than the TNBC subtype as it lacks any specific 
targeted therapy [4]. 

Similar studies regarding molecular subtyping of breast cancer patients have been 
reported from different regions of India [6, 14–16]. However, there are very limited 
studies on breast cancer molecular subtyping in the north-eastern region of India 
except for studies with special reference to triple-negative subtype [17, 18]. There-
fore, our present study aimed to gain a better understanding between the association 
of hormonal receptors and distinct molecular subtypes with sociodemographic and 
clinical parameters of breast cancer patients in the north-eastern region of India.
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2 Materials and Methods 

This study was conducted in the Department of Pathology, RIMS, Manipur between 
November 2019 and November 2021. This study was approved by the Institutional 
Research Ethics Board, Regional Institute of Medical Sciences. A total of 115 biopsy-
proven invasive breast cancer patients were analyzed for our study. All the rele-
vant patient’s clinical data, demographic and clinicopathological information were 
retrieved from the hospital’s medical history and recorded for this study. The surgical 
samples were also received from the Department of Surgery. For this study, the 
samples diagnosed using fine-needle aspiration cytology and recurrent cases were 
excluded. Core biopsy samples and patients undergoing surgical procedures such as 
breast conservation surgery (lumpectomy) and mastectomy were considered in this 
study. Cases already having complete immunohistochemistry data on ER, PR, and 
Her2 expression were also included in our analysis. 

All the sections were processed and stained using routine hematoxylin and eosin 
(H&E) stain and examined for the presence of invasive cancer. Histopatholog-
ical features were determined and graded according to Elston and Ellis modified 
Bloom Richardson system [19]. Further, the sections containing tumor cells and 
adjoining normal breast tissue (internal control) were subjected to immunohisto-
chemical staining using an automated IHC platform (Ventana GX). The histopatho-
logical classification and IHC results were interpreted following the guidelines of the 
American Society of Clinical Oncology/College of American Pathologists (ASCO/ 
CAP) guidelines. All cases of ER/PR positive cells showing distinct nuclear staining 
in at least 1% of positive cells were considered and scored accordingly by the Allred 
scoring system [20, 21]. For Her2 overexpression, interpretation was done based on 
the membrane staining intensity and scored from 0 to 3+ [22]. 

3 Statistical Analysis 

All the statistical analysis was carried out using GraphPad Prism 9 and Microsoft 
Excel package. Association of socio-demographic and clinical parameters with 
hormonal receptors and molecular subtypes were analyzed. 

Comparisons between different groups were calculated using the Chi-square test 
or Fisher’s exact test as appropriate. A probability value of less than 0.05 was 
considered significant for all analyses.
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4 Results 

4.1 General Characteristics 

A total number of 115 breast cancer patients were enrolled in our study. Table 1 
displays the baseline characteristics of the patients. According to our study, breast 
cancer incidence was higher in the rural population when compared with urban 
population (72% vs. 28%). Patient characteristics showed Invasive Ductal Carcinoma 
Not Otherwise Specified (IDC, NOS) (83.4%) as the most frequently diagnosed 
histological type. According to the Tumor, Lymph Node, Metastasis (TNM) staging 
system, 58 (50.44%) patients were diagnosed in stage II, 36 (31.30%) in stage III, 13 
(11.30%) in stage I, 6 (5.22%) in stage IV and only 2 (1.74%) in stage 0. According to 
Modified Bloom Richardson histological grading, poorly (Grade III) and moderately 
differentiated (Grade II) tumors have a higher proportion when compared to well-
differentiated (Grade I) tumors (86.95% vs. 13.04%).

To evaluate the correlation of hormonal receptors and molecular subtypes with age 
at presentation, histological type, grade, and stage in patients, the studied parameters 
were stratified according to age groups (<48 and ≥48 years). Subsequently, an IHC 
study (ER, PR, and Her2) was done in all the cases as mentioned [21]. 

Invasive Ductal Carcinoma, Not Otherwise Specified (IDC, NOS); Invasive 
Lobular Carcinoma (ILC); Others include Invasive Papillary Carcinoma, Metaplastic 
Carcinoma. 

4.2 Overall Expression of ER, PR, and Her2 

Table 2 presents the proportion of ER, PR, and Her2 receptor expression in our study. 
Figure 1 shows the representative images of positive immunohistochemical staining 
of ER, PR, and Her2. The IHC evaluation showed an overall incidence of hormonal 
receptor-positive cases to be 63 (54.78%). The number of patients with ER-positive 
was 61 (53.04%), PR positive was 53 (46.09%) and Her2 positive was 35 (30.43%). 
Her2 was negative in 71 (61.74%) and equivocal in 9 (7.83%) patients. The most 
frequently expressed hormone receptor pattern was ER+/PR+, which was observed 
in 63 (54.78%) patients and the least observed hormone receptor pattern was ER−/ 
PR+ observed in 2 (1.74%) patients.

Estrogen receptor (ER); progesterone receptor (PR); human epidermal growth 
factor receptor 2 (Her2).
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Table 1 Socio-demographic 
and clinical characteristics of 
patients (n = 115) 

Variables N (%)  

Age group (years) 

<48 54 (46.95) 

≥48 61 (53.04) 

Marital status 

Married 110 (95.65) 

Single 4 (3.48) 

Divorce 1 (0.87) 

Level of education 

Illiterate 38 (33.04) 

Primary 13 (11.30) 

Secondary 44 (38.26) 

Higher 20 (17.39) 

Place of residence 

Urban 33 (28.7) 

Rural 82 (71.3) 

Tumor subtype 

IDC, NOS 96 (83.47) 

ILC 14 (12.17) 

Others 5 (4.34) 

Stage 

0 2 (1.74) 

I 13 (11.30) 

II 58 (50.44) 

III 36 (31.30) 

IV 6 (5.22) 

Histological grade 

I 15 (13.4) 

II 46 (40.00) 

III 54 (46.96)

4.3 Age-Wise Receptor Expression Pattern 

In our study, we found an increasing trend of ER and PR expression with age but 
this was not statistically significant. Further, a higher PR positivity was observed 
in older patients (≥48 years) compared to younger ones (<48 years) (47.5% vs. 
12.42% respectively). However, we observed a higher proportion of HER2 receptor 
positivity in the lower age group (<48 years) when compared with the older age
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Table 2 ER, PR, and Her2 
receptor status (n = 115) Hormonal receptor Status N (%)  

ER Positive 61 (53.04) 

Negative 54 (46.96) 

PR Positive 53 (46.09) 

Negative 62 (53.91) 

Her2 Positive (3+) 35 (30.43) 

Negative (0, 1+) 71 (61.74) 

Equivocal (2+) 9 (7.83) 

Hormonal (+) tumors ER+/PR + 63 (54.78) 

Hormonal (−) tumors ER−/PR− 52 (45.22) 

ER+/PR− 10 (8.70) 

ER−/PR+ 2 (1.74) 

Molecular subtype Luminal A 35 (30.43) 

Luminal B 12 (10.43) 

Her 2-enriched 19 (16.52) 

Triple-negative 30 (26.09) 

Others 19 (16.52) 

a b c  

Fig. 1 a Strong positive nuclear staining for ER, 40X, b Strong to moderate positive staining for 
PR, 40X, c Complete and continuous membrane staining for Her2, 40X

group (≥48 years) (35.1% vs. 26.2%, respectively). Similarly, the incidence of triple-
negative cancer was slightly higher in younger patients (Table 3). 

Table 3 Receptor expression 
patterns in different age 
groups of the study 
population 

Age <48 (n = %) ≥48 (n = %) p-value 

Her2+ 35.19 26.23 

Triple-Negative 29.63 22.95 

Hormone receptor 0.6755 

ER+ 50 55.74 

PR+ 12.42 47.54
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Table 4 Combined ER/PR status with relation to age, grade, and stage of the disease (n = 115) 
ER+/PR+ ER+/PR− ER−/PR+ ER−/PR− p-value 

Age <48 22 (40.74) 5 (9.26) 1 (1.85) 26 (48.15) 

≥48 29 (47.54) 5 (8.20) 1 (1.64) 26 (42.62) 0.91 

Grade I 8 (57.14) 3 (21.4) 0 3 (21.43) 

II 24 (51.06) 5 (10.6) 0 18 (38.30) 0.04 

III 19 (35.19) 2 (3.7) 2 (3.7) 31 (57.41) 

Stage 0 1 (50) 1 (50) 0 0 

I 5 (38.46) 0 0 8 (61.54) 

II 28 (48.28) 5 (8.62) 2(3.45) 23 (39.66) 0.59 

III 15 (41.67) 3 (8.33) 0 23 (39.66) 

IV 2 (33) 1 (16.67) 0 3 (50) 

4.4 Combined Hormonal Receptor Status 

On comparing the overall ER/PR status with regard to age, grade, and staging, statis-
tical significance was found only in histological grade (p = 0.04) (Table 4). Both 
ER+/PR+ tumors were 29 (47.54%) in ≥48 years age group whereas both ER−/PR− 

tumors were more in <48 years age group 26 (48.15%). The majority of Grade II 
(51.06%) and stage II (48.28%) tumors were both ER+/PR+, on the other hand, grade 
III (57.41%) and stage III (50%) tumors were more ER−/PR− (Table 4). 

4.5 Correlation of Molecular Subtype with Age, Grade, 
and Stage 

In the present study, Luminal A (30.43%) and TNBC subtype (26.09%) were the two 
common molecular subtypes found followed by Her2 overexpressed and Luminal B 
types with 16.52% and 10.43%, respectively. We also had patients with unclassified 
subtypes categorized as others (16.52%) (Fig. 2). TNBC molecular subtype was 
diagnosed in the majority of the patients of age below 48 years (n = 16; 29.62%), 
while Luminal A was largely predominant in older patients (n = 23; 37.7%). In our 
study, Her2 enriched subtype was the least common subtype observed in younger 
age groups (<48 years) (n = 8; 14.8%) while older age groups (≥48 years) showed 
Luminal B tumors to be the least diagnosed subtype (n = 3; 4.91%) (Fig. 3). Among 
grade I and II tumors, the maximum numbers were found in the Luminal A subtype 
(46.67 and 36.96%), respectively. However, the TNBC subtype (31.48%) was found 
more associated with grade III tumors. Most of the stage II tumors were Luminal A 
(37.29%). In stage III, the Her2-enriched (27.78%) type was of higher incidence when
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Fig. 2 Percentage distribution of various molecular subtypes classified based on the immunohis-
tochemical expression pattern of tumor; others (N = 115) 

Fig. 3 Age-wise percentage incidence of molecular subtypes (<48 and ≥48). Luminal A type is 
common in ≥48 years age group while TNBC predominates in <48 years group (N = 115)

compared to other subtypes. However, there was no statistical significance found in 
the combined molecular subtype analysis concerning age, grade, and staging (Table 
5). 

5 Discussion 

Breast cancer constitutes the maximum number of cancer cases in women glob-
ally with an increasing trend of incidence in Asian countries, specifically among 
perimenopausal women. Despite being the most commonly diagnosed disease in 
women, breast cancer is characterized by its biological and phenotypic heterogeneity
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Table 5 Combined Molecular Subtype analysis with Age, Grade, and Stage (n = 115) 
Luminal A 
n (%)  

Luminal B 
n (%)  

Her2 enriched 
n (%)  

TNBC 
n (%)  

Others 
n (%)  

p-value 

Age <48 12 (22.22) 9 (16.66) 8 (14.81) 16 (29.62) 9 (16.66) 0.15 

≥48 23 (37.70) 3 (4.91) 11 (18.03) 14 (22.95) 10 (16.39) 

Grade I 7 (46.67) 1 (6.67) 2 (13.33) 2 (13.33) 3 (20.00) 

II 17 (36.96) 4 (8.70) 6 (13.04) 11 (23.91) 8 (17.39) 0.51 

III 11 (20.37) 7 (12.96) 11 (20.37) 17 (31.48) 8 (14.81) 

Staging 0 0.00 1 (50.00) 0.00 0.00 1 (50.00) 

I 3 (23.08) 2 (15.38) 2 (15.38) 6 (46.15) 0.00 

II 22 (37.29) 5 (8.62) 6 (10.34) 16 (27.59) 9 (15.52) 0.26 

III 9 (25.00) 3 (8.33) 10 (27.78) 6 (16.67) 8 (22.22) 

IV 1 (16.66) 1 (16.66) 1 (16.66) 2 (33.33) 1 (16.67)

with the tumor manifesting clinically diverse behavior and treatment responses [23]. 
Hence, the identification of vital prognostic markers is of utmost importance in 
successfully managing breast cancer patients. The immunohistochemical staining 
is a well-established technique for identifying different gene products in the tumor 
cell providing a surrogate tool for gene analysis. ER, PR, and Her2 expressions are 
considered prognostic markers associated with breast cancer [24]. Our study aimed 
at classifying breast cancer into molecular subtypes on the basis of the IHC expres-
sion pattern of the respective markers as mentioned earlier, and further analyzed the 
correlation of different subtypes with various clinicopathological parameters. 

Our study reported a median age of 48 years (29–74), which is consistent with 
previous Indian studies where the median age ranged from 48 to 53 years [6, 15]. 
This reinforces the fact that in Indian women, the median age of diagnosis occurs at 
a comparatively younger age when compared with Western countries [25]. 

In our study, among 115 patients ER+ cases accounted for 53.04% and PR+ cases 
were 46.08%. However, a lower positivity rate for both receptors has been docu-
mented by other Indian studies. Contrary to our results, Desai et al. have reported 
32.6% ER+ cases and 46.1% PR+ cases of breast cancers [26]. Furthermore, the study 
by Shet, T. et al. also indicated that the percentage expression of hormone receptor 
among Indian patient is lower in comparison to Western countries [27]. Similarly, 
Rashmi Patnayak, et al. have reported 47.6% ER+ and 48.8% PR+ cases [28]. 

Combined analysis of hormonal receptor study by Fatma Senel reported 62.3% 
ER+/PR+ cases, 15.3% ER−/PR−, 21.2% ER+/PR−, and 1.2% ER−/PR+ [29]. 
However, our study reported higher percentage of ER−/PR− cases (45.22%), which 
is in contrast to the above study. ER+/PR− (8.7%) cases were also much lesser in 
our analysis whereas ER−/PR+ cases were almost equally distributed between the 
two studies. According to a study reported by Yunhai Li et al., double hormonal 
receptor-positive tumors were most common in patients aged ≥60 years, however, 
among patients aged 30 to 49 years, ER−/ PR+ tumors were most prevalent [30].
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In our study, the majority of double hormone receptor-positive tumors (56.86%) 
were in the advanced age (≥48) group whereas ER−/PR− tumor (50%) was more 
common in the younger age group (<48). ER and PR expression correlates with the 
tumor grade (p = 0.04). Our findings are similar to earlier studies reported else-
where [29–32] while other studies have reported no correlation [33]. However, our 
results showed no statistical correlation between ER/PR status with respect to age 
and disease staging. 

On the basis of cDNA microarray profiling, breast cancer is categorized into 
the following intrinsic molecular subtypes: Luminal A, Luminal B, Her2 enriched, 
and TNBC [34]. The hormone receptor positivity rate determines the suitability of 
patients for endocrine therapy which can be safely administered orally [35]. Our find-
ings on the distribution of molecular subtypes are consistent with previous findings 
[6, 27, 36, 37] as shown in Table 6. A similar pattern of results was obtained by Pandit 
et al., in which the distribution of subtypes was as follows Luminal A subtype (37%), 
TNBC (26%), Her2 enriched (11.1%), and Luminal B (7.6%) [6]. Further, a large 
number of TNBC subtypes in our analysis were observed in younger women (>48), 
which were consistent with findings reported in other studies [38]. Some studies with 
special reference to TNBC have also reported that the triple-negative phenotype is 
prevalent in a large population of the north-eastern region of India [17, 39]. Another 
study also reported 31.9% TNBC cases in the north-eastern India with a median age 
of 40 years indicating the association of this particular subtype with younger age 
[39]. Previous studies have reported that the occurrence of TNBC shows significant 
variation with ethnicity. A higher rate of TNBC has been observed in African and 
African-American women [13]. We speculate that the higher proportion of TNBC 
subtypes observed in the northeast region could be multifactorial. Unlike the rest of 
India, the north-eastern region represents a different spectrum of ethnicity having 
typical food habits and lifestyles. Furthermore, genetic susceptibility and biolog-
ical and non-biological factors could be the underlying determinants for such racial 
disparities exhibited by this subtype [17, 18, 39, 40]. 

Table 6 Molecular subtypes distribution with reference to other studies 

Study Luminal A (%) Luminal B (%) Her2 enriched 
(%) 

TNBC (%) Others 

Pandit et al. [6] 37 7.6 11.1 26 18.3% 

Gogoi et al. [17] 19.51 21.13 17.88 38.21 3.27% 

Nikhilesh Kumar 
et al. [31] 

34 18 18 25 5% 

Soni et al. [36] 38.20 11.80 14.80 17 18.20% 

Ansari M et al. 
[37] 

41.7 15 12.5 30.8 NA 

Shanmugam et al. 
[41] 

26.7 18.3 35 20 NA 

Our study 30.43 10.43 16.52 26.09 16.52%
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6 Conclusion 

In summary, our results found a higher breast cancer incidence in rural population. 
Luminal A (n = 35; 30.4%) and IDC NOS (n = 96; 83.4%) represent the most 
common molecular and histopathological subtype in this study. Our findings showed 
47% poorly differentiated tumors and 31% at clinical stage III disease representing 
the maximum proportion of cases. Tumors with negative hormonal receptors (ER−/ 
PR−) were associated with poorly differentiated tumor and IDC-NOS. Moreover, we 
did not find any significant difference in the correlation of molecular subtypes with 
age, histological grades, and staging details. PR expression was higher in elderly 
females (47.54%) as compared to younger females (12.42%) while ER and HER2 
neu expression showed no significant differences. A higher percentage of patients 
(29.63%) expressing triple-negative profiles in the younger age group denotes the 
aggressive behavior and dismal prognosis of IDC-NOS. The results of our study 
mandate the need for increased screening and sensitization programs especially in 
rural areas to encourage people to seek health care facilities at the earliest to avoid 
any late-stage presentation of the disease. 
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1 Introduction 

Homeobox (homeodomain) protein NANOG is a transcription factor of the ANTP 
(Antennapedia) class and is conserved in vertebrates [1, 2]. NANOG expression is 
observed during the initial stages of mouse embryonic development and in primordial 
germ cells [3–8]. During mouse embryonic development, lack of NANOG expres-
sion in the inner cell mass failed to produce epiblast, and instead, formed parietal 
endoderm-like cells [4]. Thus, the expression of NANOG is crucial for the epiblast 
formation [4, 9, 10]. Furthermore, the mRNA level of NANOG is downregulated 
after implantation [3]. High expression of NANOG holds epiblast essence, whereas 
low expression promotes differentiation into primitive endoderm. In embryonic stem 
cells (ESCs), NANOG is a vital player in the transcriptional pluripotency regulatory 
network along with OCT4 and SOX2 [11–13]. Moreover, the role of NANOG in ESCs 
is to maintain self-renewal and pluripotency in a cytokine-independent fashion [3, 4]. 
Intriguingly, the deletion of NANOG did not disrupt the chimera formation potential 
of ESCs [3].
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Furthermore, ESCs are identical to induced pluripotent stem cells (iPSCs), and 
NANOG holds the potential for reprogramming due to the presence of the home-
odomain, which is functionally preserved among all vertebrates [2]. The dose of 
NANOG is critical in cell-fusion-mediated reprogramming, and its overexpression 
improved the efficiency of reprogramming by 200-fold [14]. Several studies have 
reported that NANOG overexpression can enhance and hasten iPSC generation [9, 
15]. Additionally, the role of NANOG in reprogramming is critical for reaching the 
pluripotent ground state by enabling the conversion of pre-induced pluripotent stem 
cells to bonafide iPSCs [9, 16]. Moreover, NANOG not only induces pluripotency but 
can also overcome reprogramming obstacles [17]. Inconsistent with these studies, a 
few studies have reported that including NANOG in the reprogramming cocktail does 
not improve reprogramming efficiency and is thus not critical for iPSC generation 
[18, 19]. Despite the deletion of the NANOG gene from somatic cells, these cells 
can be reprogrammed to form iPSCs and form teratomas and chimeras [19], indi-
cating their dispensability in the reprogramming process. Another study reported 
that, although the elimination of NANOG decreased reprogramming efficiency, it 
was not required for iPSC generation [20]. Thus, these studies indicate that other 
members of the transcriptional network of pluripotency can substitute for NANOG 
loss. However, the same studies have suggested that NANOG is essential during the 
final stage of the reprogramming process and that its depletion affects reprogramming 
efficiency [19, 20]. Numerous reports have demonstrated the generation of human 
iPSCs using NANOG via lentiviral transduction [21–24]. In addition, the derivation 
of mouse and human iPSCs has also been reported using retroviral vectors, which 
include NANOG in the reprogramming cocktail [25, 26]. It is noteworthy that the 
use of viral-based approaches showed high reprogramming efficiency but induces 
genomic alteration. To circumvent these limitations of including viral components, 
several other approaches, such as recombinant proteins, mRNA, Sendai virus and 
miRNAs, are favored [27, 28]. Among all the approaches for iPSC generation, the 
recombinant protein-based method is the safest [29]. 

Recombinant proteins are of great importance for industrial applications and clin-
ical research. The benefits of using bacterial systems, such as Escherichia coli (E. 
coli), for the production of recombinant proteins are easy genetic manipulation and 
low production costs. However, this system also has several unavoidable blockages, 
such as codon usage bias, weak expression, insoluble expression, complicated purifi-
cation protocols, protein misfolding and so forth. Thus, the expression of recombi-
nant proteins opens an avenue for the generation of iPSCs. These cells can serve 
as patient-specific cells for cell therapies. Herein, the generation of a recombinant 
human NANOG fusion protein along with its secondary structure determination 
is reported, which possesses cytoplasmic and nuclear translocation ability, and is 
demonstrated to be biologically active. This recombinant version of human NANOG 
can potentially be used in the cocktail of transcription factors for iPSC generation. 

In addition to the role of NANOG in iPSCs generation, anomalous NANOG 
expression has been shown in different types of human malignancies. Furthermore, 
ectopic expression of NANOG caused augmented proliferation and downregulation 
of tumor suppressors, however, it did not result in tumor formation. Therefore, unlike
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other reprogramming factors, NANOG cannot be considered an oncogene [30]. In 
stark contrast to earlier finding, several studies have reported NANOG expression 
in different tissues, including the breast, cervix and kidney [31–33]. Several such 
studies will provide a deeper understanding of molecular networks in cancer and 
help in prognosis and treatment. Thus, the recombinant version of human NANOG 
generated in this study can further be helpful to understand the biological role of 
NANOG in cancer. 

2 Materials and Methods 

2.1 Plasmids, Strains, Reagents and Cell Lines 

The personalized plasmids (pUC-HTN-GOI and pUC-GOI-NTH) were procured 
from GenScript. E. coli BL21 (DE3) cells were utilized as host for recombinant 
protein expression. Isopropyl β-D-1-thiogalactopyranoside (IPTG), Luria–Bertani 
broth, terrific broth, kanamycin, sodium phosphate mono/dibasic, sodium chloride 
and imidazole was purchased from HiMedia. Bradford reagent was purchased from 
Bio-Rad. Dulbecco’s Modified Eagle medium (DMEM), fetal bovine serum (FBS) 
and penicillin–streptomycin solution (P/S) were purchased from Invitrogen. 

Apart from this, two human cell lines, HeLa (NCCS, India) and human dermal 
fibroblasts [HDFs; HiMedia CL011-2XT25)], were cultured in a complete growth 
medium [DMEM, FBS (5%) and P/S (1%)]. 

2.2 Construction of Expression Vector and Optimization 
for Soluble NANOG Expression 

A schematic figure detailing the stepwise process from retrieval of gene sequence 
[codon-optimized coding sequence of NANOG along with a set of fusion tags (Table 
1) (gene inserts)] to cloning to confirmation of cloning of NANOG in desired vector is 
shown in Fig. 1. Furthermore, pET28a(+)-HTN-NANOG and pET28a(+)-NANOG-
NTH were transformed into BL21(DE3) cells using CaCl2 method. To identify the 
optimal expression, the same approach was used as designated earlier [34, 35]. The 
cells were lysed using the lysis buffer mentioned in Table 2.
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Table 1 Fusion tags used in the study 

Fusion tags DNA sequence (5’-3’) Protein sequence 

His (H) CATCATCACCACCATCACCATCAT HHHHHHHH 

TAT (T) GGTCGTAAAAAACGTCGTCAGCGTCGTCGTCCGCCT GRKKRRQRRRPP 

NLS (N) AAAAAAAAGCGCAAAGTG KKKRKV 

Fig. 1 Diagram representation of the codon optimization and cloning strategy used in this 
study. H, Histidine; T, TAT, Trans-activator of transcription; N, NLS, Nuclear localization sequence/ 
signal 

Table 2 List of buffers and their composition used for the purification 

Ingredients Lysis buffer Wash buffer 1 Wash buffer 2 Wash buffer 3 Elution buffer 

Phosphate buffer 
(mM) 

20 20 20 20 20 

Sodium chloride 
(mM) 

150 150 150 150 150 

Imidazole (mM) 20 50 100 200 500 

pH (room 
temperature) 

7.8 7.8 7.8 7.8 7.8 

2.3 One-Step Purification of NANOG Via Metal Affinity 
Chromatography 

To purify HTN-NANOG fusion protein, 1.2 L of lysate of the recombinant E. 
coli BL21(DE3) cells harboring pET28a(+)-HTN-NANOG were established as
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mentioned above. The resulting lysate was loaded onto the pre-equilibrated nickel-
NTA column, followed by complete washing with buffers and then eluted with elution 
buffer. The composition of all buffers for purification purpose is mentioned in Table 
2. 

After purification, size-exclusion chromatography of the eluted fractions was 
performed as previously described [34]. The collected protein fractions were 
quantified using the Bradford assay [36]. 

2.4 SDS-PAGE, Coomassie Staining and Western Blotting 
(Immunoblotting) Analysis 

SDS-PAGE, Coomassie staining and Western blotting (immunoblotting) was 
performed as previously described [35]. The primary antibodies [anti-His (BioB-
harati, BB-AB0010; 1:5000), anti-NANOG (Merck Millipore, AB9220; 1:5000)], 
anti-GAPDH (BioBharati, BB-AB0060; 1:5000), anti-H3 (BioBharati, BB-AB0055; 
1:5000), anti-p27 (Cell Signaling Technology, D69C12; 1:4000), β-actin (BioB-
harati, BB-AB0024); 1:5000], and secondary antibodies [anti-rabbit IgG antibody 
(Invitrogen, 31,460; 1:5000)] were used in the immunoblot analysis. 

2.5 Circular Dichroism (CD) Spectroscopy 

The full-length HTN-NANOG protein secondary structure was determined by CD 
spectroscopy [J-1500 spectropolarimeter (Jasco, MD, USA)] and further scrutinized 
by online tool BeStSel (Beta Structure Selection) [37, 38] as previously described 
[34, 35]. 

2.6 Stability of HTN-NANOG Protein 

Stability was performed as described previously [39] and clarified samples were then 
evaluated by immunoblotting using the NANOG antibody. 

2.7 Subcellular Fractionation 

HDFs cells (1 × 105) were seeded in a T-25 flask and incubated overnight with vehicle 
control or HTN-NANOG protein (400 nM). Subcellular fractionation was carried
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out as previously described [40] and analyzed by immunoblotting with specific 
antibodies. 

2.8 Cell Proliferation Assay 

HDFs (1 × 104 cells/well) were seeded in 24-well plates and were treated with 
HTN-NANOG (200 nM) or vehicle control. After reaching approximately 70–80% 
confluency, the cells were trypsinized. Cell counting was performed using a hemocy-
tometer [41]. A cell suspension was intermixed with exclusion dye solution (Bio-Rad) 
and loaded into the cell counting chamber. Later, the live cells within a specific area 
were counted and recorded. Because the chamber volume is well-defined (commonly 
0.1 mm3), the number of cells calculated per area multiplied by the dilution factor 
determines the number of live cells per mL. The data are presented with a graph of 
the cumulative cell number against days. 

2.9 Cell Migration (Scratch) Assay 

HeLa cells (0.6 × 105) were seeded in a 24-well plate in a growth medium. Scratch 
assay was performed as earlier [42]. The rate of cell migration was calculated as 
previously described [43]. 

2.10 RT-qPCR Analysis 

HeLa cells (1 × 105 cells per well) were seeded in a six-well plate and treated 
with vehicle control or HTN-NANOG protein (200 nM) for 3 consecutive days. 
RNA isolation, synthesis of complementary DNA and RT-qPCR were performed and 
analyzed as described previously [44]. The primers used in this study are mentioned 
in Table 3.

2.11 Statistical Analysis 

Data analysis (unpaired student’s t-test) were analyzed using GraphPad Prism 8 
software and presented as mean ± standard deviation (SD) of three independent 
experiments. Values of p < 0.05 (*p < 0.05; ***p < 0.001) were with statistical 
significance.
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Table 3 Primers used in this study 

Gene Primer sequence (5’–3’) Annealing 
temperature (°C) 

Product size 
(bp) 

GAPDH Reverse: 
ACCACCCTGTTGCTGTAGCCAA 

58 131 

Forward: 
GTCTCCTCTGACTTCAACAGCCAA 

P27 Reverse: CAAGCACCTCGGATTTT 52.6 101 

Forward: CTGCCCTCCCCAGTCTCTCT

3 Results 

3.1 Cloning and Expression Parameter Optimization 

The coding (codon-optimized) sequence of human NANOG was fused with three 
fusion tags as shown in Table 1, Fig.  1. The fused gene insert was cloned in pET28a(+) 
to generate two constructs as shown in Fig. 1. These genetic constructs were veri-
fied using restriction analysis using enzymes (Fig. 2) and DNA sequencing. These 
genetic constructs were transformed in E. coli strain BL21(DE3) for expression. 
Next, expression parameters were identified by screening different values (Table 4) 
for maximal soluble expression. 

Based on these observations, maximal soluble expression of NANOG fusion 
proteins was observed with the gene constructs (HTN-NANOG and NANOG-NTH) 
induced at 18 °C (Fig. 3). However, no soluble expression of HTN-NANOG was

Fig. 2 Cloning of gene inserts, HTN-NANOG and NANOG-NTH, in pET28a(+) expression 
vector. The  GOI was fused as per the schematic diagram (top) with human NANOG cDNA sequence 
to generate pET28a(+)-HTN-NANOG and pET28a(+)-NANOG-NTH. The resulting plasmids were 
then confirmed by restriction digestion using various restriction enzymes. GOI, Gene of interest; 
H, His; T, TAT and N, NLS
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Table 4 Summary of the 
optimal expression conditions 
to obtain maximal expression 
of the human HTN-NANOG 
fusion protein in E. coli 

Expression 
parameters 

Values screened Optimal value 

Inducer 
concentration 
(IPTG) (in mM) 

0.05, 0.1, 0.25, 0.50 0.1 

Induction cell 
density (OD600) 

~0.5, ~1.0, ~1.5 ~0.5 

Post-induction 
incubation time (in 
hours) 

2, 4, 8, 12 12 

Induction 
temperature (in °C) 

18, 37 18

induced at 37 °C, and many truncations were observed for NANOG-NTH (37 °C) 
(Fig. 3). Hence, these constructs were excluded from further analyses. Notably, in 
the case of NANOG, only N-terminally tagged NANOG (HTN-NANOG) induced 
at 18 °C showed the maximal soluble expression with no truncations. Hence, this 
gene construct (HTN-NANOG), induced at 18 °C with a post-induction incubation 
time of 12 h, was selected for further experiments (Fig. 3). These results demonstrate 
that the solubility of the protein was improved by reducing the temperature of the 
induced culture. Several studies have demonstrated the expression and purification 
of full-length and truncated recombinant NANOG proteins from several mammalian 
species [12, 45–51]. However, these studies only showed the interaction of NANOG 
with its consensus DNA binding sequence [12, 45, 49–51], however, the compre-
hensive demonstration of bioactivity of full-length human NANOG is still obscure. 
Thus, this study mainly focuses on the exploration of the bioactivity of full-length 
recombinant NANOG protein.

3.2 Purification and Secondary Structure Estimation 
of HTN-NANOG Protein 

After screening the parameters for soluble expression analysis, HTN-NANOG was 
expressed in soluble form when induced at 18 °C. Hence, we aimed to purify this 
protein using a simple and straightforward affinity chromatography-based purifica-
tion procedure. The HTN-NANOG protein band (~55 kDa) was observed in the 
elution fractions (Fig. 4). The purified HTN-NANOG protein was identified using 
SDS-PAGE (Fig. 4; top) and immunoblotting using a histidine antibody (Fig. 4; 
middle) and NANOG antibody (Fig. 4; bottom). Both antibodies detected all protein 
fragments, proving that there was no bacterial protein. Thus, we have demonstrated 
simple and straightforward native purification of the NANOG fusion protein.

The far-ultraviolet CD spectroscopic method is widely used to unveil the folding 
features of certain proteins where the secondary structure is obscure [52, 53]. Thus,
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Fig. 3 Identification of the optimal induction temperature to achieve maximal soluble expres-
sion of recombinant human NANOG fusion protein. E. coli BL21(DE3) strain was transformed 
with pET28a(+) vectors harboring the fusion gene inserts and the expression of both N-terminally 
tagged and C-terminally tagged recombinant NANOG protein was at two different temperatures: 
37 °C (post-incubation time of 2 h) and 18 °C (post-incubation time of 12 h). Then, the harvested 
cells were lysed to obtain the total cell lysate (L) fraction and further centrifuged to obtain a soluble/ 
supernatant (S) cell fraction and an insoluble/pellet (P). Protein samples (20 μg) were loaded on 12% 
SDS-PAGE gel and further verified by immunoblotting (bottom). M, Marker; UI, uninduced (total 
cell lysate); L, cell lysate; P, pellet portion; S, supernatant portion; kDa, kilodaltons; α, antibody. 
(n = 4) * Truncation of fusion proteins

Fig. 4 SDS-PAGE and 
immunoblot analysis of 
NANOG fusion protein 
purification by metal 
affinity chromatography. 
HTN-NANOG protein. M, 
Marker; L, Lysate; S, 
Supernatant portion; FT, 
Flow-through portion; W 
(1–3), Wash buffer (1–3); E, 
Elution portion; kDa, 
Kilodalton; α, Antibody
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(a) (b) 

Fig. 5 Determination of the secondary structure of the NANOG protein using far-UV CD 
spectroscopy. The purified NANOG protein was analyzed for its secondary structures using far-
UV CD spectroscopy. a The CD spectra were represented as delta epsilon (M − 1 cm  − 1; Y-axis) 
vs wavelength (nm; X-axis). b CD spectra were evaluated with the BeStSel online tool, and the 
resulting structural configuration (α-helix, β-sheets, turn and others) is represented using bar graphs 
(n = 3) 

the secondary structural conformation of purified recombinant HTN-NANOG was 
evaluated using CD (Fig. 5a). CD spectrum analysis using the BeStSel tool suggested 
that this fusion protein consisted primarily of random coils (~46%), followed by β-
sheets (~21%), turns (~18%) and α-helices (~15%) (Fig. 5b). The results account 
that purified recombinant HTN-NANOG protein has a secondary structure retained 
post-purification. 

3.3 Stability and Transduction Ability of HTN-NANOG 
Fusion Protein 

Further, the protein stability of the purified NANOG protein was studied. This 
fusion protein was found to be stable for at least 24 h, which was identified using 
immunoblotting with the NANOG antibody (Fig. 6a, b).

Next, we demonstrated the transduction ability of HTN-NANOG fusion protein 
in HDFs using subcellular fractionation. HDFs have no endogenous expression of 
NANOG; therefore, these cells were used in this study. Similar to immunofluores-
cence staining, subcellular fractionation can also be used to know the protein local-
ization in a cell [40, 54]. Moreover, subcellular localization is vital for proper protein 
function. The fractions (nuclear and cytoplasmic) of the human cell lines were sepa-
rated by centrifugation. These fractions were further analyzed by immunoblotting. 
In this study, GAPDH (Glyceraldehyde-3-Phosphate Dehydrogenase) and Histone 
H3 were used as internal loading controls for the cytoplasmic (GAPDH) and nuclear 
(H3) fractions (Fig. 6c), respectively. Immunoblotting analysis exhibited that the 
majority of the HTN-NANOG fusion proteins were present in the nuclear fraction
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(a) 

(b) 

(c) 

Fig. 6 Stability and localization of HTN-NANOG protein determined with a subcellular frac-
tionation assay. a Stability of purified recombinant proteins under standard cell culture conditions 
was analyzed by immunoblotting. b Densitometric analysis of data from (a) and  (c) representative 
immunoblot showing cytoplasmic (C) and nuclear (N) fractions of NANOG fusion protein-treated 
or untreated (vehicle control) HDFs cells using NANOG, GAPDH and Histone H3 antibodies. M, 
Marker; C, Cytosolic portion; N, Nuclear portion

of cells treated with NANOG. This implied that the fusion tag nuclear localization 
signal (NLS) is responsible for the efficient nuclear translocation of the recombinant 
fusion protein. The homeodomain in human NANOG tends to be localized in the 
nucleus, implying that it has a NLS [55]. The presence of a stretch of six amino acids 
[YKQVKT (136–141 aa)] in the homeobox is responsible for nuclear localization 
[56]. Adding an extra NLS to NANOG sequence has further enabled efficient nuclear 
delivery of the purified recombinant NANOG protein. 

3.4 Effect of the Recombinant HTN-NANOG Protein on Cell 
Proliferation of HDFs 

Several studies have reported that exogenous expression of NANOG in ESCs and 
fibroblasts resulted in increased cell proliferation [57, 58]. In view of this, we also 
explored the effect of NANOG on human fibroblast (HDF) cells. To investigate cell 
proliferation, we counted the cells using a hemocytometer at different time intervals 
and observed augmented cell proliferation of HDFs. The data was analyzed and are 
shown in Fig.  7. The results of our study are in concordant with prior studies [57, 
58]. Hence, our study provides evidence that NANOG plays a proliferative role in 
HDFs and is bioactive.
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Fig. 7 Effect of purified 
HTN-NANOG protein on 
cell proliferation. Cell  
proliferation was assessed 
via cell counting. Y-axis 
signifies the cumulative cell 
number, and the X-axis 
signifies days of treatment (n 
= 3) 

3.5 Effect of the Recombinant HTN-NANOG Protein 
on the Migration of HeLa Cells 

The oncogenic potential of NANOG is well established and its presence has been 
detected in cervical cancer [33, 59, 60]. Forced NANOG expression has been reported 
to result in increased migration, invasion and tumorigenesis in HeLa cells [61]. 
Thus, to confirm that the purified HTN-NANOG fusion protein was biologically 
active, the migration rate of HeLa cells was evaluated using an in vitro scratch assay. 
Based on the observation of the effect of HTN-NANOG protein transduction in HeLa 
cells, NANOG protein-treated wells showed faster cell migration compared to the 
wells treated with the vehicle control (Fig. 8a, b; ***p < 0.001). These results were 
consistent with previously published results [61]. An earlier study used NANOG 
mRNA, but we used NANOG as a recombinant protein in our study for functional 
investigation. Thus, this study demonstrated that the HTN-NANOG fusion protein 
facilitated the migration of HeLa cells and was bioactive.

3.6 Effect of the Recombinant HTN-NANOG Protein 
on the Cell Cycle Inhibitor P27 Gene 

To further explore the functional characteristics of NANOG, we investigated the 
effect of NANOG on cell cycle factor p27 (CDKN1B). Furthermore, p27Kip1 

is a tumor suppressor and inhibitor of Cyclin/Cyclin-Dependent Kinase (CDK) 
complexes. Thus, p27 plays a vital role in the regulation of the cell cycle. Transient 
activation of NANOG in fibroblasts is linked to the downregulation of p27 [62]. 
Hence, we also attempted to examine the effect of HTN-NANOG on p27 mRNA and 
protein levels in HeLa cells. Cells were harvested for RNA isolation and complemen-
tary DNA (cDNA) synthesis was carried out from total RNA. Quantitative real-time
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(a) (b) 

Fig. 8 Effect of purified HTN-NANOG protein on the migration of HeLa cells. a Scratch assay 
of HeLa cells. Cell migration was induced in the presence of HTN-NANOG. Scale bar: 100 μm. 
b Graphical representation of the changes in migration rate following treatment with vehicle control 
or NANOG protein. Quantitative data are expressed as the mean ± SD (n = 3). ***p < 0.0001

PCR (RT-qPCR) was performed using GAPDH as a reference. The data indicated a 
significant decrease in the p27 at RNA level (Fig. 9a; *p < 0.05). To further validate 
this at the protein level, we performed immunoblotting using β-actin as a loading 
control for normalization (Fig. 9b). Immunoblotting analysis showed that the expres-
sion of p27 was downregulated at the protein level in the presence of HTN-NANOG. 
These data demonstrate that the downregulation of the p27 (at RNA and protein level) 
in the presence of protein is in line with an earlier reported study [62]. Hence, this 
confirms that the purified recombinant HTN-NANOG protein is bioactive.

4 Discussion 

Human NANOG (915 bp) contains four exons and three introns. The human NANOG 
protein is a long chain of 305 amino acids and has N-terminal, homeobox domain and 
C-terminal region. The N-terminal region (94 aa) is abundant in serine, proline and 
threonine and is responsible for governing the transcription of NANOG. The home-
obox domain (60 aa) binds to the DNA core region. The C-terminal region (151 aa)
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Fig. 9 Effect of the 
purified HTN-NANOG 
fusion protein on p27 levels 
in HeLa cells. a Relative 
expression of the p27 mRNA 
in vehicle control and 
HTN-NANOG analyzed by 
RT-qPCR. Quantitative 
statistics are shown as the 
mean ± SD (n = 3). *p < 
0.05. b Immunoblot analysis 
of p27 protein expression in 
the presence of the vehicle 
control and NANOG protein 
(n = 3)

(a) (b)

is tryptophan-rich, and investigations have shown that this region is responsible for 
homodimerization. Thus, NANOG acts as a transcription factor by controlling tran-
scription through interactions with the promoters of myriad genes via these domains 
[55, 56, 63]. NANOG is a transcriptional activator that binds to the 5’–TAAT–3’ 
essential regions of the DNA sequence [64, 65]. A triad of transcription factors, 
including OCT4, SOX2 and NANOG, appear to be at the heart of pluripotency [11]. 
Unlike OCT4 and SOX2, solitary NANOG cells conserve pluripotency in the absence 
of pluripotency maintenance signals. Knockdown studies have revealed the crucial 
role of NANOG in embryogenesis staging. NANOG is important for the maintenance 
of self-renewal and pluripotency. These properties prevent the ESCs and iPSCs from 
differentiation [11]. 

Additionally, NANOG facilitates pre-iPS cells to attain ground-state pluripotency 
(iPSCs), which is crucial in the process of molecular reprogramming [9]. During the 
reprogramming of somatic cells, NANOG plays a critical role in inducing pluripo-
tency [9]. NANOG boosts the activation of STAT3; hence, the synergistic action 
between them promotes the establishment of naive pluripotency in ESCs and during 
the initial stages of reprogramming [66]. iPSCs that are deficient in NANOG are 
identical to wild-type iPSCs in transcriptional status; and upon further exploration, 
teratomas and chimeric formation are underpinned. Hence, this study demonstrates 
that NANOG is dispensable for iPSC formation [19]. A recent study has demon-
strated the distinctive ability of human NANOG to initiate prion-like clusters. These 
assemblies could act as a means for delivering DNA elements for their interactions 
with others, which is essential for the re-organization of chromatin structures and 
activation of ground-state pluripotency in a dose-dependent manner [67]. 

We successfully purified HTN-NANOG from a soluble fraction of E. coli cultures 
using affinity chromatography. Based on these observations, the soluble protein 
expression was relatively low (purity >90%) and might be due to its aggregation 
property when induced at larger volumes. Additionally, another study reported the
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purification of human NANOG, in which, among all the domains, the C-terminal 
domain has limited solubility. In contrast, the homeodomain and N-terminal domains 
are favorably soluble [51]. Strikingly, another study also showed the expression of 
full-length human NANOG protein along with 17 kDa protein (Skp) chaperone [51]. 
The role of Skp is to aid the folding of outer membrane proteins and their entry into 
membranes. Furthermore, Skp is well established to enhance the folding of recombi-
nant proteins and further, directs the cargo to the periplasm of E. coli [68]. In agree-
ment with the preceding evidence, the wild-type NANOG-GB1 fusion protein was 
also expressed and found to be soluble when co-expressed with the Skp chaperone. 
This study reasoned that the Skp chaperone is equipped with a hydrophobic cage that 
encases wild-type NANOG and further co-operates with tryptophan residues upon 
exposure [67]. In addition, human NANOG, by virtue of its C-terminal domain, is 
apt for aggregation, which accounts for the limited biophysical characterization of 
the protein and its individual domains [67]. Therefore, we aimed to determine the 
secondary structure of the full-length NANOG fusion protein. 

The crystal structure of homeodomain NANOG has been documented as a struc-
tural scaffold formed by three helices in both mice and humans [45, 69]. A recent 
study showed that the CD spectra of each domain individually, the N-terminal 
domain of human NANOG, comprises intrinsically disordered regions responsible 
for displaying a random-coil signature in NMR spectra and are further found in line 
with the computational prediction [67]. In contrast, the far-UV CD spectra of the 
C-terminal domain revealed β-sheets and resulted in a reduced number of β-sheets 
in the mutated version of human NANOG [67]. According to available data, our 
study showed that the secondary structure of the full-length HTN-NANOG protein 
is retained and is likely to be bioactive. 

A multitude of studies has been reported on the generation of reprogramming 
factors, namely, OCT4, SOX2, NANOG, PDX1, NGN3, GLIS1, GATA4, TBX5, 
HAND2, ETS2, MEF2C and MESP1, in E. coli using similar approaches [35, 40, 42, 
44, 58, 62, 70–78]. These investigations also revealed the utility of NLS in proteins 
that facilitate the delivery of recombinant proteins to the nucleus in human cells. 
Several reports have observed that the fusion tags [post protein delivery into cells 
(via TAT) and their nucleus (via NLS)] do not hamper the bioactivity of recombinant 
proteins [35, 39, 40, 44, 58, 62, 70–73, 78]. Thus, cytoplasmic and nuclear transport 
of reprogramming factors can be attained via TAT and NLS fusion without requiring 
additional transduction reagents. For this, we demonstrated that the protein is stable 
under standard cell culture conditions and has the ability to enter the nucleus using 
a subnuclear fractionation assay. 

Additionally, our study highlights the proliferative effect of recombinant NANOG 
on human dermal fibroblasts, emphasizing its role in malignancy. Next, we analyzed 
the impact of exogenously delivered NANOG fusion proteins on HeLa cell migration. 
Thus, we revealed that the stem cell-linked factor NANOG possesses tumorigenic 
properties in cervical cancer. Furthermore, we observed the downregulation of p27 
in HeLa cells in the presence of NANOG at the mRNA and protein levels. This study 
provides evidence that tagging the protein at either terminal does not hinder its bioac-
tivity. The generation of biologically active NANOG might trigger the endogenous
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expression of NANOG and may also participate in the auto- and inter-regulatory loops 
of pluripotency during the induction of iPSCs. The proliferative effect of NANOG 
on cells may offer an excellent platform for the expansion of mature cells in vitro. 
From a cancer perspective, it may act as a molecular marker for prognosis and cure. 
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Conclusion The purification of HTN-NANOG fusion protein from E. coli with a retained 
secondary structure and its bioactivity in human cells is demonstrated in this study. This study 
reported that human NANOG fusion protein enhanced proliferation, migration and downregulated 
p27 gene expression in HeLa cells, demonstrating its bioactivity. This biologically active human 
NANOG protein can be utilized to elucidate the biological function of NANOG in various cellular 
processes associated with cancer and induced pluripotent stem cells. 
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1 Introduction 

Glioblastoma or glioblastoma multiforme (GBM), originating in the glial cells of 
the brain, is classified by WHO as a grade IV astrocytoma and has an extremely 
poor prognosis with a 5-year survival rate of 5% after diagnosis [1]. Conventional 
therapy using temozolomide [2–4] along with radiotherapy or surgery fails to prevent 
disease relapse, primarily due to the presence of residual cancer stem cells (CSCs) [5]. 
Constitutive activation of several signaling cascades in CSCs, such as the mitogen-
activated protein kinase or MAPK pathway [6, 7], promotes chemoresistance [8], 
tumor heterogeneity and disease progression [9]. 

Upregulation of growth factor receptors that belongs to the receptor tyrosine 
kinase (RTK) family in GBM leads to the downstream activation of the MAPK/ERK 
pathway [10]. In addition, high phosphorylated ERK levels correlate with higher 
proliferation and invasion capacity of GBM cells. Inhibition of the MEK/ERK1/2 
pathway increases ECM adhesion and reduces the migration ability of the cells [11]. 
The FDA-approved pan-RTK inhibitor sorafenib is a drug that is orally adminis-
tered [12] to patients in the advanced stages of hepatocellular carcinoma (HCC) and
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renal cell cancer [13]. It inhibits proliferation and angiogenesis in HCC, often used 
in combination with other therapeutic agents [14–16] and also inhibits the migra-
tory and invasive abilities of breast cancer cells in vitro [17]. Sorafenib targets the 
cell-surface RTKs (including VEGFR, PDGFR-β, c-KIT and Flt-3) as well as intra-
cellular serine/threonine kinases (like Raf-1 and wild-type or mutated B-RAF) [18, 
19]. Ulixertinib (BVD523), a reversible, small molecule inhibitor, has a high selec-
tivity for ERK1/2. BVD523 inhibits the proliferation of cancer cells, upregulates 
apoptosis-related genes, and attenuates ABCB1 and ABCG2-mediated chemoresis-
tance [20, 21], making it a suitable candidate for treating drug-resistant cancers. 
Preclinical trials with BVD523, in combination with or without other chemother-
apeutic agents, have shown promising outcomes [22–24]. Another ERK inhibitor, 
BIX02188, targets ERK5 by inhibiting the kinase activity of MEK5 [25]. Although 
not very well characterized, BIX02188 induces apoptosis in FLT3-mutated cancers 
such as AML [26]. 

In the current study, the GBM cell line U87MG was treated with sorafenib, 
BVD523 and BIX02188 their effect on proliferation, survival, migration and self-
renewal was determined. We found that pan-RTK inhibition significantly downregu-
lated the proliferation and migration of glioblastoma cells compared to the selective 
inhibition of ERK1/2, whereas ERK5 inhibition alone did not produce any significant 
effect. 

2 Materials and Methods 

2.1 Differential Gene Expression and Pathway Analysis 

The clinical data of glioblastoma patients and their respective mRNA expression 
profiles were obtained from The Cancer Genome Atlas (TCGA) database (https:// 
cancergenome.nih.gov/). TCGA-Glioblastoma multiforme (GBM) dataset contains 
169 GBM samples and five normal samples. R statistical software (version 4.1.3; 
https://www.r-project.org/) and Bioconductor packages (http://www.bioconductor. 
org/) were used to process and normalize the raw data. The Limma package 
was utilized to identify the differential gene expression between the normal and 
tumor tissues. Pathway enrichment analysis for differentially expressed genes was 
determined using gProfiler. 

2.2 Reagents and Cell Lines 

High glucose DMEM, propidium iodide and protease inhibitor cocktail were obtained 
from Sigma-Aldrich. Fetal bovine serum, trypsin, phosphatase inhibitor cock-
tail, primary antibodies (anti-human) against phosphoERK1/2, beta-catenin, BCL2,

https://cancergenome.nih.gov/
https://cancergenome.nih.gov/
https://www.r-project.org/
http://www.bioconductor.org/
http://www.bioconductor.org/
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GAPDH and HRP conjugated secondary antibodies (anti-mouse and anti-rabbit) 
were procured from ThermoFisher Scientific. Fluorescent dye conjugated antibody 
against CD24 was purchased from ThermoFisher Scientific. BVD523 and BIX02188 
were purchased from Selleck Chemicals LLC. Sorafenib was purchased from Natco 
Pharma Ltd. Glioblastoma cell line U87MG was purchased from NCCS, Pune, and 
plastic wares for cell culture were purchased from Eppendorf. 

2.3 Colony Assay 

Colony assay was carried out as previously described [27]. 100 cells/well were seeded 
in a 6-well plate and treated with the inhibitors. During pre-treatment, inhibitors were 
added for the initial 48 h, after which fresh media was added to induce the formation 
of the colonies. In some cases, treatment was extended until the completion of the 
experiment. The resulting colonies were counted microscopically after staining them 
with 0.1% crystal violet solution. 

2.4 Protein Isolation and Immunoblotting 

Cells were seeded, allowed to attach for 24 h, and treated with sorafenib or BVD523 
for 48 h. As described previously, cells were lysed using RIPA buffer at the end 
of treatment period to collect the total protein [17, 27]. ~25 μg protein was loaded 
per well in a 10% polyacrylamide gel and transferred to a nitrocellulose membrane 
through semi-dry blotting. The membrane was incubated with the desired antibodies 
to detect the protein expression level. 

2.5 Wound Healing Migration Assay 

A previously published protocol was followed for the wound healing migration assay 
[17, 27]. 10,000 cells/cm2 were added to each well of a 12-well plate and incubated 
until they formed a monolayer, following which they were serum-starved for 12 h. A 
scratch was made using a micro tip, and media containing the respective inhibitors 
was added to each well. Microscopic images were taken at regular intervals and 
analyzed further to determine the migration speed.
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2.6 Spheroid Assay 

Glioblastoma cells were seeded at a density of 0.5–2 × 104 cells/mL in a low-
attachment 96-well plate for the formation of spheroids. The spheroids were imaged 
periodically, and their area was determined using ImageJ software. 

2.7 Proliferation Assay 

5000 cells/cm2 were seeded in each well of a 24-well plate and allowed to attach. 
Cells were then treated with different concentrations of BVD523 for 48 h. The cells 
were trypsinized, counted, stained with propidium iodide (PI) and analyzed using a 
flow cytometer. 

2.8 Surface Marker Analysis 

Cell surface expression of CD24 was determined using a flow cytometer. Cells were 
trypsinized and stained with fluorescence conjugated antibody against CD24 for 
30 min in the dark at 4˚C and analyzed by flow cytometry. 

2.9 Cell Cycle Analysis 

A previously published protocol was followed to perform cell cycle analysis [28]. 
Following treatment with the respective inhibitors, the cells were fixed and perme-
abilized with 70% ice-cold ethanol, followed by RNase A treatment. DNA was 
stained using PI and analyzed with a flow cytometer. 

2.10 Data Analysis 

Images from colony and spheroid formation assays were analyzed using the ImageJ 
software. The migration of cells in the wound healing assay was analyzed using 
the TScratch software, and flow cytometric data were analyzed with FCS Express5. 
Quantification of protein bands in the Western blots was done using the ImageLab 
software (Bio-Rad) and normalized to GAPDH expression levels.
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Fig. 1 Heatmap representing differentially expressed genes between normal and glioblastoma 
patients 

3 Results 

3.1 Identification of Differentially Expressed Genes 
and Pathways 

The genes that are significantly differentially expressed between normal and glioblas-
toma tumor samples are shown in the heatmap (Fig. 1). The pathways linked to the 
differentially expressed genes are shown in the table (Table 1). MAPK signaling 
pathway was found to be dysregulated in the TCGA-GBM cohorts, along with the 
Wnt/β-catenin pathway. So, we studied the role of the MAPK pathway in vitro in 
glioblastoma cells using MAPK pathway inhibitors.

3.2 RTK Inhibition Decreases the Self-renewal, Proliferation 
and Migration of Glioblastoma Cells 

Sorafenib was reported to inhibit the growth of glioblastoma cells and selectively 
inhibit the tumor-initiating population in primary cells [29, 30]. We previously 
reported that sorafenib (10 μM) significantly inhibits the proliferative, migratory and 
invasive abilities of breast cancer cells and modifies their intracellular signaling path-
ways [17]. Sorafenib treatment inhibited the tumor-initiating ability in GBM, where
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Table 1 Pathways associated with differentially expressed genes in glioblastoma indicate dysreg-
ulation of the MAPK pathway 

Significant p value Overlap. size Term id Term name 

TRUE 0.0179 3 GO:0,002,764 Immune 
response-regulating 
signaling pathway 

TRUE 0.00689 3 GO:0,002,768 Immune 
response-regulating cell 
surface receptor signaling 
pathway 

TRUE 0.00439 2 KEGG:04,659 Th17 cell differentiation 

TRUE 0.00851 2 KEGG:04,310 Wnt signaling pathway 

TRUE 0.0351 2 KEGG:04,010 MAPK signaling pathway 

TRUE 0.00695 2 KEGG:04,728 Dopaminergic synapse 

TRUE 0.0138 2 KEGG:05,167 Kaposi 
sarcoma-associated 
herpesvirus infection 

TRUE 0.0122 2 KEGG:05,152 Tuberculosis 

TRUE 0.0178 2 KEGG:05,170 Human immunodeficiency 
virus 1 infection 

TRUE 0.00406 2 KEGG:04,660 T cell receptor signaling 
pathway 

TRUE 0.00623 2 KEGG:04,380 Osteoclast differentiation 

TRUE 0.00322 2 KEGG:04,658 Th1 and Th2 cell 
differentiation 

TRUE 0.00431 2 KEGG:04,625 C-type lectin receptor 
signaling pathway 

TRUE 0.0229 2 MIRNA:hsa-miR-1178-3p hsa-miR-1178-3p

the sorafenib-treated U87MG cells failed to form colonies (Fig. 2a). Furthermore, 
upon treatment with sorafenib, the GBM cells formed smaller spheroids, indicating 
that sorafenib inhibits cell proliferation and self-renewal ability (Figs. 2b, 4b). CD24 
is a marker of stem cells in several cancers, including glioma [31–34] and we found a 
significant decrease in the CD24 + population after sorafenib treatment (Fig. 2c–d), 
suggesting that sorafenib treatment reduces the CSC population in GBM.

Protein expression analysis showed that sorafenib induces the accumulation of 
phosphoERK1/2 and downregulates the expression of β-CATENIN, implying that 
cell growth and proliferation were hindered. Further, a reduction in BCL2 expression 
was observed, which suggests that sorafenib redirected the cells towards apoptosis 
(Fig. 2e). Thus, we conclude that sorafenib decreases the self-renewal of glioblastoma 
cells and alters the MAPK/ERK signaling cascade, which is essential for proper 
cellular functioning.
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(a) (b) 

(c) (d) (e) 

Fig. 2 a Colony formation assay was performed with control untreated U87MG cells (CON) or 
cells treated with sorafenib (SORA, 10 μM) for 48 h (48H) or 7 days (7D) b Spheroid formation 
assay was done without (CON) or with sorafenib treatment, and the spheroids were imaged at the 
intervals of 4, 7, 10 and 14 days (4, 7, 10, 14D). The black line indicates the scale bar (200 μm) in 
all the microscopic images c Flow cytometry analysis was done to determine the expression levels 
of CD24 on the surface of U87MG cells in untreated (CON), and sorafenib (SORA) treated cells 
d Represents the normalized Mean Fluorescence Intensity (MFI) of CD24 in U87MG cells. Values 
are mean ± SE, n = 3, *p < 0.05 e Western blotting was performed to determine the expression 
of phosphorylated ERK1/2 (pERK1/2), BCL2 and β-catenin after 48 h of SORA treatment, CON 
represents the untreated control cells

3.3 ERK1/2 Inhibition Decreased the Viability 
of Glioblastoma Cells in a Concentration-Dependent 
Manner 

To further understand the effect of MAPK inhibition in GBM, we treated U87MG 
with the ERK1/2 selective inhibitor BVD523 (BVD) and determined its effect on 
proliferation and migration. The viability of U87MG glioblastoma cells decreased 
with increasing BVD concentration, with an IC50 of 10 μM (Fig. 3a, b). This reduction 
in cell survival was accompanied by a dramatic increase in the accumulation of 
phosphoERK1/2 and downregulation of β-CATENIN protein levels (Fig. 3c). Based 
on these results, 10 μM of BVD was used for further experiments.
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(a) 

(c) (d) 

(b) 

Fig. 3 a Live cell percentage post-treatment with the indicated concentrations of BVD523 (BVD) 
for 48 h was determined by staining with propidium iodide (PI) and analyzed using flow cytometer. 
b The cell count was determined after treatment with BVD for 48 h c Immunoblotting analysis 
was performed to determine the phosphoERK1/2 (pERK1/2) and β-CATENIN expression level 
after treatment with the indicated concentrations of BVD for 48 h. d The pERK1/2 levels shown in 
c were quantified and normalized against their respective GAPDH levels

3.4 ERK1/2 Inhibition Affects the Proliferative, Migratory 
and Self-renewal Ability of Glioblastoma Cells 

Spheroid formation assay was performed to find the effect of BVD on the survival 
and proliferation of U87MG cells. BVD treatment significantly inhibited spheroid 
growth, and the inhibitory effect was sustained until 14 days (Fig. 4a, b). Cell 
cycle analysis showed that BVD treatment induces G0/G1 arrest in U87MG cells 
(Fig. 4c) in agreement with the reduced proliferation. However, we noticed a signif-
icant increase in the expression levels of CD24 after BVD treatment (Fig. 4d, e). 
BVD treatment, however, lowered the migration ability (Fig. 5a, b) and significantly 
decreased the colony formation ability (Fig. 5c, d). The colony formation ability 
was completely abrogated when treatment with BVD was extended beyond 72 h, 
suggesting that prolonged BVD treatment inhibits the self-renewability of U87MG 
cells. The effect of BVD on self-renewal was found to be irreversible, where the cells 
did not regain their colony formation ability when BVD was removed after 72 h of 
treatment.
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(a) 

(c) 

(d) (e) 

(b) 

Fig. 4 a U87MG cells were allowed to form 3D spheroids in the absence (CON) or presence of 
BVD523 (10 μM, BVD). The black line shows the scale bar of 200 μm b The graph represents 
the spheroid size of U87MG cells upon treatment with sorafenib (SORA) or BVD523 (BVD) for 
the indicated time. c The cell cycle profile of untreated (CON) and BVD-treated U87MG cells was 
determined by PI staining through flow cytometric analysis. The histogram shows the cell cycle 
profile. d The cell surface expression of CD24 in control (CON) or BVD (10 μM, 48 h) treated 
U87MG cells was determined by flow cytometry analysis. The black and red lines indicate the 
isotype control and CD24 stained sample respectively. e Graph represents the CD24 expression 
levels in control (CON) and BVD-treated U87MG cells. Values are mean ± SE, n = 2–3, *p < 0.05, 
**p < 0.005

3.5 Effect of ERK5 Inhibition on Glioblastoma Migration 
and Self-renewal Ability 

Next, we studied the effect of MEK5 inhibition on the self-renewal and migration of 
U87MG cells. MEK5, an upstream activator of ERK5, was inhibited by treatment 
with BIX02188. MEK5 inhibition did not affect the migration ability of U87MG cells, 
where the migration speed after treatment with BIX02188 (BIX) was similar to that 
observed with the control cells (Fig. 5a, b). The migration ability was significantly
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(a) 

(c) (d) 

(b) 

Fig. 5 a, b Migration of U87MG cells was checked by wound healing assay after treatment with 
sorafenib (SORA, 10 μM), BVD523 (BVD, 10 μM) and BIX02188 (BIX, 2 μM). c The ability of 
U87MG cells to self-renew was determined by colony formation assay after treatment with BVD or 
BIX for 48 h (48H) or continuously (CONT) throughout the duration of the assay. UNTR represents 
the untreated control d The graph represents the colony area represented in c. Values are mean ± 
SE, n = 2–3, *p < 0.05. The scale bar (200 μm) was indicated by black lines in all the microscopic 
images

inhibited, however, after sorafenib treatment. Nevertheless, we observed a moderate 
reduction in the colony formation ability with BIX treatment, and the prolonged 
treatment with BIX did not further inhibit the ability of U87MG cells to form colonies 
(Fig. 5c, d). 

4 Discussion 

Survival of a stem cell-like population in glioblastoma tumors after conventional 
treatment with temozolomide poses a significant challenge in preventing disease 
relapse [5]. This highlights the need for alternative therapeutic strategies to target 
self-renewing and chemoresistant cells in cancer. In this study, we found that MAPK 
pathway genes were differentially expressed in TCGA-GBM cohorts. So, we initially 
examined the effects of the broad-spectrum RTK inhibitor sorafenib on the prolif-
eration, migration and self-renewal of glioblastoma cells. As reported by previous 
studies in glioblastoma [29], breast cancer [17] and hepatocellular carcinoma [35], 
sorafenib treatment inhibited colony formation in vitro, indicating that sorafenib 
abrogates the self-renewal ability. This was accompanied by a reduction in the cell
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surface expression of CD24, a CSC marker [31–34]. Decreased migration in 2D 
culture and smaller spheroid size in 3D culture indicate that sorafenib treatment 
inhibits the metastatic and proliferation ability of glioblastoma cells. 

Furthermore, the decreased survival and proliferation ability of GBM cells after 
sorafenib treatment was indicated by reduced BCL2 and beta-catenin levels, respec-
tively. Interestingly, pERK1/2 levels were upregulated, in contrast to reduced pERK1/ 
2 levels reported in hepatocellular and breast carcinomas [17, 36]. The mechanism 
of this upregulation in glioblastoma is not well understood but may be caused by the 
multikinase inhibitory activity of sorafenib on ERK1/2 rather than on its upstream 
activators, leading to altered feedback loops within the RAS/RAF/ERK pathway. 

It is reported that elevated expression of pERK1/2 is associated with glioblastoma 
progression. In order to understand the mechanism, ERK1/2 inhibitor BVD523 was 
utilized in this study. BVD effectively reduced cell viability and proliferation in 
2D and 3D cultures [37–39] and induced cell cycle arrest. BVD also inhibited the 
colony formation and migration ability of U87MG cells. BVD treatment altered two 
intrinsic signaling pathways, the RAS/RAF/ERK pathway and the Wnt/β-catenin 
pathway. β-catenin downregulation leads to reduced proliferation [40, 41]. However, 
a concentration-dependent increase of pERK1/2 levels after BVD treatment indicates 
its aberrant kinase activity rather than its phosphorylation status, thereby preventing 
activation of downstream targets [20]. Although sorafenib and BVD523 showed a 
similar effect in terms of abrogating tumor initiation, proliferation and migration, the 
effects observed were more pronounced with the former, implying that the activity 
of sorafenib is mediated by ERK1/2 inhibition in conjunction with inhibition of 
other tyrosine kinase receptors. Selective inhibition of MEK5 kinase activity, thereby 
ERK5 inhibition with BIX02188, moderately decreased the self-renewal ability of 
U87MG but did not alter the cell migration. Nevertheless, it cannot be concluded 
that ERK5 inhibition does not affect tumor proliferation or metastasis since the effect 
might become pronounced when used in combination with one or more inhibitors. 

Thus, sorafenib and BVD523 effectively reduced tumor initiation, proliferation, 
survival and metastasis by altering the ERK signaling cascade, whereas BIX02188, 
when used alone, was not effective against the glioblastoma cells. However, combi-
natorial therapy with drugs and inhibitors that target alternate cellular mechanisms 
is therapeutically more beneficial than single pathway inhibition. 
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Ovarian Cancer G-Protein-Coupled 
Receptor 1 Inhibits Prostate Cancer Cell 
Migration Through the Downregulation 
of Casein Kinase 2 Alpha Gene 
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1 Introduction 

Ovarian cancer G-protein-coupled receptor (OGR1) is a member of proton-sensing 
GPCR [1]. OGR1 has been shown to be a metastasis suppressor gene in prostate [2], 
ovary and breast cancer [4, 5]. It has lower level of expression in metastatic tissues 
as compared to primary tumor tissues [3]. However, there had been reports of OGR1 
functioning antagonistic roles in tumor and host cells. For example, when prostate 
cancer cells are injected into OGR1-knockout mice, there was inhibition of prostate 
cancer tumorigenesis [6]. Similarly, there was also significant inhibition of tumori-
genesis in OGR1 knockout mice [7]. These reports suggest that although OGR1 has 
tumor metastasis-suppressing role, OGR1 of the host cell might play a role (involved 
or/and obligatory) for tumor development. The molecular mechanism employed by 
OGR1 for the suppression of metastasis is yet to be deciphered completely. There 
have been reports of activation of Rho by OGR1 but Rac1 downregulation in breast 
cancer cell lines [5]. We have recently reported that OGR1 inhibits A549 cells’ 
migration through the upregulation of CSNK2A3 (CKα intronless) and NEP (neutral
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endopeptidase) genes via the activation of Rac/Cdc and MAPK pathways [8]. So, the 
other downstream signaling proteins of OGR1 entailed in the suppression of cancer 
cell metastasis need to be investigated. 

Casein kinase 2 (CK2) consists of two catalytic and two regulatory subunits. There 
are two types of catalytic subunits—α (CK2α) and α' (CK2α') [9]. However, a new 
catalytic subunit, αP has been identified recently [10]. α is encoded by CSK2A1 
and α' is encoded by CSNK2A2 [9], and αP (CK2αP) is encoded by CSNK2A3 
(also known as CK2α intronless gene or CSNK2A1P). CK2 has been implicated 
in many important cellular processes of vertebrates such as cell survival [11, 12], 
cell growth [13], cell proliferation [14], enhances cellular transformation [15, 16] 
and angiogenesis [17] and changes cell morphology [18]. Many studies have shown 
that its expression is often up-regulated in tumor cells both at transcript and protein 
level [19]. Its role in promoting tumorigenesis depends upon its differing modula-
tions in important signaling pathways in various cancers. CK2α regulates numerous 
signaling pathways such as Hedgehog [20], JAK/STAT [21], NF-κB [22], Wnt [23, 
24] and PTEN/ PI3K/ Akt-PKB [25–28] signaling pathways. However, there is no 
consensus in the notion that up-regulated expression of CK2 leads to tumorigenesis 
with poor prognosis such as its expression had been shown to be down-regulated in 
some tumors—(down-regulated expression of CK2α' in ovarian, breast and pancre-
atic cancers) and its up-regulated expression in lung adenocarcinoma leads to higher 
survival time [29, 30]. Nonetheless, up-regulated expression of CK2 at both tran-
script and protein levels is associated with poor prognosis. Although CK2 expression 
in changes in gene dosage, epigenetic and post-translational regulation have been 
proposed, the mechanism of dysregulated expression of CK2 at both transcript and 
protein level in many cancers is yet to be revealed. Although CK2 expression is 
mainly regulated at the gene level, epigenetic and post-translational regulation of its 
expression has also been proposed, and the mechanisms of dysregulated expression 
of CK2 at both transcript and protein level in many cancers are yet to be revealed. 

In this study, we investigate the cellular molecules involved and mechanism of 
OGR1-induced inhibition of prostate cancer metastasis. 

2 Materials and Methods 

Cell culture: PC3 and HEK293T cell lines were cultured according to the standard 
cell culture methods. 

Chemicals: SP600125 (JNK inhibitor), SB203580 (p38 inhibitor) were procured 
from Abcam (Cambridge, UK). Pertussis toxin (PTX), FR180204 (ERK inhibitor) 
were procured from Sigma-Aldrich (Burlington, MA, USA). 

Genes Transfer: PC3 cells were transiently transfected either with pcDNA3.1 
or pcDNA3.1-OGR1; or co-transfected with pcDNA3.1-cdcT17N or pcDNA3.1-
RacT17N using Lipofectamine 2000. SP600125, SB203580, FR180204 were treated 
to cells at working concentrations of 20 μM and PTX was used at 2.5 μM.
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qPCR: Total RNAs from 8 × 105 cultured cells were extracted using RNA isola-
tion kit (Qiagen, Hilden, Germany). cDNA was synthesized using 1 μg of isolated 
RNAs as template by M-MuLV Reverse Transcriptase (NEB, MA, USA). qPCR for 
β-actin, OGR1, CSNK2A1 and CSNK2A3 were performed using 1 μg cDNA as  
template in a reaction volume containing 5U Taq DNA polymerase (NEB). 

The primers used for qPCR were: 

Gene Forward primer (5’–3’) Reverse primer (5’–3’) 

β-actin GAGCCTCGCCTTTGCCGATG CGATGCCGTGCTCGATGGGG 

OGR1 CTGTCCTGCCAGGTGTGCGG CACGCGGTGCTGGTTCTCGT 

CSNK2A1 CCAAACATCAAGTCCAGCTTTGTC ACCTCGGCCTAATTTTCGAACCA 

CSNK2A3 ATTGCTCCCCACTCCATCGC ACCTCGGCCTAATTTTCGAACCA 

All the primers were procured from Xcerlis Genomics Laboratory (Ahmedabad, 
India). 

Generation of CSNK2A1 lentiviral particles: To analyze the functional role of 
CK2α (CSNK2A1) in the suppression of PC3 cells’ migration by OGR1, lentivirus 
construct of pLVX-CSNK2A1 along with the packaging and envelope plasmids were 
transfected into HEK293T cells. The medium with the viral particles was harvested 
after 48 h. The medium was filtered using sterile 0.2 μm syringe filter and was used 
to transduce control or OGR1 transfected PC3 cells for scratch assay. 

In-vitro Scratch Assay: To determine the role of CK2α (CSNK2A1) on OGR1-
induced suppression of metastasis, PC3 cells were seeded to 70–80% confluency 
in six-well plates. The cells were transfected with pcDNA3.1 or pcDNA3.1-OGR1. 
After 5 h, viral particles of pLVX-CSNK2A1 were used to transduce the transfected 
PC3 cells. Scratches were created in the monolayer cell by a 200 μl pipette tip. 
Images of the scratch areas were taken at 0, 12, 24 and 48 h. 

Statistical analysis: All the above experiments were performed in triplicates. The 
results of these observations were presented as the mean ± SD using Microsoft Excel 
or GraphPad Prism 8.0. p values less than 0.05 were considered significant. 

3 Results 

3.1 OGR1 Downregulates the Expression of CSNK2A1 
but Does not Change that of CSNK2A3 

We have recently reported the suppression of A549 cells’ migration by OGR1 
through the upregulation of CSNK2A3 [8]. To investigate whether OGR1 regu-
lates expression of CK2α in PC3 cells, pcDNA3.1 or pcDNA3.1-OGR1 was tran-
siently transfected to PC3 cells. Transcript expressions of CK2α genes (CSNK2A1 
and CSNK2A3) were determined by semi-qPCR. The results indicated that OGR1
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Fig. 1 OGR1 downregulates the expression of CSNK2A1 (CK2α), but do not change the 
expression of CSNK2A3 (CK2αP). pcDNA3.1 and pcDNA3.1-OGR1 were transfected into 
PC3 cells. a CSNK2A1 and CSNK2A3 transcript expression determined by semi-qPCR; b Graph-
ical representation of relative intensities of CSNK2A1 and CSNK2A3 DNAs as interpreted by 
ImageJ after standardization to β-actin. Data are represented as mean ± SEM of 3 independent 
experiments. *p < 0.05 

downregulated CSNK2A1 expression; however, the expression of CSNK2A3 did not 
alter (Fig. 1a, b). Our findings showed that the expression of CSNK2A1 is regulated 
despite having a housekeeping promoter. 

3.2 Activation of Gαi Protein 

Previously, we reported the activation of Gαi protein by OGR1 in inhibition of PC3 
cell migration [2]. So, we investigated the involvement of Gαi for the downregu-
lated expression of CSNK2A1 by OGR1 in PC3 cells by subjecting empty vector or 
OGR1 transfected PC3 cells with or without pertussis toxin (PTX) treatment. The 
result showed that the OGR1-induced down-regulated expression of CSNK2A1 was 
abrogated in the presence of PTX (Fig. 2a, b).

3.3 Downregulation of CSNK2A1 is Required 
for the Inhibition of PC3 Cells’ Migration by OGR1 

To determine the roles of CSNK2A1 in the suppression of PC3 cell migration by 
OGR1, we performed an in vitro wound-healing assay by co-expressing CSNK2A1 
and OGR1 into PC3 cells. Control cells were prepared such that one set was trans-
fected with empty vector and another set was transfected with empty vector and trans-
duced with viral particles for CSNK2A1. The test cells were also prepared such that 
one set was transfected with OGR1 and another set was transfected with OGR1 and
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Fig. 2 OGR1 downregulates CSNK2A1 expression in PC3 cells through the activation of Gαi 
protein: a PC3 cells were transfected with pcDNA3.1 or pcDNA3.1-OGR1 and treated with or 
without PTX drug (Gαi inhibitor). Transcript expression of CSNK2A1 was analyzed using semi-
qPCR; b Graphical representation of relative intensities of CSNK2A1 and CSNK2A3 DNAs as 
interpreted by ImageJ after standardization to β-actin. Data are represented as mean ± SEM of 
three independent experiments. *p < 0.05

transduced with viral particles for CSNK2A1. OGR1-transfected PC3 cells showed 
suppression of migration as expected. However, there was a complete reversal of 
OGR1-induced suppression of cell migration in OGR1-overexpressed PC3 cells 
transduced with CSNK2A1 (Fig. 3a, b), suggesting that OGR1 downregulated 
CSNK2A1 to inhibit migration.

3.4 Down-Regulated Expression of CSNK2A1 by OGR1 
Involved the Activation of Small G Proteins 

To investigate the involvement of Rac1 and cdc42 for the down-regulated expres-
sion of CSNK2A1 by OGR1, PC3 cells were transfected with pcDNA3.1 (Control) 
or pcDNA3.1-OGR1 (Test) alone. The control and test PC3 cells were also co-
transfected with dominant negative mutant plasmids of cdc42 (cdcT17N) or Rac1 
(RacT17N). The results showed that in the inhibition of cdc42 and Rac1, the down-
regulated expression of CSNK2A1 by OGR1 in PC3 cells was completely abolished. 
The findings suggested that for the down-regulation of CSNK2A1 by OGR1 in PC3 
cells involved the activities of both small G proteins, cdc42 and Rac1 (Fig. 4a, b).
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Fig. 3 OGR1 inhibits PC3 cells’ migration through the downregulation of CSNK2A1 in PC3: 
a PC3 cell migration was inhibited by OGR1, but in the overexpression of CSNK2A1, OGR1-
induced cell migration inhibition was completely abrogated. PC3 cells were transfected with 
pcDNA3.1 or pcDNA3.1-OGR1 and transduced with viral particles of CSNK2A1. Cell migra-
tion was observed and images were captured at 0, 12, 24 and 48 h. after transfection; b The wound’s 
widths were measured using ImageJ software and plotted on the graph. For conversion of the 
wound’s widths into percentage, the wound’s width of control transfected with empty vector at 0 h. 
was calculated as 100%. The images are in 200 μm scale bar. Differences in the experimental data 
of three independent experiments were used to calculate Mean ± SD and represented as error bars 
on the graph. *p < 0.05

3.5 Down-Regulated Expression of CSNK2A1 by OGR1 
Involved the Activation of MAPK Pathway 

The MAPK pathways are involved in the relay of various cellular signals to cellular 
responses [35–37] and oncogenesis [38] via the activation of G-proteins, we postu-
lated that MAPK pathway might play a major role for the downregulated expression
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Fig. 4 GTPases: Rac/Cdc42 are requisite for OGR1-induced down-regulated expression of 
CSNK2A1 in PC3 cells: a OGR1-induced downregulation of CSNK2A1 was abrogated by the 
dominant negative mutants of Cdc42 and Rac1. PC3 cells were transfected with empty vector or 
OGR1 or co-transfected with dominant negative mutant plasmids of Cdc42 and Rac1 and CSNK2A1 
was analyzed by qPCR. b Graphical representation of relative intensity of CSNK2A1 DNAs as 
interpreted by ImageJ after standardization to β-actin

of CSNK2A1 by OGR1, which leads to the inhibition of migration of PC3 cell. To 
investigate the involvement of MAPK pathways in the down-regulated expression of 
CSNK2A1 by OGR1, PC3 cells were transiently transfected with empty vector or 
OGR1, and the cells were treated with selective inhibitors for MAPK pathways. After 
48 h. of transfection, CSNK2A1 expression was analyzed by qPCR. The inhibitors for 
MAPK pathways completely abolished the downregulated expression of CSNK2A1 
by OGR1 (Fig. 5a, b). Thus, the results showed that PC3 cell migration is inhibited 
by OGR1 by down-regulating the expression of CSNK2A1 through the activation of 
the MAPK pathways.

4 Discussion 

Cancer metastasis is the major cause of cancer deaths [30]. Thus, unriddling 
the various biological mechanisms involved in the complex process of metastasis 
is necessary for the combating cancer. OGR1 has been shown to be metastasis 
suppressor gene; however, the mechanism it employs to inhibit metastasis is yet 
to be unraveled. Our current study showed that OGR1 plays an important role in 
prostate cancer. The study presented here proved that OGR1 regulated the expression 
of CK2α, which is the key regulator of many aspects of cancers [11–18]. 

It has been well reported that the CK2α expression is elevated in most cancers 
examined at both transcript and protein level. The mechanisms for the overexpression 
and how the expression of CK2α is regulated are not clearly known. Our results 
showed that OGR1 downregulated CK2α expression, and this may provide an insight
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Fig. 5 MAPK pathways are requisite for OGR1-induced down-regulated expression of 
CSNK2A1 in PC3 cells: a OGR1-induced downregulated expression of CSNK2A1 was abolished 
by the inhibitors for MAPK pathways. PC3 cells were transfected with empty vector or OGR1 
and treated with the selective inhibitors for MAPK proteins. b Graphical representation of relative 
intensity of CSNK2A1 DNAs as interpreted by ImageJ after standardization to β-actin. Data are 
represented as mean ± SEM of three independent experiments. *p < 0.05

of how the constitutively active enzyme is regulated and how its downregulated 
expression aids in the inhibition of metastasis by OGR1. 

Recently, we have provided the first evidence that CK2α (CSNK2A3) is regulated 
by OGR1 in lung cancer cell line, A549 [8]. Further, our unpublished findings showed 
that OGR1 overexpression can induce K562 differentiation similar to phorbol 12-
myristate 13-acetate (PMA) and downregulation of CSNK2A3 expression, but it 
upregulates CSNK2A1. 

Rho GTPases, Rac1 and cdc42 played major roles in cancer tumorigenicity [31, 
32]. Their activities are catalyzed by guanine nucleotide exchange factors (GEFs), 
which are activated by signaling from oncogenic cell surface receptors from various 
receptors including the GPCRs (G-protein-coupled receptors) [33, 34]. Our find-
ings that inhibition of Rac1 and cdc42 abolished the downregulation of CK2α by 
OGR1 showed that these GTPases played an important role in inhibiting cancer cell 
migration through CK2α downregulation. 

MAPK pathways play important roles such as cellular signaling [35–37] and 
oncogenesis [38]. G-proteins have been reported to activate the MAPK signaling 
pathways, thereby implicating the involvement of GPCRs as G-proteins are the 
secondary signaling molecules of GPCRs [39]. Our findings that the inhibition of 
MAPK pathways led to the abolishment of down-regulated expression of CSNK2A1 
by OGR1 suggest the involvement of MAPK pathway in the regulation of CSNK2A1 
expression by OGR1. 

Our findings overall suggest that the expression of CK2α (CSNK2A1) is regulated 
by OGR1 in PC3 cells through the involvement of small GTPases (Rac1 and cdc42)
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and MAPK pathways, thereby leading to suppression of cell migration. These mech-
anisms of CK2α regulation by OGR1 in prostate cancer are depicted in a graphical 
model (Fig. 6). 

Finally, our results showed that OGR1, a G-protein-coupled receptor, is the regu-
lator for CK2α (CSNK2A1) expression in PC3 cells and inhibits PC3 cell migration 
by down-regulating the expression of CK2α.

Fig. 6 Illustration 
diagram of OGR1 signaling 
pathway leading to 
suppression of metastasis 
in PC3 cells: OGR1 activates 
Gαi protein, which further 
activates Rho GTPases: Rac1 
and Cdc42, ultimately 
activating the MAPK 
signaling pathways, which 
regulate the expression 
(decreases) of CK2α 
(CSNK2A1) gene in PC3 
cells, and finally culminating 
into the suppression of 
metastasis (cell migration) 
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5 Conclusion 

We showed that OGR1, by regulating CK2α expression in PC3 cells via the activation 
of G-proteins, GTPases: Rac1 and Cdc42 and MAPK pathways, inhibits migration of 
PC3 cells. Moreover, the present results also support our previous finding that OGR1 
is the regulator of CK2α genes and consequently regulates cancer cell migration. 
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and Biological Activity Determination 
of Codon-Optimized Human MAFA 
Transcription Factor from E. coli 

Gloria Narayan, Shirisha Nagotu, and Rajkumar P. Thummer 

Keywords MAFA · E. coli · Recombinant protein · Secondary structure ·
PANC-1 cells · Bioactivity · Insulin gene 

1 Introduction 

Insulin is a hormone that controls the blood glucose levels by facilitating glucose 
uptake and is produced only by β-cells in the endocrine pancreas. Its secretion is 
significantly insufficient in diabetic patients due to depletion in number of functional 
β-cells, which causes prolonged high blood glucose level. In longer run, diabetes 
is reported to cause multiple health complications like neuropathy, nephropathy, 
retinopathy, and cardiovascular diseases [1–5]. Therefore, multiple studies have been 
performed over the years to comprehend the transcriptional cascade involved in 
diabetes [6–8]. 

Musculoaponeurotic fibrosarcoma oncogene family A or MAFA is one of the 
factors that has been investigated by different groups to understand pancreatic devel-
opment in both human and mouse models and its contribution in diabetes. In mice, 
MafA expression is observed first at E13.5, while in human, MafA is not detected
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until 21st week, and its expression gradually increases postnatally [6]. MafA belongs 
to large basic leucine zipper family of the transcription factors [7]. Its expression is 
exclusively detected in β-cell lines [8, 9]. It binds to RIPE3b, which is an enhancer 
element that regulates insulin gene expression [8]. MafA was known first as β-
cell-specific transcription factor, which was shown to bind to the C1 element of 
insulin gene [10]. Later, MafA was also reported to interact with NeuroD1 and Pdx1 
and binds to Maf-responsive/recognition elements via a consensus DNA-binding 
sequence [TGCTGAC(G)TCAGCA] and activated insulin gene expression in rat 
islets [8, 11, 12]. It interacts with NeuroD1 and Pdx1 to activate insulin gene expres-
sion in β-cells by binding to Maf responsive element [8, 12, 13]. This finding was 
further demonstrated by Zhang and co-workers using a MafA-deficient mouse [14]. 
This group demonstrated that MafA double-negative mutant mice developed diabetes 
and showed impaired glucose-stimulated insulin secretion [14]. Moreover, pancreatic 
islet abnormalities and decreased expression of many key β-cell-specific transcrip-
tion factors like insulin1, insulin2, Pdx1, Beta2 and Glut2 were also observed in MafA 
mutant mice [14]. Studies conducted in type 2 diabetic patients observed that these 
patients have compromised MafA expression, which leads to poor glucose-stimulated 
insulin secretion compared to normal islets [15]. In case of type 1 diabetic patients 
and nonobese diabetic mouse, deletion of MafA showed decreased Ins2 expression 
and activated antibodies targeting endogenous pancreatic islets [16, 17]. MafA has 
also been reported to contribute hugely to the field of cellular reprogramming and 
has been associated with generating insulin+ β-cells from pluripotent, multipotent 
and terminally differentiated cells, which mimicked the endogenous β-cells in terms 
of glucose responsiveness [18, 19]. 

Recombinant protein as therapeutic agents or protein-based cellular reprogram-
ming is the safest and a promising substitute in comparison to its viral counterparts 
[20, 21]. These purified proteins can then be directly delivered into target cells to acti-
vate a signaling cascade or regulate the target genes. Remarkably, this method does 
not manipulate the genome of the target cells, which makes it apt for the formation 
of clinical-grade human cells [20, 21]. Additionally, there is complete control over 
time and amount of proteins for application. Many studies have successfully purified 
recombinant protein from heterologous system and has proved these proteins to be 
biologically active in mammalian cells [22–30] 

Here, we report fusion of a nuclear localization signal/sequence (NLS), cell-
penetrating peptide (Transactivator of transcription; TAT), and a Histidine patch 
(8xHis) to both ends of codon-optimized human MAFA cDNA sequence prior to 
expressing in the bacterial expression vector. Further, native purification, determi-
nation of secondary structure, and demonstration of biological activity of the tagged 
protein were performed.
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2 Materials and Methods 

2.1 Strains, Plasmids, Reagents, and Cell Lines 

The plasmids containing our gene of interest in pUC cloning vector along with 
fusion tags (pUC-HTN-GOI and pUC-GOI-NTH) were obtained from GenScript. 
BL21(DE3) strain of E. coli was used as expression host to produce recombinant 
MAFA fusion protein. Culture media like Lysogeny broth (LB), Tart-off Hobbs 
HiVeg broth (TB) and chemicals likesodium chloride, sodium phosphate, isopropyl 
β-D-1-thiogalactopyranoside (IPTG), kanamycin and imidazole were procured from 
HiMedia. Bradford reagent was obtained from Bio-Rad. Cell culture consumables 
were purchased from Invitrogen. 

PANC-1 cells were purchased from NCCS, Pune (India) and was cultured in 
cancer growth culture media [Dulbecco’s Modified Eagle medium, fetal bovine serum 
(10%) and penicillin–streptomycin solution (1%)]. 

2.2 Cloning and Soluble Expression of Heterologous MAFA 
Fusion Proteins 

The sequence (codon-optimized) of human MAFA gene (NM_201589.3) was cloned 
along with a NLS, TAT, a Histidine patch (8xHis) at either end in a pET28a(+) 
protein expression vector to generate pET28a(+)-HTN-MAFA (HTN-MAFA) and 
pET28a(+)-MAFA-NTH (MAFA-NTH) constructs. Cloning was further corroborated 
using restriction digestion and Sanger sequencing. The detailed procedure is depicted 
in Fig. 1. Competent E. coli BL21(DE3), prepared using the traditional CaCl2 method, 
were transformed with either HTN-MAFA or MAFA-NTH. For carrying out soluble 
expression studies, the same approach was used as described earlier [22, 24, 25]. The 
cells were lysed using the lysis buffer mentioned in Table 1.

2.3 Purification Under Native Conditions and Desalting 
of Purified Recombinant Protein 

Purification of MAFA-NTH was carried out from 1.2 L of lysate. Lysate was 
centrifuged and bacterial pellet was resuspended and subjected to ultrasonication 
until the solution was clear. This total lysate was further centrifuged for the next 
30 min at 8000 rpm (4 °C) to yield a supernatant fraction containing our protein of 
interest. Next, native purification was carried out as described previously [22, 31]. The 
detailed buffer composition is provided in Table 1. Collected samples were analyzed
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Fig. 1 Pictorial representation of the codon optimization and cloning strategy. H, Histidine; 
T, TAT, Trans-Activator of Transcription; N, NLS, Nuclear Localization Sequence/Signal 

Table 1 Composition of buffers used for the MAFA-NTH native purification (at pH 7.5) 

Composition Lysis buffer Wash buffer 1 Wash buffer 2 Elution buffer 

Phosphate buffer (mM) 20 20 20 20 

Sodium chloride (mM) 300 300 300 300 

Imidazole (mM) 20 200 400 1500

using techniques, namely, SDS-PAGE and immunoblotting. Next, the eluted puri-
fied protein is desalted in PD10 columns (GE Healthcare), buffer exchanged against 
glycerol buffer and stored at freezing conditions (−80 °C). 

2.4 SDS-PAGE, Coomassie Staining, and Immunoblotting 
Analysis 

SDS-PAGE, Coomassie staining, and immunoblotting were performed as previously 
described [24]. The antibodies used for different techniques and their respective 
concentrations are mentioned in Table 2.

2.5 Circular Dichroism on the Purified MAFA-NTH Protein 

The far UV circular dichroism spectroscopy (CD) was used in this work to study the 
purified recombinant MAFA protein secondary structure. The spectra were analyzed
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Table 2 Summary of primary and secondary antibodies used for different techniques 

Antibodies Dilution Company Cat. No 

Western 
blotting 

Immunostaining Subcellular 
fractionation 

Anti-His 1:5000 N/A N/A BioBharati BB-AB0010 

Anti-MAFA 1:1000 1:100 1:500 Cell 
signaling 
technology 

D2Z6N 

Anti-H3 N/A N/A 1:5000 BioBharati BB-AB0055 

Anti-GAPDH N/A N/A 1:5000 BioBharati BB-AB0060 

Anti-Rabbit IgG, 
Alexa Fluor 

N/A 1:1000 N/A Invitrogen 410,407 

Anti-Rabbit IgG, 
HRP-conjugated 

1:5000 N/A 1:5000 Invitrogen 32,460

using the same parameters previously described [22, 31]. The spectra were further 
scrutinized by online tool BeStSel (Beta Structure Selection) [32]. 

2.6 Stability of MAFA Fusion Protein at Cell Culture 
Conditions 

Stability of MAFA fusion protein at cell culture conditions was carried out as 
described previously [26]. Samples were collected and centrifuged to remove aggre-
gated protein molecules and supernatants were stored (−20 °C). Samples were 
next thawed and mixed with sample solubilizing buffer and analyzed using anti-His 
antibody in immunoblotting. 

2.7 Immunostaining, Microscopy, and Subcellular 
Fractionation 

Subcellular fractionation, immunostaining, and microscopy were performed as 
reported earlier [22, 23, 26]. The fractions in subnuclear fractionation were analyzed 
by immunoblotting. The antibodies used for different techniques and their respective 
concentrations are mentioned in Table 2.
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Table 3 Primer sequences 
used in this study for 
RT-qPCR analysis 

Gene name Primer sequence (5’–3’) 

Insulin Forward: 
5'-TCACACCTGGTGGAAGCTC-3'
Reverse: 
5'-ACAATGCCACGCTTCTGC-3'

GAPDH Forward: 5'-GTCTCCTCTGACTTC 
AACAGCG-3'
Reverse: 5'-ACCACCCTGTTGCTG 
TAGCCAA-3'

2.8 RT-QPCR Analysis 

RNA isolation, cDNA synthesis, and RT-qPCR were performed as described earlier 
[23, 27]. The primer sequences of human insulin and GAPDH genes are listed in 
Table 3. 

2.9 Statistical Analysis 

Data analysis (unpaired student’s t-test) was performed using the GraphPad Prism 8 
software. Data are expressed as Mean ± SEM. * p < 0.05 is considered statistically 
significant. 

3 Results and Discussion 

3.1 Cloning and Expression Parameter Optimization 

The human MAFA sequence (codon-optimized) along with the fusion tags (Figs. 1 
and 2 (top)) was cloned into pET28a(+), and the genetic constructs were verified using 
restriction digestion (Fig. 2 (bottom)) and DNA sequencing. These generated genetic 
constructs were transformed for expression study. Multiple expression parameters 
like inducer concentration (IPTG in mM), cell density (OD600) and time of induction 
(in h) were identified for maximal soluble expression (Table 4).

Expression analysis revealed that maximal soluble expression was observed for 
MAFA-NTH at 37 °C. In the case of HTN-MAFA, only a small amount of protein 
was observed in the supernatant fraction and was thus excluded from further analysis 
(Fig. 3). However, multiple truncations were also observed in the expression of 
MAFA-NTH recombinant protein (Fig. 3), most likely due to the proteolysis of few 
MAFA protein molecules during expression and solubilization [33]. Moreover, this 
analysis also demonstrated no leaky MAFA expression as uninduced cultures showed
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Fig. 2 Cloning of HTN-MAFA and MAFA-NTH in expression vector (pET28a(+)). The  MAFA 
cDNA sequence along with the fusion tags was fused to vector backbone to generate pET28a(+)-
HTN-MAFA and pET28a(+)-MAFA-NTH. The resulting genetic constructs were then analyzed by 
restriction digestion using a set of restriction enzymes. GOI, Gene of interest; H, His; T, TAT  and  
N, NLS 

Table 4 Summary of the 
expression parameters 
screened to attain maximal 
expression 

Expression 
parameters 

Values screened Optimal value 

Inducer 
concentration 
(IPTG) (in mM) 

0.05, 0.1, 0.25, 0.50 0.25 

Induction cell 
density (OD600) 

~0.5, ~1.0, ~1.5 ~0.5 

Post-induction 
incubation time (in 
hours) 

2, 4 2

no MAFA expression (Fig. 3). Based on these findings, MAFA-NTH recombinant 
protein was used for subsequent affinity-based native purification.

3.2 Purification and Secondary Structure Estimation 
of MAFA-NTH 

We next purified MAFA-NTH using affinity chromatography from the soluble frac-
tion. For this, MAFA-NTH was induced in 1.2 L of TB culture media, supplemented 
with 50% glycerol, for 2 h at 37 °C with 0.25 mM of IPTG at shaking condition. 
Post induction, the culture was clarified using centrifugation, and then native purifi-
cation was carried out using IMAC (Fig. 4; top). Samples were collected at every 
purification step for further analysis. The purified MAFA-NTH protein was detected
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Fig. 3 Determination of 
the optimal genetic 
construct to achieve 
maximal soluble MAFA 
fusion protein. E. coli 
BL21(DE3) strain was 
transformed with 
pET28a(+)-HTN-MAFA or 
pET28a(+)-MAFA-NTH at 
37 °C (post-incubation time 
of 2 h). The harvested cells 
were lysed to get cell lysate 
fraction and centrifuged to 
obtain a supernatant cell 
fraction and pellet fraction. 
Collected samples (20 μg) 
were loaded on SDS-PAGE 
gel and also verified by 
immunoblotting. kDa, 
kilodaltons; α-His, anti-His 
Antibody. (n = 4) * 
Truncation of fusion proteins

using Histidine antibody (Fig. 4; bottom). The calculated molecular weight of the 
protein along with the tags is 44.5 kDa and we observed our protein of interest at ~48 
kDa. Interestingly, we also observed multiple truncated protein bands along with the 
full-length protein. Moreover, the protein loss was also observed in the flow-through 
fraction, which could be due to overloading of supernatant fraction to the purification 
column (Fig. 4; top) (for ~6 g of bacterial wet pellet, resin used is ~3 ml (2:1)).

Post-purification MAFA-NTH, we planned to determine whether the purified 
protein upheld its secondary structure. To understand this, we desalted and buffer 
exchanged the purified protein and performed far UV CD spectroscopy. This spectro-
scopic method is widely used method to understand the folding features of proteins 
where the secondary structure is not determined [32, 34]. The spectra analysis 
revealed that the secondary structure of the purified MAFA fusion protein was upheld 
(Fig. 5a). The secondary structure was then estimated using the BeStSel tool (Fig. 5b). 
The results showed that the secondary content of purified MAFA-NTH contained 
predominantly random coils (~48%) and α-helices and β-sheets contents was ~20% 
and ~18%, respectively, and the amount of turns was ~14% (Fig. 5b). The result 
confirmed that the purified recombinant MAFA-NTH upheld the secondary struc-
ture post native purification and desalting. However, the complete crystal structure 
of human MAFA protein is not available and thus further analysis is still required.
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Fig. 4 Purification of recombinant MAFA-NTH under native conditions. MAFA-NTH native 
purification. kDa, kilodalton; α-His, anti-His Antibody

(a) (b) 

Fig. 5 Secondary structure determination of MAFA fusion protein using far-UV CD spec-
troscopy. The purified protein was analyzed for its secondary structures and its CD spectra are 
shown in (a). b Quantified secondary content is denoted using bar graphs (n = 4) 

3.3 Stability and Internalization of MAFA-NTH Protein 

Protein stability assay was carried out to understand the stability of the recombinant 
MAFA-NTH in protein transduction media containing 200 nM of purified protein. 
The media was incubated under standard cell culture condition and the figure clearly 
depicts that the fusion protein is stable for 72 h, which was identified using histidine 
antibody (Fig. 6a).

Next, we confirmed the transduction ability of MAFA-NTH into mammalian cells 
using immunofluorescence and subcellular fractionation. Pancreatic ductal cancer
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(a) 

(b) (c) 

Fig. 6 Stability and transduction ability of MAFA fusion protein. a Stability of MAFA-NTH 
recombinant protein under cell culture conditions, analyzed using immunoblotting. b Image showing 
nuclear translocation of MAFA-NTH in PANC-1 cells c Representative Western blots showing 
cytosol and nuclear fractions of MAFA-NTH protein treated or untreated in PANC-1 cells using 
MAFA, GAPDH, and H3 antibodies

cells, PANC-1 do not have endogenous MAFA expression and thus, were used for 
these studies. The overnight treated cells were subjected to immunostaining and 
imaged using fluorescence microscopy. The images confirmed the effective uptake 
of recombinant MAFA-NTH in PANC-1 cells (Fig. 6b). Moreover, subcellular frac-
tionation was also performed to further validate our findings. For this, Histone H3 and 
GAPDH antibodies were used as internal controls to confirm nuclear and cytosolic 
fractions, respectively. We observed that majority of the fusion protein was in the 
nuclear fraction and small amount of protein molecules were also present in the 
cytosolic fraction (Fig. 6c). This suggested that the fusion of NLS has increased 
the internalization capacity of the recombinant MAFA-NTH fusion protein inside 
the mammalian cells. Previously, Lu and group have also purified MAFA protein, 
however, the study had protein internalization issues due to the absence of NLS in 
the construct [35]. 

3.4 Effect of the Recombinant MAFA-NTH Protein 
on Insulin Gene Expression 

Next, we carried out experiments to validate the biological activity of MAFA-
NTH recombinant protein on mammalian cells. To achieve this, MAFA-NTH fusion 
protein was transduced into PANC-1 cells. It was previously reported that PANC-1
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Fig. 7 Effect of the 
purified MAFA-NTH 
fusion protein on insulin 
gene expression in PANC-1 
cells. Induction of insulin 
gene is observed upon 
MAFA-NTH treatment. 
Quantitative statistics are 
shown as the mean ± SEM 
(n = 3). *P < 0.05 

do not have endogenous insulin expression [36] and MAFA directly affects insulin 
gene expression by binding to the MARE element present on the insulin gene [11, 
16]. As a result, treatment of cells with MAFA-NTH recombinant protein should 
upregulate insulin expression. To corroborate this, PANC-1 cells were treated with 
200 nM of purified recombinant MAFA-NTH for 5 days and the fold change in insulin 
mRNA was analyzed by RT-qPCR. We observed approximately three-fold change in 
the insulin mRNA level in the treated cells compared to their counterparts (Fig. 7). 
Similar experiment was carried out by Kataoka and group where they demonstrated 
that MAFA alone can strongly activate insulin gene expression in NIH3T3 cells and 
our findings are in line with the previous findings [8]. Study conducted by Lu and 
co-workers reported the purification of recombinant mouse MAFA from BL21(DE3) 
strain. However, the protein failed to efficiently translocate to the nucleus and as a 
result the activation of downstream target genes were significantly impaired [35]. 
This could be due to the lack of addition of NLS along with the full-length coding 
sequence. Thus, we have successfully purified recombinant MAFA from E. coli from 
soluble fraction under native condition. Moreover, the protein also upheld secondary 
structure and is biologically active. 

4 Conclusion 

In the present study, we performed heterologous expression, native purification, and 
determination of biological activity of human MAFA fusion protein using bacterial 
system (E. coli). Multiple parameters like inducer concentration, bacterial density, 
etc. were screened for maximal protein expression in soluble form. The strategy
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employed for purification is simple, economical, and highly reproducible. Addition-
ally, MAFA-NTH fusion protein has upheld its y structure post-desalting. Secondary 
structure determination using BestSel revealed that the protein contains predomi-
nantly random coils with approximate equal amount of α-helices and β-sheets. The 
purified protein was also capable of permeabilizing cell membrane and internal-
izing into the nucleus of mammalian cells. Moreover, the protein upregulated insulin 
gene expression as validated using RT-qPCR. Thus, we conclude that the recombi-
nant version of human MAFA has huge clinical applicability for the treatment of 
diabetes. 
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1 Introduction 

.According to World Health Organisation (WHO) report, nearly 19.3 million people 
died worldwide due to cancer alone in 2020 [1]. Scientists are looking forward to 
a potential cure for the disease with better prognosis, lesser collateral damage to 
healthy cells and tissues, ease of release and more accessibility than conventional 
approaches like chemotherapy, radiotherapy and/or surgery. In the year 1959, Nobel 
Prize laureate and American physicist Richard Feynman introduced the concept of 
nanotechnology in a lecture titled as “There’s Plenty of Room at the Bottom” at 
the California Institute of Technology (Caltech) [2]. Nanoparticles (NPs) are the 
particles of matter with a size of about 100 nm in diameter (Greek, nano meaning 
dwarf). Nanotechnology has revolutionized the field of disease diagnosis and ther-
apeutics largely due to their quantum effects like surface-plasmon resonance and 
opto-electronic properties [3]. 

NPs allow scientists to design and merge the three functions of diagnosis, targeting 
and therapeutics into one nanomedicine. The term “theranostic” is a portmanteau 
word of “therapeutics” and “diagnostics”. The discovery of gold nanoparticle-based 
detection and diagnosis have proved to have a potential to fulfil such requirements 
with a more efficient and targeted drug delivery and fewer side effects than most 
of the conventional therapies. Gold nanoparticles (GNPs) can be easily synthesized
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and engineered to encapsulate with a variety of anticancer drugs, such as Paclitaxel, 
Doxorubicin, 5-Fluorouracil, Dexamethasone, and Polylactic-glycolic Acid (PLGA) 
etc. [4]. 

Mammalian immune system comprises of two types of immunity, innate and adap-
tive immunity, to maintain the body’s integrity. As our immune system creates defense 
against any foreign particles in order to protect us, interaction of GNPs with immune 
cells is undoubtedly of major interest. After internalization it makes interaction with 
different immune cells, especially with phagocytic cells like macrophages, dendritic 
cells, natural killer cells (NK) and mast cells [5]. It is the surface charge and electric 
field of metallic nanoparticles that affect the primary interaction with immune cells 
and modulate their response [6]. According to different studies, it shows that GNPs 
work as immunomodulators that can normalize or modulate the immune system. The 
nature of GNPs is responsible either for stimulation or suppression of immune cells. 
Engineered and functionalized GNPs show immunostimulatory effects which can 
be used widely for cancer immunotherapy [7]. GNPs of different shapes, sizes and 
surface functionalization are used for immunostimulation. Due to suitable proper-
ties such as excellent biocompatibility, biodegradability, chemical stability and water 
solubility, GNPs are vastly used as immunostimulatory nanoparticles. Studies have 
shown rise in vivo, in antibody production after the exposure of antigen conjugated 
GNPs [8]. 

Macrophages are of great interest to the immunologist, because of their ability 
to alter their own function as per the environmental stimuli. Broadly, macrophages 
are divided into pro-tumorigenic (M2) and anti-tumorigenic (M1) macrophages [9]. 
Distortion in M1/M2 homeostasis causes impairment of the immune system and 
inflammation. In solid tumors, more than 50% of the population comprises of tumor 
associated macrophages (TAMs), a subtype of macrophage that promotes tumor 
growth, angiogenesis and invasion of cancer cells in a new location via epithelial to 
mesenchymal transition [10]. By changing the tumor microenvironment, a decline 
in TAMs’ number or repolarization of TAMs to anti-tumorigenic M1 macrophage 
is reported, eventually that leads to a shrink in tumor volume through activating 
apoptosis in tumor cells. In vitro it is possible to control several factors of the tumor 
microenvironment accordingly but in vivo complexities are much higher and manip-
ulation of the tumor environment is difficult. It encourages the scientific community 
to search for particular molecule or a complex of molecules which can upregulate 
or downregulate the expression of certain genes and thus modulate the function in 
support of anti-inflammatory and anti-tumor reaction. Due to the phagocytic nature 
of the macrophage, it engulfs GNPs efficiently [11]. Due to its size, GNPs circulate 
for a longer duration in blood and maximize their interaction with other biological 
molecules. Before its excretion through bile and feces, GNPs induce change in gene 
interaction through modulating different metabolic and non-metabolic pathways. 
Recent research reported their anti-tumor effects by inducing apoptosis in cancer 
cells [12]. In this chapter, first, we elucidate the origin and differentiation of various 
tissue residing macrophages, understanding of metabolic programming of different 
subtypes and their role in inflammation and cancer progression. Later, we discuss
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GNPs’ role in repolarization of the macrophage from its pro-tumorigenic subtype 
(TAMs/M2) to anti-tumorigenic subtype (M1). 

2 Factors Responsible for Different Responses of Immune 
Cells to Gold Nanoparticles 

The response of immune cells to gold nanoparticles, particularly to gold nanorods 
(GNRs) depends on the nanoparticles’ size, shape and functionalization. We discuss 
these factors as follows. 

2.1 Effects of Shape and Size of GNRs on Internalization 
by Immune Cells 

The innate immune system constitutes the first line of defense to any foreign particle 
in animal cells and tissues. Antigen presenting cells i.e. macrophages and dendritic 
cells, natural killer cells, mast cells, neutrophils, eosinophils, and basophils are the 
cells of the innate immune system [13]. Interaction of GNPs with innate immune cells, 
their uptake and distribution and the study of alteration in immune cell responses are 
of great interest. Internalizations of nanoparticles by immune cells are mainly depen-
dent on two critical factors, shape and size [14]. Particles with long axis parallel to 
the cell membrane show slower uptake than particles having short axis, like spherical 
shaped particles. For endocytosis, it takes a greater surface area of the cell membrane 
to wrap a rod-shaped particle than that of a sphere [15]. Therefore, at similar concen-
trations, spheres show enhanced uptake as compared to rods. Shapes of particles 
also influence their blood circulation time. Rods encounter lateral drift in blood and 
these forces are responsible for their marginalization in blood vessels. Nanorods with 
an aspect ratio (AR) = 2 have shown seven fold higher marginalization than gold 
spherical particles [16]. Discoidal and hemispheric gold particles possess higher drift 
than spheres that allow them to marginate towards vessel wall and escape through 
the gaps between the endothelium cells. Many studies in their experiments found 
more efficient uptake of GNRs than gold spheres by dendritic cells. GNPs are stim-
ulatory to both macrophages and dendritic cells [17]. Their internalization increased 
the expression of CD86, a marker of dendritic cells. 

The size of the GNPs influences their cellular uptake to a greater extent. Kumari 
et al. reported rapid uptake of GNPs of 50 nm diameter [18]. Size ranging between 
50 and 200 nm shows preferential uptake via clathrin coated endocytosis [19]. GNPs 
of less than 25 nm size penetrate macrophages through pinocytosis. In macrophages, 
GNPs are mostly found in perinuclear spaces and lysosomes. Cell types also influence 
the rate of uptake. Many studies demonstrated that GNPs were found to be accumu-
lated upto 90% in Kupffer cells and only 10% in splenic macrophages [20]. Cells in
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which the predominant uptake pathway is macro-pinocytosis show higher uptake of 
nanoparticles than clathrin or caveolae-mediated endocytosis. Smaller GNPs of 2– 
12 nm have shown greater antibody production. Rods internalize themselves either 
by top-down or lying-up manner. Rods with different aspect ratios, a proportion 
between height and width of nanoparticles, play a more significant role in deter-
mining different internalization pathways of cellular uptake viz., clathrin-mediated, 
caveolae-mediated endocytosis or microtubule transport [21]. CTAB coated GNRs 
of 15 × 50 nm size have greater entrapment efficiency than 15 nm and 50 nm gold 
spheres. 

2.2 Effect of Surface Functionalization on Cellular Uptake 
of Gold Nanoparticles 

Functionalization affects interaction of nanoparticles with negatively charged cell 
membranes. Due to the presence of phospholipids and carbohydrate moieties like 
sialic acid, cell membrane possesses anionic charge on its surface. It imparts various 
charges on particles. Charge influences both particle uptake and interactions with 
other proteins present inside a cell. Cationic GNPs penetrate cells of the retic-
ular endothelial system more effectively. Anionic NPs penetrate cell via caveolae-
mediated endocytosis through their interaction with cholesterol-based cationic lipids. 
Adsorption of opsonins and immunoglobulins on anionic NPs change its endocytic 
pathway. Protein adsorbed anionic particles are taken up by caveolae-mediated endo-
cytosis. On the other hand, cationic GNPs penetrate the cell membrane through 
clathrin-mediated endocytosis [22]. Particles having neutral charge have limited 
cellular uptake. Cationic surfactants CTAB (cetyltrimethylammonium bromide) 
conjugated GNPs exhibit greater cellular uptake. But, due to their higher cytotoxicity 
CTAB is often replaced by other ligands. 

For targeted delivery and to enhance internalization of neutral and anionic surface 
charged GNPs, these nanoparticles are usually conjugated with different ligands. 
Prostate cancer cells show higher expression of transferrin receptors on their surface. 
GNPs conjugated with paclitaxel and transferrin exhibited greater inhibition of 
tumor growth than that of the non-conjugated ones. A study, reported greater pro-
inflammatory cytokine response between 15 and 30 nm sized GNPs conjugated with 
CpG (cytosine-phosphate-guanosine; an oligonucleotide) than that of CpG alone 
[23]. Internalization of 15 nm CpG-GNRs was higher in RAW264.7 macrophages 
as compared to the 30 nm GNRs. Uptake of both gold nanorods and rods conjugated 
with SiO2 in macrophages triggers pro-inflammatory cytokine secretion. Uptake of 
GNPs followed by a release of interferon is directly linked to the concentration of 
polyvalent oligonucleotides present on the surface of GNPs. In RAW264.7 cell line, 
it is reported that PEGylated GNPs with a diameter of 4 nm inhibited the activa-
tion of TLR-9 followed by a decrease in TNF-α and IL-6 expression levels [24]. A
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study reported GNPs conjugated with tumor associated antigens can stimulate cyto-
toxic T cells which lead to stronger Th1, Th2, Th17 expression and also activate B 
cells, hence an enhanced antibody production. Murine B-lymphocyte cell line treated 
with citrate stabilized GNPs displayed expression of Nf-κβ. A recent study on murine 
fibrosarcoma reported that GNPs coated with serum albumin can induce macrophage 
polarization and inhibit the tumor growth. Murine serum albumin conjugated GNPs 
stimulate TNF-α, IL-6, IL-12 expression and are capable to mitigate the expression 
of HIF-1α in a fibrosarcoma model [25]. 

3 Macrophage 

Macrophages are frontline cells of innate immunity. They are also one of the main 
constituents of antigen presenting cells (APC) and can activate the adaptive immune 
response through antibody-dependent cell-mediated cytotoxicity (ADCC). They are 
phagocytic mononuclear cells, present in blood as monocytes and differentiate into 
mature macrophages under different environmental conditions of various residing 
tissues. 

3.1 Macrophages in Inflammation and Cancer 

Most of the tissue-residing macrophages maintain their pool (except few) through 
embryonic macrophages. Among various hypotheses regarding the development and 
origin of embryonic macrophages, the commonly accepted hypothesis suggests that 
embryonic macrophages are derived from yolk-sac derived erythromyeloid precursor 
cells. Initial erythromyeloid precursor cells (EMPs) originate around 7.5 day of 
embryonic development. This first batch of EMPs colonize in brain and give rise to 
microglial cells. On the 9th embryonic day, the second batch of EMPs are gener-
ated which colonize in fetal liver and later through hematopoiesis give rise to fetal 
monocytes [26]. Later, fetal monocytes replace liver macrophages and give rise to all 
tissue-residing macrophages. At the end of fetal development, liver haematopoiesis 
declines and bone marrow takes over (see Fig. 1).

Macrophage population is maintained by various growth factors. Macrophage 
colony stimulating factor 1 receptor (CSF1R) is a class III transmembrane tyrosine-
kinase receptor considered to be a major factor that influences macrophage pools in 
various tissues. Deletion of CSF1R leads to severe loss of bone, ovary, brain, skin 
and testis tissue-residing macrophages. The presence of vascular endothelium growth 
factor-A (VEGF-A) can compensate the loss in such tissues [27]. Despite the loss of 
CSF1R, no change in population was observed in spleen and alveolar macrophages. 
This leads to the identification of other involved factors like granulocyte–macrophage 
colony stimulating factor (GM-CSF) and IL-34, TGF-β. GM-CSF newly known as 
CSF2, expression is restricted to specific tissues. IL-34 shares structural homology
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Fig. 1 Hypothesis supporting the formation of all tissue-residing macrophages in two waves. 
Schematic representation of tissue-residing macrophage formation (top) before birth and (bottom) 
after birth. (Top) The macrophage formation originates from yolk sac derived erythromyeloid 
precursor cells (EMPs) which are produced on the 7.5th day in the first wave. In the presence 
of IL 34 and CSF1, first formed EMPs colonizen the brain and later differentiate into microglial 
cells of brain. Around the 9th day, a second wave of EMPs originates and colonizes the fetal 
liver. Through the process of hematopoiesis in fetal liver, EMPs differentiate into fetal monocytes 
which eventually result in all tissue-residing macrophages of liver, pancreas, kidney, epidermis and 
lungs. (Bottom) After birth, the bone marrow develops. Fetal hematopoiesis gradually declines and 
is overtaken by bone marrow hematopoiesis. In the bone marrow, the macrophage dendritic cell 
progenitor (MDP) development occurs from the hematopoietic stem cells (HSCs) via a granulo-
cyte macrophage progenitor (GMP). In the presence of CSF1, MDP produces Ly6C+ and Ly6C− 
monocytes. It seems that the precursors of all tissue-residing macrophages in an adult are Ly6C+ 

monocytes. Further developmental fate of Ly6C− is unclear so far. CSF1: colony stimulating factor 
1; IL-34: interleukin 34

with CSF1R and can compensate the loss of CSF1R. But, it is only expressed in 
brain and epidermis and influences the function of microglia and Langerhans cells. 
Although with the same origin and specification, tissue-residing macrophages show a 
narrow overlap between their transcriptional profiles. This difference develops func-
tional heterogeneity, morphological and anatomical diversity among tissue-residing 
macrophages. Transcriptional factors and tissue specific signals remodel chromatin 
structure. Hence, it is evident that tissue specific signals are major contributing factors 
in shaping macrophage functions. PU.1 is one such common transcriptional factor 
which binds to the promoter as well as enhancer regions and promotes cell differen-
tiation. Along with PU.1, other factors such as CEBPβ, MAF transcriptional factors 
play a role in terminal differentiation of macrophages. In alveolar macrophages, 
expression of peroxisome proliferator activated receptor γ, in peritoneal macrophages 
GATA6 protein [28], SPIC in spleen macrophages is high, which indicates their
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tissue specific role in macrophage differentiation. SPIC is also expressed in liver 
and bone marrow macrophages [29]. On the other hand, metabolites along with 
transcriptional factors help in inducing certain signaling cascades resulting in func-
tional heterogeneity. In spleen, heme from liver and bone marrow macrophages turn 
on SPIC expression required for macrophage maintenance. Sterols, retinoic acid, 
microbial products play a significant role in the regulation of macrophage func-
tion. Retinoic acid induces the expression of peritoneal macrophage specific GATA6 
protein. Sterols with CSF1 regulate the function of marginal zone macrophage of 
spleen, metallophilic macrophages present in the white pulp region of spleen and 
bone marrow macrophages (see Fig. 2). Gut microbiome and their metabolites induce 
certain gene expression specific to the small and large intestinal macrophages.

Besides tissue specific functions, macrophages from all different types of tissue 
share some wide range of common functions. Secretion of chemokines, cytokines 
from immune cells, hypoxia, inflammation in the internal environment, etc. modulate 
the function of macrophages. Based on environment they may sometimes behave as 
inflammatory or anti-inflammatory cells, take part in tissue destruction or in tissue 
repair. This is commonly referred to as “plasticity of macrophage”. According to 
the stimuli, macrophages polarize themselves into broadly two functional subtypes, 
a pro-inflammatory, classical (M1) and an anti-inflammatory, alternative (M2) type 
(as described in Fig. 3).

Tissue injury or pathogen invasion leads to the secretion of IFNγ, TNF-α, GM-
CSF, LPS. These factors induce particular transcriptional profile that changes the 
phenotype and the function of macrophage to M1 phenotype. Pattern recognition 
receptors (PRRs) on the surface of M1 macrophages help recognize pathogen asso-
ciated molecular patterns (PAMPs) present on foreign invaders and stimulate the 
release of pro-inflammatory cytokines IL-1β, IL-6, IL-12, IL-23, TNF-α, and CXCL4 
[7, 30]. Pro-inflammatory cytokine secretion leads to high levels of reactive oxygen 
species (ROS), reactive nitrogen species (RNS) generation which leads to inflamma-
tion and killing of pathogens. ROS are generally known as cytotoxic by-products of 
various metabolic pathways. The role of ROS in gene expression through chromatin 
remodeling, protein interaction and cell cycle has also been reported. Generation of 
ROS in case of M1 phenotype is mainly because of NADPH oxidase (NOX) a non-
mitochondrial source of ROS production. Macrophages when stimulated by TLR 
ligands, generate ROS through mitochondrial electron transport chain (ETC). ROS 
activates ERK, JNK, and p38 pathways, major signaling pathways of macrophage 
differentiation and polarization. NF-κB is another inflammatory signaling pathway 
found to be activated in M1 phenotypes. This pathway is considered to activate 
many pro-inflammatory genes. M1 macrophages display a different metabolism in 
comparison to the M2 phenotype. In M1 phenotype metabolism of arginine is shifted 
towards nitric oxide (NO) and citrulline. Nitric oxide (NO) is the result of upregu-
lation of inducible nitric oxide synthase (iNOS) or Nox2 genes. High level of NO 
inhibits pyruvate dehydrogenase (PDH) in an HIF-1α independent manner which 
results in disruption of the TCA cycle. Eventually it disrupts the mitochondrial elec-
tron transport chain. Macrophages via mitochondrial ETC disruption show cytotoxic 
behavior on tumor cells. IL-12 and IL-23 activate the polarization of CD4 T cells
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Fig. 2 Several types of tissue macrophages’ differentiation depend on the key factors of a tissue 
environment. Differentiation of macrophages residing in the brain, lungs, spleen, skin and peritoneal 
cavity, are schematically represented. Different cytokines and cell metabolites induce certain gene 
expression and change both the phenotype and function of yolk sac derived erythromyeloid precursor 
cells (EMPs. (i) In brain, TGFβ, IL34 and CSF1 are locally expressed. It drives phosphorylation 
of SMADs, and controls unique gene expressions specific to the microglial cell differentiation. (ii) 
In lungs, CSF2 expression drives fetal monocytes to express PPARγ, that eventually differentiates 
fetal monocytes into alveolar macrophages. (iii) In spleen, together with the expression of CSF1 
heme, SPIC is activated. SPIC regulates the differentiation of the splenic red pulp macrophages. 
Sterols, especially oxysterols control the differentiation of marginal zone macrophages. (iv) In skin, 
the expression of TGFβ and IL34 controls the expression of RUNX3 to drive the differentiation 
of langerhans macrophages. (v) In peritoneal cavity, the CSF1 expression drives the differentia-
tion of peritoneal cavity macrophages via induced expression of RA and GATA6. CSF1: Colony 
Stimulating Factor 1; CSF2: Colony Stimulating Factor 2; TGFβ: Transforming Growth Factor 
beta; IL34: Interleukin-34; SMAD: transcription factor from TGFβ family; PPARγ: Peroxisome 
Proliferator Activated Receptor gamma; RUNX3: runt related transcription factor 3; RA: Retinoic 
Acid; GATA6: GATA binding protein 6

into Th1 and Th17 cells respectively. By promoting Th1 response, M1 also acti-
vates anti-tumor immunity. Impairment of glycolytic pathways inhibits phenotypic 
change of macrophage towards M1. Instead, in M1 phenotype, disruption of the 
tricarboxylic acid (TCA) cycle and oxidative phosphorylation (OXPHOS) is seen. 
Increased uptake of glucose is one of the key characteristics of M1 macrophages. 
Phenotypically they are characterized by the presence of CD64 and CD80 markers 
(see Fig. 4) [31].
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Fig. 3 Schematic representation of polarization of macrophages into two main sub-types of 
macrophages. One of them is pro-inflammatory and anti-tumorigenic i.e., the so-called M1 type and 
another one is anti-inflammatory and pro-tumorigenic i.e., the so-called M2 type. The formation of 
M1 and M2 types depends on the biological factors. In the presence of IFNγ, TNF-γ, LPS  and GM-
CSF, macrophages (M0) transform into M1 macrophage and in the presence of IL-4, IL-10, TGFβ, 
and PGE2, M0 macrophage transforms into M2 macrophage. In certain environmental conditions 
such as in the presence of HIF1-α which induces hypoxia in the tissue, NO reduction, upregu-
lated BMP4, CSF2, IL-10, M1 macrophage can re-polarize into M2 macrophage. M1 macrophages 
are characterized by the presence of highly secreted pro-inflammatory cytokines like IL-6, IL-
12, and TNF-α. Pro-inflammatory cytokines increase the proliferation of T-cell and NK-cell. In 
cancer cells, pro-inflammatory cytokines and other secreted metabolites of M1 like ROS and NO 
induce certain gene expression that leads to DNA damage of the cell. DNA damage results into 
apoptosis of the cancer cells. Cancer cells can also be destroyed via cytotoxic pathway of T cells and 
NK cells. M2 is characterized by the presence of anti-inflammatory cytokines and chemokines like 
VEGF, TNF-β, IL-4, IL-6, IL-10, CCL-1, and CCL-17. M2 macrophage results in the reduction of T 
cell and NK cell proliferation, causing impairment in cytotoxicity. M2 macrophage promotes tumor 
progression in the presence of VEGF, TNF-β,IL-4, IL-6, IL-10, CCL-1, and CCL-17. VEGF stimu-
lates new blood vessel formation in and around the tumor, known as angiogenesis. In addition, M2 
macrophage is associated with the development of metastasis by promoting EMT. IFNγ: Interferon-
γ; TNF-α: Tumor necrosis factor-γ; LPS: Lipopolysaccharides, an outer membrane component of 
Gram-negative bacteria; GM-CSF: Granulocyte–macrophage colony stimulating factor; IL-4: Inter-
leukin 4; IL-6: Interleukin 6; IL-10: Interleukin 10; IL-12: Interleukin 12; CCL-1: Chemokine (C–C) 
motif ligand 1; CCL-17: Chemokine (C–C) motif ligand 17; TGFβ: Transforming growth factor-
β; PGE2- Prostaglandin E2; HIF-1α: Hypoxia inducing factor 1α; NO: Nitric oxide; BMP4: Bone 
morphogenetic protein 4; CSF1: Colony stimulating factor 1; CD8+: co-receptor present on the 
membrane of cytotoxic T lymphocytes (T cells)

M2 phenotype is antineoplastic and mainly activated by mediators like IL-4, IL-
10, tumor growth factor (TGF-β), macrophage colony stimulating factor (MSCF), 
and apoptotic cells. They are involved in a wide array of functions. Primarily they are 
involved in reducing inflammation, promoting tumor growth and proliferation. M2 
macrophages show high phagocytic function and clear apoptotic cell debris. They
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Fig. 4 Schematic representation of a pro-inflammatory, anti-tumorigenic, classically activated 
macrophage i.e., M1 phenotype. Several processes including metabolic and non-metabolic cascades 
in M1 macrophage are schematically represented with arrows and boxes. (i) The stimuli such as 
IFN-γ, TNF-α, GM-CSF and LPS induce the polarization of M1 macrophage from M0. (ii) The acti-
vated pattern recognition receptors (PRRs) on M1 macrophages stimulate the secretion of several 
pro-inflammatory cytokines and chemokines such as TNF-α, IL-1β, IL-6, IL-12, IL-23, and CXCL4. 
(iii) The release of such cytokines triggers the generation of reactive oxygen species (ROS) which are 
usually very cytotoxic. Due to cytotoxicity, ROS induce the apoptosis via mitochondrial dysfunc-
tion. (iv) In addition, ROS also induce the signaling pathway of NF-kβ, HIF-Iα, STAT-1,  ERK  
and JNK which polarizes M1 macrophage and regulates metabolism of M1. (v) M1 macrophage 
shows upregulation of different metabolic pathways such as glycolysis, pentose phosphate pathway, 
fatty acid synthesis and generation of succinate and itaconate. (vi) Enhanced secretion of NO is 
due to the upregulation of iNOS. COX2 expressions get downregulated in M1. (vii) In the pres-
ence of NOS1 and NOS3, arginine metabolized into nitric oxide (NO) and citrulline results in 
the impairment of mitochondrial ETC, leading to apoptosis. M1 shows enhanced phagocytosis, 
and causes inflammation and tissue injury. (viii) M1 is characterized by the presence of surface 
markers CD80 and CD86. IFN-γ: Interferon γ; TNF-α:Tumor Necrosis Factor alpha; GM-CSF: 
Granulocyte- macrophage colony stimulating factor; LPS: Lipopolysaccharides; IL-6: Interleukin-
6; IL-12: Interleukin-12; CXCL: Chemokine (C-X-C) motif ligand; NF-kβ: Nuclear factor kappa 
β; HIF-Iα: Hypoxia inducing factor 1α; STAT-1: Signal transducer and activator of transcription 1; 
ERK: Extracellular signal-regulated kinase; JNK: c-Jun N terminal kinase; PPP: Pentose phosphate 
pathway; iNOS: inducible nitric oxide synthase; COX2: Cyclooxygenase 2; NO: Nitric Oxide; ROS: 
Reactive Oxygen Species

are found to be involved in endocrine signaling. They also participate in complex 
organ morphogenesis. Among the myeloid-derived immune cells, tumor associated 
macrophages (TAM) and regulatory T cells are the major immune cells playing a 
significant role in promoting inflammation and tumor growth in tumor microenviron-
ment. TAMs are classically similar to M2 phenotype macrophages [32]. In normal 
conditions as well as during the early developmental phases of tumor, M1 phenotype
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macrophages have been found to be present in the tumor microenvironment with 
high expression of pro-inflammatory cytokines like TNF-α, IL-1β, IL-6 and IL-12 
but low levels of anti-inflammatory cytokines. But during the later stage of tumor 
progression, M2 phenotype of macrophages, characterized by the low expression of 
TNF-α, IL-12 and high expression of IL-10, IL-4, IL-6, IL-11, IL-13, TGF-β, CCL-1, 
CCL-17, CCL-18, VEGF, and CXCL-13 have been observed in the tumor microen-
vironment. Unlike M1, M2 macrophages have a different arginase metabolism. M2 
macrophages metabolize arginine into ornithine and urea. Further, ornithine partic-
ipates in polyamine, proline and collagen synthesis that eventually helps in tissue 
repair and in mitigating inflammation. Expression of arginase-1 gene is activated in 
M2. Arginase-1 is an enzyme of urea cycle involved in arginine metabolism. Wang 
et al. [33] reported in an experiment that impairment in glycolysis showed no effect 
on M2 polarization. It shows that M2 macrophage has wider metabolic flexibility 
than M1 macrophage. M2 metabolism is mainly regulated by fatty acid oxidation and 
oxidative pentose phosphate pathway (OXPHOS). Inhibition of these two pathways 
drastically reduced M2 polarization and its anti-inflammatory effects. In M2, IL-4 
stimulation activates JAK-STAT-6, a key signaling pathway, for differentiation. Stim-
ulation leads to autophosphorylation of JAK, an ATP-dependent kinase. Phosphory-
lated JAK further transfer γ-phosphate of ATP on STAT-6. Phosphorylated STAT-6 
further activates its downstream peroxisome proliferator activated receptor gamma 
(PPARγ). PPARγ, a nuclear receptor, facilitates lipid uptake. High lipid uptake and 
fatty acid oxidation is a key metabolic signature of the M2 macrophages. CD206, 
CD209, CD301, A2R, Ym1/2, and Fizz-1 are the markers for the M2 macrophages 
(Fig. 5).

TAMs are infiltrating cells specific to the tumor environment. They are known to 
intensify tumor progression by cellular invasion and metastasis thereby stimulating 
angiogenesis through inhibition of T cell-mediated anti-tumor immune response [34]. 
They are also characterized by the release of certain anti-inflammatory cytokines 
like Interleukin-4 (IL-4) and pro-inflammatory cytokines like Interleukin-6 (IL-
6), Interleukin-10 (IL-10) and tumor necrosis factor alpha (TNF-α). TAMs secrete 
vascular endothelial growth factors (VEGF) and placenta growth factor (PGF) 
that support angiogenesis [35]. Newly developed blood vessels deliver nutrients 
to the cancer cells and promote tumor growth. TAMs facilitate tumor invasion 
to the adjacent tissue by the degradation of extracellular matrix proteins. Matrix 
metalloproteinase-9 (MMP-9) secretion by TAMs promotes metastasis [36, 37]. 
TAMs have been associated with the poor prognosis of identifying cancer cells. Treat-
ments targeting M2 like macrophages within tumor microenvironment increased the 
prevalence of M1 phenotypes that initiate T cell-dependent immune response and 
inhibit tumor growth. 

To maintain tissue homeostasis among various factors, M1/M2 balance is crucial. 
In case of prolonged inflammation such as cancer, this balance is highly disrupted 
which creates severe complications. As early as in the 1800s, after it was first iden-
tified by Virchow that there is a connection between cancer and inflammation, it has 
been known that inflammation in the tumor microenvironment contributes to tumor 
progression. Prolonged expression of pro-inflammatory cytokines like IL-6, IL-12,
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Fig. 5 Several metabolic and non-metabolic processes of M2 macrophage, are represented 
schematically. (i) M2 phenotype is stimulated by mediators such as IL-4, IL-10, TGF-β, and MSCF. 
(ii) M2 macrophages release high amount of anti-inflammatory cytokines and chemokines: IL-
10, TGF-β, CCL-1, CCL-17, CCL-18, VEGF and CXCL-13. (iii) STAT-6, GATA-3, and PPAPy 
signaling cascades are crucial for M2 polarization. (iv) M2 macrophage metabolism is mainly 
dependent on OXPHOS, TCA, fatty acid oxidation and synthesis of polyamines. (v) In the presence 
of arginase-1 enzyme, arginine metabolize into ornithine and urea. Ornithine results in collagen 
biosynthesis, proline and polyamines synthesis which helps in tissue repair and reduces inflam-
mations. (vi) M2 is characterized by the presence of the surface marker FIZZ-1, CD206, Ym1/2, 
and A2R. IL-4: Interleukin-4; IL-10: Interleukin-10; TGF-β:Tumor Growth Factor beta; MSCF: 
Macrophage Colony Stimulating Factor; CCL: Chemokine (C–C) motif ligand; VEGF: Vascular 
Endothelial Growth Factor; CXGL:; STAT:; GATA:; PPAPγ: Peroxisome Proliferator Activated 
Receptor gamma; OXPHOS: Oxidative Pentose Phosphate; TCA: Tri-Carboxylic Acid

IL-23, and TNF-α cause tissue damage and other pathological consequences. Hence, 
sufficient anti-inflammatory mediators are required to supress inflammation and to 
retain homeostasis. By modulation of environmental stimuli, a balance between M1/ 
M2 can be restored in cases of severe inflammation. Dextran coated GNPs were taken 
up by macrophages through their scavenger receptors promoting anti-inflammatory 
response. Polyethylenimine functionalized GNps were also found to induce release 
of anti-inflammatory mediators, once taken up by macrophages [38]. 

3.2 Gold Nanoparticles in Re-programming of Macrophages 

Tumor microenvironment (TME) plays a critical role in cancer progression. TAMs 
are one of the major tumor infiltrating innate immune cells that are highly plastic 
in nature. Re-programming TAMs towards a tumoricidal phenotype is considered to
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be a promising therapeutic strategy for cancer treatment. Previous studies demon-
strated that TAMs are predominantly like M2 macrophages. Studies suggested 
re-programming of protumorogenic TAMs into anti-tumorogenic M1 phenotype 
causes killing of cancer cells. Either re-programming or depletion of M2 phenotype 
from tumor environment improves immunosuppression. 

In a study, Conde et al. treated lung cancer cells with EGFR-siRNA conju-
gated GNPs to silence the expression of M2 phenotype inhibited tumor progres-
sion [39]. Bastus et al. demonstrated change in cytokine expression in macrophages 
when treated with sweet arrow peptide conjugated with GNPs. GNPs designed with 
peptides of prostate cancer associated antigen have shown a promising immunomod-
ulatory response. Pal et al. [25] observed albumin coated GNP response on TAMs 
and splenic macrophages from tumor-bearing mice as compared to macrophages 
from healthy mice. The study concluded a concomitant decrease in IL-10 and TNF-
α expression level and increase of IL-12 upon GNP treatment. In pancreatic ductal 
adenocarcinoma, Saha et al. found that 20 nm GNPs alter the tumor microenviron-
ment more towards tumoricidal type. GNRs functionalized with polyvalent oligonu-
cleotides were internalized by macrophages with its scavenger receptors and did not 
induce pro-inflammatory cytokines [41]. GM-CSF and IL-8 are crucial immunomod-
ulators of cancer immune therapy. GNPs are found to decrease both of its expression. 
Thiolated CpG conjugated GNPs induced pro-inflammatory cytokines, TNF-α, IL-6,  
and IL-12, markers of M1 phenotype. A recent study by Singh et al. [42] reported that 
curcumin conjugated gold nanoparticles could ameliorate the antioxidant defense in 
TAMs with the significant release of glutathione (GSH) and catalase enzymes and 
this indicates a shift of TAMs from pro-tumorigenic (M2) to anti-tumorigenic (M1) 
phenotype. 

Solid tumors are invariably less well-oxygenated than normal tissues and this 
tumor hypoxia predisposes the tumor towards augmented growth and proliferation. 
Tumor hypoxia and the selective induction of the hypoxia-inducible factor (HIF)-1 
under hypoxic conditions is a likely mechanism through which GNPs exert their 
effect. Hypoxia driven tumor promotion or cellular functions of any tumor microen-
vironment are mainly executed by pro-inflammatory cytokines, serum levels of pro-
tumorigenic cytokines like TNF-α and IL-6, all of which are estimated high in the 
presence of albumin coated GNPs. 

4 Conclusion 

As stated above, GNPs modulate the behavior of macrophages. Current under-
standing on immunity and functions of immune cells indicate macrophages as crucial 
immune cells with a critical role in inflammation and cancer. Biophysical proper-
ties of GNPs, in particular, shape, size and surface functionalization, evoke various 
significant immune responses. In conclusion, it can be said that GNPs are potential 
immunomodulators. Several studies demonstrated modes of GNP internalization. 
However, it is not fully understood yet and more studies are required to enhance
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uptake and alleviate cytotoxic effects. Targeting macrophages through GNPs intro-
duces a new paradigm into the world of cancer theranostics. While GNPs have shown 
potential therapeutic application in cancer prognosis still many challenges are needed 
to be addressed to ensure their clinical applications. 
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1 Introduction 

The global prevalence of mental health disorders is escalating, it has been esti-
mated that mental health disorders affect around 970 million people worldwide [1]. 
Amongst which, anxiety, a mental health condition accounts for 4% of the global 
population [1]. In India, 197.3 million are estimated to suffer from mental health 
disorders with 44·9 million having anxiety disorders [2]. The treatment regime for 
anxiety includes a combination of psychotherapy and pharmacotherapy. Standard 
medications used for anxiety are escitalopram, diazepam, and lorazepam. Although
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these medications are quite effective in the early stages, they eventually lose their effi-
cacy and cause side effects such as drowsiness, nausea, constipation, sexual dysfunc-
tion as well as memory loss, and impairment in the longer run. Therefore, the treat-
ment spectrum has inclined towards plant-derived natural compounds. Their effective 
phytochemical constituents have been reported to exert maximum beneficial effects 
with lower side effects in the treatment of neuropsychiatric disorders [3]. 

Traditional herbal medicine has been used to treat disorders from time immemo-
rial throughout continents. Dysphania ambrosioides (L), Mosyakin and Clemants 
(Chenopodiaceae), is an essential part of traditional herbal medicine primarily found 
in the sub-tropical and sub-temperate regions of America, Mexico, India, and Africa 
[4]. In India, Dysphania ambrosioides have been widely found in various parts of 
Maharashtra, Kerala, Tamil Nadu, Karnataka, and throughout Assam, and also has 
been a crucial part of Indian ethnomedicine [4]. Dysphania ambrosioides is used 
to treat a wide range of disorders, popularly used as an anthelmintic, antifungal, 
antiparasitic, and anti-leishmania, as well as it has been reported to have been used 
for the treatment of inflammatory conditions such as rheumatism, cholecystitis, and 
gastritis also in respiratory diseases and cardiovascular diseases [5, 6]. Dysphania 
ambrosioides have also been reported to be used in the treatment of neuropsychi-
atric disorders such as anxiety, dementia, insomnia, and epilepsy [2, 7, 8]. The 
bioactive phytochemicals found in the leaf and seed extracts of Dysphania ambro-
sioides are ascaridole (55.3%), p-cymene (16.2%), alpha-terpinene (9.7%), isoascari-
dole (4.3%), limonene (3.8%), and terpene (trans pinocarveol, aritasone, β-pinene, 
myrcene, phellandrene, and terpineol) [5, 9, 10]. Ascaridole is the major bioactive 
compound found in the essential oils of Dysphania ambrosioides have been reported 
to show sedative effects in case of insomnia via activation of the GABAergic system 
[11]. Different extraction methods were reported to have been employed to harness 
the bioactive compounds effectively and have been assessed for their potential to 
treat many neurological disorders. The aqueous extract of Dysphania ambrosioides 
has been found to exert anxiolytic activity through the modulation of GABAergic 
neurotransmitters [12]. 

In the northeastern parts of India, namely Assam, Dysphania ambrosioides have 
been found abundantly and are extensively been used as a part of regional ethnomedic-
inal remediation. This study has been conducted to investigate the hydroethanolic 
leaf extract of Dysphania ambrosioides to evaluate the anxiolytic effect through 
the Elevated plus-maze test (EPM), and Open field test (OFT), Light and dark test 
(LDT), and Hole board test (HBT), in mice. We also investigated the Dysphania 
ambrosioides’ chemical composition using qualitative biochemical tests to ascertain 
with existing literature to identify Dysphania ambrosioides’ bioactive compounds. 
Furthermore, the results from this study could pave a path to a promising lead for the 
management of depression using Dysphania ambrosioides (leaf extract), although 
further mechanistic studies are needed to ascertain the same.
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2 Methods and Materials 

2.1 Animals 

Healthy male mice weighing from 20 to 25 g were obtained from the Department of 
Pharmacology and Toxicology, College of Veterinary Science, Assam Agricultural 
University, Khanapara, Assam. The experimental protocol was approved (770/ac/ 
CPCSFA/FVSc, AAU/IAEC/367) Institutional Animal Ethical Committee (IAEC) 
of the College of Veterinary Science, Assam Agricultural University, Khanapara, 
Assam. The animals were kept under standardized housing conditions in cages (6 
mice per cage). The mice were housed in a temperature controlled environment (22 
± 1 °C) with a 12:12 hours light/dark cycle. 

2.2 Plant Material and Extraction 

Dysphania ambrosioides plants were collected from the medicinal garden of Assam, 
Agricultural University, Jorhat. The plant was authenticated by the Department of 
Agronomy, Assam Agricultural University, and a voucher specimen is kept in the 
herbarium (5109, dated 25.09.14). 

Preparation of Dysphania ambrosioides hydroethanolic extract (DAHE): The  
collected plant materials were washed properly and dried in shade for 15 days. The 
dried materials were segregated and ground in an electric grinder. The crude powder 
was then put through a cold maceration process, which involved soaking 500 g of 
dried powder for 72 h in 70% ethanol while stirring continuously every 18 h with a 
sterile glass rod. The resulting filtrate was concentrated under decreased pressure in a 
rotary evaporator (BUCHI, R-210, Labortechnik AG, Meierseggstrasse, Switzerland) 
to yield a dark brown residue. Until usage, this residue was kept at 4 °C in an airtight 
container. 18.7% w/w was discovered to be the recovery percentage for the dried 
hydroethanolic extract of Dysphania ambrosioides powder. 

2.3 Preliminary Screening of Phytochemical 

Preliminary qualitative phytochemical screening of the DAHE extract was performed 
and the leaf extract of Dysphania ambrosioides was examined for the presence of 
alkaloids, glycosides, tannins, flavonoids, triterpenoids, anthraquinones, saponins, 
and phenols.
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2.4 Drugs and Reagents 

For the anti-anxiety study, diazepam (2 mg/kg) was used as a positive control. The 
drug is injected via the intraperitoneal (i.p) route. For the experiment, the animals 
were divided into 4 groups (n = 6), and those were kept in isolation to induce anxiety-
like behavior. Animals were brought to the testing room in their respective housing 
cages from the colony rooms and were introduced to the new environment for at 
least 2 h prior to testing. Each mouse was used only once. The experiments were 
performed between 10:00 AM and 5:00 PM. 

Four experimental protocols were designed. Each experimental protocol 
comprises 4 groups: Group I—Control, received vehicle (0.25 ml, p.o.); Group II— 
Standard, received diazepam (2 mg/ kg, i.p.); Groups III—Test, received 100 mg/kg 
doses of DAHE; Groups IV—Test, received 200 mg/kg doses of DAHE. 

Diazepam was administered via the i.p route and the extracts were administered 
orally. After administering the appropriate dose of compounds, mice were kept in 
the housing cage for an hour before evaluating the respective behavioral test. 

2.5 Evaluation of the Anti-Anxiety Properties via Behavioral 
Tests 

Elevated Plus-Maze Test (EPM): A plus-maze with two closed arms (50 × 10 × 
40 cm) and two open arms (50 × 10 × 40 cm) is used to assess anxiety using EPM 
test. The device was raised above the ground (50 cm). DAHE (100 and 200 mg/kg; 
test groups), diazepam (2 mg/kg; positive control group), and vehicle (0.25 mL/kg; 
normal group) were each given orally to four groups of six mice. Each animal was 
separately put in the raised plus-center maze after an hour, and 5 min of behavior 
observations were made [13]. Each mouse’s number of admissions into open or 
closed arms as well as how long they stayed in either open or closed arms were 
counted and noted. Additionally, the number of grooming and head dipping as well 
as the weight of faecal boli were noted. 

Open Field Test (OFT): The OFT utilized in the experiment is designed for anti-
anxiety investigations and is made up of a wooden square box (72 × 72 × 36 cm) 
whose floor was divided into 16 identically sized squares (18 × 18 cm). Each of the 
four experimental groups of six mice received a different dosage of oral Dysphania 
ambrosioides extracts. Animals were put one at a time in the center of the open 
field apparatus after an hour of DAHE extract administration, and they were given 
2 days to explore their experimental setting for 5 min each. The number of grooming, 
rearing, crossing (no. of square floor units entered), the weight of faecal boli, and 
raising (no. of times the animal stood on its hind legs) were all recorded for each 
group [13]. 

Light and dark test (LDT): LDT enables the assessment of the influence of 
medications on anxiety-like behavior by examining the preference of the animal for
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the light and dark areas of the box. Minor adjustments were made to the test before 
running it [14]. The test box contains two chambers, each measuring 1/3 (16× 50 cm) 
and 2/3 (34 × 50 cm) of the testing surface in bright and dark plastic, respectively. 
An 80 W light bulb was used to illuminate the light section. Only a little portion of 
the room’s illumination reached the dark one. The animals were permitted to explore 
the light–dark arena 60 min after receiving dosages. The two halves are connected 
by a central opening (7 × 7 cm) at the floor level. Individual mouse behavior was 
tracked for 5 min, and the time spent by the mice in the light compartment of the 
apparatus was recorded. 

Hole Board Test (HBT): HBT is performed to evaluate anxiety-like activity in 
mice according to the experiment [15]. The board consists of a wooden chamber (40 
× 40 × 25 cm) with 16 holes (each measuring 3 cm in diameter) on the floor, raised 
from the ground to allow mice to peek through the holes. The two closest walls, as 
well as the surrounding corners, were 10 cm from the center of each hole. To reduce 
the transfer effect, mice were moved from the housing room to the testing room inside 
their home cages. Animals were given 30 min to adapt away from the observational 
apparatus in order to avoid any potential visual and/or olfactory impacts. The ambient 
temperature was kept constant at the same level as the housing room’s temperature. 
Each animal was initially placed in the center of the arena and given 5 min to explore 
on its own. 

2.6 Statistical Analysis 

For each animal, the data are presented as Mean ± Standard Error of the Mean 
(S.E.M.). Statistical analysis of significance was evaluated by one-way analysis of 
variance (ANOVA). P-values less than 0.05 was considered statistically significant. 

3 Results 

3.1 Preliminary Phytochemical Screening of Hydroethanolic 
Extracts of Dysphania Ambrosioides (DAHE) 

The DAHE has been screened for the presence or absence of carbohydrates, alkaloids, 
and flavonoids. The fraction of DAHE was investigated for their phytoconstituents, 
which led to the characterization of the extracts. The DAHE fraction was found to 
contain flavonoids, as confirmed by the Shinoda test as well as the lead acetate test. 
The absence of phytosterols was confirmed using Salkowski’s test and Libermann 
Burchard’s test. The gelatin test was used as a confirmatory measure for the pres-
ence of tannins. However, detection of carbohydrates, alkaloids, glycosides, proteins,
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Table 1 Biochemical 
composition of DAHE Biochemical chemical test Dysphania ambrosioides 

Hydro ethanolic Extract 
(DAHE) 

(A) Carbohydrates 

(1) Molisch’s Test −ve 

(2) Benedict Test −ve 

(B) Alkaloids 

(1) Mayer’s Test −ve 

(2) Wagner’s Test −ve 

(C) Glycosides 

(1) Modified Borntrager’s Test −ve 

(2) Legal’s Test: −ve 

(D) Proteins and amino acids 

(1) Xanthoproteic Test −ve 

(2) Ninhydrin Test −ve 

(E) Flavonoids 

(1) Shinoda Test +ve 

(2) Lead acetate Test +ve 

(F) Phytosterols 

(1) Salkowski’s Test −ve 

(2) Libermann-Burchard’s Test −ve 

(G) Tannin 

(1) Gelatin Test +ve 

and amino acids in the hydroethanolic fractions could not be achieved by standard 
biochemical methods (Table 1). 

3.2 Anxiolytic Effects of Dysphania Ambrosioides 
Hydroethanolic Extract (DAHE) on Different Behavioral 
and Locomotor Mice Models 

Different dose concentrations of DAHE i.e., DAHE (100 mg/kg) and DAHE (200 mg/ 
kg) were administered to the mice orally. Their effects were recorded at various 
intervals to study the behavioral and locomotor activities with the standard dose of 
the drug, i.e., diazepam (2 mg/kg) taken as a positive control. In the elevated plus-
maze (EPM) model, with an increase in the dosage concentration of DAHE, there 
is an increment in the number of entries and the time spent in open arms in the test 
samples as compared to the control. In the case of the behavioral model of OFT, 
DAHE (200 mg/kg) shows a substantive elevation in the number of crossings. In
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the case of the light and dark (LDT) model, there is an increase in the time spent 
by mice in the light space amongst the control group, standard drug group, and 
the DAHE group, but there are no significant changes found between the standard 
drug group and the DAHE groups suggesting both the drug and the DAHE might 
exert similar anxiolytic effects to the mice. Furthermore, in the case of HBM, the 
number of head dipping was found to be the same in both standard drug diazepam 
and DAHE (200 mg/kg) concentrations suggesting mild anxiolytic activity of the 
Dysphania ambrosioides leaf extract. In all the test groups, ANOVA indicated that 
the test samples resulted in a significant response (p < 0.05) in comparison to the 
control groups (Fig. 1).

4 Discussion 

In the present study, it has been found that hydroethanolic extracts of Dysphania 
ambrosioides leaf exert anxiolytic effects in a dosage-dependent manner. DAHE 
extracts of Dysphania ambrosioides show potent anxiolytic activity at a dose of 
200 mg/kg as demonstrated by a prominent increase in the number of crossings in 
the OFT model and an increment in the frequency of entries and time spent in the open 
arm of the EPM test suggesting mild anxiolytic activity. Moreover, flavonoids, and 
tannins are present in different extracts of Dysphania. ambrosioides also suggestively 
correlate to their anxiolytic activity. 

The crude extracts of Dysphania ambrosioides leaves were prepared using 
hydroethanolic solvents, and their respective bioactive phytochemical constituents 
were identified using qualitative biochemical tests. It has been found that the frac-
tions of DAHE contain flavonoids, as confirmed by the Shinoda test and lead acetate 
test. The absence of phytosterols was confirmed using Salkowski’s test and Liber-
mann Burchard’s test in the extracts. Furthermore, the gelatin test confirms the pres-
ence of tannins in the extracts. The presence of flavonoid compounds derived from 
plant sources has been reported to show anxiolytic effects [10]. Thus, these active 
phytoconstituents in the fractions of DAHE correlate to their anxiolytic activity. 

Previously, behavioral studies done in experimental mice using aqueous extracts 
of Dysphania ambrosioides have shown an increase in the percentage of entries 
into and percentage of time in open arms, and reduced rearing, head dipping, and 
percentage of time in closed arms, in the EPM test as well as a reduction in rearing 
and excretion, and an increased crossing in the OFT [12, 13], thus corresponding to 
its anxiolytic activity. The present study demonstrated that the hydroethanolic extract 
of Dysphania ambrosioides (DAHE) exerts anxiolytic effects in different behavioral 
and locomotive mice test models. DAHE at different dose concentrations has shown 
an escalation in the activity of mice in the open arms, a decrease in head dipping, 
an elevation in the number of crossing, and the percent of time spent in closed 
arms suggesting an anxiety reduction. This indicates that Dysphania ambrosioides 
hydroethanolic extract has the same anxiolytic properties as the aqueous extract.
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(a) (b) 

(c) (d) 

(e) 

Fig. 1 Effects of Dysphania ambrosioides hydroethanolic extract (DAHE) were assessed on 
different behavioral and locomotive mice models: a in elevated plus maze test with time spent 
in open arm, b in elevated plus maze test with the number of entries, c in open field test with the 
number of crossing, d in light and dark test with time spent in the light space, e in hole board test 
with the number of head dipping (*p < 0.05; **p < 0.01; ***p < 0.001 as compared to the control 
groups; ns = non-significant)

5 Conclusion 

In this study, Dysphania ambrosioides, a short-lived perennial plant, isolated from 
the north-eastern state of Assam, India, have been evaluated for their anti-anxiety 
activity in the mice model. From the results, it can be inferred that the Dysphania 
ambrosioides hydroethanolic extract showed mild anxiolytic-like activity. Thus, the 
study suggests that Dysphania ambrosioides leaf extract at a certain dosage could 
potentially be used for the treatment of anxiety.
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Cardio-Metabolic Risk Analysis 
in Youths from North East India 
(Tripura) 
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Keywords MetS · NCEP ATP III · T2DM 

1 Introduction 

Persistence of cardio metabolic syndrome is associated with many factors. People 
suffering from MetS are at increased risk of developing heart disease, stroke and 
diabetes [1]. 

Cardio-metabolic risk in different population changes according to region, life 
style pattern, socioeconomic and cultural factors [2, 3]. Reports reveal that ethnicity 
plays an important role in prevalence pattern of metabolic syndrome [4, 5]. Lifestyle 
changes and many other factors elevate the CVD burden and mortality. [6, 7]. 

Researches have shown that young adults are increasingly becoming prone to 
many diseases including cardio metabolic disorders [8]. However there is world-
wide paucity in data on the risk profile of cardio-metabolic disorders in young adults 
owing to the fact that the disease is usually thought to affect people in later part of 
their life. However, early identification of risk factors and adoption of appropriate 
corrective measures help in reducing the burden of onset of disease in latter part 
of the individual’s life. There is a serious lack in nationwide representative data on 
cardiovascular risk profile of adolescents from India, especially from North–Eastern 
states. Considering the fact, it is pertinent to undertake a study on the cardio metabolic 
risk profile in local young adult subjects.
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The patho-physiology of the metabolic syndrome has only been partially eluci-
dated. Usually, it is observed that people who are obese, advanced in age, sedentary 
and have a measure of insulin resistance are prone to the syndrome. Central obesity 
is the most important risk factor of MetS [9]. In view of the above fact, in the present 
study we have evaluated the cardio-metabolic risk factors in a population consisting 
of young adults (18–25 years age) from Tripura, a North Eastern state of India. 

2 Methodology 

Metabolic risk factors of the subject were evaluated following NCEP ATP III guide-
lines for MetS. The study was designed to obtain a cross sectional population-based 
data on anthropometric and cardio metabolic parameters of young adult (18–25 years) 
subjects from Agartala, Tripura, India. Only healthy Indian tribal and non-tribal 
youths were selected irrespective of their sex and ethnicity. Subjects having known 
cardiovascular disorders, endocrine disorders (thyroid, adrenal), any type of chronic 
diseases (COPD, cancer, psychiatric problems) were not selected. The calculated 
sample size following World Health Organization (WHO) guideline on population-
based study was 323. However, the total no of subjects evaluated was 463, out of 
which 347 subjects [Male 183 (Tribal, Non-tribal), Female 164 (Tribal, Non-tribal)] 
completed all the procedures and had not come under any of the exclusion criteria. The 
individual’s personal information, general health status, history of past illness, family 
history of the subject were taken in a formulated form following WHO suggested 
protocol [10, 11]. The following parameters were recorded in the study subjects. 

2.1 Recording of Anthropometric Parameters 

Standard recommendation was followed [12] during the recording of anthropometric 
parameters. Weighing machine (Libra R) was used for weight (kg) measurement. 
Subjects were asked to stand erect on the machine without shoes, exerting equal 
pressure on both feet and in normal clothing. Stadiometer (Bio Plus R, S. NO— 
51,392) was used for standing height (cm) measurement. The subjects were standing 
erect without any footwear. During measurement, scapula, buttock and head were 
positioned in contact with backboard whereas arms were hung openly by the sides 
of the trunk. Waist circumference (WC) and hip circumference (CM) in cm were 
recorded by the anthropometric measuring tape. Body mass index (BMI), waist to 
hip ratio (WHR), waist to height ratio (WHtR) were calculated by using formula 
[13].
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2.2 Estimation of Blood Glucose Level 

Blood glucose was estimated by using a commercial kit by the glucose oxidase 
peroxidase (GOD-PAP) method [14]. 

2.3 Estimation of Serum Lipid Profile of Subject 

Serum lipid profile parameters were analysed. 

(a) Estimation of serum total cholesterol 

Serum cholesterol was measured by the cholesterol oxidase- peroxidase (CHOD-
PAP) enzymatic method [15]. 

(b) Estimation of serum triglyceride 

Serum triglyceride was estimated by the glycerol phosphate- oxidase (GPO-PAP) 
method [16]. 

(c) Estimation of serum HDL 

Serum HDL cholesterol was measured by the Enzymatic method (Direct method) 
[17]. 

(d) Estimation of serum LDL 

It is calculated by using the formula. Total cholesterol minus HDL cholesterol minus 
triglycerides divided by five. 

3 Result and Interpretation 

Baseline characteristics of young subjects with and without MetS. In Table 1, all  
characteristics were significantly higher in MetS subjects from all groups.

In Table 2, both tribal and non-tribal young male subjects having metabolic 
syndrome showed significantly higher values for systolic and diastolic blood pressure 
and triglyceride. However, females having metabolic syndrome in both categories 
showed significantly higher values in maximum parameters except systolic and dias-
tolic blood pressure and total cholesterol. High density lipoprotein cholesterol was 
lower in all subjects with metabolic syndrome irrespective of sex and ethnicity.

Analysis of prevalence of different risk factors in subjects revealed that among a 
total of 347 adolescents, 79 subjects had three or more cardio metabolic risk factors 
whereas 135 subjects had no risk factor at all. The percentage distribution of the 
categories revealed 22.75% of total subjects had profound cardio metabolic risk
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whereas 38.92% of subjects had no risk. Out of 347 subjects, 183 were male. Among 
the male subjects, we found that 24.04% of males had three or more risk factors, 
12.02% had two risk factors, 23.49% had one of the risk factor and 40.44% had no 
risk factor. The numbers of total female subjects were 164. Among them, 23.78% 
had three or more risk factors,16.46% having two risk factors, 21.95% of female have 
one of the risk factors, and 37.80% of female subjects had no risk factor (Figs. 1a, b 
and 2a, b). 

Age group wise distribution showed, among subjects belonging to 18–21 years 
of age, the percentage of subjects with metabolic syndrome were 20.75 and 17.24% 
respectively for male and female subjects. For subjects belonging to 22–25 years of 
age, the percentage was 23.08% for male and 25.47% for female subjects (Table 3).

Fig. 1 Distribution of 
subjects in different 
categories of cardio 
metabolic risk. a Total 
subjects (male and female). 
b Male and female subjects 
separately

(a) Total subjects (male and female) 

(b) Male and female subjects separately 

0 
10 
20 
30 
40 
50 
60 

Without 1 Factor 2 Factor 3 or 
more 

38.92 

15.56 
22.75 22.75 

%
 O

F 
SU

BJ
EC

TS
 

PRESENCE OF RISK FACTORS 

Total subjects 

0 

10 

20 

30 

40 

50 

60 

Without 1 Factor 2 Factor 3 or more 

%
 O

F 
SU

BJ
EC

TS
 

PRESENCE OF RISK FACTORS 

Male Female 



Cardio-Metabolic Risk Analysis in Youths from North East India (Tripura) 193

Fig. 2 Distribution of tribal 
and non-tribal subjects in 
different categories of cardio 
metabolic risk. a Total 
subjects (Male). b Total 
subjects (Female)

(a) 
Total subjects (Male): 

Tribal and non-tribal males separately: 
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Prevalence of individual risk factors among study subjects revealed, in both male 
and female as well as tribal and non-tribal groups, most prevalent risk factors were 
central obesity marked by increased waist circumference and altered lipid profile 
marked by elevation of triglyceride level and reduced HDL-C level. Hypertension 
marked by increased SBP and DBP; and hyperglycaemia marked by increased FBS 
were least prevalent risk factors among all the groups of the study subjects (Fig. 3a, 
b).

Analysis of the metabolic syndrome components for tribal and non-tribal subjects, 
by binary method revealed that the higher risk shown by the factor serum TG (Wald 
test score = 90.38, p = < 0.001 and 105.07, p = < 0.001). The second most affecting 
factor was WC for both tribal and non-tribal subjects followed by HDL-C, FBS and 
BP (Tables 4 and 5).
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Fig. 2 (continued) (b) 
Total subjects (Female): 

Tribal and non-tribal females separately 
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Table 3 Number of subjects with MetS according to age group 

Age intervals (in yrs) Total study subjects Metabolic syndrome subjects 
(N, %) 

Male Female Total Male Female 

18–21 53 58 111 11 (20.75) 10 (17.24) 

22–25 130 106 236 30 (23.08) 27 (25.47) 

18–25 183 164 347 41 (22.40) 37 (22.56)

The present study revealed that 22.75% of adolescent (18–25 yrs) subjects from 
Tripura had profound cardio-metabolic risk. Subjects belonging to higher age group 
(22–25 yrs) had more prevalence MetS than the subjects in the younger age group 
(18–21 yrs) age group. The most prevalent risk factors among the subjects were
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Fig. 3 Prevalence of 
individual risk factors in 
study subjects. a Total 
subjects. b Tribal and 
non-tribal subjects
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central obesity and altered lipid profile. According to binary logistic regression anal-
ysis, the individual risk component for MetS in all categories of the subject was 
serum TG followed by other components. 

4 Discussion 

The overall prevalence of MetS was found to be almost similar in male (22.40%) 
and in female (22.56%) subjects in our study. A secular trend between 1986 and 
2001 in young Finns study suggested an increased occurrence of MetS in youths
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Table 4 Binary logistic regression analysis on components of metabolic syndrome in tribal subjects 

Tribal (153) variables Metabolic syndrome Wald test statistics value P-value 

Present (N, %) Absent (N, %) 

Waist Circumference, WC (cm) 

Female < 88, Male < 
102 

1 (0.65) 104 (67.97) 80.635 <0.001*** 

Female ≥ 88, Male ≥ 
102 

31 (20.26) 17 (11.11) 

SBP (mm Hg) 

<130 20 (13.07) 110 (71.90) 15.9908 0.001*** 

≥130 12 (7.84) 11 (7.19) 

DBP (mm Hg) 

<85 20 (13.07) 110 (71.90) 15.9908 0.001*** 

≥85 12 (7.84) 11 (7.19) 

TG [mmol/L] 

<1.7 3 (1.96) 111 (72.55) 90.3849 <0.001*** 

≥1.7 29 (18.95) 10 (6.54) 

HDLC (mmol/L) 

Female > 1.29, Male > 
1.03 

5 (3.27) 95 (62.09) 44.2057 <0.001*** 

Female < 1.29, Male < 
1.03 

27 (17.65) 26 (16.99) 

FBS (mmol/L) 

<5.6 19 (12.42) 111 (73.55) 20.7485 <0.001*** 

≥5.6 13 (8.50) 10 (6.54) 

*p – < 0.05; **p – < 0.01; ***p – < 0.001; # – not significant

which was higher in male than the female subjects [18]. In a study among young 
adults (18–30 years) from Ellisars, South Africa, the overall prevalence was found 
to be 23.1%, however, it was very much high in females (36.8%) compared to males 
(8.6%) [19]. In Tehran Lipid and Glucose study (TGGS), a cumulative incidence of 
MetS among young adults (age 11–18 years) was elevated in young men (25.5%) 
comparing women (20.0%) [20]. In a study on correlates of MetS among young 
Brazilian adolescent population (age 12–18 years), an overall prevalence of 4.7% 
was observed [21]. 

Kaushal et al. in a study among urban young population of Agra, observed a 
overall MetS prevalence of (37.0%) with female subjects suffering more (65.96%) 
than the male subjects (34.04%) [22]. Mangat et al. also reported similar prevalence 
(38.5%) in Chandigarh [23]. Ramchandran et al. reported a slightly higher prevalence 
(41.1%) from Chennai [24]. A study conducted among the medical students of age 
17 and above in Wardha showed a prevalence of 11.2% with females having higher 
(13.5%) prevalence than males (9.7%) [25]. Another study among medical students
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Table 5 Analysis on components of metabolic syndrome in non-tribal subjects 

Non-tribal (194) 
variables 

Metabolic syndrome Wald test statistics 
value 

P-value 

Present (N, %) Absent (N, %) 

Waist circumference, WC (cm) 

F < 88, M < 102 3 (1.55) 121 (62.37) 89.0273 <0.001*** 

F ≥ 88, M ≥ 102 44 (22.68) 26 (13.40) 

Systolic blood pressure (mm Hg) 

<130 27 (13.92) 127 (65.46) 18.2333 0.001*** 

≥130 20 (10.31) 20 (10.31) 

Diastolic blood pressure (mm Hg) 

<85 27 (13.92) 128 (65.98) 19.4637 0.001*** 

≥85 20 (10.31) 19 (9.79) 

TG (mmol/L) 

<1.7 1 (0.52) 124 (63.92) 105.0696 <0.001*** 

≥1.7 46 (23.71) 23 (11.46) 

HDLC (mmol/L) 

F > 1.29, M > 1.03 6 (3.09) 117 (60.31) 67.128 < 0.001*** 

F < 1.29, M < 1.03 40 (20.62) 30 (15.46) 

Fasting blood sugar (mmol/L) 

<5.6 31 (15.98) 132 (68.04) 15.0739 0.001*** 

≥5.6 16 (8.25) 15 (7.73) 

*p – < 0.05; **p – < 0.01; ***p – < 0.001; # – not significant

(age 17–22 years) from Bangalore showed 11.1% prevalence of MetS [26]. Similar to 
our findings, a North Indian study conducted among subjects of 16–45 years revealed 
22.4% prevalence of MetS and the prevalence was comparable in both the genders 
[27]. The difference in prevalence is observed due to the age group difference of 
subjects and the criteria used to identify the risk factors. Overall, the study revealed a 
substantial portion of young adults having prevalence of MetS. Such people need to 
be stratified according to the CVD or DM risk and these high-risk population should 
undergo regular screening. 

Our study revealed, among different factors; increased TG emerged as the prime 
factor in both genders; while low HDLC did not play any significant role in male 
subjects, it emerged as the second most prominent risk factor among female subjects. 
Deepa et al. from their study revealed increased triglycerides in 25.2% and lower 
HDLC in 63.5% of the subjects with MetS [28]. Accordingly comparison of various 
atherogenic markers in our study, showed a significantly higher TG: HDL-C ratio 
in subjects with MetS. Correlation between various traditional cardio metabolic risk 
factors with obesity and atherogenic marker revealed that most of the risk factors are 
correlated with markers like BMI, WC and WHR. It was reported that both WC and
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HC were low in Asian population than the Caucasian population and both WC and 
BMI can predict cardio metabolic risk in Asian Indians [29]. 

5 Conclusion of the Study 

Relatively higher proportion of Indian young adults from North Eastern state of 
Tripura is having cardio metabolic risk factors which may ultimately lead to the 
development of CVD or T2DM in future. 

The proportion of subjects with MetS is comparable with young adults from 
different countries of the world and from different states and regions of India. The 
trend is similar across gender and ethnicity of the subject. 

As emergence of MetS in young adults is associated with various factors like 
demographic shift, nutritional and life style transition, urbanization and mechaniza-
tion and as MetS present a serious threat to current and future health of the subject, 
early screening for MetS in adolescents as well as young adults will increase the 
utility of intervention strategies and help in reversing associated co-morbidities. 

6 Significance of the Study 

• The study for the first time, has generated a comprehensive database on the risk of 
metabolic syndrome among young adults consisting of both tribal and non-tribal 
subjects from Tripura, India. 

• Data generated from the study can be utilized by policymakers to take initiative 
for providing appropriate healthcare facilities for young adults belonging to the 
study population and to the nation as a whole. 

• Early identification of cardio metabolic health status will help in taking proper 
preventive measures against future development of cardiovascular and metabolic 
disorders in such population from the state. 

• The findings will help to identify the targeted groups and also help to minimize 
CVDs and metabolic disorders in them. 

7 Limitations of Study 

• The study included subjects from only the major tribal community of Tripura- the 
Tripuris and the major non-tribal community residing in and around Agartala, the 
capital city of Tripura. Subjects from other tribal and non-tribal communities of 
Tripura and subjects from other parts of state would have given an overall picture 
of all the adolescence residing in Tripura.
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• It is a cross-sectional study which did not follow up with the subjects to find out 
whether risk factors for MetS lead ultimately to the development of heart diseases 
or type II DM. Longitudinal studies are required to investigate future progression 
of the metabolic syndrome to CVD or DM in subjects. 

8 Future Prospects of the Study 

• In future, longitudinal studies can be planned to further evaluate progression of 
the risk factors to the development of cardiovascular and metabolic disorders. 

• Studies can be taken up involving subjects from other communities covering the 
entire state to have an overall picture of the status metabolic syndrome among the 
adolescents of the state. 

• Studies on genetic predisposition behind variation in prevalence of different risk 
factors in subjects from different communities and sexes can be planned. 
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1 Introduction 

The virus is known as SARS-CoV-2 by the International Committee on Taxonomy 
of Viruses because it resembles the SARS Coronavirus in some ways. SARS-origin 
CoV-2 is still a mystery, and it is being discussed from extraordinary perspectives 
by amazing people. The World Health Organization refers to the condition as the 
Coronavirus disorder-2019 (COVID-19). 

This  virus is a  β-Coronavirus and both SARS and SARS-CoV2 belong to this 
species of virus. The S protein of SARS-CoV2 is a glycoprotein and arbitrates the 
access of the virus into the host cells. The S protein of the virus takes a homotrimeric 
(a) protein which is composed of three identical units of polypeptide) shape to engage 
with the host cell. The S1 location is capable because of the receptor-binding domain 
(RBD) and stabilizes the perfusion conformation, while the S2 location is capable as 
a fusion protein. The homotrimer region of S1 appears to subsist in partially opened 
conditions in perceptibly infectious human SARS-CoV2. 

Comparative analysis of the sequences of SARS-CoV-2 and SARS-CoV revealed 
similarities in S protein, RBD, and receptor binding motif (RBM) of 76.04, 73.33 and 
50.00% respectively. An analysis of the full-period genomic collection has confirmed
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that SARS-CoV and SARS-CoV-2 distribute 79.6% proportion of the same genetic 
makeup, showing that Pangolin-CoV has greater resemblance with SARS-CoV-2 
than RaTG13 bat Coronavirus located between the S1 subunit and S2 subunit of the 
S protein of SARS-CoV-2, which has a functional furin cleavage site. 

In different SARS associated β-coronaviruses and viruses, this specific divi-
sion web page has now no longer been experiential. SARS-CoV and its associated 
different viruses have a monobasic distribution web page among S1 and S2 locations 
of the S protein. In the present day situation, it’s far important to increase a powerful 
healing intervention to save you and manipulate the disease [1, 2] 

2 Overview of the Therapeutic Strategies 

A review of the therapeutic strategies on COVID-19 gives us a design on the 
Immunomodulators, Corticosteroids, Nutritional intervention, Vaccine development 
strategies and Stem cell therapy. Tocilizumab, an immunosuppressive medication 
with FDA approval, is employed to treat a variety of diseases, including systemic 
juvenile idiopathic arthritis and rheumatoid arthritis. It is an interleukin-6 receptor-
specific monoclonal antibody that has been humanized (IL-6R). Gp130 that is 
membrane-bound and the IL-6 receptor complex interact to help with intracellular 
signaling. A variety of physiological processes, including gene activation, are regu-
lated by this intracellular signaling [3]. Tocilizumab was suggested as a treatment 
option in the 7th edition of China’s official medical manuals for severe SARS-
CoV-2 contagions with high IL-6 concentration [4]. Rheumatoid arthritis is treated 
using a biopharmaceutical drug called Anakinra. This is a slightly altered recombi-
nant human interleukin-1 (IL-1) receptor antagonist [5]. Efficiency of Anakinra in 
easing respiratory discomfort and hyper inflammation in patients suffering from 
SARS-CoV-2 is being investigated in a Phase 3 randomized, multicenter trial 
(NCT04324021). Anakinra doses were 100 mg QID for 15 days by IV infusion, 
per the experimental protocol [6]. C5a inhibitors were proven to be an effective 
management for rigorous SARS-CoV-2, without interfering with the MAC pathway. 
The goal of using corticosteroids in COVID-19 was to lessen the host’s inflammatory 
responses in the lungs that could lead to ARDS. Corticosteroid use did not augment 
the survival rate in patients with SARS-CoV or MERS-CoV infection, according to 
observational studies, but it did show a connection to the patients’ blood and respira-
tory tract’s slower viral clearance. Hyperglycemia, psychosis, and vascular necrosis 
all had higher incidence of complications than other conditions [6]. Also the deferred 
viral consent with an augmented menace of succeeding contagion, corticosteroids 
were discovered to be eclipsed by unfavorable effects. Ten trials comprising 6548 
patients with influenza and pneumonia were examined by a comprehensive review. 
Vitamin A is also recognized as anti-infective vitamin, since it is critical to the body’s 
defense against infection [7]. The elements of the body’s innate immune response are 
improved by vitamin A [8]. Vitamin D acts both as a vitamin as well as a hormone. 
Numerous cells, including immune cells, are stimulated to mature as a result. People
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over the age of 65 and those who get little sun exposure are at risk for vitamin D 
insufficiency [8], and elderly people were found to be more vulnerable to SARS-
CoV-2 [8]. Mesenchymal stem cells (MSCs) are derived from adipose tissue, bone 
marrow and other tissue sources [9]. They are adult multidimensional stem cells that 
can develop into numerous mesodermal lineages, including osteocytes, adipocytes, 
chondrocytes, neurocytes, and hepatocytes. They don’t exhibit CD14, CD34, CD45, 
or HLA-DR expression, but they do have particular cell markers, such as CD90, 
CD29, CD44, CD73 and CD105 [9]. Four clinical trials were being carried out to 
evaluate MSCs from the umbilical cord and tooth pulp for the management of patients 
with SARS-CoV-2 [10]. To assist in the creation of SARS-CoV-2 vaccinations, the 
Coalition for Epidemic Preparedness Innovations (CEPI) team up with international 
health organizations and vaccine producers. Following the publication of the SARS-
CoV-2 genetic sequence on January 11th, 2020, extensive research and develop-
ment effort was undertaken to create a vaccine to prevent SARS-CoV-2 [11]. The S 
protein of SARS-CoV-2 is encoded by an adenovirus type 5 vector known as Ad5-
nCoV. A phase 1 clinical trial with healthy participants was launched to evaluate the 
immunogenicity, safety, and reactogenicity of the Recombinant Novel Coronavirus 
Vaccine (Adenovirus Type 5 Vector). The study’s main goal was to determine the 
safety indices for adverse responses. INO-4800, which is a DNA plasmid encoding 
S protein was supplied using the Inovio Pharmaceuticals-developed electroporation 
method. An investigation was being carried out to appraise the efficiency and security 
of antigen-specific cytotoxic T cell and LV-SMENP DC vaccinations in COVID-19 
patients and healthy volunteers. When combined with antigen-specific cytotoxic T 
lymphocytes, LV-SMENP DC dendritic cells are changed with a lentiviral vector 
that expresses a synthetic micro gene based on viral protein domains of interest 
(CTLs).The participants or patients received approximately 5 × 106 LV-DC vaccine 
and 1 × 108 CTLs via subcutaneous injections and IV infusions, respectively. An 
artificial antigen-presenting cell was used in a Phase 1 clinical trial conducted by 
the Shenzhen GenoImmune Medical Institute. Cells were altered using a lentiviral 
vector that produced a synthetic mini-gene based on certain viral protein domains. 
Candidate vaccine molecules included DNA, RNA, virus-like peptide-based compo-
nents, particles, recombinant proteins, live, attenuated, and inactivated viruses. The 
process of developing vaccines is laborious and difficult, and it often takes 10–15 
years. There had been three corona virus epidemics in the past 17 years (Fig. 1). 

Toclizumab drug, Anakinra 

Block the IL-6 , Both IL-1α and IL-1β i.e. signal transduction 

Reduce the inflammatory activity 

Fig. 1 Mechanism of Toclizumab and Anakinra
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The anti-inflammatory medications such as colchicines, corticosteroids, 
interleukin-1 inhibitors, and interleukin-6 inhibitors are a few of those being inves-
tigated for use as immunomodulators in the treatment of COVID-19. In addition to 
being utilized as immunomodulators to treat cure disorders, SSRIs like Fluvoxamine 
have been studied in the control of COVID-19. Additionally being considered for 
use as immunomodulators in the management of COVID-19 are kinase inhibitors 
such JAK inhibitors and BTK inhibitors, non-SARS-CoV-2 specific intravenous 
immunoglobulins, and GM-CSF inhibitors. 

For hospitalized patients who need supplementary oxygen or are mechanically 
ventilated, corticosteroids like dexamethasone are given. Systemic corticosteroids, 
notably those who have signs of a systemic inflammatory disease or an early severe 
illness, have shown clinical benefit when combined with other medications, such as 
other immunomodulators like Tocilizumab, certain subsets of hospitalized COVID-
19 patients. Glucocorticoids including prednisone, Methylprednisolone, and Hydro-
cortisone are among the systemic corticosteroids other than Dexamethasone used to 
manage COVID-19. 

In COVID-19 management, the medical nutrition therapy is supported on factors 
like caloric intake, macronutrients, feeding pathways, and a healthy gut. Oral admin-
istration is preferred, but in relentless cases it is substituted by enteral nourishment. 
Doctors that treated this ailment elaborated on calorie intake and macronutrients and 
suggested that power intake should be in the range of 25–30 kcal/kg body weight/ 
day. The macro nutrients proportion viz., proteins, with an ingestion of 1–1.2 g/kg 
body weight/day, with carbohydrates remaining at the customary 45–50%. This will 
be applied for moderate cases. Serious cases will need enteral administration route. 
In both illness prevention and the fight against the viral enemy, a healthy microbiome 
may play a critical role. 

The SARS-CoV-2, based S- Protein, that is present on the external stratum of the 
virus and is a vital molecule for viral entrance into the host cells, is highlighted by 
vaccine development strategies for the management of COVID-19 syndrome, repur-
posing other vaccines like BCG, MMR etc., non-replicating viral vector (NRVV), 
protein subunits, RNA-based vaccines, replicating viral vector (RVV), inactivated 
vaccines (IAcV), and live attenuated vaccines (LAVs). 

Mesenchymal stem cells have been heavily researched in the stem cell therapy 
strategy for treating COVID-19 disease. One class of research materials is 
mesenchymal stem cells that have been investigated for their potential immunomodu-
latory effects and for a variety of clinical uses in regenerative medicine. Mesenchymal 
stem cells may lessen severe lung damage that prevent the inflammatory cell-
mediated reaction brought on by SARS-CoV-2, according to a theory [12–16]. 

The speed of SARS-CoV-2 vaccine development has been greatly accelerated by 
the available data and computational techniques. However, the main obstacles to the 
vaccine’s rapid development were its efficacy and safety.
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3 Summary 

The pandemic stroke of the SARS-COVID-19 has been nerve-racking us all across the 
globe. A thorough investigation of the various therapeutic strategies have been carried 
out for the supervision over this viral disease. A methodical literature review has been 
carried out using a research catalog to comprehend the fundamental mechanism and 
appraise the drugs for anticipation of this virus. 
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1 Introduction 

Nasopharyngeal Carcinoma (NPC) is a highly prevalent head and neck cancer in 
Southeast Asia, Southern China, and North Africa where the average incidence 
reaches 30 per 100,000 people [1, 2]. NPC is rare in most regions of India although 
higher incidences were observed in north-eastern states, particularly Nagaland, 
Manipur, and Mizoram [3, 4]. The region represents the diversity of different ethnic 
groups and mongoloid features in these populations have shown higher NPC inci-
dence. NPC has a remarkable racial/ethnic and geographic variation influenced by a 
complex interplay of the dietary, environmental, viral infection (Epstein–Barr virus), 
and genetic risk factors [1, 5, 6]. Epstein- Barr virus (EBV) infection in NPC has been
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well established in different populations and targeting EBV might provide an effec-
tive strategy in NPC management [7]. As such EBV infection presents an important 
role in NPC development. Many studies have investigated the potential biomarkers 
to predict NPC progression. Quantification of EBV DNA levels have proved to be 
promising clinical tools in screening, monitoring, and diagnostic evaluation of NPC 
patients [8–11]. 

Cancer progression and survival/occurrence are not determined solely based on 
tumor-related factors, like TNM staging, but also involve inflammatory indices 
and nutritional status of patients [12, 13]. Malnutrition and inflammation in cancer 
patients are significant problems as it aids in tumor progression, host response to the 
tumor, and anticancer therapies [14]. With the close association with inflammation 
and nutritional status, some of the serum biochemical markers, including albumin to 
globulin ratio (AGR) have shown remarkable value in the prognosis of many cancers 
[15–17]. As major components of human serum proteins, albumin (ALB) reflects 
the patients’ nutritional status while globulin (GLB) assess the degree of chronic 
inflammation [18]. Interestingly, numerous studies have demonstrated albumin and 
globulin levels as critical markers in the diagnosis of various cancer types [19–21]. 

Many studies have reported albumin and globulin levels as indicators of better 
cancer survival [22–24]. However, measurement of serum albumin and globulin 
levels alone limits its application in the disease prognosis. Thus, a combined assess-
ment of these serum proteins altogether might provide improved prognostic signif-
icance. Recently, AGR value emerged as a novel prognosticator in common cancer 
types. Prior studies have shown AGR values as a useful indicator for prognostic 
assessment in many cancers, including NPC [15, 25–28]. 

Nevertheless, the prognostic significance of these markers in NPC has not been 
sufficiently evaluated. Therefore, we evaluated the association of albumin, globulin, 
and AGR in patients with Nasopharyngeal cancer. Moreover, we also addressed the 
clinical significance of serum protein markers and EBV DNA for their potential 
ability to be used as non-invasive biomarkers in the clinical management of NPC. 

2 Materials and Methods 

2.1 Study Population and Ethical Statement 

Our study was approved by the Human Ethics Committee of the RIMS Hospital, 
Manipur and Manipur University and performed under the guidelines of the Helsinki 
Declaration [29]. We included pathologically confirmed 105 NPC patients and 115 
healthy controls recruited from the RIMS Hospital, Manipur between Nov 2011, and 
October 2015. Further, the TNM staging of all patients was performed following 
AJCC cancer staging guidelines for NPC [30]. Our exclusion criteria were defined 
as (1) patients who received chemotherapy or radiotherapy prior to enrolment in our 
study and (2) patients with any other type of malignancy except NPC. Our controls
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included cancer-free healthy donors that were followed up for a year to exclude 
cancer and other known diseases. Written informed consent was obtained from all 
participants and detailed information on demographic and clinical characteristics 
was recorded and analyzed. Patient information was anonymized and de-identified 
prior to analysis. 

2.2 Collection of Blood Samples and DNA Extraction 

Blood samples (2–4 ml) were obtained from study participants and samples were 
divided into two parts. For the first part, genomic DNA was extracted using QIAamp 
Blood Mini Kit (QIAGEN, Hilden, Germany) from blood samples using the manu-
facturer’s protocol. Simultaneously the second part of the samples was processed for 
serum separation following centrifugation at 3,000 rpm for 5 min and then collected 
in sterile tubes. The isolated DNA and serum samples were further aliquoted and 
stored at −80 ºC until used. 

2.3 EBV Detection by Conventional PCR 

Blood DNA samples from study participants and Raji cell DNA as positive control 
were screened for EBV detection as reported earlier [31] (Table 1). Raji is a Burkitt 
lymphoma cell line that contains 50 copies of EBV per cell [32]. 

Table 1 Oligonucleotides used in EBV PCR & beta globulin detection 

Target Primer 
name 

Oligonucleotide Sequence 5’–3’ Amplicon 
size 

GenBank 
accession 

Ref. 

EBNA-1 
qPCR 
EBNA-1 
PCR 

EBNAF1 
(F) 
EBNAR1 
(R) 
EBNAF2 
(F) 
EBNAR2 
(R) 

CGAGGAACTGCCCTTGCTAT 
CCAAAGGGGAGACGACTCAA 
TGAATACCACCAAGAAGGTG 
AGTTCCTTCGTCGGTAGTC 

61 bp 
262 bp 

Accession 
number 
V01555 

[31] 

β-globulin 
qPCR 

β-globulin 
(F) 
β-globulin 
(R) 

ACACAACTGTGTTCACTAGC 
CAACTTCATCCACGTTCACC 

119 bp
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2.4 EBV Load Determination by EBNA-1 qPCR 

Quantitative real-time PCR (qPCR) was performed using EBNA1 primers (Acces-
sion number V01555) as described in Table 1 for the measurement of EBV viral 
load. qPCR reaction and cycling conditions were performed as described following 
standard curve experiments [33]. EBV DNA copy numbers were calculated using 
the standard curve method based on the CT value of the standards used. The results 
of the assay were expressed as log EBV DNA copies per ml of blood. 

2.5 Serological Analysis 

Serum samples from study participants were further analyzed by capillary elec-
trophoresis (CE) to identify abnormalities in the various separated protein bands viz: 
albumin, alpha 1 and 2 globulins, beta 1 and 2 globulins, and gamma globulins. Sebia 
Capillarys (Evry Cedex, France) was used for the identification and quantification 
of separated protein fractions [34]. Serum protein electrophoresis was carried out 
using a commercially available kit, Hydra Gel Protein (E) K20 (Sebia Inc, Norcross, 
Ga, USA) designed for the separation of serum proteins. The albumin, globulin, and 
total proteins were measured as per standard operating protocols. Consequently, the 
albumin-globulin Ratio (AGR) was calculated using the equation [AGR = Albumin/ 
(total serum protein—Albumin)] as described [25]. Also, to detect the presence of 
hyper and normal gamma populations in study subjects, serum proteins were analyzed 
to identify various gammopathies. 

3 Statistical Analyses 

Data analysis was carried out using GraphPad Prism or MedCalc (v.9.3.9.0) software. 
The comparison of serum albumin, globulin, AGR, and EBV DNA levels between 
NPC patients and healthy controls was calculated by the Mann–Whitney test. For 
categorical data analysis, the Chi-square test or Fisher’s exact test was used. Receiver-
operating characteristic (ROC) curve analyses were used for interpreting the potential 
values of EBV DNA, albumin, globulin, and AGR for NPC diagnosis, with maximum 
Youden index for determining cut-off values. A probability value of less than 0.05 
was considered significant for all analyses.
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Table 2 Clinicopathological characteristics of NPC patients and healthy controls 

Variables NPC (n = 105) Controls (n = 115) p-value 

Gender Male 72 (68.57%) 71 (61.74%) 0.29 

Female 33 (31.43%) 44 (38.26%) 

Age Mean 48.9 44 0.54 

SD 15 10.1 

Range 18–80 22–73 

Age ≤45 38 (36.19%) 45 (39.13%) 0.65 

>45 67 (63.81%) 70 (60.87%) 

Stage I – II 38 (36.19%) 

III-IV 67 (63.81%) 

WHO pathological 
classification 

Type 1 6 (5.71%) 

Type 2 16 (15.24%) 

Type 3 83 (79.05%) 

4 Results 

4.1 General Characteristics 

The baseline characteristics of the study population are presented in Table 2. Of 105 
NPC samples, the percentage of males and females population was 68.57 and 31.43% 
respectively. The patients’ mean age was 48.9 years, ranging from 18 to 80 and that 
of controls was 44 years, ranging from 22 to 73. According to WHO pathological 
classification, 79.05% of the study subjects were of non-keratinizing undifferentiated 
carcinoma representing the majority of cases. Stage-wise analysis shows 36.19% of 
cases in early-stage disease and 63.81% of cases in the advanced stage of cancer. 
No significant differences were observed in gender and age distribution between the 
study population (P > 0.05). Among the patients, we found a higher NPC incidence 
in males when compared with the female population (68.5 vs. 31.4%). 

4.2 Molecular Detection of EBV in Study Participants 

EBV DNA was detected by conventional PCR targeting the conserved EBNA1 gene. 
EBV positivity was observed in 100% (105/105) of patient samples whereas only 
20.8% (24/115) of controls were positive for EBV. Hence, EBV DNA positivity was 
found to be significantly higher in NPC patients when compared to healthy controls 
(Fig. 1).
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Fig. 1 EBV detection in 
study subjects. EBV 
positivity was higher in NPC 
patients than in controls as 
determined using Chi-square 
test (P < 0.0001). Only 
20.8% of (24/105) controls 
were positive for EBV, 
whereas there was 100% 
positivity in NPC patients 

4.3 EBV DNA Levels in NPC Patients and Healthy Controls 

EBV DNA levels in 105 NPC patients and 115 healthy controls were detected by 
quantitative real-time PCR (qPCR). The median EBV DNA levels in NPC patients 
were significantly higher than that of healthy controls (p < 0.001). EBV viral load 
in 70.43% (80/115) of the control groups have less than 100 copies/ml. EBV DNA 
levels were found significantly higher in advanced-stage patients than in early-stage 
NPC patients (p < 0.05) (Fig. 2).

4.4 Diagnostic Evaluation of the EBV DNA 

ROC curve determines the accuracy of a laboratory test by calculating its sensitivity 
and specificity [35]. ROC curve analysis revealed EBV DNA levels as a useful marker 
for distinguishing NPC patients from controls. The area under the curve (AUC) value 
for EBV-DNA was found to be 0.927 (95% CI, 0.86–0.96). The optimal cut-off value 
determined by this analysis was 3237 copies/ml with sensitivity and specificity of 
81.48 and 91.43% respectively (Fig. 3).

4.5 Comparison of Serum Proteins Between NPC 
and Healthy Controls 

Table 3 represents the comparison of the mean value of serum total protein, albumin, 
globulin, and AGR value between the study subjects. Serum protein comprising 
albumin, globulin, total protein, and AGR value were evaluated between the study 
subjects using univariate analysis.
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Fig. 2 Comparison of EBV load (copies/ml) in healthy controls and different stages (Early and 
Advanced) of NPC patients. The horizontal lines represent median values. Higher EBV load was 
observed in patients when compared to controls (p < 0.0001). EBV load between different stages 
of the disease was also statistically significant (p < 0.05)

Higher levels of globulin and low albumin levels with low AGR value were signif-
icantly associated with NPC development. Albumin level was found to be lower in 
patients’ samples (3.48 ± 0.7 g/dL) when compared with controls (4.25 ± 0.6 g/dL; 
p < 0.0001) (Fig. 4a). On the other hand, mean globulin levels were significantly 
higher in NPC patients (4.07 ± 0.78 g/dL) when compared to controls (3.55 ± 0.56 g/ 
dL) (Fig. 4b). Our analysis also shows that mean AGR value was significantly lower 
in NPC patients (0.8 ± 0.2 g/dL) than in controls (1.23 ± 0.26 g/dL; p < 0.0001) 
which suggested that low AGR is associated with an increased risk of NPC (Fig. 4c). 
However, no significant differences were found in total serum protein levels (P > 
0.05) (Fig. 4d).

4.6 Age-Wise Analysis of Biochemical Markers 

To evaluate the correlation of biochemical markers with age, patient samples were 
compared between two different groups (≤45 and >45 years)]. Our results show an
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EBV - DNA Sensitivity Specificity Sensitivity + Specificity Accuracy 
3237 copies/ml 0.81(0.71-0.89) 0.91 (0.76 – 0.98) 1.72 0.72 

Fig. 3 ROC curve analysis of EBV DNA levels. The optimal cut-off value was 3493 copies/mL 
(sensitivity 81%, specificity 91%)

Table 3 Serum protein levels 
in the study group (NPC 
patients) and healthy controls. 
Data represent (Mean ± SD) 

Variables NPC (n = 
105) 

Controls (n = 
115) 

p-value 

Total protein (g/dL) 7.55 ± 1.11 7.79 ± 0.88 0.222 

Serum Albumin (g/ 
dL) 

3.48 ± 0.7 4.25 ± 0.6 <0.0001 

Serum Globulin (g/ 
dL) 

4.07 ± 0.78 3.55 ± 0.56 <0.0001 

AGR 0.8 ± 0.2 <0.0001

association of AGR value with respect to age. We observed a significant decrease 
in AGR value in the higher age group (>45 years) when compared to the lower age 
group (≤45 years) (p = 0.027). However, there was no statistical correlation found 
between any of the other biochemical markers (albumin, globulin, and total protein) 
with respect to age (Table 4).
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(a) (b) 

(c) (d) 

Fig. 4 Comparative analysis of serum proteins between NPC patients and healthy controls. P values 
were calculated by comparing patient and control groups and statistical significance was represented 
by the asterisks symbol

Table 4 Effect of age groups 
on biochemical markers Variable Age ≤ 45 (n = 

38) 
Age > 45 (n = 
67) 

p-value 

Total protein (g/ 
dL) 

7.5 ± 1.1 7.6 ± 1.2 0.665 

Albumin (g/dL) 3.5 ± 0.6 3.4 ± 0.7 0.88 

Globulin (g/dL) 4.08 ± 0.7 4.07 ± 0.6 0.941 

AGR 0.9 ± 0.2 0.8 ± 0.2 0.027 * 

* indicate [p< 0.05]
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Table 5 Diagnostic performance of serum proteins for detection of NPC 

Variables Total protein Albumin Globulin AGR 

(AUC) 0.548 0.797 0.739 0.851 

p-value 0.222 <0.0001 <0.0001 <0.0001 

Cut-off value 8.06 4.06 3.59 1.01 

Percentage sensitivity 67.62 84.76 75.24 78.1 

Percentage specificity 47.83 70.43 74.78 78.26 

Youden index 0.155 0.552 0.5 0.563 

4.7 Diagnostic Evaluation of Serum Proteins in Detecting 
NPC 

ROC curve analysis was performed to identify the cut-off values of serum proteins 
that could distinguish NPC patients from healthy controls. Table 5 represents the 
performance of total protein, albumin, globulin, and AGR value in the diagnosis of 
NPC. The AUC of AGR was 0.851 (95% CI: 0.797–0.895; p < 0.0001) with a cut-off 
value of 1.01 at a maximum Youden index of 0.563. We also found AUC of serum 
albumin (0.797, p < 0.0001) to be higher than that of globulin (0.739, p < 0.0001) and 
total protein (0.548, P = 0.222). Similarly, the cut-off value of albumin was 4.06 g/ 
dL with a sensitivity of 84.76% and specificity of 70.43%. Also, globulin has an 
optimal cut-off of 3.59 g/dL (sensitivity 75.24%, specificity 74.78%). Our analysis 
considered the diagnostic performance of albumin, globulin, and AGR value to be 
reasonable in comparison with the total protein. According to our optimal cut-off 
value (1.01) of AGR, the patient’s group was further divided into two groups as AGR 
<1.01 and AGR ≥ 1.01. We found that 83 of 105 NPC patients (79%) had a low AGR 
(<1.01) when compared to 21% (22–105) of patients which are presented with high 
AGR (≥1.01). Overall, our results suggests that AGR value represented the highest 
diagnostic performance for NPC. 

5 Discussion 

This study evaluated the diagnostic utility and correlation of serum proteins and 
EBV DNA among NPC patients and healthy controls. Our results demonstrate that 
low serum albumin with low AGR and high globulin levels are associated with the 
incidence of NPC. Our findings also indicate detection of EBV and EBV DNA load 
as important predictors for NPC monitoring and disease progression. EBV virus 
was detected in about 21% of the control population which supported the literature 
about its ubiquitous nature of infection with ~95% of the healthy population as 
asymptomatic carriers of the virus [36]. Our results also showed higher EBV load 
in NPC patients when compared to the controls following qPCR of the EBNA1
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gene. Quantification of EBV has been demonstrated and suggested as a sensitive 
non-invasive marker for early diagnosis, disease monitoring, and treatment response 
of NPC [37–40]. 

Many studies have also reported the role of inflammation and nutrition in cancer 
occurrence and development in various cancers including NPC [41–43]. AGR is 
considered an inflammatory index that plays an important role in cancer progres-
sion [28, 44]. Albumins and globulins are the main components of serum proteins 
that are associated with immunity and inflammatory function [18]. It is thus reason-
able to suggest that AGR score based on albumin and globulin is a critical marker 
as reported in many cancer types [45]. Our findings are consistent with an earlier 
study that reported decreased albumin levels and significantly lower AGR values 
in cancer patients in comparison with controls [46]. Also, numerous studies have 
shown the correlation between AGR values and globulin levels in many types of 
cancer indicating their role in the host immune system [21, 28, 47]. 

In our study, we found that albumin levels and AGR values were lower and globulin 
levels were significantly higher in NPC patients when compared with the controls. 
These results are similar to findings in other studies on nasopharyngeal cancer [48, 
49]. However, we found significantly higher globulin levels in patients’ samples than 
in controls. ROC analysis determined 3.59 g/dL as an optimal cut-off value for glob-
ulin levels for differentiating NPC patients from controls. Higher levels of globulin 
may arise due to an increased accumulation of other serum proteins which reflects 
both inflammatory and humoral immune responses of virus-associated pathogenesis 
of NPC. Our results are consistent with reports [15, 50, 51] which found globulin 
levels as an independent prognostic factor of NPC. This study also reported the 
median AGR value in the patient samples to be 0.9 (0.4–1.5). Based on the cut-off 
value of 1.1, 79% of NPC patients had a low AGR (<1.1) when compared to 21% 
with high AGR (≥1.1) thus suggesting that low AGR is associated with NPC disease 
progression. Our results are consistent with other studies which reported low AGR 
values as an independent factor for poor survival in other cancers, including NPC [15, 
25, 52]. We observed an inverse relationship between albumin and globulin levels, 
which dramatically decreased the AGR value, suggesting the inflammatory status of 
the body [47]. Therefore, albumin, globulin, and AGR values in this study might be 
used as potential prognostic predictors in NPC patients. 

The present study is the first instance from Northeast India to assess the correlation 
of albumin and globulin with AGR in NPC patients. However, few limitations were 
seen in the current study. Firstly, our study is a single retrospective study with rela-
tively small sample size and larger multicentric study designs are required to validate 
our findings. Secondly, our study did not include some of the possible confounding 
factors e.g., systemic inflammation, and cardiovascular and metabolic diseases which 
may alter serum protein levels. Despite the above limitations, our results have shown 
a significant association between albumin, globulin, and AGR with NPC. EBV DNA 
levels were elevated in NPC patients and higher EBV DNA levels also correlate with 
the severity of the disease.
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6 Conclusion 

In summary, our results suggest that albumin, globulin, and AGR values are asso-
ciated with NPC development. EBV DNA levels were significantly higher in NPC 
patients and also correlate with disease staging. Further albumin and globulin levels 
along with AGR could serve as potential biomarkers in the clinical management of 
NPC. Overall, our results will provide important insights into NPC diagnosis and 
will be helpful for preventive measures and screening. 
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1 Introduction 

Circulation of blood in human body is a vital process for sustenance of life and can 
be broadly categorized into systemic and pulmonary circulation, as can be seen in 
Fig. 1. The systemic circulation comprises of supplying blood from heart to the whole 
body, whereas pulmonary circulation comprises of the blood circulation between the 
heart and the lungs.

Coronary circulation is a part of the systemic circulation and is responsible for 
supplying blood to the heart. The arteries facilitating this circulation are termed 
as “coronary arteries.” The blood flow in the coronary arteries is dominant during 
diastole, as can be seen from Fig. 2 and it is contrary to the nature of blood flow 
in the other parts of the body. This contrary nature can be attributed to the fact that 
coronary arteries wrap around the heart and during systole as the pressure increases, 
the vessels compress and the blood flow to the left ventricle is hampered [30]. On the 
other hand, the blood flow in other arteries is dominant during ventricular systole, 
when there is increased pressure in the aorta and its distal branches.
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All body tissues 
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Deoxygenated blood 
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HEART 

Fig. 1 Schematic of systemic and pulmonary circulation in the human body

Fig. 2 Coronary flow in a cardiac cycle (Klabunde, https://cvphysiology.com/Blood%20Flow/ 
BF001, Accessed on June, 2022)
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Fig. 3 Major branches of coronary arteries [18]. Reproduced with permission 

1.1 Major Branches of Coronary Arteries 

The coronary arteries majorly bifurcate into the right and the left main coronary 
arteries originating from coronary ostia as seen in Fig. 3. These branches further 
subdivide into smaller sub-branches and penetrate the heart muscle, supplying blood. 
Each main coronary artery is 2–4 mm wide [40]. 

Left Main Coronary Artery 

The left main coronary artery originates from the left coronary cusp and supplies 
blood to the left part of the heart muscle comprising the left ventricle and the left 
atrium. It is responsible for supplying blood to approximately 70% of the total cardiac 
mass [36]. It further subdivides into circumflex and left anterior descending artery. 

Right Coronary Artery 

The right coronary artery originating from the anterior sinus is responsible for 
supplying blood to the right atrium and the right ventricle. It further divides into 
acute marginal branch and posterior descending artery. 

1.2 Cardiovascular Diseases 

Cardiovascular diseases are a leading cause of death globally and have claimed 17.8 
million lives worldwide in 2017 [21]. Coronary artery disease being one of them is 
caused because of Atherosclerosis, characterized by the deposition of fatty acids and 
other molecules on the inner lining of the arteries [8]. It can be seen from Fig. 4 that
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Fig. 4 Plaque build up in the arteries (https://commons.wikimedia.org/wiki/File:2113ab_Athero 
sclerosis.jpg, Accessed on August, 2022. Under creative commons license) 

deposition leads to narrowing down of arteries and hampers the blood supply to the 
heart. 

Apart from the invasive diagnostic methods, non-invasive methods such as the use 
of 3D printed models for surgical pre-planning are emerging [42]. 3D printed models 
provide a comprehensive understanding regarding the structure of the vessels or the 
heart and hence its use has been initiated in the field of cardiovascular medicine for 
surgical planning. In this book chapter, we describe the techniques of 3D printing 
and how 3D printing has been used in the cardiovascular field in recent years. 

2 Fundamentals of 3D Printing 

3D printing is the process of manufacturing physical models from digital signals 
and was first introduced by Charles Hulls in 1986 [42]. Fabrication of anatomical 
structures from medical image datasets is termed as Medical 3D printing [11]. The 
working chain for obtaining a 3D model from a medical image can be seen in Fig. 5.

https://commons.wikimedia.org/wiki/File:2113ab_Atherosclerosis.jpg
https://commons.wikimedia.org/wiki/File:2113ab_Atherosclerosis.jpg
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The first step of the processing chain is to obtain the medical images and it plays 
a crucial role as the quality of image governs the quality of the 3D model gener-
ated. Some commonly used imaging modalities are multidetector computed tomog-
raphy (MDCT), magnetic resonance imaging (MRI), ultrasonography, and positron 
emission tomography. Irrespective of the imaging modality, the medical images are 
stored in the DICOM format (Digital Imaging and Communications in Medicine). 
The acquisition of the medical images is followed by the post-processing of these 
images. The post-processing steps comprise segmentation, and some visualization 
tools such as volume/surface rendering and planar reformations [32]. The acquisition 
step is followed by the identification of anatomical regions of interest. Then, segmen-
tation of the region of interest is carried out which is facilitated by numerous software 
programs, such as SimVascular (https://simvascular.github.io/), Materialise Mimics 
(https://www.materialise.com), and Synopsys Simpleware (https://www.synopsys. 
com/simpleware.html). The 3D model is created from these segmented regions by 
lofting. By using an appropriate printing technique, these 3D models can be printed. 

There are various technologies of 3D printing that can be chosen according to the 
requirements of the user. Some of the most commonly used 3D printing techniques 
are stereolithography, fused deposition modeling, and PolyJet printing.

Fig. 5 From medical image to a 3D model 

https://simvascular.github.io/
https://www.materialise.com
https://www.synopsys.com/simpleware.html
https://www.synopsys.com/simpleware.html
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2.1 Stereolithography (SLA) 

Stereolithography belongs to the class of additive manufacturing (AM), which is 
characterized by layer-by-layer fabrication. SLA is a widely used technique because 
of the advantages offered by it: freedom of the scale at which structures can be made, 
ranging from sub-micron level to decimeter-sized objects. In biomedical field, it has 
facilitated the manufacturing of patient-specific models [20]. SLA belongs to the 
class vat photopolymerization of AM. The light reactive resin is exposed to light of 
certain wavelength, as seen in Fig. 6, and it leads to the solidification of the resin by 
undergoing polymerization process. The resins used for SLA comprise prepolymers 
and monomers such as acrylates, vinyl ethers, and epoxy resins. Over a period of 
40 years, stereolithography underwent four generations of technological innovations 
and led to improved resolution and throughput [13]. SLA is one of the most precise 
3D printing modalities and can accommodate minimum feature sizes between 50 
and 250 µm. 

Fig. 6 Schematic of stereolithography (SLA) [31]. Reproduced with permission
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2.2 Fused Deposition Modeling (FDM) 

FDM is the second widely used technique in AM after SLA and has gained popularity 
because of its short cycle time, high-dimensional accuracy, and ease to integrate 
with CAD software package [2]. FDM was introduced commercially back in 1990s 
by Stratasys Inc., USA [22]. The principle of FDM process, as shown in Fig. 7, 
consists of the material which is melted into liquid state in a liquefier head and then 
via tracing across the cross-section, deposition is done via a nozzle. Acrylonitrile 
butadiene styrene (ABS) and polycarbonate are some of the materials used for FDM. 

Fig. 7 Principle of FDM process [22]. Reproduced with permission
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Fig. 8 Principle of PolyJet method [17]. Under creative commons license 

2.3 PolyJet 

PolyJet printing is a powerful 3D printing technique capable of producing smooth 
and accurate parts. It is based on drop-by-drop deposition which is contrary to the 
continuous deposition in FDM. Photopolymer layers are jetted into ultra-thin layers, 
onto a build platform, as seen in Fig. 8, and each layer is treated by UV light until 
the model is completed [17]. A variety of materials including rubber-like materials 
can be used for PolyJet printing. 

2.4 ColorJet 

ColorJet printing also belongs to the class of additive manufacturing consisting of 
two major components: core material and binder. The powdered core material is 
spread in thin layers with the help of a roller on the build platform, as seen in Fig. 9. 
As each layer is spread, it is followed by solidification of the core layer because of 
the jetting of the color binders from print heads. The lowering of the build platform 
facilitates the spreading and printing of layers and fabrication of three-dimensional 
colored model.
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Fig. 9 Principle of ColorJet printer [17]. Under creative commons license 

2.5 Laser Sinter 

Laser sinter technique uses polymeric powder-based materials which are fused under 
the presence of high-power laser to fabricate the 3D structure, as depicted in Fig. 10. 
Each cross section of the model is traced by the laser onto a bed of powder. Similar 
to the techniques discussed above, the movement of the build platform facilitates 
the layer-by-layer construction of the model. One of the major advantages of the 
laser sinter technique is that it doesn’t require any separate supporting structures and 
hence no support removal.

Of the above-discussed technologies, SLA is capable of printing thinnest models 
and can accommodate models with wall thickness as low as 200 µm. FDM and 
PolyJet printing allow a minimum wall thickness of 1 mm. 

2.6 Materials 

A wide range of materials including metals, polymers, ceramics, and composites are 
used for 3D printing depending on the application. 3D models can be printed by 
either rigid, semi-rigid, composite, or flexible materials. 

The most commonly used materials for fused deposition modeling are polyether 
ether ketone, polylactic acid, acrylonitrile butadiene styrene, and polyethylene [15, 
35]. For PolyJet printing, TangoPlus, VeroClear, and MED610 Resins are the 
commonly used materials [6, 9]. Literature suggests that urethane and epoxy resins 
have been frequently used for 3D printing via stereolithography [9].
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Fig. 10 Principle of laser sinter process [24]. Reproduced with permission

Apart from the use of synthetic materials in 3D printing, the use of biomaterials 
was introduced in 1990s and it is termed as bioprinting. It was introduced via laser-
based method, and can be defined as a 3D fabrication technology which is used to 
dispense biomaterials loaded with cells for construction of 3D functional tissues or 
organs [19, 41]. 3D bioprinting has been of great use in the medical research by 
serving numerous requirements such as drug delivery, regenerative medicine, and 
functional organ replacement. The three major modalities of bioprinting are laser-
assisted bioprinting, inkjet bioprinting, and extrusion-based bioprinting [25, 28]. The 
main component in the process of bioprinting is the bioink, through which artificial 
tissues and organs are printed. Bioinks consist of biomaterials and living cells in a 
cellular-matrix environment. A variety of materials such as polymers, elastomers, 
hydrogels, and ceramics are used for producing bioinks [41]. To overcome the possi-
bility of immune reactions against synthetic materials in bioinks, natural polymers 
such as gelatin and silk fibroin are also used for synthesizing bioinks [37]. 

3 Medical Applications of 3D Printing 

Over the last two decades, 3D printing has been widely used for biomedical 
applications spanning across various areas of medicine and tissue engineering [34].
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The applications of 3D printing span across various industries, such as aerospace, 
automotive, food, healthcare, and many more. For pharmaceutical purposes, 3D 
printing is used for manufacturing of dosage forms such as capsules, tablets, and 
orodispersible films. Multiple purposes are served such as designing lightweight 
parts for efficient energy consumption, designing of effective automotive designs, 
and 3D printing of various tissues and organs. 

With advancements in technology, it has been revealed that generic therapies for 
patient treatment pose some limitations. It further led to the development of patient-
specific or precision medicine where the approach is individual-specific rather than 
targeting a broad population. The use of 3D printing techniques in a patient-specific 
manner comprises of design of patient-specific in-vitro models and implants [29]. 
Apart from manufacturing of implants and in-vitro models, 3D printing has also been 
used for manufacturing of antimicrobial wound dressings and these were found to be 
more affordable than conventional flat dressings [14]. 3D printing has also facilitated 
the fabrication of organs and has gained popularity in the maxillofacial applications. 
It has been used for the fabrication of soft tissue prostheses for ears, for construction 
of eye models, and intermediate splint models for jaw reconstruction [34]. Surgical 
planning is one of the emerging areas where the use of 3D printing is observed and 
has been used in liver and kidney surgeries. 

3.1 Cardiovascular 3D Printing: A Brief Review 

The use of 3D printing in cardiovascular medicine has emerged recently and has 
been used successfully for surgical pre-planning, teaching, and developing phantoms 
[23]. 3D printed models complement the classical methods of anatomical teaching 
and help in differentiating between normal and abnormal anatomy [10]. 3D printing 
via the use of bioinks has helped the medical fraternity greatly by enabling the 
printing of 3D models of blood vessels and heart tissues. It offers some advantages 
such as visualization, tactile perception, and volumetric assessment of the complex 
cardiovascular pathology. Spanning across a time period of more than a decade, 3D 
printing has been used for numerous purposes such as hemodynamic studies in the 
arterial models, studying the effect of degree of stenosis, and conducting benchtop 
FFR experiments. Fractional Flow Reserve (FFR) is an important parameter used 
for commenting upon the severity of stenosis in the arteries. Mathematically, FFR is 
defined as the ratio of the pressure distal to stenosis to that of the mean aortic pressure 
and invasive FFR has been the gold standard for severity of the arterial stenosis. 

Cardiovascular diseases are the leading cause of death globally and heart trans-
plantation is the only treatment for end-stage heart failure. With limited number of 
heart donors, a viable alternative solution is highly required for the end-stage heart 
failures. This need is quenched by the amalgamation of biomaterials and 3D printing 
in the arena of cardiovascular tissue engineering but the generation of patient-specific 
vascularized tissues still remains a challenge [26]. Literature analysis has revealed 
that in the domain of cardiovascular medicine, 3D printing has also been used for
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complex pediatric and congenital heart diseases [11]. Structural heart diseases basi-
cally comprise non-coronary cardiovascular conditions and 3D printing plays a vital 
role in the diagnosis and management of these. Valve dysfunction is one of the 
reasons for heart failure. Valve replacement surgeries have been existing as a cura-
tive measure and mechanical and biological prosthetic valves have been used for 
this. Both the variations offer some limitations such as the risk of thrombogenicity, 
immune reaction, and short life span. To overcome the shortcomings of mechanical 
and prosthetic valves, the use of 3Dprinted valves has also been reported. 3D printed 
valves offer the advantage of generation of mechanically heterogeneous structures 
and accurate replication of the complex architecture of the valves [10]. 3D printing 
of aneurysms has also been reported. Hence, it can be said that cardiovascular 3D 
printing helps in identification of the structures at risk and this knowledge can be 
used by the surgeons prior to any interventions. 3D printing has also facilitated 
the decision-making process in the treatment procedure for cardiac tumors as they 
provide an insight regarding relationship of the tumor with the surroundings. Cardiac 
patches can be defined as thick and vascularized piece of tissue which is developed 
in laboratory conditions and match the immunological, cellular, biochemical, and 
anatomical properties of the patient [26]. Cardiac patches have also been developed 
via 3D printing techniques which facilitate the replacement of damaged and aging 
cardiac tissues. Table 1 summarizes the applications of 3D printing in the field of 
cardiovascular medicine.

Though cardiovascular 3D printing offers a range of advantages, it also poses 
some limitations such as high cost, which is a major disadvantage. 3D printing facil-
itates the replication of complex anatomical structures but the in vivo physiological 
environment can’t be mimicked in these 3D models [43]. The first and the vital step 
for creation of 3D models is identification of the correct anatomical regions of interest 
in the medical images which is further followed by the segmentation step. Hence, 
it becomes essential to precisely identify the regions of interest. Printing of models 
via bioinks demands the correct choice of the material which possesses appropriate 
stiffness and cell microenvironment [10]. 

4 Flow Visualization Studies in 3D Printed Models 

The literature suggests that 3D printed models have been used for carrying out flow 
visualization studies. These studies are facilitated by the non-invasive optical tech-
nique, Particle Image Velocimetry (PIV) using which the velocity field of the entire 
region is recorded. A typical PIV setup as shown in Fig. 11 consists of high speed 
camera, double pulsed laser, and optical arrangement for obtaining a laser sheet. 
The two types of sensors which are present in the high-speed cameras are: Charged 
coupled device (CCD) and complementary metal oxide sensor (CMOS).

Optical accessibility of the flow field is a must for PIV experiments and hence 
transparent models are used. Polycarbonate and acrylic-based materials for printing 
transparent 3D models. The flow is seeded with neutrally buoyant seeding particles
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Table 1 Applications of cardiovascular 3D printing 

3D printing technology Discussion 

Fused deposition modeling Anthropomorphic phantoms of coronary arteries were 
created for optimizing CCTA protocols [23] 

Stereolithography Hemodynamic studies in 3D printed coronary arteries were 
carried out for varying diseases of stenosis. In-vitro studies 
were used to validate the computational studies for single 
phase models. Flow visualization and the effect of printing 
resolution was studied [4, 5] 

PolyJet Fractional flow reserve (FFR) measurement was done in 3D 
printed models. It was further compared with non-invasive 
and invasive FFR [38] 

PolyJet 3D printed coronary arteries were used for simulating the 
placement of coronary stents. These can be further useful in 
developing optimal CCTA protocols [39] 

Stereolithography 3D printed coronary artery models were used to visualize the 
spatial distribution of stenoses [44] 

ColorJet 
(Produces fully colored models 
and the technique consists of 
deposition of a binding adhesive 
into layers of powdered 
materials) 

3D printing was used for visualization of anatomy and 
surgical planning for patients with congenital heart disease 
[1] 

Stereolithography 3D models of heart were used for surgical planning in 
percutaneous mitral annuloplasty [7] 

PolyJet Thoracic aorta was printed and hemodynamic studies were 
carried out, in combination with MRI data [3] 

Laser Sinter 
(Lasers are used to sinter powder 
materials layer-by-layer to create 
a solid structure) 

3D heart models were printed from medical images. These 
can be used for teaching and surgical planning purpose [12] 

Inkjet 
(Consists of deposition of liquid 
materials or solid suspension, 
layer-by-layer. Each layer is 
cured after deposition.) 

3D printing was used for creating models of paediatric heart 
which was used for medical device development [25]

also known as tracer particles which don’t disturb the flow. The particles are illu-
minated by the laser and their motion is recorded by the camera. The velocity of 
these tracer particle helps in calculating the velocity field of the flow, as a whole. The 
velocity calculation from the displacement vectors is facilitated by post-processing 
software programs based on interrogation techniques. Flow visualization studies 
in 3D printed models also serve as a validation method for the computational 
hemodynamic analysis.
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Fig. 11 Principle of PIV [33]. Under creative commons license

5 Conclusion and Future Perspectives 

Recently, the use of medical 3D printing is emerging in the field of cardiovascular 
medicine. It can be seen that 3D printing serves multiple purposes such as teaching 
tools, used for surgical planning, and for in-vitro flow loop construction. There are 
numerous prevalent techniques for 3D printing, namely stereolithography, fused 
deposition modeling, PolyJet, which are used according to the geometrical require-
ments. In recent years, 3D printed models of coronary arteries have been used for 
flow visualization, hemodynamic studies, and surgical pre-planning. 

3D printing of coronary arteries from patient-specific images provides a varied 
range of models which can be used as anatomical teaching tools. As the physiological 
state of the artery varies from patient-to-patient, these models represent different 
states and can help in demonstrating how a diseased artery looks different from 
a healthy artery. Flow visualization studies in the constructed in-vitro flow loops 
provide an idea about how the geometry of the artery affects the hemodynamics. 
These studies can be used for surgical planning purposes. Experimental studies in 
3D printed arterial models serve as a validation tool for the computational analysis. 
With the increasing use of bioinks, development of 3D printed models in the form 
of vessels, cardiac patches, and valves has also gained some pace. 

The advancements in technology have introduced the use of 4D bioprinting in 
addition to the existing domain of 3D bioprinting. It is known that 3D bioprinted 
materials don’t change with time or in response to the external environmental stimuli 
but 4D bioprinting overcomes the limitation of the static nature of 3D bioprinting.
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Hence, 4D bioprinting considers time as the fourth dimension and the bioprinted 
materials grow or change with time in response to the change with environmental 
conditions. 4D bioprinting is based on the use of stimuli-responsive materials and 
memory-shape polymers for creating structures that modify in the presence of stim-
ulus [27]. The external stimuli can be provided in the form of variation in temperature, 
pH, light, electric, or magnetic field. Moldable materials can be integrated into the 
initially 3D bioprinted structures which modify in due course of time for obtaining 
a structure with desired specifications [16]. 4D bioprinted materials can be used 
for constructing sophisticated, high resolution, intricate structures mimicking the 
natural tissues, which can’t be constructed via existing static 3D bioprinting tech-
niques. Though in the cardiovascular domain, the use of 4D bioprinting is still in its 
initial stages and with advancements it can be utilized to develop clinically viable 
cardiac constructs which can be used for the management crucial conditions such as 
myocardial infarction [10, 16]. 
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Properties of Bone and Implant on Bone 
Growth Over Macro-Textured Implant 
Surface 
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1 Introduction 

One of the important parameters of the reliability of orthopedic implants depends 
on the type of adherence of the implant with the host bone. One type of implant 
fixation relies on a polymeric composition known as bone cement or PMMA (poly 
methyl methacrylate) filled between the bone and the implant and is used primarily 
for elderly patients with reduced bone quality [1]. However, the use of cemented 
implants itself has a wide range of disadvantages such as exothermic polymeric 
reaction, brittleness, and lesser reliability [2]. On the contrary, fixation with the bone 
in uncemented or cementless implants depends primarily on sufficient vascularization
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followed by bone growth between the bone and the implant. Growth of bone and 
other connective tissues at the bone-implant interface thus provides a mechanical 
interlocking and enhances implant stability [1]. Such implants are a common choice 
for clinicians around the world, especially when working with younger patients 
because of their capacity for biologic adherence [3]. Despite the phenomenal success 
of uncemented prostheses globally and strict surgical precautions, there has been 
a significant increase in the absolute number of failed joints, necessitating revision 
surgery. Despite the fact that the causes of such failures are multifaceted, the majority 
of them can be linked to biomechanical causes [4]. 

One of the most common reasons of aseptic loosening of cementless implants 
is a lack of biological attachment. MSCs or mesenchymal stem cells are non-
hematopoietic pluripotent cells that undergo cell differentiation acted upon by 
mechanical signals. These differentiated MSCs on attaining maturity form bone, 
cartilage, and fibrous tissue around the implant surface and thus responsible for 
biological attachment at the bone-implant interface region [5]. 

Realistic design adjustments in implant morphology can reduce implant fixa-
tion failure to a considerable extent [1, 6–9]. Micro and nano roughness on implant 
surfaces at the length scale of a mesenchymal stem cell (MSC) were formerly thought 
to aid osseointegration and bone formation. On the other hand, macro-textured 
surfaces were thought to be used solely to promote mechanical interlocking between 
the bone and the implant. However, a recent in vivo study [8] looked at the effect 
of an implant’s surface macro-texture on triggering secondary stability at the bone-
implant interface. This study [8] reported that a novel pillared structure (macro-scale 
surface) spaced uniformly over the substrate of the implant surface promotes better 
bone growth than traditional micro-porous coatings. In addition, the authors of the 
present study had also reported earlier into the effect of topological dimensions on 
bone development [4, 6] through in silico studies [4, 6]. 

Geometric design parameters on such textured surfaces can be tailored to 
encourage adequate bone formation around a cementless prosthesis [7, 9]. The non-
primitive nature of most surface features on implant surfaces has demonstrated to 
exhibit complex non-linear relationships with levels of ossification with a variety of 
major design parameters [7, 10]. 

Bone, being a living tissue, exhibits site-specific material property variation which 
was not incorporated in earlier studies [4, 6, 7] of bone growth around textured 
implant surfaces. However, there are hardly any literature that study the combined 
influence of varying bone and implant material property on bone growth around 
macro-textured implant surfaces. The primary goal of this study is to analyze the 
influence of bone and commercially used implant material properties on bone growth 
over macro-textured implant surfaces within the ambit of numerical limitations.
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2 Materials and Method 

Based on distinguishable textures on CORAIL [4, 6] and SP-CL [4] femoral stems, 
two unique 3D macro-textured implant models were constructed. The CORAIL eqv. 
model has consistently spaced rectangular ribs that partially replicate the CORAIL 
[4, 6] hip stem’s proximal anterior–posterior surfaces. The proximal section of the 
SP-CL [4] hip stem is represented by the SP-CL eqv. model, which has evenly spaced 
hemispherical grooves of equal radius. 

The major dimensions of the 3D models were taken from a radiological image [11] 
using ImageJ v1.53a to preserve clinical approval (National Institutes of Health and 
Laboratory for Optical and Computational Instrumentation, University of Wisconsin, 
USA). The average width of an intramedullary hip prosthesis within a femoral cavity, 
the maximum distance that can be left between the implant and the bone for ossifica-
tion, and the simplicity of fabrication using current manufacturing techniques were 
taken into consideration by the authors when selecting the parameter range. 

Bone section, granulation tissue (major region of bone development), and the 
implant section make up the usual volumes of bone-implant interface models (Fig. 1). 

Fig. 1 Solid and FE models of a CORAIL eqv.; b SP-CL eqv. bone-implant interfaces (Color 
Map: Blue denotes implant section, Purple denotes granulation tissue, Yellow denotes host bone 
section)
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2.1 Material Attributes, Loading, and Boundary Conditions 
in FE Modeling 

Solid models were developed and discretized in ANSYS V14.5 (ANSYS Inc., 
Canonsburg, PA, USA). Meshing of each of the FE models was performed with eight-
noded hexahedral ANSYS elements (SOLID185). A mesh evaluation was carried out 
for each of the FE models to find the best grid sizes and get results with a respectable 
level of accuracy. The host bone, implant, and granulation tissue were all considered 
linearly elastic, homogenous, and isotropic. The Young’s moduli of cancellous bone 
were considered 5.3 GPa for the first instance and 7.8 GPa in the second instance 
and that of Titanium-alloy (Ti–6Al–4 V) implant was 113 GPa and Cobalt-alloy 
(Co–Cr) implant was 210 GPa. The modulus of granulation tissue was considered 
1 MPa initially. The Poisson’s ratio for bone and implant was set to 0.3, whereas the 
granulation tissue Poisson’s ratio was set to 0.167. All of the model’s interfaces were 
considered perfectly bonded. 

The upper surface of the bone was restricted in all directions, whilst the bottom 
implant surface was displaced normally by 5 µm and a tangentially (bone-implant 
micromotion) by 20 µm during every iterative time step. 

2.2 Tissue Differentiation Based on Mechanoregulatory 
Principles 

A mechanoregulatory algorithm (Table 1) was used to simulate evolutionary progres-
sive bone formation. It is hypothesized that, MSCs at the bone-granulation tissue 
interface diffuse and migrate uniformly toward the implant-tissue interface over a 
period necessary for the migration process [4, 6]. The movement of pluripotent stem 
cells over the region of the bone-implant interface was simulated by the mathematical 
model of thermal diffusion as utilized in previous work (Fig. 2) [4, 6]. 

ψ∇2Ω = 
dΩ

dt  
(1)

where ψ is the diffusion coefficient (0.1 mm3/day), and Ω denotes the concentration 
of stem cells per finite element at the granulation tissue section. The magnitude of ψ

was chosen resembling to complete stem cell migration across the granulation tissue 
within 16 weeks [6]. 

Initially, red, inflamed granulation tissue—made up of adequate blood vessels to 
provide nutrients to the formed cells—was used to fill the macroscopic space between 
the implant and the bone. Local mechanical cues (hydrostatic stress and deviatoric 
strain) control the development of MSCs into diverse osteogenic cellular phenotypes 
[6]. These cellular morphologies result in the formation of fibrous tissue, cartilage, 
and developing bone. The equivalent material properties at each finite element of the
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Table 1 Tissue phenotype, its constituent materials, and associated mechanical signals controlling 
tissue differentiation [4, 6] 

Tissue phenotypes Young’s modulus 
(in MPa) 

Poisson’s ratio Deviatoric strain 
(in %) 

Hydrostatic stress 
(in MPa) 

Granulation tissue 1 0.167 – – 

Fibrous tissue 2 0.167 – 
>5 
<−5 

>0.15 
>−0.15 
>−0.15 

Cartilage 10 0.167 >15 
<−15 

<−0.15 
<−0.15 

Immature bone 1000 0.3 −15 to +15 <−0.15 

Mature bone 6000 0.3 −5 to  +5 −0.15 to +0.15 

Fig. 2 Schematic framework to evaluate bone growth around macroscopic bone-implant interface

interface were calculated using a rule of mixture, as shown in Eq. 2. 

Yn+1 =
(

Ωmax − Ωtissue

Ωmax

)||||
n 

Ygranulation +
(

Ωtissue

Ωmax

)||||
n 

Ytissue (2)
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where Ygranulation and Ytissue are the material stiffness of the granulation tissue layer 
and the newly developed tissue patches, respectively;Ωmax andΩtissue are the highest 
and the actual cell concentration in each element. The material properties of the model 
were updated using a temporal smoothing approach [6], as given in Eq. 3. 

Yn+1,smoothed = 
1 

10 

n−9∑
i=n 

Yi (3) 

One iterative cycle refers to one post-operative day in the numerical scheme. The 
complete healing simulation was planned to last 120 iterations, or roughly 16 weeks 
after surgery. The mechanoregulatory tissue-differentiation model was implemented 
using a custom MATLAB script (Matlab 2017a, The MathWorks Inc., Natick, MA, 
USA). A masterbatch script (DOS) was utilized in each iteration to successively 
launch the ANSYS for structural FE study and the MATLAB to run numerical calcu-
lations of tissue differentiation algorithm. On a Windows 10 Pro platform with an 
Intel® CoreTM i7-4510U 2-core CPU and 8 GB RAM, the simulation was executed 
in batch mode. 

3 Results and Discussion 

3.1 Influence of Implant Material on Bone Growth Around 
Macro-Textured Surfaces 

Results from the study (Table 2) show that the percentage of bone growth with tita-
nium alloy for CORAIL eqv. implant was 8.70% which is ~4% reduction in bone 
formation as compared to that with cobalt-chromium alloy (9.02%) considering bone 
material property to be 5.3 GPa. Similarly, considering host bone material to be of 7.8 
GPa, the same macro-textured surface has shown a negligible reduction (9.35–9.32%) 
in bone growth by ~0.3%. Similar finding was observed when tested with SP-CL eqv. 
macro-textured surface. With bone material to be of 5.3 GPa, the titanium implant 
resulted in a bone growth of 10.23%, unlike cobalt-chromium implant (10.71%). This 
shows an increase of bone growth by ~4.7% when tested with cobalt-chromium alloy 
as compared to titanium implant. In addition, for bone material property considered 
to be 7.8 GPa, there has been an increase (9.80–10.35%) in bone formation (~5.6%) 
when cobalt alloy was used as compared to that observed when titanium alloy was 
used. However, there is not much wide variation in spatial distribution (Fig. 3.) of 
bone growth when evaluated considering different implant material. Nevertheless, 
the distribution of fibrous tissues was found to be relatively lesser near the periph-
eral regions of macro-textured ribs/grooves. These results suggest that there is little 
influence whatsoever observed on bone growth over macro-textured implant surfaces 
when compared with different implant materials.
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Table 2 Influence of Implant 
type, Implant material, and 
Bone material property on 
bone growth 

Implant 
type 

Implant 
material 

Bone material 
property (in GPa) 

Bone 
growth 
(%) 

CORAIL 
eqv 

Ti–6Al–4 V 5.3 8.70 

7.8 9.32 

Co–Cr 5.3 9.02 

7.8 9.35 

SP-CL eqv Ti–6Al–4 V 5.3 10.23 

7.8 9.80 

Co–Cr 5.3 10.71 

7.8 10.35 

(a) (b) (c) (d) 

(e) (f) (g) (h) 

Fig. 3 Spatial distribution of different tissue phenotype at the macroscopic bone-implant interface 
a Ti-alloy with 5.3 GPa (CORAIL eqv.); b Ti-alloy with 7.8 GPa (CORAIL eqv.); c Co-Cr alloy 
with 5.3 GPa (CORAIL eqv.); d Co-Cr alloy with 7.8 GPa (CORAIL eqv.); e Ti-alloy with 5.3 GPa 
(SP-CL eqv.); f Ti-alloy with 7.8 GPa (SP-CL eqv.); g Co-Cr alloy with 5.3 GPa (SP-CL eqv.); 
h Co-Cr alloy with 7.8 GPa (SP-CL eqv.) (Color Map: Blue denotes fibrous tissue, Green denotes 
cartilage formation, Yellow denotes bone formation) 

3.2 Influence of Bone Material on Growth of Bone Around 
Macrotextured Surfaces 

It is quite interesting to observe from Table 2 that, bone material indeed has a signif-
icant influence on bone growth. However, the relationship between the bone mate-
rial property and amount of bone formation was found to be dependent on surface 
design morphology. Results from the study found that, the amount of bone growth
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was found to be enhanced from 8.70% to 9.32% for CORAIL eqv. Titanium-based 
surface texture while increase in bone strength from 5.3 GPa to 7.8 GPa. Similar 
observation (9.02–9.35%) was found for the similar surface morphology but with 
cobalt chromium implant material. On the other hand, when tested with SP-CL eqv. 
designs, bone formation was found to be less with stiffer bone material while consid-
ering both the implant material separately. Such a complex non-linear relationship 
encourages the use of machine learning (ML) techniques to identify and predict the 
amount of bone growth considering the bone quality (in terms of material strength) 
as well as different implant material properties and surface design features [10]. 

3.3 Clinical Usefulness 

Clinical usefulness of the present study lies in the formation of distance osteogenesis 
(Fig. 3.) which shows the secondary stability of the implant [4, 6, 12]. As seen 
in a few other in silico investigations [4, 6, 13, 14], the calcification of woven bone 
somewhere toward the boundary of the bone region and further gradual advancement 
toward the polished implant surface were seen. However, fibrous tissue over the 
implant surface might prolong bone bridging as well as endochondral ossification 
over the whole domain The FEA results show that, in comparison to those at the 
host bone boundary, inter-groove/rib regions were subjected to higher magnitudes of 
hydrostatic stress but lower deviatoric strain. Intermittent deviatoric strain promotes 
endochondral ossification and cartilage degeneration [15]. On the contrary, higher 
hydrostatic pressure towards the stress-concentration regions of groove/rib edges 
retards the formation of bone growth thus promoting fibrous matrix towards the 
implant site [15]. However, change in surface texture designs as well as reduced 
micromotion are encouraged to reduce such fibrous encapsulation at the implant site 
which otherwise may promote aseptic loosening of the implant. 

3.4 Limitations of the Study 

The current computational scheme simulates a simplified version of the real post-
operative bone growth environment, that is additionally influenced by bone remod-
eling as well as other factors like physiological loading conditions, site-specific bone 
anisotropy, bone-implant gap, bone porosity, biochemical as well as patient-based 
factors. Additionally, the inherently fuzzy nature of the bone-implant interface is not 
included in the bonded interfacial state examined in this study. When contrasting 
the bonded and frictional interfacial environments, however, there hasn’t been a 
discernible difference in trends in growth of tissue and average stiffness of the inter-
face layer [4]. Aside from the study’s numerical shortcomings, the findings can assist
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commercial implant manufacturers and doctors in selecting trade-off implant mate-
rials for surgical operations based on bone quality through a ML platform developed 
on an online platform. 

4 Conclusion 

The present study focusses on the combined influence of material properties of 
cancellous bone and metallic implant on bone growth over macrotextured implant 
surfaces. Results reveal that under similar bone material property, percentage of 
bone growth with titanium alloy implant was relatively reduced (for CORAIL eqv. 
implant section (~4% when bone Young’s modulus was 5.3 GPa; ~0.3% when bone 
Young’s modulus was 7.8 GPa); for SP-CL eqv. implant section (~4.7% when bone 
Young’s modulus was 5.3 GPa; ~5.6% when bone Young’s modulus was 7.8 GPa)) 
as compared to that with cobalt-chromium alloy. Although cobalt-chromium alloy 
has been found to be a better implant material than titanium, there is relatively little 
variation in bone growth for both models, while having a wide variation in implant 
elastic modulus and cancellous bone quality. Furthermore, a non-linear relation-
ship between implant material properties, bone quality, and implant shape was also 
observed from the present study. The results of this study can be used to do addi-
tional statistical analysis to forecast osseointegration on a full-scale bone-implant 
model under musculoskeletal loading conditions considering bone remodeling, site-
specific anisotropy of the bone, bone-implant interface gap, etc. In addition, in vitro 
analysis [16, 17] is always warranted to get a better insight into the findings of the 
present study considering other important bone growth conditions such as growth 
factors. A topology optimization research could be carried out further to pick proper 
macrotexture dimensions and forms along with implant material, considering the 
implant’s initial setup and quality of bone. Furthermore, machine learning (ML)-
based algorithms may be used to evaluate osseointegration levels on a variety of 
implants, macrotextures, and physiological loading situations. 
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Supplementary File 

S.1 Type of Finite Element Used 

SOLID185 is used for 3D modeling of solid models (Fig. S.1). It constitutes of eight 
nodes, each of which has 3 degrees of freedom at each node: translation in the nodal X, 
Y, and Z axes. SOLID185 comes in two different type’s viz. homogeneous and layered 
structural solids. For modeling of homogeneous isotropic materials assumed in the 
sectional studies of bone-implant-interface geometries, homogeneous structural solid 
element has been used primarily. 

S.2 Numerical formulation to calculate hydrostatic stress and deviatoric strain 

Hydrostatic stress (σ average) can be calculated as: 

σaverage = 
σ1 + σ2 + σ3 

3 

where (σ1, σ2, σ3) are 3 principal stresses. Whereas, deviatoric strain (εdeviatoric) can 
be computed as: 

εdeviatoric  = 1 

1 + ν 

/
(ε1 − ε2)2 + (ε2 − ε3)2 + (ε3 − ε1)2 

2 

where (ε1, ε2, ε3) are 3 principal strains and ν is the effective Poisson’s ratio. 

S.3 Material attributes used in FE modeling 

Table S.1 shows the material attributes used in FE modeling.

Fig. S.1 Homogeneous 
structural solid 8-noded 
hexahedral finite element 
(FE) geometry. Source 
ANSYS element reference 
manual 
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Table S.1 Implant and bone materials and their material properties 

Implant 
Type 

Implant 
material 

Young’s 
modulus (in 
GPa) 

Bone material property 
(in GPa) 

Bone and implant 
poisson’s ratio 

CORAIL 
eqv 

Ti–6Al–4 V 113 5.3 0.3 

7.8 

Co–Cr 210 5.3 

7.8 

SP-CL eqv Ti–6Al–4 V 113 5.3 

7.8 

Co–Cr 210 5.3 

7.8 
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Bioprinting: The Current Development 
of This Additive Manufacturing 
and Future Challenges 
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1 Introduction 

In India, five lakh individuals may die each year while awaiting organ transplants, 
and only approximately 4% of the necessary transplant surgeries are carried out 
nationwide each year. Due to a dearth of organ donors, roughly 17 individuals per 
day pass away and almost two lakh people nationwide suffer from liver illnesses 
[1]. However, there aren’t enough organ donors to fill these demands and thereby to 
overcome these issues a new emerging technology called “bioprinting” can hold a 
great promise. Bioprinting has a great potential to solve the increasing organ shortage 
crisis. 

Bioprinting, a branch of regenerative medicine, and a subcategory of additive 
manufacturing (AM) which includes designing and fabrication of 3D printed organs 
for individual patients using their cells is a solution for organ shortages, i.e., currently 
under development. It is an emerging technique that uses bioink (a printable material 
that contains living cells) which deposits layers of cells on top of each other to fabri-
cate prospective tissue structures using their cells, which are less likely to be rejected 
by the body. Extrusion bioprinting, laser-assisted bioprinting, inkjet bioprinting, and
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other methods have all been developed for producing bioprinted structures. Advances 
have also been achieved in printing tissues, including vascularized heart, bone, carti-
lage, skin, and liver. Each of these methods has unique advantages, disadvantages, 
and restrictions; nevertheless, no one bioprinting approach enables the creation of 
all scales. 

Complex tissue engineering scaffolds may now be built using AM technology, 
which is becoming more and more acknowledged as a potential option. This tech-
nique includes the deposition of biological substances on a surface using (CAD/ 
CAM) computer-aided design or computer-aided manufacturing. The chief principle 
in AM is that structures can be created by adding material layer by layer [2]. Extra-
cellular matrix properties required for cell attachment and shear thinning properties 
required for the fabrication of multi-layered constructs through additive printing are 
not compatible with each other, making bioprinting more challenging. Bioprinting 
has been successful in some areas, such as the bladder, where it can manage the 
size, shape, internal porosity, and interconnectivity of tissue engineering. Moreover, 
it shows great potential in tissue engineering for the fabrication of scaffolds, tissues, 
and organs. 

3D bioprinting techniques involve various controversial ethical issues, source, 
transplantation, animal welfare, and economic and safety questions. Scientists are 
leaning toward simulating human organs in the lab using stem cell-based techniques 
as a result of the growing ethical concerns around the research on animals. This 
has sparked a surge in applications for organs on chips and additive fabrication of 
structures made from natural hydrogels with live-cell infusions. It is difficult to create 
3D printed volumetric structures that are compatible with human cells because they 
require a soft and watery environment (at least 10 × 10 × 10 mm3). More accurately 
than 2D, 3D volumetric structures can simulate the actual living cell environment 
for biomedical applications involving in vitro cell growth. The extracellular matrix 
and nano-fibrillated cellulose (NFC) share structural similarities, making them an 
excellent substrate for 3D cell culture. 

Bioprinting has found several advantages in the rate control of cell distribu-
tion, scalability, high-resolution cell deposition, and cost-effectiveness. Bioprinting-
related research has grown sustainably over the last few years and has various appli-
cations in the healthcare sector, drug discovery and testing, regenerative medicine, 
and high throughput screening. In pharmaceutical research, bioprinting can be used 
for testing drug efficacy, toxicity, and chemotherapy to reduce the high cost and time 
of drug discovery. It is also important to note that bioprinting is not limited to organ 
printing. Even though bioprinting is advancing at a commendable rate there is still a 
multitude of challenges that need to be overcome. All-inclusive, 3D bioprinting is a 
rapidly evolving field of research with numerous challenges but tremendous potential 
for modern medicine and healthcare.
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2 Bioink and Its Development 

Bio fabrication technologies hold great focus on the production of in vitro models for 
biological products and for the origination of implantable tissue construct, that imitate 
the intricacy of localized tissues and organs. Bio fabrication surrounds an exten-
sive assortment of manufacturing processes that includes bioprinting, bioinks, other 
biomaterials, and biological factors printed into 3D constructs. During bioprinting 
processes, bioink is essential [2]. 

The term “Bioink” was first introduced for the requirements of organ printing in 
the year 2003. This referred to purely cellular components containing various bioma-
terials, present in hydrogel form which includes cells carrying hydrogels, which were 
processed using these methods to create 3D printed structures. The design and prac-
tices of bioinks have developed greatly over the past ten years with various materials, 
including natural and synthetic hydrogels to meet the requirements of bioprinting. 
These bioinks can be stabilized during or immediately after the bioprinting process to 
generate the final shape, structures, and architectures of the designed tissue construct 
[3]. 

An ideal bioinks should possess proper physicochemical properties such as rheo-
logical, mechanical, chemical, and biological properties that include: the generation 
of tissue constructs with acceptable mechanical strength while confining the tissue-
matching mechanics, enhancement of encapsulation of desired cell types, sustaining 
the capability of cells amid and after the process, providing the required cellular 
environment to assist desired cell action, designing materials that can be used for the 
advancement of bio fabrication methods at desired resolutions. 

The two major application that is taken for the growth of bioinks in bioprinting, 
as well as bio fabrications, includes: 

(i) Evolution of new printing techniques that uphold the previously used biomate-
rials and bioinks. 

(ii) The design of newly evolved bioinks that can be handled using the currently 
used bioprinting process. 

Both of these must accept the final cell environment and whether these are 
sufficient for the deliberated applications [4, 5]. 

As of the first approach, various advanced bioprinting techniques enabled the 
controlled extrusion of hydrogels that has a low viscosity. Low-viscosity hydrogels 
including methacrylate hyaluronic acid (HA) and Gel MA bioinks can easily balance 
filaments employing a transparent nozzle that permit cross-linking during extrusion. 
Another approach for preparing such biomaterials into printable bioinks is the addi-
tion of a polymer to stabilize the bioink during the process of extrusion. For example, 
alginate has been mostly used due to these motives as it can be swiftly cross-linked 
in the presence of calcium as can be easily washed out [6, 7].
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3 Bioprinting Techniques 

With the growing concerns over organ demand worldwide, scientists have approached 
mimicking living tissues or organs by constructing complex 3D functional structures 
or artificial organs. 

The 3D volumetric structures are more precise and relevant than 2D structures. 
Bioprinting calls for the printing of bioinks such as hydrogels or cell-laden inks in 
processes like tissue engineering. Bioprinting can be characterized into groups: (1) 
inkjet bioprinting, (2) extrusion-based bioprinting, (3) lithography-based bioprinting, 
and (4) laser-based bioprinting. However, this bioprinting technique has certain limi-
tations and challenges as laser-based 3D bioprinting is expensive and sluggish that 
curbs the alternatives of bioinks to be used. 

3.1 Inkjet Bioprinting 

Inkjet-based bioprinting is a non-contact printing technique in which droplets of 
biomaterials are fired thousands of times in a few seconds to generate a 3D image 
(Fig. 1) [8]. Epson, Hewlett-Packard (HP), and Canon invented the idea of inkjet 
printing in the early 1950s. The continuous firing on inks through tiny nozzles on 
predesigned points fabricates 3D tissues [9]. This technique is accompanied by a 
piezoelectric effect associated with motion so that the deposition of cells doesn’t 
occur at the nozzle [8]. High spatial resolution can be attained between 50 and 
300 µm; the printing quality gets reduced if there are gathering of cells [10]. The 
inkjet printing technology has been introduced years ago and used in the making of 
text and pictures [8].

Earlier 2D and 3D architectures have been constructed for research, training, 
and testing purposes. Researchers were acquainted with the prospects that this tech-
nology will provide because its picolitre-level printing unit is suitable for depositing 
biological components. Currently, inkjet technology is evolving into a useful tool in 
allopathic medicine for the distribution of drug development, scaffold building, and 
cell deposition [8]. 

3.2 Extrusion-Based Bioprinting 

Extrusion-based bioprinting uses nozzles to extrude bioinks, which are used to build 
three-dimensional scaffolds or constructs (Fig. 2). The bioink includes biologically 
relevant living things that are physically or chemically linked together. It serves us 
applications such as tissue scaffolds, regenerative medicine, and drug development. 
Bioprinted 3D structures are produced using bioinks, which are biomaterial and living 
cell combinations. One of the most widely used bioink is the hydrogels which are
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Fig. 1 Inkjet bioprinting

water-based and more adaptable. However, the printing of 3D scaffolds is a challenge 
as printability influences the quality of printed constructs through their physical, 
mechanical, biological, and rheological behavior. Printability is the characteristic 
of bioink to generate scaffolds using the bioprinting technique. The properties that 
mostly affect the printed constructs are the photophysical properties and printing 
parameters. With the growing acceptance of extrusion-based bioprinting technology, 
several new innovative operations are introduced to eliminate the challenges [11].

In extrusion-based printing, hydrogels in the gel state are used as the printing 
material. High-viscosity bioinks can be printed using extrusion-based bioprinting 
with high cell density. Extrusion-based bioprinting can be used to forge bioprinted 
organs to meet the growing demand for transplantation globally which will also serve 
as a substitute for in vivo testing [8]. 

3.3 Lithography-Based Bio Printing 

Lithography-based bioprinting is a rapidly evolving technology that deals with the 
development of photo patterning of cell-laden hydrogels to generate complex 3D 
printed models which involve layer-by-layer patterning of light to photo crosslink 
particular areas of a bioink that are composed of a low-viscosity cross-linkable 
hydrogel prototype. Such lithography-based bioprinting includes stereolithography 
(SLA) (Fig. 3) [12].

A rapid prototyping technique known as SLA is used to make items from 3D 
CAD data in a couple of hours. SLA, often known as prototyping or 3D printing, is a
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Fig. 2 Extrusion-based bioprinting

highly accurate additive manufacturing process. When UV or laser light is present, 
this process starts by cross-linking liquid-based polymers in a pattern over a path, 
forming a layer of hardened material [13]. Additionally, this technology also uses 
2-photon polymerization (2PP) and digital light processing (DLP).
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Fig. 3 Lithography-based 
bioprinting

3.4 Laser-Assisted Bioprinting 

Laser-assisted bioprinting allows us to approach a well-defined 3D model. This 
technique uses laser energy to design the cell-laden bioinks. 3D cell systems can be 
formed by integrating biomaterials and cells and depositing them in stratiform. This 
technology has 3 major components such as laser source, donor slide, transparent 
ribbon, and collector slide or substrate (Fig. 4). 

The laser falls on the transparent print ribbon. There is a laser absorbing layer 
through which the laser is absorbed and below which there is the bioink and cell 
layer. It constrains the bioinks and propels the biomaterials toward the substrate as 
a result of which a 3D structure is formed. Lasers with different wavelengths from

Fig. 4 Laser-assisted bioprinting 
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193 to 1064 nm are used. The pulse durations are taken in nanoseconds. Ultraviolet 
lasers are also used [14]. 

4 Tissue Engineering 

The field of regenerative medicine in which tissue substitution occurs is known as 
tissue engineering [15]. Tissue engineering methods are generated by combining the 
principles of biology and engineering science. This technique was first developed 
by Langer and Vacanti in the early 1990s [16]. The tissue engineering technique 
aims to rehabilitate by repairing tissues or replacing the function of a failing organ 
that causes due to disease, genetic abnormality, birth defects, or trauma [17]. This 
methodology depends on four factors: 

(1) The right living cells to do the task. 
(2) A suitable atmosphere such as a scaffold, for supporting the cells. 
(3) The suitable biochemical factors (e.g., growth factors, hormones, morpho-

genetic factors, collagen, fibers, etc.) make those cells healthier and more 
productive. 

(4) Physical (e.g., cyclic mechanical loading) and mechanical forces reinforce the 
event of cells. 

Tissue engineering uses some biocompatible materials to create those tissue-like 
structures [18]. The components that are primarily employed in this method are: 

(1) Cells: Stem cells (Embryonic stem cells and adult stem cells) are considered the 
primary component of TE due to their potential to grow (expand) and transform 
into the specified tissue varieties. But most adult stem cells are highly preferred 
for TE constructs. 

(2) Scaffold: Scaffolds provide mechanical strength to the cells. Metals, ceramics, 
polymers, etc., are some synthetic natural scaffolds that are widely used for the 
expansion and development of cells [19]. 

(3) Signaling molecules: These are also known as biomolecules like growth factors 
that are already mentioned above. Cells can be taken directly from the patient 
or, ideally, the target organ. 

The three classes of sources of cells used are: 

(1) Autologous Transplantation: Cells are harvested from a patient, cultured in vivo, 
and transplanted back to the same patient. 

(2) Allogeneic Transplantation: Cells are harvested from totally different individ-
uals and transplanted into the patient. 

(3) Xenotransplantation: Cells are harvested from the organism of various species 
and transplanted into the patient [20]. 

The tissue structures are then fabricated by implanting the adult stem cells onto 
the polymeric scaffold. In a cultural medium that contains the biomolecules, the
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scaffolds are inoculated. Since signaling molecules have nutrients and behave like 
a nutrient medium, the stem cells utilize the nutrients and undergo a proliferation 
process where the cells grow and divide rapidly. Due to this, the number of stem 
cells will be increased. As cells extend all around the scaffolds, new viable tissues 
are produced. Then the tissues can be implanted, transplanted, infused, or transferred 
into the human recipient along with the infused scaffolds after being absorbed. Some 
examples of tissues and organs that are applicants for tissue engineering include 
skin, skeletal muscle tissue (bones, cartilage, and ligaments), cardiac tissue, neural 
tissue, hepatic tissue, cardiovascular tissue, cornea stroma, kidney, etc. Skin tissue 
substitution performs a major role in refining the development of skin graft surgery, 
particularly for complex injuries like burns. Tissue substitution for the urinary system 
has also been successfully engineered and implanted thereby advancing the remedy 
approach for UTIs. Artificially created tissues and scaffolds are being examined 
for their application in the progress of operating bio-artificial appendages. The first 
success was published in 2015. Tissue engineers have classified tissue engineering 
into two groups: in situ and in vitro tissue engineering. In situ tissue engineering 
controls, the body’s capability to rejuvenate damaged tissues. It deals with the re-
growth of tissues at the site of injury by applying the essential intercellular materials 
to enhance healing [17]. In contrast, in vitro tissue engineering activates the bio-
fabrication of the effective tissues by combing the scaffolds and signaling molecules 
outside the biological context. The combination of these two-tissue engineering may 
lead the way to more adequate analysis for tissue and organ repairmen to provide 
solutions for the present obstacles [21]. 

5 Bioprinting of Stem Cells 

In biomedical research and its application, stem cells serve an important function. 
Stem cells can be oddly positioned in 3D concerning other cell types or substances 
using bioprinting. Adipose-derived, neural, and mesenchymal stem cells, which 
are better defined and more easily cultured, were among the earliest and most 
successfully applied stem cells for bioprinting [12]. 

6 Limitations 

Even though these customary bioprinting techniques possess different applications 
and characteristics, few limitations of this general bioprinting process stand based 
on its features. 

(1) In the bioprinting layer-by-layer process of fabricating a new material, every 
single layer must be fully connected and must have mechanical support since it 
is imprinted [22].
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(2) The bioprinted scaffolds must uphold rapid reciprocation of materials or multi-
nozzles with different bioinks [23]. 

(3) The limit of the vascular network for the growth of tissue exceeds 100–200 µm 
[18]. 

(4) The selection of adequate material is a considerable limitation for bioprinting. 
Integrating multifarious materials is another challenge faced by this modern 
technology [2]. 

6.1 Limitations of Different Bioprinting Techniques 

6.1.1 Limitations of Inkjet Bioprinting [24–26] 

(1) The viscosity of materials should not be greater than 15 mPa/s. 
(2) The maximum cell density of bioinks must be 1 × 106 cell/ml. If the limit is 

crossed, 
(3) Then nozzle clogging will happen because of the increased viscosity of bioinks. 
(4) Deformation of the cell structure is also a challenge for the printers. 

6.1.2 Limitations of Laser-Assisted Bioprinting [12, 27, 28] 

(1) The probability of bio solar cell contamination becomes the most critical issue 
for this printing technique. 

(2) For this laser-based bioprinting, the droplet size must be less than 20 µm. 
(3) Lower cell viability and the extensibility of the procedure are other limitations. 

6.1.3 Limitations of Extrusion Bioprinting [11, 29, 30] 

(1) Subordinate resolution is the main limitation. 
(2) For a high degree of accuracy, the shear-thinning hybrid bioinks are utilized to 

decrease the shear stress on the cells to extend cytotoxicity. 
(3) One of the crucial limitations of extrusion bioprinting is cellular distortion. 
(4) Latent hot end clogging is also included under the current Limitations. 

6.1.4 Limitations of Lithography 3D Bioprinting [24, 31, 32] 

(1) In this method, only photopolymerizable Hydrogel-based bioinks can be used. 
(2) The used bioinks must exhibit low viscosity (~5 Pa s). 
(3) The period of post-processing is high. 
(4) UV exposure to cells causes cellular disruption and damage to DNA. 

The current bioprinting is a very slow and laborious task. The slow process limits 
the print resolution. Even if the resolution is upgraded to the level that small-diameter
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capillaries of less than 3 µm can be restructured, the time needed for the procedure 
will be tiresomely long and if the printing is not accomplished within the time, the 
cells will become viable. To resolve these fundamental issues, the engineers are 
attempting certain strategies. But these strategies should be improved to prevent 
tissue destruction and to maintain petitioned evolution of tissues. 

7 Applications 

3D bioprinting is one of the exceptional technologies in today’s world. Vaccines, 
biomaterials, and therapeutics can be produced using this technique. Body implants, 
medical devices, and surgical guides which respond to each patient’s need are manu-
factured by bioprinting techniques [33]. They are built from replicated cells in labo-
ratories or can be made from one’s tissue so that it will have less chance of getting 
rejected by the body. 

This technique allows us to print human tissues, and blood vessels by multiple 
layering of biomaterials thereby constructing 3D in vitro model [3]. However, engi-
neering complex organs like hearts, liver, and kidneys have not been possible yet as 
structural integrity is a thing of concern [21]. 

Tracheomalacia in a newborn is a malformation of tracheal cartilage where the 
walls are weak and loose which causes breathing problems [34]. A 3D printed device 
has been modified to treat acute tracheomalacia. Tracheal splints are designed with 
the help of a laser 3D printer, these are customized splints that allow support and 
rigidity to expand the trachea [35]. Also, 3D tissue models are designed mainly for 
research and experimental purposes [36, 37] (Fig. 5).

8 Future Prospects and Conclusion 

Bioprinting technology has been an excellent finding for rapid prototyping to develop 
3D constructs for therapeutic applications. The primary objective of 3D bioprinting is 
to construct 3D organs that exactly mimic the native tissue structure and functional-
ities. This technology plays a pivotal role in the fabrication process to construct 
scaffolds, cells, biomolecules, tissues and organs with accuracy, proper control, 
reproducibility, and flexible design for transplants as well as tissue models for drug 
screening studies. The utilization of 3D bioprinting could conceivably lead the way 
to personalized patient treatment resulting in better clinical outcomes, which is also 
aesthetically pleasing. 

However, many hurdles associated with complex tissue build-up including 
multiple cell types in a spatial structure, vascularization resolution enhancement, 
sophistication and bioink development, reestablishment time, and cost-effectiveness 
are yet to be addressed.



266 A. Talukdar et al.

Fig. 5 Bioprinting market share by application

As a consequence, more researches and development are stand in need to over-
come these challenges. The emergence of 4D bioprinting can be revolutionary in 
this sector, where the fourth dimension is time being unified with 3D bioprinting. 
4D bioprinting technology can allow the reorganization of materials and cells after 
printing to enhance effective cell structuring. Even though this technology is still in 
its very preliminary stage, 4D bioprinting may aid to overcome various challenges 
in 3D bioprinting [38]. 

References 

1. Five lakh people die waiting for organ transplant in India: Experts-The New 
Indian Express. https://www.newindianexpress.com/nation/2021/nov/29/five-lakh-people-die-
waiting-for-organ-transplant-in-india-experts-2389452.html 

2. Ramadan Q, Zourob M (2021) 3D Bioprinting at the frontier of regenerative medicine, 
pharmaceutical, and food industries. Front Med Technol 2:1–19 

3. Gu Z, Fu J, Lin H, He Y (2020) Development of 3D bioprinting: From printing methods to 
biomedical applications. Asian J Pharm Sci 15:529–557 

4. Hölzl K et al (2016) Bioink properties before, during and after 3D bioprinting. Biofabrication 
8:032002 

5. Ashammakhi N et al (2019) Bioinks and bioprinting technologies to make heterogeneous and 
biomimetic tissue constructs. Mater Today Bio 1:100008 

6. Fatimi A, Okoro OV, Podstawczyk D, Siminska-Stanny J, Shavandi A (2022) Natural hydrogel-
based bio-inks for 3D bioprinting in tissue engineering: a review. Gels 8:179 

7. Li H, Tan C, Li L (2018) Review of 3D printable hydrogels and constructs. Mater Des 159:20–38 
8. Li X et al (2020) Inkjet Bioprinting of Biomaterials. Chem Rev 120:10793–10833

https://www.newindianexpress.com/nation/2021/nov/29/five-lakh-people-die-waiting-for-organ-transplant-in-india-experts-2389452.html
https://www.newindianexpress.com/nation/2021/nov/29/five-lakh-people-die-waiting-for-organ-transplant-in-india-experts-2389452.html


Bioprinting: The Current Development of This Additive Manufacturing … 267

9. Murphy SV, De Coppi P, Atala A (2020) Opportunities and challenges of translational 3D 
bioprinting. Nat Biomed Eng 4:370–380 

10. Xu T, Jin J, Gregory C, Hickman JJ, Boland T (2005) Inkjet printing of viable mammalian 
cells. Biomaterials 26:93–99 

11. Naghieh S, Chen X (2021) Printability–a key issue in extrusion-based bioprinting. J Pharm 
Anal 11:564–579 

12. Sun W et al (2020) The bioprinting roadmap. Biofabrication 12 
13. Bishop ES et al (2017) 3-D bioprinting technologies in tissue engineering and regenerative 

medicine: Current and future trends. Genes Dis 4:185–195 
14. Li J, Chen M, Fan X, Zhou H (2016) Recent advances in bioprinting techniques: approaches, 

applications and future prospects. J Transl Med 14:1–15 
15. Tissue Engineering and Regenerative Medicine. https://www.nibib.nih.gov/science-education/ 

science-topics/tissue-engineering-and-regenerative-medicine 
16. Langer R, Vacanti JP (1993) Tissue engineering. Science (80-)260:920–926 
17. Caddeo S, Boffito M, Sartori S (2017) Tissue engineering approaches in the design of healthy 

and pathological in vitro tissue models. Front Bioeng Biotechnol 5:1–22 
18. Traore MA, George SC (2017) Tissue engineering the vascular tree. Tissue Eng Part B Rev 

23:505–514 
19. Nikolova MP, Chavali MS (2019) Recent advances in biomaterials for 3D scaffolds: a review. 

Bioact Mater 4:271–292 
20. Lin CS, Lin G, Lue TF (2012) Allogeneic and xenogeneic transplantation of adipose-derived 

stem cells in immunocompetent recipients without immunosuppressants. Stem Cells Dev 
21:2770–2778 

21. Chen F-M, Liu X (2016) Advancing biomaterials of human origin for tissue engineering. Prog 
Polym Sci 53:86–168 

22. Vanaei S, Parizi MS, Vanaei S, Salemizadehparizi F, Vanaei HR (2021) An overview on 
materials and techniques in 3D bioprinting toward biomedical application. Eng Regen 2:1–18 

23. Wang Y et al (2022) Tailoring bioinks of extrusion-based bioprinting for cutaneous wound 
healing. Bioact Mater 17:178–194 
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SLS Selective Laser Sintering 
SSE Semisolid Extrusion 

1 Introduction 

There is a continuing drive for innovative medication design and greater knowledge 
of ingredients properties, methodologies, and manufacturing technology that promise 
excellent dosage forms that can reach therapeutic efficiency while being safe. The 
safety and efficacy of a medicament can be enhanced by controlling the drug release 
profile, which regulates the pharmacokinetics of the drug [1]. Individual variation 
is a significant obstacle in treating various diseases due to their physiological and 
metabolic differences. Because of the undesirable side effects of the drugs, demand 
for personalized medicine has increased. There is a higher chance of adverse drug 
reactions in pediatric and geriatric populations as the pharmaceutical companies are 
primarily focusing on manufacturing dosage forms for the average population [2]. In 
that condition, therapy is based on a single dosage form having all the medicaments 
for a specific age group of patients need, thus decreasing adverse drug reactions 
and enhancing the safety and efficacy of drugs. 3D printing is a novel, innovative 
prototyping or improver manufacturing technique that makes 3D shapes in a layer-
by-layer method straight by computer-aided drug delivery method [3]. Today, 3D 
printing is one of the fastest-growing technology branches, extending the applica-
tions. The term 3D printing is defined by the International Standard Organization 
(ISO) as the “fabrication of objects through the deposition of a material using a print 
head, nozzle, or another printer technology.” 

This is one of the most commonly utilized additive manufacturing processes in 
which the components are generated from 3D model data by merging materials 
layer by layer. The application of additive manufacturing is called rapid prototyping 
(RP). RP is a fundamental device to fit with actual modern bearings in innovative 
work regions and preferably be characterized as a sunshade term, which includes 
many assembling in preparing 3D computer-aided design information where there 
is no tooling required [4, 5]. It offers advantages like reduced prototyping time and 
costs, the possibility of fabricating small objects, product modifications at a designed 
level, customized product series, or structures that is not possible to be formed with 
subtractive techniques [6]. 

3D printing technique has modified unrivaled flexibility in the dosage form design 
as well as formulating of complex objects, which became useful in developing 
customized and programmable dosage forms, an effective approach to overcome 
drawbacks of conventional pharmaceutical manufacturing methods [7]. Various tech-
niques are available based on the computer-aided design for developing 3D printing 
methodology to treat many metabolic disorders, such as cancer, etc. These techniques 
are prototype that focuses on developing various personalized medicines. Various 
3D printing techniques currently utilized in pharmaceuticals are fused deposition
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modeling (FDM), semisolid extrusion (SSE), binder jet printing, stereolithography 
(SLA), pressure-assisted microsyringe technology, selective laser sintering (SLS), 
photopolymerization method, and hot-melt extrusion (HME) utilized to manufac-
ture single and polypill which carries the possible action of all the medicaments 
required for the therapy into a single unit dosage formulation [8, 9]. This technique 
uses polycarbonate, which helps draft innovation and programming to deliver 3D 
objects built by depositing numerous layers onto a substrate. To make the foundation 
of the object, materials are blasted from a printer head onto an X-ray plane and then 
the printer strikes along the z-axis. The liquid binder is shot out onto the root of 
the object to the desired thickness and this process is continued until the product is 
manufactured layer by layer. After the treatment, the final product is obtained, which 
discharges the unbound substrate [10]. 

The 3D printing technique assures the control of thickness, shape, medicament 
loading, stability, release, dosage form stability, and dose adjustment as per patient 
requirement. These techniques have been used as novel formulation techniques to 
produce new solid dosage forms that should satisfy regulatory guidelines, including 
tests and matching the drug release profile of standard commercial dosage forms [11, 
12]. 3D printing is a special unique technology that Charles Hull first portrayed in 
1986 and the first 3D printed dosage form approved by the USFDA and brought out 
to the market by Aprecia Pharmaceuticals in 2016 [13]. 

2 Methods for Pharmaceutical Dosage Form Development 
Using 3D Printing Technique 

Site-specific delivery of drugs by conventional techniques in the pharmaceutical 
companies by tablets, injectables, capsules, etc., is challenging. The conventional 
manufacturing techniques involve multistep processes like milling, mixing, granu-
lation, punching, extrusion, compression, and coating process, which can lead to 
disparate characters of the final dosages form in terms of medicament loading, 
stability, release and dosage form stability, etc. Conventional drug development 
methods are laborious and time-consuming, which do not give the desired results 
and allow the development of controlled-release systems [2]. So, the 3D printing 
technique is a novel innovation in a broad range of fields, including pharmaceuticals, 
biotechnology, medical devices, energy, and many more, which has been developed 
to fit with fundamental industrial directions of minimizing both time and expendi-
ture of the final product in the manufacturing processes [4]. 3D printing relies on 
computer-aided designs to develop accurate, cheap, simple, time-saving, structured, 
personalized drug delivery systems and proposes novel approaches in research and 
development.



272 T. Jahan et al.

2.1 Material Extrusion 

Extrusion is the versatile method and most frequently utilized 3D printing technique 
to develop pharmaceutical dosage forms rapidly in pharmaceutical manufacturing 
processes worldwide. In this extrusion process, the ingredients are forced to flow 
through a robotically actuated nozzle to convert it into the desired shape and size. 
Fused Deposition Modeling (FDM) or Fused Layer Modelling (FLM), Fused Fila-
ment Fabrication (FFF), or Semisolid extrusion is the known process that employs 
material extrusion mechanism [14]. Fused Layer Modeling was first developed in 
1990 and commercialized in late 1991 [15]. The method may be used in a variety of 
dosage forms, including fast-dissolving devices, implants, multilayered tablets, and 
zero-order release tablets that use polymers, primarily thermoplastic polymers, as 
part of the framework. The semisolid extrusion also utilizes a nozzle system, which 
extrudes a gel on the building plate in a layer-by-layer approach. Like Fused Layer 
Modeling, the extruded material solidifies after the solvent is evaporated required 
object is obtained. Upon melting of polymers or gel materials, they can be fed into 
an FDM 3D printing system [16, 17]. 

Yu and colleagues created the fast disintegrating tablet (FDT) using a 3D printing 
technique, in which powder regions were automatically shaped by depositing binder 
solutions onto specific regions during layer-printing processes, demonstrating excel-
lent result in accordance with pharmaceutical requirements. This results in each 
tablet disintegrating in 21.8 s and being wet in 51.7 s, which is the precise dosage. 
Dissolution displays 97.7% drug release in under 2 min, and the tablet’s hardness of 
54.5 Ncm−2 was determined to be satisfactory [18]. 

Various designs are to be used to manufacture pharmaceutical products like tablets 
by the FDM 3D printing system. The researcher used extrusion-based 3D printing 
techniques to formulate a floating drug delivery system with a low-density polymer 
like hydroxypropyl methylcellulose (HPMC–E15/K4M), Eudragit and microcrys-
talline cellulose (MCC PH 101) retained the medicament in the stomach via floating 
and showed sustained release action. The 3D printed gastric-floating tablets were 
tested in vitro for drug release behavior, consistency of the content, and floating dura-
tion time. According to the study, the fluid had sustained medication release for more 
than eight hours while floating above the stomach. The use of 3D extrusion-based 
FDM printing to create gastro-retentive dosage forms with standard pharmaceutical 
additives and a lattice internal structure design was determined to be a feasible method 
[19]. Khaled and associates developed material extrusion 3D printing for the instant 
paracetamol release dosage form with high drug loading [20]. In the beginning, the 
paracetamol paste was formulated utilizing a binder and then filled into a syringe 
cartridge of the 3D printer and heated on the printing platform to 80 °C for 3 h. The 
paste is squeezed out layer by layer until the desired dimension of size, shape, and 
thickness are attained [21]. 3D printing of the FDM method is beneficial in altering 
the polymorphism of the drug and changing the crystal to an amorphous form during 
printing. Drugs melted in the polymer matrix in accordance with the characteristics
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of the polymer and a faster rate of drug dissolution. Since aripiprazole is not essen-
tially soluble in water, orodispersible films (ODF) were created using 3D printing 
FDM technology. These films were tested for amorphization and contrasted with 
casted ones. Aripiprazole in FDM film is an amorphous form, whereas, in casted 
films is crystalline. It is concluded that 3D printed films of aripiprazole enhanced the 
dissolution profile. Hence, 3D printing of the FDM method could be an alternative 
technology to prepare commonly used ODFs [22]. 

2.2 Inkjet Printing 

By substituting the ink with a pharmaceutical formulation containing medica-
ments and the standard paper with edible sheets known as substrates, which originated 
from the same method of computer-operated ink-jet printing, this process was modi-
fied for use in the pharmaceutical industry. This method also employs powder-based 
3D printing, where the sprayed ink is applied on a powder foundation and solidifies 
into a solid dosage form [23]. 

The ink-jet printing system consists of two techniques: continuous ink-jet printing 
and drop-on-demand printing. A continuous ink flow is produced by the liquid ink 
being forced through an aperture with a diameter of 50 to 80 µm in continuous ink-jet 
printing, which is managed by an electrostatic field. Multiple heads are used in the 
drop-on-demand method, which uses either a piezoelectric crystal or a thermal head 
as a translator. While the piezoelectric head extends to a wide variety of liquids, the 
thermal head is only effective with volatile liquids [24]. 

2.3 Stereolithography (SLA) Technique 

SLA is a 3D printing manufacturing process in which a formulation is directly 
converted to solid without liquid utilizing a laser beam. High-energy light is used 
in 3D printing technology to polymerize liquid resin and create solid parts. The 
exposed region solidifies as a result of a chemical interaction that is started in the 
photopolymer by SLA using a digital mirroring tool. This procedure is repeated layer 
after layer to establish all the component pieces of the item. This method created 
drug-loaded tablet formulations with modified-release properties, which rely on the 
polymerization of monomers [25]. SLA technique can make parts with an upper limit 
size of more or less 50 × 50 × 60 cm (20'' × 20'' × 24'') and some, for instance, the 
Mammoth stereolithography machine has a build platform of 210 × 70 × 80 cm. It 
can develop single parts of more than 2 m in length. Wang and associates manufac-
tured SLA 3D printing of paracetamol and 4-aminosalicylic acid. In this formulation, 
polyethylene glycol diacrylate was used as monomer and diphenyl (2, 4, 6-trimethyl 
benzoyl) phosphine oxide was used as photo-initiator and the final product showed 
significant drug loading as well as extended drug release profiles [26].
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2.4 Semisolid Extrusion (SSE) 3D Printing 

SSE printing utilizes a syringe-like tool head to deposit semisolid material, which 
converts to chewable print lets. Using SSE 3D printing, the chewable tablet can be 
printed in different shapes, sizes, flavors, and combinations with various drugs and 
developed for pediatric and geriatric patients. In contrast to the widely available 
dosage form, Khaled and colleagues created guaifenesin bilayer tablets (polypills) 
using semisolid extrusion and several kinds of polymer. The bilayer tablet has two 
layers, one for instant release and the other for delayed release. HPMC and poly 
(acrylic acid) are the polymers employed, together with carbopolR 974P NF as the 
hydrophilic matrix for sustained release of medicament and sodium starch glycolate 
as a disintegrant for the immediate release layer. Three different medicaments have 
been delivered using this method via two different release mechanisms. The printed 
formulation demonstrated the Korsmeyer-Peppas kinetic drug release model, which 
showed fickian diffusion through the hydrated HPMC gel layer [27]. 

Immediate-release tablets were designed using 3D printing by Okwuosa and 
colleagues as a potent tool for on-demand dosage form individualization. They 
discussed a method for producing patient-specific tablets at comparatively lower 
temperatures while utilizing a polymer that has been given pharmacological approval 
and is known to improve solubility. This work suggests that SSE 3D printing might 
be expanded to a wide range of temperatures on demand for the production of 
immediate-drug release dosage forms [28] (Table 1).

3 Future Aspects of 3D Printing in Personalized Medicine 

Possibilities for 3D printing in the pharmaceutical industry include the capacity 
to customize dose formulations for specific patients. This can be accomplished by 
creating appropriate dosage forms, modifying dosages, combining them, or altering 
the dosage forms’ release profiles to suit the needs of the patients better. 

3.1 Dose Personalization 

It is necessary to provide dosage form flexibility to the patient; 3D printing may be an 
option. Pediatric patients, whose therapeutic dose fluctuates based on age and body 
weight, are a significant demographic group needing dose flexibility. The various 
dosage forms listed above may be effectively changed by utilizing 3D printers to 
provide patients with the optimum dose possible. This is simple to do with ODFs 
by varying the amount of liquid active pharmaceutical ingredients dispensed on the 
film. ODFs may undergo form and size modifications to personalize therapies (29). 
Similar to other dosage forms, such as pills or patches, the dose strength can be
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Table 1 Different 3D printed dosage forms with corresponding printing technologies 

Formulations Medicament used 3D printed technology References 

Implants (polypill) Isoniazid, rifampicin Extrusion [29] 

Tablets Lisinopril, 
Rosuvastatin and 
Amlodipine 

FDM [30] 

Oral films Salbutamol sulfate Thermal ink-jet printing [31] 

Microneedle Dacarbazine, Insulin Micro-Stereolithography, 
Stereolithography 

[32, 33] 

Nanosuspensions Folic acid Inkjet-type printing 
technique 

[34] 

Capsule Dronedarone 
hydrochloride, 
ascorbic acid 

FDM [35] 

Bioresorbable 
nanocomposites 

Rifampicin, biphasic 
calcium phosphate 

Ink-jet printer [36] 

Self-micro emulsifying drug 
delivery system 

Celecoxib Dropwise additive 
manufacturing system 

[33] 

Multilayer tablets (polypill) Captopril, glipizide Extrusion [37] 

Controlled release Rifampicin, 
Levofloxacin 

Powder Bed Fusion [38] 

Modified release tablets 5-aminosalicylic acid 
(5-ASA, mesalazine) 

FDM 3DP [30] 

Immediate release tablets Dipyridamole or 
theophylline 

FDM [28] 

Solid dispersion Felodipine FDM 3DP [39] 

Hydrogels Ibuprofen Stereolithography [40]

changed to suit the needs of the patient. For instance, Pietrzak et al. manipulated the 
printing scale to formulate 3D print theophylline tablets of HME and FDM [41]. 

To obtain dosage flexibility, pill splitting has been done in the past using a splitter 
or by hand. This is ineffectual since the subdivided tablets’ numerous characteriza-
tion metrics frequently do not meet pharmacopoeial requirements. In the study, the 
comparison of split tablets and 3D printed subdivided tablets by Zheng et al. deter-
mined that the 3D printed segmented tablets were more precise, secure, and offered 
the opportunity for customization [41]. Mini-printlets, which are 3D printed pellets 
that are smaller than tablets, have been created. Additionally, they might be utilized 
to blend two various medications [42]. To create personalization, mini-print lets can 
also be mixed and encapsulated at the appropriate dose [43].
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3.2 Modifying Release Profiles 

Utilizing 3D printing, dosage forms with different release profiles that may be 
customized to meet individual needs can be obtained. The forms and geometries 
of tablets can be changed as one method of doing this. It was found that by creating 
voids in the immediate-release tablets or reducing their thickness, the drug release 
rates enhanced and the entire medicament release was often obtained in as little as 
five minutes [44]. Khaled et al. designed paracetamol tablets in-ring and meshed 
geometries and compared them to solid tablets and other shapes. The mesh tablets 
produced an immediate release, but the ring and solid tablets produced a prolonged 
release [21]. 

Paracetamol tablets in the form of a cube, disc, sphere, pyramid, and torus were 
created for a different study. The study found that by adjusting the surface area/ 
volume ratio, the medication release from the print lets could be changed [25]. 
Using 3D printing, tablets with intricate shapes, such as a honeycomb structure, 
were created. The honeycomb cell sizes were changed from 200 to 1830 µm for  
different release profiles. It was determined that varied release profiles might be 
achieved by manipulating dosage form geometries [45]. 

Additionally, tablets with intricate release profiles that integrated two distinct 
release mechanisms were created. This comprised tablets with two portions and 
pH-based drug release mechanisms called immediate-extended release tablet formu-
lations. Breakaway tablets were created, consisting of three sections: two drug-
containing subsections that corroded in 45 min in a setting that mimicked the GIT 
and an internal fast-eroding part. Additionally, enteric dual pulsatory tablets with 
two release pulses at 1 and 8 h were developed. Additionally, twin pulsatory tablets 
with opposing pH-based solubility were created, with one portion eroding in the acid 
dissolving condition within 30 min and the second piece starting to erode 5 h later 
at the high pH condition [43]. 

For 3D-designed patches, a variety of forms were employed in addition to solid 
tablets. Fish gelatin-based polymer hydrogel patches were designed in the cylinder, 
torus, and gridline shapes to show varying medication releases [46]. Additionally, 
enhanced capsular devices were developed to control the release of medication from 
an immediate-release tablet inside them and were suspended in the stomach juice 
[47]. Gioumouxouzis and co-workers developed 3D printed osmotic dosage forms 
in which the medicament release was controlled by changing the shape of the cellu-
lose acetate shell that encased the osmotic core [48]. Another study’s findings indi-
cated that the tablet size, the number of coats, and the coated sides of the coated 
tablets affected the control drug release profile in coated tablets [49]. In addition to 
differences in coating structure, excipients can also control drug release through 3D 
printing to design tablets containing paracetamol and 4-aminosalicylic acid. Wang 
et al. concluded that the amount of cross-linkable polymers affects the drug release. 
Increased poly(ethylene glycol) diacrylate content in the tablets slowed down dissolu-
tion but increased PEG 300 concentration accelerated release [25]. Naftopidil tablets
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were prepared by Tagami et al. utilizing a semisolid extrusion type 3D printer using 
hydrogel as the printer ink [50]. 

Combination Tablets–Polypills 

The idea of “polypills” is one of the essential uses of 3D printing in customized 
medicine. A polypill is a tablet made up of a variety of medications that can be 
customized for a person taking many medications. Additionally, the medication 
release may be customized to meet each person’s needs. The senior population can 
greatly benefit from this idea since it can decrease the number of tablets taken each 
day while also improving patient compliance and medication adherence. Three medi-
cations were effectively included in 3D printed polypills by Khaled et al., who may 
have created a potential treatment option for people with diabetes with hypertension. 
These tablet formulations contain sustained-release medicaments of nifedipine and 
glipizide, as well as an osmotic compartment of captopril [51]. The same research 
group also designed a polypill with five medicaments that represented a cardiovas-
cular disease treatment protocol. The table contains atenolol, pravastatin, and ramipril 
in three sustained-release chambers together with hydrochlorothiazide and aspirin in 
two immediate-release medicaments [37]. A different group developed PVA-based 
polypills containing the four medications amlodipine, indapamide lisinopril, and 
rosuvastatin. These polypills were investigated for their multilayer and unimatrix 
architectures. Drug release was slower with unimatrix tablets compared with sepa-
rate tablets. The position of the medication within the multilayered polypills had 
an impact on how quickly the drug was released [52]. Using a SLA 3D printer, 
Martinez et al. created multilayered polypills containing six medications—caffeine, 
aspirin, naproxen, chloramphenicol, paracetamol, and prednisolone—in cylindrical 
and ring-shaped forms. Here, the printer was altered so that it could be stopped, the 
resin tray removed, and other resin solutions added [53]. 

The 3D printing technique was later improved to formulate polypill capsules with 
various medication release patterns. Hot-filling syringes were used in conjunction 
with FDM to accomplish this. The first utilized d non-dissolving capsule shells with 
free pass corridors and dissolution rate-limiting pore to achieve both instant and 
delayed medicament release, while the second utilized a concentrical configuration 
with two outer compartments for instant medicament release and two inner compart-
ments for delayed release of medicament. Both capsule skeletons had four distinct 
compartments. The capsule’s exterior is made of polyvinyl alcohol and polylactic 
acid. Customized medicament release profiles were produced by altering the shell’s 
thickness in the concentric configuration or the size of the rate-limiting orifices in 
the parallel design [54].
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4 Challenges of 3D Printing 

Despite the enormous advantages it offers the pharmaceutical industry, 3D printing 
has a number of drawbacks. The majority of them deal with technology, dosage form 
production, safety, quality assurance, legal considerations, and their use in clinical 
pharmacy. 

4.1 Technology 

Each type of 3D printer’s technology has its drawbacks. The nozzle-based delivery 
systems may experience nozzle clogging, while the heat and laser-based systems may 
have active pharmaceutical ingredient degradation. Drug-pharmaceutical additive 
compatibility is a vital issue that has to be addressed. Additionally, there is a chance 
that the end product will have structural and surface flaws, which must be corrected 
by adjusting various production settings [43]. 

4.2 Polymer Materials 

The availability of adequate materials in suitable grades for 3D printing might be 
another issue. For instance, acceptable polymers for FDM like PVA, HPC, Eudragit, 
etc., and resins for SLA like poly(ethylene glycol) and di-methacrylate poly(ethylene 
glycol)di-acrylate, etc. These polymer materials must be compatible with the medi-
cation, biodegradable, biocompatible, and appropriate for 3D printing manufac-
turing [55]. Additionally, they must not produce any hazardous byproducts when 
processing. 

4.3 Safety Aspects 

Safety issues must also be taken into account. Because some materials can cause 
skin or respiratory irritation when heated, extruded, or fused, there is a chance that 
harmful airborne particles will be released. To reduce the risk of exposure, sufficient 
safety precautions must be taken and standard operating procedures must be followed 
[56].



An Insight into the 3D Printing Technology in Pharmaceuticals … 279

4.4 Clinical Pharmacy Practice 

Using 3D printing in hospitals also brings a number of difficulties. The technical 
components must first be handled on-site by highly qualified technical operators, 
which may appear unfeasible. Quality control of the 3D printed dosage forms is 
another difficulty, and ways for it must be created. These approaches must be work-
able and non-destructive. Diverse process analytical technologies (PAT) have already 
been used to check the quality to resolve this. A PAT model using near-infrared 
spectroscopy and Raman confocal microscopy demonstrated remarkable accuracy 
in determining the drug content and distribution in oral films and tablets [57]. 

Financial considerations must also be taken into account because installing 3D 
printers in hospitals might be expensive. The need for customized medicine in a 
clinical context must also be considered when determining packaging and labeling 
regulations. Additionally, because each of the aforementioned printing platforms 
has benefits and drawbacks, it is difficult to say which kind of printer would be most 
suited for a medical environment. Therefore, more technological advancements are 
necessary to create “the ultimate 3D printer” for clinical application, which must be 
quick, simple to use, affordable, and have good resolution. 

4.5 Regulatory Aspects 

The absence of a regulatory framework is another significant barrier to adopting this 
technology to produce pharmaceutical products. The FDA released recommendations 
in 2017 outlining the legal criteria for producing medical devices [43]. There are now 
a number of 3D printed medical equipment on the market that have received FDA 
approval, but just one 3D printed pharmaceutical product (Spritam) has received 
FDA approval. Unfortunately, no regulatory body has yet published standards for 
producing dosage forms using 3D printing. Furthermore, it is yet unknown if the 
regulatory clearance will apply to only the finished dosage form or to a set of speci-
fications that would apply to all parts and phases of product design and production 
[56]. 

Currently, the FDA would classify a tablet combining multiple medications as a 
new drug formulation and mandate rigorous clinical trials to ensure patient safety and 
efficacy. A “Good Manufacturing Practice” (GMP) facility certification would also 
be required for any site using a 3D printer for manufacturing and dispensing phar-
maceutical items. Therefore, proper regulatory requirements must be implemented 
to produce and distribute pharmaceutical items.
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4.6 Anti-Counterfeiting 

Due to a lack of restrictions, the emergence of counterfeit drugs is yet another signif-
icant issue brought on by the development of 3D printing. These fake medications 
frequently fall short of the basic standards for quality. Additionally, they may be 
quickly and affordably acquired. These drugs should not be consumed since they 
might injure the user and cause further problems. According to the World Health 
Organization, 10.5% of lower as well as middle-income countries utilize substan-
dard and counterfeit medicines, which are estimated to cost over $30.5 billion yearly. 
Therefore, appropriate steps must be taken to stop these fraudulent actions [43]. 

5 Conclusion 

A cutting-edge method called 3D printing has emerged as a helpful and potentially 
effective tool for creating customized medication in the form of layer by layer. Due to 
this technology, it is now possible to produce immensely sophisticated and elaborate 
dosage forms. With the approval of Spritam, the first 3D printing dosage form by the 
FDA and a landmark created since then, promising research has been progressing in 
the development of new insight into 3D printing technologies for the benefit of human 
beings. It expands the number of benefits in the pharmaceutical industry, including 
rapid manufacture, affordability, and formulation flexibility. To create a 3D printer 
perfect for a medical environment, it is also necessary to weigh the benefits and draw-
backs of different platforms. Compared to traditional drug delivery systems, there are 
a variety of 3D printing options available to improve the safety and effectiveness of 
medications. Therefore, personalizing the medications to minimize the risk of toxic 
effects should be the need behind any technological innovation in pharmaceuticals. 

Despite having several advantages for pharmaceutical and healthcare systems, 
there are still a number of technological and regulatory barriers preventing its 
widespread use. This is because of the multiple difficulties encountered, particularly 
the technological, quality control, and regulatory aspects. Furthermore, appropriate 
regulatory standards governing the application of this technology in a clinical envi-
ronment must be developed. There will be no reverse back once these issues are 
resolved and the pharmaceutical industry can fully adopt the technology. The health-
care system might change as a result of customized medication in an intelligent future. 
Therefore, the 3D printing technology may widely be utilized for treatment owing 
to better patient compliance in the near future which has shown a promising way for 
novel drug delivery systems to efficiently achieve better patient compliance, optimum 
drug release profiles, and better shelf life availability. Researchers and scientists 
believe this technology has immense potential to inspire the pharma industry. In the 
near future, 3D printing technologies will be more refined and appropriate for a wide 
range of dosage forms and even for on-demand personalized medicines at a minimum 
cost.
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1 Introduction 

Both synthetic and natural polymers have their own limitations which lead toward 
the exploration of composite materials in the pharmaceutical and packaging indus-
tries. Natural polymers are costly and have lesser availability, shelf life, cost, and 
mechanical stability. Whereas, the recycling and disposal of synthetic polymers are 
hazardous but they are affordable, easily synthesized, and provide various enhancing 
properties, especially mechanical stability. PVA-St composites are non-toxic, trans-
parent, biocompatible, easily synthesizable, and have high water affinity/absorbency. 
Hence, a popular field to research for pharmaceutical applications especially as a 
scaffold supporting material [1]. 

Studies referred that blending of St with PVA increases the composites’ biodegrad-
able behavior also. This research focuses on the production of polyvinyl alcohol 
(PVA), starch (St), and glycerol (Gl) composite films using alternative organic acids. 
Citric acid (CA) has 1 hydroxyl (–OH) and 3 carboxyl (–COOH) groups. Tartaric 
acid (TA) has 2–OH and 2–COOH groups and is the strongest organic acid. Malic
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acid (MA) has 1–OH and 2–COOH group. All these three organic acids are naturally 
occurring substances in many fruits and plants [2]. In this study, the functional group 
of the organic acid used caused changes in the Gl-incorporated PVA-St composite 
films’ physical and qualitative characteristics that were relevant to wound dressings. 

Targeting variant additive (CA or Gl) concentrations, [2, 3] considered a fixed 
choice of PVA-St blend constitution to determine the effect of variant concentrations 
on the characteristics of PVA composite films. The authors targeted DS, TS, %E, and 
solubility as key response variables. The authors reasoned, based on their data, that 
aside from solubility, the many –COOH groups present in CA make it easier to attain 
superior characteristics than those obtained with the Gl [3]. This is also in agree-
ment with the observation that while CA possesses three –COOH groups and one 
–OH per monomer, Gl possesses only three –OH groups. Shi et al. [4] concluded that 
with increasing CA concentration, swelling, and TS characteristics usually decreased 
and percent E always enhanced to attain higher values based on thorough investi-
gations related to PVA-St-Gl-CA composite film fabrication. This is brought on by 
the remaining free CA’s plasticizing effect. Three –COOH groups are included in 
the chemical structure of the CA, which allows it to efficiently increase the creation 
of hydrogen bonds by esterifying with the -OH groups of PVA-St. Due to the CA 
effect, desired composite film properties like TS, modulus of elasticity, water resis-
tance, and swelling behavior are consequently significantly improved [4]. In good 
agreement with this hypothesis for the CA, it is expected that hypothesized that other 
organic acids such as malic (with one –OH and two –COOH groups), tartaric (with 
two –OH and two –COOH groups), and succinic acids (with two –COOH groups) 
will have a similar effect to enhance the extent of esterification (grafting) and trans-
esterification (crosslinking) between the polymer chains. These reactions enhance 
compatibility between hydrophilic polymer chains and thereby induce plasticizing 
effect into the composite blend. Consequently, the polycarboxylic acids promisingly 
influence and enhance the mechanical, structural, and barrier properties of the base 
polymers through the principle of reactive extrusion. Yoon et al. (2006) evaluated the 
influence of alternate organic acids as additives to the St and PVA blend composite 
films. The authors focused upon organic acids and other additives such as MA, TA, 
and Gl. For a fixed choice of PVA-St blend (5% each), the authors varied concentra-
tions of the organic acids in the range of 0–54.28 mmol. It was analyzed that, with 
increasing additive concentration, both DS (3.1–1.65, 3.1–2, and 3.1–2.2 for Gl, MA, 
and TA, respectively) and TS (56–2, 56–10, and 56–18 MPa for Gl, MA, and TA, 
respectively) reduced along with a simultaneous enhancement in solubility (0.19– 
0.35, 0.19–0.51, and 0.19–0.52 for Gl, MA, and TA) and %E (20–150, 20–300 and 
20–400% for Gl, MA, and TA). It is well known that the optimal PVA-St composite 
films possess higher combinations of TS, %E, DS, and S values. Considering this 
as the subjective bias, the obtained results of the authors can be analyzed to infer 
upon a hierarchy for various parameters. Accordingly, films with higher TS have 
been obtained in the order of TA > MA > Gl. Similarly, higher %E and DS were 
evaluated for films prepared with organic acids in the order of TA > MA > Gl. Also, 
higher S was obtained for films prepared with the order of organic acids as TA > MA 
> Gl [2]. The influence of varying concentrations (0–50%) of CA, MA, TA, and Gl
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has been investigated by Yun et al. (2006) for PVA-St blend-based composite films. 
The authors observed that with increasing additive content, the TS reduced 56–19, 
56–13, 56–76, and 56–4 MPa, % E increases 20–220, 20–200, 20–1, and 20–155% 
and DS reduced 2.8–1.95, 2.8–1.55, 2.8–1.85, and 2.8–0.8 for CA, MA, TA, and Gl 
respectively. Based on desired PVA composite film characteristics, the hierarchical 
performance of alternate organic acids is as follows: CA > TA > MA > Gl for higher 
TS; CA > TA > MA > Gl for higher % E, and CA > TA > MA > Gl for higher DS [5]. 
Similar investigations were conducted by [6]. The authors considered a variation of 
CA, and Gl and obtained trends similar (DS: 2.4–1.85 and 2.4–0.8; S: 0.19–0.37 and 
0.19–0.55; TS: 20–12 and 20–4.5 MPa; %E: 36–150 and 36–120% for CA and Gl, 
respectively) to those reported by Yun et al. (2006) [6]. 

The research works of [2, 3, 5, 6] targeted upon the influence of alternate additive 
concentrations on the physical properties of the PVA-St blended films. However, 
the authors did not elaborate upon the optimality of such concentrations. Further, the 
applicability of such organic additive-based PVA-St blended films toward any partic-
ular commercial sector has not been targeted by the authors. Thereby, the effective-
ness of various organic acids to effectively plasticize and alter antimicrobial effects 
and in-vitro biocompatibility has not been explored [2, 3, 5, 6]. However, among all 
the discussed organic acids, MA and TA are with most desirable characteristics in 
comparison with CA [2, 5]. In summary, the efficacy of alternate organic acids such 
as MA and TA, to identify the best organic acid for the fabrication of functional PVA 
composite films shall be regarded as the prime objective of this work. 

2 Material and Methods 

2.1 Materials 

Merck in Germany supplied the PVA (98% hydrolyzed, average molecular weight 
72,000 g/mol). From Merck Limited, Mumbai, we obtained St (ACS), CA (mono-
hydrate (ACS), L(+)-TA (ACS), DL-MA, and anhydrous Gl. 

2.2 Methods 

2.2.1 Preparation of Organic Acid-Based Gl-Incorporated PVA-St 
Composite Films 

For a set composition of all four precursors, a Gl incorporated PVA-St-organic acid 
blend must be prepared as part of the fabrication process. The best formulations, as 
suggested by our earlier research, contain 5 w/w% PVA, 10 w/w% St, 15 wt% CA, 
and 15 wt% Gl [7]. Distinct organic acids (CA-, MA-, and TA-) were substituted
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for the same organic acid (CA) to create different experimental formulations. PVA 
was dissolved in DI water at 95 °C for one hour, rapidly stirred, and then allowed 
overnight to remove bubbles from the mixture. The starch gelatinized solution was 
made the following day using DI water at 90 °C for 45 min. At 80 °C for 30 min, 
the starch solution was combined with the previously made PVA solution, any one 
organic acid, and glycerol. After that, a film applicator was used to cast this homoge-
nous blended solution on a glass plate while keeping a casting previous 635 µm in  
thickness. Additionally, these plates were dried at 50 °C for 12 h in order to create 
the composite films. The films were carefully removed from the glass plate after 12 h 
and characterized. 

2.2.2 Measurement of Swelling Index and In-Vitro Degradation 

The capacity of the composite to absorb the wound exudates has been defined as the 
swelling index (SI). The release rate from the composite network surface is dependent 
upon weight loss (WL) or hydrolytic in-vitro degradation which creates/influences 
the environment (protection against microbes, toxicity toward the cell, etc.) around 
the wound during wound healing. The measuring methodology of SI and WL involved 
procedures outlined in our previous work [8] and using the following equations. 

SI  = 
Ws 

W0 
× 100% (1) 

WL% =
(
W0 − W f

)

W0 
× 100% (2) 

where W0 denotes the initial dry weight of the samples, Ws denotes the weight of 
the sample after 24 h of soaking in PBS solution and Wf denotes the weight of the 
sample after 6 h of drying at 37 °C following a 27-day soaking period in the PBS 
solution. 

2.2.3 Measurement of Solubility and Gel Fraction 

The solubility and gel fraction (GF) characteristics of the organic acid-based PVA 
composite film samples were determined using the same methodology which has 
been indicated in our previous article [8]. 

S = 
(W0 − Wd ) 

W0 
× 100% (3) 

GF  = 
Wd 

W0 
× 100% (4)
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where W0 is the initial arid mass of the composite film sample and Wd denotes the 
weight of the sample as measured after samples that had been soaked in DI water 
had dried at 37 °C. 

2.2.4 Measurement of Mechanical Properties 

A wound dressing material must have sufficient durability under a hydrolytic envi-
ronment, moderate strength, and good elasticity to allow for easy handling and its 
ability to fit or flexibility on the wound surface to prevent scar formation during 
wound healing. Tensile strength (TS) and percentage elongation at break (percent 
E) for the identical material were calculated using the procedure described in our 
previous article [9]. 

2.2.5 Qualitative Measurements 

Gl-incorporated organic acid-based PVA-St films were tested in vitro for biocom-
patibility and antibacterial activity in order to assess the composite’s potential as a 
wound dressing film. The antibacterial efficacy measuring test was performed against 
Gram-positive Listeria monocytogenes and Gram-negative Escherichia coli. These 
bacteria were separately inoculated in 10 mL nutrient broth and subsequently kept in 
a shaking incubator under continuous stirring (160 rpm) at 37 °C. Using a UV–Vis 
spectrophotometer to assess the optical density at 600 nm absorbance, the bacterial 
growth was determined to be at its best at an optical density of 0.6. In a clean envi-
ronment, the broth was distributed over nutritional agar media on a perti-plate. The 
circular-cut films were then put over the agar surface and incubated for 12 h at 37 °C. 
Subsequently, the zone of inhibition was visualized on the agar plate. The relative 
growth rate (RGR) of the HEK cells was determined by following the procedure 
outlined in our earlier work [9] and using the following expression in accordance 
with the GB/T16175-1996 standard: 

RGR = Absorbance of the treated cells 

Absorbance of the control or untreated cells 
× 100% (6)
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3 Results and Discussion 

3.1 Swelling Index and In-Vitro Degradation of Organic 
Acid-Based Gl-Incorporated PVA-St Composite Films 

Among the three formulations, TA- and MA-based films possessed almost similar 
SI characteristics (350.6 ± 4.55 and 347.6 ± 4.49%, respectively) in hierarchical 
comparison CA (338.4 ± 4.95%) based films. This could be possibly due to the 
higher and more efficient crosslinking ability possessed by –COOH groups with 
the –OH groups of the PVA/St blend [4]. Apart from CA, the other two organic 
acids (TA and MA) possessed the lowest number of –COOH groups for participation 
in the esterification reaction [3]. Hence, produced a higher absorption and lower 
crosslinking capability. It has been deduced that composite films having a SI of less 
than 260% can be thought of as extremely absorbent [10]. In this sense, the composite 
films created using all three organic acids have a SI content of around 260%, making 
them extremely absorbent and suitable for use in wound dressing applications. 

Similarly, up to the 14th day of in-vitro degradation or WL, MA, and TA-based 
film possessed almost similar WL characteristics (59.38 ± 4.89 and 60.39 ± 3.68%, 
respectively) which are higher than CA-based film (50.32± 2.07%) (For TA and MA-
based film, higher WL with p-value ≤0.001 and ≤0.05, respectively). After the 14th 
day, TA resulted in a further higher WL (76.75 ± 4.7%) compared to MA (61.73 ± 
0.69%) also. The organic acid-based composite films’ in-vitro degrading properties 
are in good accord with those described in the literature [12] state that the WL values 
(27 days data) for PVA-HA (20 and 30%) and hydrogel membranes, respectively, 
have increased from 28 to 48 percent and 29–58% WL, respectively. Hajian et al. [11] 
corroborate 50–60% WL for PVA-AV (30 percent) hydrogel film [11, 12]. Overall, 
CA possessed poor WL characteristics because of its higher crosslinking ability 
compared with TA and MA with the base polymer (PVA and St) in the composite. 
Figure 1 illustrates the WL data trends for alternate organic acid-based PVA-St 
composite films during 27 days of observation.

3.2 Solubility and Gel Fraction Characteristics of Organic 
Acid-Based Gl-Incorporated PVA-St Composite Films 

The solubility characteristics of the Gl-incorporated PVA-St composite films for 
varied organic acid as additives were 58.81 ± 2.25, 68.39 ± 5, and 66.01 ± 4.47, 
respectively, for TA, MA, and CA. The corresponding variation in GF trends has 
been 48.19, 31.6, and 33.99% for TA, MA, and CA-based films respectively. To 
portray the enhancement or detrimental trends of solubility or GF with respect to 
the organic acid concentrations, the obtained trends have been inconclusive. This 
was possibly due to the intermolecular reaction between the polymer (PVA and St)
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Fig. 1 Effect of alternate 
organic acids on the in-vitro 
degradation characteristics 
of Gl-incorporated PVA-St 
composite films

and the additives (Gl and CA/TA/MA organic acid). However, among all organic 
acids, the CA-based PVA-St composite film exhibited versatile solubility data and 
required further exploration. Although CA acquired crosslinking ability in compar-
ison with the other two organic acids (TA and MA), CA-based Gl-incorporated PVA-
St composite films demonstrated similar solubility characteristics to the MA-based 
Gl-incorporated PVA-St composite films and which is significantly higher than the 
TA-based Gl-incorporated PVA-St composite films. In this instance, the TA-based 
films had the highest GF or had a lower solubility than those made with CA (p ≤ 0.05 
is considered significant) and MA (significance level of p ≤ 0.01) based films. In 
this regard, it can be recalled from Sect. 3.1 that for lower organic acid concentration 
(15 wt%), the extent of the esterification reaction remained almost similar for TA 
and MA. Hence, the GF characteristics can be anticipated to be of similar trends 
for TA and MA. However, the trends did not corroborate with the sole hypothesis of 
crosslinking extent. On the contrary, the pertinent trends indicated the highest, higher, 
and lower solubility characteristics and vice versa GF characteristics of MA, CA, 
and TA-based films, respectively. This was possibly due to the effective bonding of 
TA with St but not the PVA to thereby indicate the lowest solubility of the TA-based 
PVA-St composite film. 

3.3 Mechanical Characteristics of Organic Acid-Based Gl 
Incorporated PVA-St Composite Films 

The TS trends for the alternative films made with different organic acids show similar 
values for the films made with CA (7.65 MPa) and TA (7.75 MPa), but not MA 
(1.91 MPa). Basiak et al. [13], Devi et al. [14] reported a said value of TS and %E 
value to be 3.5 MPa and 12.5%, respectively, and indicated the same as adequate
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for a composite to be mechanically stable [13, 14]. Hence, The MA-based film 
possessed significantly weaker mechanical strength in comparison with CA and 
TA. However, the %E characteristics affirmed lower values for the CA (7.43%) 
based film formulation in comparison with the TA (16.76%) and MA (18.4%) based 
films. These trends were similar to those being analyzed for the reported in-vitro 
degradation characteristics in the former Sect. 3.1. This may happen again because 
of the higher crosslinking capability of CA following the hypothesis discussed in the 
previous section. However, the MA-based film was found to possess significantly 
weaker TS but higher %E in comparison with CA and TA-based film. This may be 
due to the lowest number of relevant functional groups (total number of –OH groups 
–COOH groups) available in MA for participation in the esterification reaction [2]. 
Also, the formulation can be analyzed to possess a higher constitution of the St. 
Henceforth, the interaction of St and MA could very likely propel the pertinent 
characteristics. However, the same needs to be assured in the yet to be reported data 
from investigations addressed in the subsequent sections. 

3.4 Qualitative Efficacy of Organic Acid-Based Gl 
Incorporated PVA-St Composite Films 

E. coli and L. monocytogenes were used to test the antibacterial effectiveness of alter-
native films made with different organic acids. Antibiotic, kanamycin (10 µg/mL) 
was deployed to serve as a positive control. All three organic acid-based PVA-St 
composite films exhibited antibacterial activity toward E. coli and L. monocyto-
genes. However, it was observed that the CA-based PVA-St composite films exhib-
ited higher antimicrobial activity against L. monocytogenes in comparison with E. 
coli. Although, the TA and MA-based PVA-St composite films exhibited prominent 
antibacterial activity for both E. coli and L. monocytogenes. 

After 48 h, HEK cells were used to study the relative cell growth potential of 
different organic acid-based Gl-incorporated PVA-St composite films, and the results 
are shown in Fig. 2a, b, respectively. The FBS-supplemented DMEM medium was 
incubated with the organic acid-based composite films for 24 and 48 h, respectively. 
This respective diluted treatment was prepared following the details elaborated in 
our previous work [9]. The RGR of the HEK cells treated with 100 µL treatment has 
reduced significantly in comparison to the control sample after using 48 h of extracted 
sample as treatment. Subsequently, the formulation has been observed to achieve 
higher degradation and antibacterial effectiveness. Hence, the higher leaching capa-
bility of TA-based Gl-incorporated PVA-St composite films facilitated higher acidity 
and toxicity in comparison with CA and MA. For the 24 h extract treatment case, 
the MA-based Gl-incorporated PVA composite films exhibited the highest amount of 
RGR compared to the TA and CA-based films for all three treatment dilution cases (5, 
10, and 100 µL). However, for the 48 h extract treatment case, a significant reduction 
in RGR was observed for the MA-based Gl-incorporated PVA-St composite films
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Fig. 2 Effect of alternate organic acids on the relative growth rate characteristics of a 24 and b 48 h 
extracted sample of Gl incorporated PVA-St composite films with HEK cells 

compared with CA-based Gl-incorporated PVA-St composite films. This is due to 
the detrimental weight loss rate of the CA-based Gl-incorporated PVA-St composite 
films which facilitate a steady proliferative effect on cell growth. 

4 Conclusion 

Several studies refer to CA as an excellent choice for wound dressing or packing 
applications. This study indicates apart from CA, MA and TA can be explored more 
for the fabrication of defect-free PVA-St composite films. Especially, MA can be a 
fascinating choice. Endowed with comparatively weakest crosslinking characteris-
tics and lesser acidity, the MA-based Gl-incorporated PVA-St composite film resulted 
in higher SI, WL, and %E characteristics. However, even after possessing improved 
physical properties, TA-based Gl-incorporated PVA-St composite film exhibited toxi-
city toward HEK cell growth. Hence, TA may not be a suitable choice for influencing 
and improvising wound dressing compatible PVA composite films. 
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1 Introduction 

The geometry of the human body varies from one place to another in the world. It is 
dependent on many factors, like the average height, the racial history, the health and 
fitness and average lifespan of the population, the lifestyle and habits of the people 
of a region over time, the gender of the person, and other such factors. Among the 
various aspects that vary within the populations, is the length of the femur. This 
variation in the length of the femur creates a problem when we insert implants that 
were meant for the Caucasian population into the femurs of a shorter population 
since most commercial implants used in the present world are made concerning 
the Caucasian population, and these are not suitable to the other ethnicities, whose
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body size and shape vary significantly from the Caucasian population. One such 
population is the Northeast Indian people, whose femurs are usually shorter than 
the Caucasian population. The Northeast Indian people are Mongoloids, and thus 
are shorter in height than the Caucasians. Studies have shown that the height of the 
femur is calculated to be one-fourth of the average height of the population, which 
is around 37 cm for the Northeast population [2, 3]. Therefore, modified implants 
should be used for the Indian morphometry to reduce the number of intraoperative 
complications such as splintering and fractures, improper distribution of load, aseptic 
loosening, and long-term surgical failure discomfort. Also, larger metallic implants 
when implanted on a shorter femur, usually have a high amount of Young’s modulus 
compared to the femur and thus bear a very high physiological load, which leads 
to a condition called stress shielding. It is due to a high difference in sharing of 
load among the bone and the implant being used, and the resultant effect of stress 
shielding is that the bone usually lacks the biomechanical stimuli which is needed for 
proper maintaining of the bone. Thus, the implants that are modeled using Caucasian 
patients’ bones and their data are larger and have high structural stiffness, and these 
lead to an increased amount of stress shielding when used on the NE population 
bone, as their bones are shorter comparatively. As a result, it is necessary to design 
implants in which the stress shielding is reduced and the loads can be adequately 
transferred to the bones. 

In addition to that, when an implant meant for a larger-sized population is 
implanted in a smaller-sized population, the mismatch that follows leads to a condi-
tion known as micromotion. This further results in thigh pain and aseptic loosening 
[4, 5]. The problem is that only reducing the size of the implant made for Caucasian 
patients will not be enough, as there will be other post-surgery problems, like inserting 
the nail may show a burst in the proximal femur. Thus, it is of utmost importance to 
design a different femoral implant, unique to the need of the Northeastern population. 
One such femoral implant was designed by Nag et al. [1]. In this paper, the design of 
the implant was further modified with certain experiments performed to change the 
shape and size of the implant and the angle of the distal-most screw of the implant, 
and compare the results to analyze if the proposed changes can give a more stable 
implant. 

While treating intertrochanteric fractures, two types of fixation devices can be 
used, which are Intramedullary (IM) and Extramedullary (EM) fixation devices. 
The implant designed by Nag et al. [1] was an EM fixation device. EM fixation 
techniques are preferred these days as they keep the anatomy of the bone intact, and 
support complete bone healing at the fracture site without intervening inside the bone 
structure [1]. 

In terms of the size of the implant, a shorter plate ensures less amount of skin 
incisions and lesser surgical procedures, which means less loss of blood [6]. In 
previous studies, it has been proposed that the use of a smaller plate has shown 
more biomechanically stable results and the cosmetic acceptability has been higher 
compared to larger plates [7]. In another study that uses a similar implant to fix 
femoral neck fracture, it was observed that the use of a shorter plate has resulted 
in the implant having a reduced footprint on the bone [8]. Thus, one such model
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was proposed in this paper in which the surface area and volume of the base of the 
implant were reduced significantly to allow a smoother fit into the proximal femur 
region, without compromising the biomechanical stability of the implant. 

The external adaptability is more harmful to extramedullary implants, as patients 
require more bone union time. An implant with a shorter length helps in placing the 
screws closer to the point of fracture compared to the longer plates, improves the 
strain of the bone-implant setup, and increases the potential of bone healing [9]. The 
use of smaller implants in the proximal femur has also shown a better implant fit 
[10]. The implant is a metal, foreign to the internal environment of the body and 
thus, the lesser amount of surface area and volume it occupies, the better it is for 
the region in which it is being inserted. Having said that, it should not compromise 
the biomechanical stability, which is the purpose of the implant in the first place. 
Additionally, concerning the phenomenon of stress shielding, it is observed that the 
implant with a shorter working area of the plate imparts lower stress on the plate, 
thus keeping higher stress on the bone, which is necessary for its healing [11]. 

The objectives of the study were as follows: To design and analyze the parametric 
variations of an extramedullary fixation device. To study the effect of progressive 
loading by varying angle of orientation of the distal-most screw in the extramedullary 
implant. To propose a model with reduced volume and check its biomechanical 
stability. To compare the biomechanical stability of the implants on healthy and 
osteoporotic bone. 

2 Materials and Methods 

2.1 Varying the Dimension of the Extramedullary (EM) 
Fixation Device 

1. The FE model of the bone to be fitted to the EM device was created using 
the manufacturer-supplied CAD model of the left Sawbones femur (Sawbones, 
Europe AB, Malmo, Sweden, model# 3406) [12]. The CAD model was scaled 
down to 37 cm. considering the shorter height of the NE population, compared 
to the Sawbones model used in the paper, for PFLP and DHS models [2, 2]. A 
two-part fracture was made to simulate a 10 mm gap intertrochanteric fracture 
[1], as can be seen in Fig. 1.

2. In Rhinoceros v14.0 (Rhinoceros, Robert McNeel & Associates, Seattle, USA), 
different versions of the EM fixation device were modeled and they were 
implanted in the CAD left femur, virtually. In each model of the EM device, 
the dimensions were changed, by taking a different set of length, width, and 
thickness of the implant. The profile of the changed length, width, and thickness 
has been noted down in Table 1. The EM device proposed by Nag et al. has 
58 mm length, 14 mm width, and 9 mm thickness.
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Fig. 1 CAD model of a EM 
device and 
b intertrochanteric femoral 
fracture simulation of the left 
femur with EM device 
implanted on it

(a) (b) 

Table 1 Dimensional 
variations (mm) of the various 
models used 

Model Length Width Thickness 

Model variation 1 59 14 9 

Model variation 2 57 14 9 

Model variation 3 60 14 9 

Model variation 4 58 15 9 

Model variation 5 58 13 9 

Model variation 6 58 14 8 

Model variation 7 58 14 10 

The length of the first three modified models has variable length keeping 
the width and thickness constant, followed by which the next two models have 
varying widths, keeping the length and thickness constant, and the last two models 
have a varying thickness keeping the length and width as constant. 

3. Four screws were attached virtually in all the variants of the EM devices. One was 
the cancellous screw or the proximal locking screw, and the other three were the 
distal dynamic screw or the cortical screw. Under all conditions, all the interfaces 
were presumed to be bonded. To enhance stability, on top of the cancellous screw, 
an anti-rotation screw was fixed additionally [1]. 

4. The 3D models of the various versions of the implant, as shown in Table 1, were  
fixed on the respective femur, and then they were meshed using Ansys ICEM 
CFD software (ANSYS Inc., PA, USA) and analyzed using Ansys Mechanical 
software (ANSYS Inc., PA, USA).
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5. In Ansys Mechanical, material properties were assigned to each of the three struc-
tures involved as per the manufacturer’s data [13]. The implant was considered 
to be made of Titanium alloy having Young’s modulus of 110,000 MPa. Given 
below is a table of the material properties, as obtained from the manufacturer 
[13]. 

6. At the femoral head of the bone, a static load of around 1500 N was applied in 
the downward direction as can be seen in Fig. 2, in all the implants. This force 
was applied considering the average weight of the considered population to be 
60 kg. Five nodes were chosen at the head of the implant and 300 N of the load 
was applied to each of them in the -Y direction, which resembles a force being 
applied downward.

7. A zero-displacement condition was selected at distal nodes of the femur. 
8. The resultant von Mises stress distribution and maximum axial displacement were 

analyzed from the general post-processing section of the ANSYS Mechanical 
software. 

2.2 Varying the Angle of the Distal Screw of the EM Fixation 
Device 

1. The models were varied by changing the angle of the distal screw, which was at 
an angle of 130° in the actual model, being divergent to the base of the implant, 
was varied to 90° or normal to the base of the implant and then further varied to 
50°, making a convergent angle with the base. These can be seen in Fig. 3. These 
three models were chosen, with specifications shown in Table 3.

2. These models were then meshed using ANSYS ICEM CFD software and 
analyzed using Ansys Mechanical software. 

3. The loading and displacement conditions were applied, similar to Sect. 2.1 above. 
4. The resultant von Mises stress distribution and maximum axial displacement 

were analyzed. 

2.3 Progressive Loading Experiment

1. The three 3D CAD models in which the angle of the distal screw was varied, in 
the previous experiment, were taken into consideration as the base models, to 
conduct this experiment. An intact bone 3D CAD model was also considered as 
a reference. 

2. The 3D models were fixed on the respective femur, and then they were meshed 
using Ansys ICEM CFD software and analyzed using Ansys Mechanical 
software. 

3. A condition was set in ANSYS Mechanical, as can be seen in Fig. 4, in which the 
displacement was set to be zero in the distal-most nodes of the model, as well as
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Fig. 2 FE model of the 
implanted femur

in the nodes exactly opposite to the screw. The force of 200 N was then applied 
to the femoral head and the resultant displacement of the model was observed.

4. Then, in subsequent analysis, the force was increased, and the resultant displace-
ment was noted till the displacement increased to a value of 5 mm, which was 
set as the cut-off value. 

5. The force that showed the resultant 5 mm displacement, starting from 200 N 
force, was noted down, and the force vs. displacement graph was plotted for the 
four models and among the three variations of the distal-most screw angle as 
mentioned above, the screw showing 5 mm displacement with the highest force 
being applied at the femoral head was accepted as the most stable model.
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Fig. 4 FE model of 
progressive loading setup

2.4 Biomechanical Comparison Among Healthy 
and Osteoporotic Bone Data

1. The FE model of the bone to be fitted to the Extramedullary (EM) fixation device 
used earlier in the study was taken for experimentation. The 3D model was 
fixed on the respective femur, and then it was meshed, similar to the previous 
experiments mentioned above 

2. While analyzing the model, two different sets of material properties were 
assigned, one for the healthy bone and another for the osteoporotic bone. In
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Table 2 Material properties 
data Material Young’s modulus 

(MPa) 
Poisson’s ratio 

Cortical bone 16,700 (compressive) 
10,000 (transverse 
tensile) 

0.3 

Cancellous bone 155 0.3 

Titanium plate and 
screw 

110,000 0.3 

Table 3 The variations of 
angle of the distal screw for 
the various models used 

Model The angle of the distal screw (in degrees) 

Actual EM device 130 

Model variation 1 90 

Model variation 2 50 

Table 4 Material Properties 
data of osteoporotic bone Materials Young’s modulus 

(MPa) 
Poisson’s ratio 

Cortical 8,308 (compressive) 
10,000 (transverse 
tensile) 

0.3 

Cancellous 35 0.35 

Plate and screw 
(titanium) 

110,000 0.3 

the case of the healthy bone, the following material properties were applied, as 
seen in Table 2.

3. For the osteoporotic bone, the following material property data of the Osteo-
porotic patients were applied [14]. 

4. Loading and displacement conditions were applied similar to Sect. 2.1 above. 
5. The resultant von Mises stress distribution and maximum axial displacement of 

both the healthy and osteoporotic bones were analyzed and compared (Table 4). 

2.5 Reduction in Implant Base Plate Volume—A Newer 
Design 

1. A 3D CAD model showing a different variation of the shape of the base plate of 
the EM fixation device was designed in Rhinoceros 6 software, as can be seen in 
Fig. 5.

2. This CAD model was then implanted virtually into the CAD model of the left 
femur.
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Fig. 5 CAD model of a newer proposed design 

3. This model was then meshed using ANSYS ICEM CFD software and analyzed 
using Ansys Mechanical software, similar to Sect. 2.1. 

4. In Ansys Mechanical, material properties of a normal bone were assigned as 
mentioned in Table 2, and the loading and displacement conditions were set 
similar to Sect. 2.1. 

5. The resultant von Mises stress distribution and maximum axial displacement 
were analyzed.
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3 Result 

3.1 Result of the Various Dimensions of the Base Plate 
of the EM Fixation Device 

The von Mises stress distribution contour plots of all the variants along with the intact 
femur were predicted, as can be seen in Fig. 6. It was observed that the laterally fixed 
plates shielded the cortex from the lateral tensile stress arising from bending. This 
was seen for all the implanted models. In an unfractured bone, the distribution of the 
load was seen to be uniform, but in contradiction to that, in the femoral constructs, 
the distribution of load was seen to be mediolateral. This means that, in the proximal 
part of the femur, the flow of load was from the bone to the implant, while in the 
distal part of the femur, the flow pattern was reversed, i.e., from the implant to the 
bone.

For the intact femur, the average von Mises stress was found to be 6.8 MPa. The 
average von Mises stress of the femur fitted with the variations of the implants and 
their dimensions are shown in the Table 5.

The maximum axial displacement of the femur fixed with the devices was 
predicted (Table 6).

From the above data, the changes in deformation and the stress shielding were 
calculated (Table 7) using the intact bone as a reference. The maximum axial displace-
ment of the intact bone was 2.696 mm, and the average von Mises stress was around 
6.9 MPa.

3.2 Result of the Various Angles of the Distal Screw 

The von Mises stress distribution contour plots of the angular variants and the intact 
femur were predicted, as can be seen in Fig. 7. It was observed that all the three 
femoral constructs showed a similar distribution of stress. In the intact femur, the 
distribution of stress was uniform. Compared to that, in the femoral constructs, there 
was a flow of load from the femur to the EM fixation device in the proximal region, 
and from the EM fixation device to the femur in the distal region of the femur. 
The average von Mises stress and maximum axial displacement were calculated and 
compared further.

The average von Mises stress values and the maximum axial displacement of the 
femoral constructs can be seen in Table 8.

From the data in Table 8, the stress shielding and changes in deformation of the 
three models were calculated and can be seen in Table 9.
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Fig. 6 von Mises stress distribution of the a intact bone, b actual EM fixation device implanted on 
the fractured bone and c–i the seven variations of the EM fixation device implanted on the fractured 
bone

3.3 Result of the Progressive Loading Experiment 

The Force versus Displacement graph of the three femoral constructs along with 
the intact bone is shown in Fig. 8. The intact bone withstands a force of 14,950 kN 
to show 5 mm of maximum axial displacement under progressive loading. Among 
the femoral constructs, the model B, which had right angled distal screw in Fig. 3 
was predicted to be the most stable femoral construct among the three variations as
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Table 5 Average von Mises stress associated with different models 

Model Average von Mises stress (in MPa) 

Actual EM device 5.90 

Model variation 1 (v1) 5.93 

Model variation 2 (v2) 5.92 

Model variation 3 (v3) 6.21 

Model variation 4 (v4) 5.74 

Model variation 5 (v5) 6.26 

Model variation 6 (v6) 6.07 

Model variation 7 (v7) 5.81

Table 6 Maximum axial displacement associated with different models 

Model Maximum axial displacement (in mm) 

Actual EM device 2.53 

Model variation 1 (v1) 2.43 

Model variation 2 (v2) 2.46 

Model variation 3 (v3) 2.56 

Model variation 4 (v4) 2.21 

Model variation 5 (v5) 2.68 

Model variation 6 (v6) 2.51 

Model variation 7 (v7) 2.64

Table 7 Change in deformation and stress shielding % associated with different model variations 

Variations Change in deformation 
(%) 

Change in average von Mises stress (Stress shielding 
%) 

Actual 
model 

4.9 13.2 

V1 8.5 12.7 

V2 7.7 12.8 

V3 3.71 7.4 

V4 16.9 15.4 

V5 0.6 7.9 

V6 5.5 10.6 

V7 0.9 14.5

it withstands a force of approximately 6500 kN to show 5 mm of maximum axial 
displacement among the three models. The model C, which had convergent angled 
distal screw of 50° in Fig. 3, was predicted to be the least stable femoral construct 
among the three variations as it showed 5 mm maximum axial displacement on
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Fig. 7 von Mises stress distribution of the a intact bone, b–d the three variations of the EM fixation 
device

Table 8 Average von Mises stress and displacement associated with different models 

Model Average von Mises stress (In 
MPa) 

Maximum axial displacement 
(In mm) 

Intact bone 7.23 2.70 

The divergent angle of the 
distal-most screw 

7.29 2.69 

The straight angle of the 
distal-most screw 

7.07 2.62 

The convergent angle of the 
distal-most screw 

7.43 2.78

Table 9 Stress shielding and change in deformation associated with different models 

Model Stress shielding (%) Change in deformation (%) 

The divergent angle of the distal-most 
screw 

1.2 0.24 

The straight angle of the distal-most 
screw 

1.9 1.4 

The convergent angle of the distal-most 
screw 

3.3 3.36
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Fig. 8 Force versus Displacement Graph of the femoral constructs with intact bone 

applying 5000 kN force. Model A, which had convergent angled distal screw of 1300 

in Fig. 3 was predicted to have a stability in between the other two femoral constructs 
in the progressive loading experiment. 

3.4 Biomechanical Comparison of the Healthy 
and Osteoporotic Bone 

In Fig. 9, in the von Mises stress distribution contour plots of healthy and osteoporotic 
patients, it can be seen that the stress is slightly higher in the proximal region of 
the osteoporotic patients’ femoral construct. The average von Mises stress of the 
femoral construct of an osteoporotic bone was calculated to be 8.67 MPa, compared 
to 7.29 MPa of the healthy bone. In contrast, the maximum axial displacement of the 
osteoporotic bone was seen as 4.87 mm, compared to that of 2.69 mm of the normal 
bone.
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Fig. 9 von Mises stress 
distribution of the a healthy 
bone femoral construct and 
b osteoporotic bone femoral 
construct 

3.5 Biomechanical Comparison of the New Model 
with the Reference Model 

The average stress values of the femoral construct in which the base of the implant 
model has been modified to reduce surface area and volume have shown a value 
of around 7.43 MPa, compared to the 7.29 MPa shown by the actual reference 
model from which the shape of the base was modified, while the maximum axial 
displacement was shown to be around 2.83 mm, compared to the 2.69 mm of the 
reference model. 

4 Discussion 

Intertrochanteric fractures are usually fixated with the help of devices such as IM 
or EM-type devices. The current project tried to optimize the design of a novel EM 
device to stabilize an intertrochanteric fracture that takes into account the regional 
morphometry of the NE population of India. In silico models of the variations of the 
EM device were designed and the patterns of displacements and stress were analyzed. 
The desirable conditions for the optimum implant were set as follows: 

1. Low stress shielding percentage.



Design Variations in Double Oblique Device for Osteosynthesis … 311

2. The minimum change in deformation as compared to the intact bone. 

In the first experiment (Sect. 2.1), in the fourth variation model, the increase in 
width caused 15.4% stress shielding and changed the deflection by 16.9%. In the 
seventh variation, an increase in thickness was not playing a crucial role as far as 
changing the deflection but caused high-stress shielding. An increase in width and 
thickness is causing more stress shielding as compared to an increase in length. 
A decrease in length is also causing high-stress shielding. An increase in width 
caused high-stress shielding and changed deflection highly. An increase in thickness 
caused high-stress shielding but doesn’t play a crucial role in changing the deflection. 
Decreasing the thickness of the implant is increasing the deflection and is not able 
to decrease stress shielding much, and it should be avoided as well in the future. An 
increase in the further amount of length imparts the least change in deflection and 
also does not cause much stress shielding. A decrease in width is showing the least 
amount of deformation and the second-best result of stress shielding. 

Next, in Sect. 2.2, based on previous studies [15] in which the angle of the screw 
was changed to check the biomechanical stability of the model, the three variants of 
the model were analyzed, in which the angle of the distal-most screw was taken to be 
1. 130° to the base, i.e., divergent (same as the actual model of DODO), 2. 90° to the 
base, i.e., at a right angle and 3. 50° to the base, i.e., Convergent (with the tip of the 
distal-most screw being close to the next screw). Among these models, the divergent 
model showed the best biomechanical stability as it showed the least stress shielding 
and least change in deformation under static loading. But, in a study performed 
similarly to the paper [15] with progressive loading (Sect. 2.3), the second model, 
in which the distal-most screw is at a right angle showed biomechanical stability. In 
both the above studies, the convergent model showed the worst stability, thus it is 
advised to not be used in the future. 

While comparing the average von Mises stress and maximum axial displacement 
of the osteoporotic patients, it was seen that the average stress of the osteoporotic 
patients was around 18.93% more than normal patients. But the displacement was 
81% higher than that of normal patients. The stress and displacement values are 
significantly higher due to the nature of the osteoporotic bone being biomechanically 
unstable compared to normal bones. 

Lastly, a newer design of the base plate that showed a 29.2% reduction in the 
volume of the base plate was analyzed and it showed a promising result having 
a minimal 1.92% variation in the average stress value, while the maximum axial 
displacement was showing a variation of just 5.2% from the reference model. Thus, 
this model showed similar biomechanical stability to that of the reference model. 

There were limitations in the variants, such as the FE analysis was not conducted 
on an actual NE femur, which would have been more accurate. In addition to that, the 
fact that femur length will vary from race to race within the NE population was not 
considered. Also, the meshing techniques sometimes compromise the efficiency of 
the designs. The limitations of the designs were that there was stress concentration 
seen in some locations of the implant. These can be potential places for implant 
failure. They need to be reduced in the future. Keeping such minor limitations aside,
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the optimization study successfully found the biomechanical aspects associated with 
dimensional variation. The best result out of the variations of the different EM devices 
was predicted and proposed to be a better alternative. 

5 Conclusion 

In this work, the primary objective was to explore the design optimization of an 
EM implant proposed by Nag et al. [1]. The present study found the influence of 
the increase in length and decrease in thickness to be ideal in terms of less stress 
shielding and minimum change in deformation. Reducing the implant’s width should 
be avoided while designing future implants as it decreases stress shielding. Further, on 
analyzing the different angles of the distal-most screw, it was seen that the divergent 
angles of the screw at 130° with the base plate and at a right angle with the base 
plate showed a more stable implanted construct compared to the model having a 
convergent angle of the screw. In our study related to osteoporotic bone models, it 
was seen that they showed almost twice the amount of displacement compared to 
healthy bones, but the displacement was around 4.87 mm, which being less than 
0.5 cm is still acceptable, but can be reduced further in the future models. The new 
model, in which the shape of the base plate was modified to reduce implant material 
surface area and volume, also showed similar biomechanical results compared to the 
base model, thus making it an ideal alternative. 
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On-Demand Droplet Formation 
in Lab-On-A-Chip Platforms 

Dhruvkumar H. Wankawala and Pranab K. Mondal 

Keywords Droplet formation · Non-Newtonian fluid · T-junction · Microfluidics 

1 Introduction 

The notion of miniaturization has grown immense popularity among researchers 
since it first surfaced in the early nineties. Microfluidics is one such aspect of minia-
turization, potentially transforming the modern diagnosis, which can be well under-
stood with the example of drug delivery. Particularly, droplet-based microfluidics has 
evolved as a fundamental tool for research and development owing to their broader 
applicability in point-of-care diagnostics, biotechnology, food engineering, chem-
ical reaction and synthesis, pharmaceutical industries, micro-fabrication, and mixing 
[11, 13] to name a few. These applications seek consistent, precise, and predictable 
dominance over microfluidic operations like droplet formation, mixing, alternation, 
separation, merging, and splitting at a micrometer scale within a microfluidic plat-
form. As such, the physics of droplet manipulation in the constricted microfluidic 
device is the core application of the biomedical discipline. 

Microfluidic droplet formation for a single emulsion involves introducing one 
phase known as the “dispersed phase” into another immiscible phase called the 
“continuous phase.” The dispersed phase fluid forms droplets while the continuous 
phase fluid carries formed droplets in a microfluidic channel. The droplet formation in 
confined space resolves many single-phase micro domain issues, like mixing multiple

D. H. Wankawala (B) · P. K. Mondal (B) 
Department of Mechanical Engineering, Indian Institute of Technology Guwahati, Guwahati, 
Assam, India 
e-mail: dhruvkumar@iitg.ac.in 

P. K. Mondal 
e-mail: pranabm@iitg.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
L. M. Pandey et al. (eds.), Healthcare Research and Related Technologies, 
https://doi.org/10.1007/978-981-99-4056-1_21 

315

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-4056-1_21&domain=pdf
mailto:dhruvkumar@iitg.ac.in
mailto:pranabm@iitg.ac.in
https://doi.org/10.1007/978-981-99-4056-1_21


316 D. H. Wankawala and P. K. Mondal

reagent solutions with dispersed droplets acting as individual microreactors without 
contamination. Droplet formation can be generally achieved by employing active 
and passive methods. Active control can be attained when external energy sources 
such as electric, acoustic, optical, temperature, and magnetic field are applied to the 
microfluidic device [9, 10]. It is important to note that active methods add more 
complexity with a constant external energy supply. Compared to active control, 
passive methods use microfluidic systems, for instance, co-flowing streams, flow-
focusing streams, and cross-flow geometries for droplet manipulation [2]. Co-flow 
and flow-focusing devices are a more general choice for high-rate droplet genera-
tion, but the T-shaped microfluidic channel is the most commonly used cross-flow 
geometry due to ease in manufacturing and functioning. Besides, the T-junction 
channel bestows interfacial and viscous forces dominance over inertia; thus, the 
continuous train of microdroplets is formed. Four different flow regimes of droplet 
formation have been commonly identified in T-junction: squeezing, dripping, jetting, 
and parallel flow. These regimes hold rich dynamics influenced by various parame-
ters, including flow ratio, viscosity ratio and interfacial tension between immiscible 
fluids, the contact angle between fluid and channel wall, microchannel geometry, and 
surface chemistry. The present study examines droplet formation in jetting regime 
within a confined microfluidic T-junction. 

Droplet formation is either due to interfacial instability progression or repression 
between two immiscible fluids, giving rise to an evaluation of droplet emergence 
and break up. The jet (dispersed thread) formation results from instability caused by 
the contest between viscous force, interfacial force, and squeezing pressure. While 
operating in the jetting regime, it is observed that the jet thread of dispersed phase 
initially pierces into continuous phase channel, after forming initial droplet, the jet is 
subjected to move downstream of the channel along with droplet formation. Since jet 
formation is mainly because of interface instability, droplet detachment end gradually 
progresses until a stable jet is attained [4]. 

In the past, flow physics of droplet generation is well investigated for two immis-
cible Newtonian fluids. However, in real-life biological applications, fluids of interest 
are non-Newtonian, exhibiting viscosity and elasticity dependency. There are several 
ways to categorize non-Newtonian fluids according to their flow behavior, like shear 
thinning, shear thickening, and viscoelastic fluids. If with increment in shear rate, 
viscosity also increases, then the fluid is known as shear thickening fluid. In contrast, 
if viscosity decreases with an increment in shear rate, the fluid is called shear thinning 
fluid. Bingham plastic is another non-Newtonian class that exhibits solid behavior 
at less shear stress; thus, stress should overcome a significant amount to enable the 
flow. Lately, the work has been advanced to understand the dynamics of viscoelastic 
and shear thinning time-dependent non-Newtonian droplet generation. For example, 
[1] conducted an experimental and numerical parametric study to assess the effect 
of shear thinning rheological parameters, like the power law flow behavior index 
and the Carreau number, on the droplet dimensions by varying capillary numbers. 
Additionally, comprehensive 2D numerical computation [7] has been committed to 
study the influence of viscosity ratio, contact angle, droplet viscoelasticity, wetta-
bility, flow ratio, and interfacial tension between two fluids wherein non-Newtonian
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fluid goes along through lateral channel. Although, very few studies have focused 
on non-Newtonian shear thinning droplet generation upon a microfluidic platform. 
The study on complex shear thinning behavior would enable us to acknowledge the 
physiological fluids like saliva and blood. 

Few studies have been reported on parameters controlling jet (dispersed thread) 
formation for Newtonian fluid, promoting or preventing the jet thread [8], like channel 
dimensions, fluid properties, weber number, and flow ratio. To date, best to our knowl-
edge, there is no experimental study on the jet thread and droplet formation enclosing 
non-Newtonian rheology. Therefore, in this work, we experimentally demonstrate the 
evolution of jet length at different concentrations (c = 0.2 − 0.6%) and flow condi-
tions of non-Newtonian carboxymethyl cellulose (CMC) aqueous solution. We qual-
itatively compare the experimental outcomes with numerical simulation. We further 
show the effect of flow parameters on the control over droplet size. 

2 Experimental Setup 

The experimental setup shown in Fig. 1 comprises two syringe pumps, a microflu-
idic channel, a high-speed camera, and an inverted microscope (Make: Leica). The 
microfluidic device is fabricated using the method of soft lithography. We set a 
cross-section of a channel with equal width and height of 100 µm. The channel 
is put beneath an inverted microscope integrated with a camera to capture droplet 
formation at the T-junction with a high-resolution window integrating 1920 × 1080 
pixels2. As shown in Fig. 1, continuous phase fluid and the dispersed phase fluid 
are injected from inlets 1 and 2 via two syringe pumps into a microfluidic device at 
flow rates of Qc and Qd , respectively. The PVC tubes are used to bridge between the 
syringe pump and the microfluidic device. Both the syringe pumps are commenced 
simultaneously to cater sufficient time to achieve steady-state droplet formation. 
The two immiscible fluids meet at the microfluidic T-junction to produce a train of 
droplets. We use Ostwald–de Waele power-law model to describe the non-Newtonian 
shear thinning characteristics of CMC concentrations (de Waele A 1923). As per the 
Ostwald–de Waele model, shear stress is proportional to shear rate, where apparent 
viscosity is the coefficient of proportionality, 

μapp = m( ̇γ )n−1 (1)

where γ̇ ,  μapp, m, n, represents the shear rate, the apparent viscosity, the flow consis-
tency index, and the flow behavior index, respectively. Here, flow behavior index n 
< 1 speaks for shear thinning nature while n > 1 represents the shear thickening 
behavior of non-Newtonian fluids. 

Our experimental study incorporates different concentrations of shear thinning 
carboxymethyl cellulose (CMC) as a dispersed phase fluid. Aqua carboxymethyl 
cellulose (CMC) is a well-known non-Newtonian fluid that showcases the shear
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Fig. 1 Illustration of an inverted microscope and microfluidic device used to execute controlled 
droplet formation. Two immiscible fluids, one mustard oil, and the other CMC aqua solution, are 
injected from the syringe pumps, which enter via inlets 1 and 2 and link up at a microfluidic junction 
where a continuous train of mother droplets is formed

thinning nature inside a microfluidic device. The aqua CMC solution is prepared by 
mixing CMC powder (w/w) in deionized (DI) water, and the mixture is blended well 
in a magnetic stirrer for uniform mixing. For the present study, we prepared concen-
trations of aqua CMC solution ranging from 0.2% − 0.6% to report the rheological 
impact on the evolution of the dispersed thread length and droplet size. The rheo-
logical parameters of CMC concentrations, i.e., flow consistency index (m) and 
flow behavior index (n), are mentioned in Table 1. Rapeseed mustard oil is selected 
for continuous phase transported through the main channel with density (ρc) and 
viscosity (μc) of 902 kg/m3 and 0.06 Pa s. We handled flow rate ratio Q(Qd /Qc) 
in the range of 0.1 to 1.5. Here Qc and Qd are continuous and dispersed phase flow 

rates, respectively. Moreover, we employed capillary number Ca
(
Ca = μc(Qc+Qd ) 

wc 
2σ

)

in the range of 0.05–0.2. Here, μc, wc and σ speak for the viscosity of continuous 
phase fluid, the width of the channel, and the interfacial tension, respectively. 

Table 1 Rheological properties of fluids used in experiments 

CMC concentration 
(%wt) 

Flow consistency 
index m (Pa sn) 

Flow behavior index n Interfacial tension σ 
(N/m) 

0.2% 0.065 0.9 5 

0.4% 0.130 0.82 4.82 

0.6% 0.202 0.75 4.78
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3 Numerical Model 

The principal aspect of modeling multiphase flow physics is to capture the develop-
ment of a liquid–liquid or liquid–gas interface. The most admired numerical tech-
niques adopted for time varying interface tracking allying two immiscible fluids are 
volume of fluid (VOF), lattice Boltzmann model (LBM), phase field approach, and 
level set method. We adopted a sharp interface-based level set method to simulate 
droplet formation in microfluidic T-junction owing to its proficiency in providing 
small interface thickness. Figure 2 showcases the schematic of the computational 
domain engaged in the present study for controlled droplet formation. 

We solve the incompressible Navier–Stokes equation, continuity equation, and 
the level set equation for the formulation of multiphase flow: 

ρ 
∂u 

∂t 
+ ρ(u.∇)u = ∇.

[−pI  + μ
(∇u + (∇u)T

)] + Fst (2) 

∇.u = 0 (3)  

∂φ 
∂t 

+ u.∇φ = ψ∇.

(
−φ(1 − φ) 

∇φ 
|∇φ| + ε∇φ

)
(4) 

In above Eqs. 2–4, ρ represents the density (kg/m3), u is flow velocity (m/s), t 
shows the time (s), and μ showcases dynamic viscosity (Pa s). At the same time, p and 
Fst denote pressure (Pa) and surface tension force (N/m3), respectively. Moreover,
ε and ψ are the numerical stabilizing parameters. Here, φ represents the level set 
function. It is essential to mention that level set formulation incorporates the tracking 
of the evolution of level set function φ. Note that φ varies from 0 to 1, wherein φ = 0 
and φ = 1 indicate the continuous and dispersed phases, respectively. 

The following equation expresses the surface tension force (Fst ):

Fig. 2 Schematic of T-shaped microfluidic geometry used in experimental and numerical analysis 
for generation of droplets. Continuous phase fluid (mustard oil) and dispersed phase fluid (CMC 
aqua solution) are instigated from inlets 1 and 2, respectively. We took a cross-section of a channel 
with equal width and height of 100 µm 
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Fst = σκnδs (5) 

where σ, κ, and n represent surface tension, interfacial curvature, and the normal 
unit vector to a multiphase interface. The curvature of the liquid–liquid interface (κ) 
is described as: 

κ = −∇.n (6) 

Here n in terms of level set function (φ) is showcased as follows: 

n = 
∇φ 
|∇φ| (7) 

In addition, density and the viscosity of continuous and dispersed phases are 
achieved by Eqs. 8 and 9. 

ρ = ρc + (ρd − ρc)φ (8) 

μ = μc + (μd − μc)φ (9) 

where ρ and μ denote density and viscosity of fluid while suffix c and d repre-
sent continuous and dispersed phase fluids, respectively. We use commercially 
available finite element-based COMSOL Multiphysics® framework to solve the 
aforementioned (2)–(9) equations. 

4 Results and Discussion 

In this section, we study the passive droplet formation in jetting regime within 
confined microfluidic T-junction. As reported in the literature [6, 12], droplet forma-
tion is either due to interfacial instability development or repression between two 
immiscible phases, giving rise to droplet breakup. As earlier mentioned, based on 
flow rate and capillary number, droplet formation can be classified into four regimes: 
squeezing, dripping, jetting, and parallel flow. The squeezing mechanism can be 
encountered due to pressure gradient, while the surface tension-driven Rayleigh-
Plateau instability permits droplet formation in dripping and jetting regimes. In 
particular, this disturbance or instability may lead to uniform droplet formation after 
the jet (dispersed thread) becomes stable at a fixed location with a moderate capil-
lary number. Jet thread breakup can be amplified pertaining to an increase in random 
noise and instability at a much higher capillary number. At this stage, the formed 
droplet frequency and size tend to be non-uniform compared to the low and moderate 
capillary number. In the present study, we show the dynamics behind instabilities,
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forming droplets with a jet of different lengths for different concentrations of non-
Newtonian CMC solution. In addition, we show the effect of flow parameters on jet 
elongation and control over droplet size. 

4.1 Evolution of Jet (Dispersed Thread) Length 

To understand the evolution of jet length and the rheological impact of shear thinning 
fluids on the droplet breakup, we employ the CMC concentration ranging from 
0.2% to 0.6%. We alter the continuous and dispersed phase flow rates for individual 
concentration cases in order to examine the effect of capillary number on the droplet 
breakup. It is well-known that, during droplet formation, two immiscible continuous 
and dispersed fluid forms an interface at a T-junction. The dispersed phase’s thread 
(or cap) enters into the main continuous phase channel under the crucial balance 
of upstream and downstream pressure. The thread gradually begins to thin, and 
the droplet detaches as the squeezing pressure overcomes the viscous resistance 
and the interfacial tension. Thus, the droplet detachment from the dispersed thread 
takes place owning to the inter-balance between squeezing pressure, viscous shear 
stress, and interfacial tension. As for shear thinning fluids, the role of viscous shear 
stress becomes more prominent. Needless to mention that, an increase in CMC 
concentration signifies a decrease in the power law index (n). With a decay in n, 
viscosity begins to decrease with an increase in shear rate. But, the magnitude of 
viscosity is greater for lower n as compared to higher n. In other words, with a 
decrease in n, viscosity of the dispersed phase increases, consequently increasing 
the viscous resistance of the system. As viscous resistance grows, a dispersed cap 
opposes a droplet detachment and evolves into a long thread. 

As can be observed from Fig. 3a, the dispersed phase CMC solution evolves into 
a thread, which goes to the main channel and prompts droplet breakup, then moder-
ately progresses downstream of the T-junction until a stable jet is established. The 
dispersed phase jet thread can be of a length greater than the channel width before the 
disengagement from the tip. Figure 3b shows the evolution of jet length and droplet 
formation for 0.2%, 0.4%, and 0.6% CMC concentrations with flow ratio and capil-
lary number of 0.9 and 0.128, respectively. We can observe the similarity between 
experimental and numerical results in Fig. 3b. We can see that jet length increases 
with an increase in CMC concentration. Precisely, droplet breakup time and jet thread 
length are shorter for low CMC concentration (0.2%) than for higher concentrations. 
This indicates that the viscosity and shear thinning effect may become dominant 
with increased CMC concentration. It signifies that the viscous force produced by 
the dispersed phase becomes superior at higher concentrations, which causes the 
elongated jet to form initial droplets away from the T-junction. Secondly, the shear 
stress brings about the dispersed phase to elongate when entering through the main 
channel. In a way, this induced shear may award more instability to a jet thread while 
moving downstream of the channel. Moreover, the abnormal instability is expected 
to rise until the jet thread is cut off by interfacial tension between the continuous and
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dispersed phases. The balance between the above-stated forces and flow parameters 
decides the occurrence of jet formation. 

In Fig. 4, we show the variation of jet (dispersed thread) length with flow ratio 
examined for 0.2%, 0.4%, and 0.6% CMC concentration. Herein, the jet length (L) 
is normalized with the microchannel width (wc) and is represented by L∗. As shown  
in Fig. 4, the evolution of jet length can be demarked into three regions: jet-free 
(zoneI ), transition (zoneI I  ), and stable regime (zoneI I I  ). It is observed that, in

(a) 

(b) 

Fig. 3 a Experimental image of microfluidic channel framework highlighting the parameters 
involved in droplet formation. The parameter involved are the width of the channel (wc), jet length 
(L), and droplet size (D), b Experimental and numerical snapshots of the evolution of jet formation 
and droplet detachment process in a microfluidic T-junction. Experimental and numerical images 
showcase the case for c = 0.2, 0.4, and 0.6%, respectively .t∗ = t/T represents the dimensionless 
time of the droplet formation phenomena, wherein t represents the instantaneous time while T 
signifies the total time required for droplet formation 
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a jet-free regime, jet length (L∗) remained absent at a low flow rate ratio. With an 
increase in flow ratio, we observed an increment of jet length in transition and stable 
regime. The critical flow ratio achieved for jet-free to transition (CF  R  I  ) and from 
transition to the stable regime (CF  R  I  I  ) is 0.7 and 1.15, respectively. A closer look 
at Fig. 4 shows that the behavior of jet length follows the same curvature for all CMC 
concentrations. Moreover, an increase in dispersed phase flow rate (Qd ) engenders an 
increment in capillary number, which enables an increment in jet length and droplet 
size. Additionally, the jet produced is of tiny length and detaches near the T-junction 
in case Qc> Qd . This is because the shear force imparted by the continuous phase is 
sufficient to overcome the viscous force nearby the T-junction at low Qd . In reverse, 
enhancement in Qd does not allow droplets to completely fill the continuous phase 
channel; hence, an elongated filament is formed as a consequence. Further increase 
in Qd forms significant jet length and progresses downstream faster, disengaging the 
larger size droplet. A similar response is reported by Cordero et al. [3] in their study 
on Newtonian fluids, wherein they determined jet length as a function of dispersed 
phase flow rate in confined co-axial geometry. They reported that jet length was 
small and moved very little downstream at lower Qd but started to grow at higher 
Qd showcasing the flow in the jetting regime. 

Fig. 4 Experimental evolution of dimensionless jet length (L∗) of dispersed phase as a function of 
flow ratio (Q). The development of a jet can be classified into three zones: Jet free (ZoneI  ), Tran-
sition (ZoneI  I  ), and Stable (ZoneI I I  ). The jet length remains absent in zone I. Transformation 
of zone I into II occurs at a critical flow ratio (CFR  I  ) of 0.7, wherein jet thread begins to form 
and enlarges with an increase in flow ratio. The significant jump in jet length is found in zone III, 
which occurs on and above the critical flow ratio (CFR  I  I  ) of 1.15. L∗ = L/wc, represents the 
dimensionless jet length wherein L stands for actual jet length while wc showcase the width of a 
microchannel. Q = Qd /Qc speak for flow ratio
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4.2 Effect of Capillary Number and CMC Concentration 
on Droplet Size 

Aside from jet length evolution, variation in CMC concentration and capillary number 
(Ca) can directly affect the detached droplet size (D). In Fig.  5, we show the effect of 
dispersed phase flow rate (Qd ) on the droplet size with different CMC concentrations 
ranging from 0.2% to 0.6%. We mandatorily kept the continuous phase flow rate 
constant in order to explore the shear thinning nature of the dispersed phase on 
droplet formation. We employ the flow ratio (Q) from 0.1 to 1.5. It is clearly visible 
from Fig. 5 that droplet size (D) increases with an increase in capillary number 
(Ca) (or with an increase in dispersed phase flow rate Qd ) and decreases with an 
increase in CMC concentration from 0.2% to 0.6% for the same capillary number. 
Note that, with an increase in dispersed phase flow rate (Qd ), a greater volume of 
fluid enters the continuous phase channel. Because of this, we observe greater jet 
thread elongation before droplet detachment. While for a lower value of (Qd ), droplet 
breaks near the T-junction, and the droplet size is sufficiently less, as shown in Fig. 5. 
It is important to note that droplets move faster when Qd increases, which brings 
a reduction in effective viscosity. As shear thinning rheology is much effective in 
high CMC concentrations, the effective viscosity declination narrow downs the span 
of droplet size (D). Apart from these, with an increase in CMC concentration, the 
apparent viscosity (μapp) considerably increases, providing sufficient viscous drag 
to a system and producing a smaller droplet for the same capillary number. Thus, we 
conclude that non-Newtonian CMC droplet size and jet length can be customized by 
differing capillary number, flow ratios, and shear thinning CMC concentrations. 

Fig. 5 Effect of a capillary 
number on the droplet size 
(D) for varied CMC 
concentrations
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5 Conclusions 

In conclusion, we experimentally and numerically investigated non-Newtonian 
droplet and jet (dispersed thread) formation with continuous phase mustard oil 
employing varied flow ratio, capillary number, and CMC concentrations on a 
microfluidic LOC device. We qualitatively compared the experimental observation 
with the numerical results showcasing the evolution of jet thread formation with 
change in CMC concentrations from 0.2% to 0.6%. We show that the jet length 
increases while the droplet size decreases with an increase in CMC concentration for 
the same flow rate conditions. By varying the flow ratio, we mark off the evolution of 
jet length into three regimes: jet-free (zoneI ), transition (zoneI I  ), and stable regime 
(zoneI I I  ). The jet length was found to be non-existent in the jet-free zone, although 
shown significant presence in the transition zone with an increase in flow ratio to 0.7 
and displayed a sudden jump in jet length in a stable regime for flow ratio on and 
above a critical value of 1.15. Jet length development follows the same behavior with 
an increase in CMC concentrations, with the difference that jet length increases for 
higher concentrations for identical flow conditions. Moreover, we studied the varia-
tion of CMC concentrations and capillary number upon droplet size. It is observed 
that droplet size tends to decrease with an increase in CMC concentration, while for 
the same CMC concentration, it increases with an increase in flow rate ratio. 
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Validation of a Piezoelectric Sensor 
and Arduino-Based Wearable Device 
for Knee Joint Health Assessment 

Dhirendra Kumar Verma , Mirsaidin Hussain , Poonam kumari , 
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1 Introduction 

The knee joint is a load bearer and contributes to all dynamic functions of the human 
body. It involves flexion–extension, rolling-hinge movement, and gliding in the ante-
rior–posterior between femoral and tibial condyle surfaces [1, 2].  Any kind of joint  
deformity reflects a result of unbalanced bodyweight distribution and mostly an 
abnormal gait pattern. The most prominent knee joint disorder is knee osteoarthritis 
(OA) and it is a disease that grows with the increasing age in people and often 
occurs in females [3]. The femoral condyle and tibial condyle rubbing against one 
another and the patella gliding causes acoustic signals to be produced. Because the 
line of action of load passes through the medial side of the joint during a normal gait 
cycle, this side of the joint is most frequently affected [4, 5]. This age-related, irre-
versible disorder could lead to circumstances that require a total knee replacement 
if an early diagnosis is not established. This disease affects the structural tissues, 
and as it slowly progresses, it develops into a chronic condition. Osteoarthritis (OA),
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which is predominantly brought on by cartilage breakdown, evolves into an irre-
versible stage if effective therapy is not quickly provided [6–8]. The diagnosis of 
this disorder is possible mostly using X-ray and other imaging techniques [9]. Most 
of the imaging techniques are suitable for diagnosis but have certain limitations in 
terms of their functional equipment requirements, higher cost, and radiation in a 
few cases [10]. A further limitation in the image-based diagnosis is that they do 
not provide any significant information related to osteoarthritis and associated pain 
in daily life activity [11]. In addition to the existing diagnostic methods, another 
technique can be used for detecting knee OA which is known as vibroarthrography 
(VAG). This is used to record knee joint grating sound named as crepitus. It is a 
kind of sound sensation generated by the knee joint itself due to friction between the 
cartilage and bone. This stage often comes after joint degeneration with increasing 
age [12]. Blodgett [13] and Walters [14] are the pioneer researchers in the field 
of vibroarthrography who gave the concept of knee joint sound recording and its 
processing for disease detection. Over the hundred years, this technology becomes 
more reliable with continuous improvements in signal refinement as well as sensor 
developments. The cited literature in this study [15–17] contains information on the 
evolution of vibroarthrography as a diagnostic tool and its related fields. The use of 
accelerometers and wearable device fabrication with miniaturized sensors has been 
accelerated and opened a broad scope of OA detection [18]. Another development 
has occurred in the direction of multichannel VAG signal recording in which a series 
of sensors are placed together on the skin surface and grating sound is caught from 
different knee locations. This multichannel approach is informative regarding spatial 
dependencies and analysis of bone underlying conditions [19, 20]. There are mostly 
two types of sensors used in the previous studies: accelerometers and microphones. 
The microphone initially measures the change in pressure. In the case of the knee 
joint, the microphone measures the effect of change in air volume in terms of acous-
tical energy inside the joint tissue due to the joint articulation [21]. Accelerometers 
have their different advantages like being lightweight, less sensitive to noise, and 
providing the direct output of the measured input in (m/s2) [22]. Therefore, the use 
of piezoelectric material-based accelerometer sensors is widely used for VAG signal 
recording. The use of an accelerometer in VAG recording initially requires a hard 
even surface because there is a dampening effect that comes into the picture due to the 
soft tissues of the knee joint. The patellar contact, condyle surfaces, and tibial condyle 
surface jointly provide a location of hard even surface for the sensor placement to 
compensate for the damping effect of produced joint sound due to the presence of 
soft tissues and ligaments [23]. Noise is always present to affect the performance of 
the accelerometer or microphone during VAG signal recording. However, it is quite 
intensive against the motion artifacts in the case of accelerometers in comparison to 
the microphone [24]. The initial step is to record a VAG signal and then its post-
processing using various digital signal processing methods available. The primary 
objective is to differentiate between healthy and pathological subjects by analyzing 
these signals. Few other studies are also reported for the severity of disorder iden-
tifications and identification of injury location in the joint using VAG [25]. There 
will be multiple effects on the VAG signal processing due to various factors like the
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Fig. 1 Knee joint 
vibroarthrography schematic 

number of placement sensors used in the sound recording, the type of the sensor 
used, and the decided scientific target. Several studies are reported in the direction 
where authors aimed for subject classification into groups and on the other side few 
are reported in the direction of cartilage thickness evaluation, and methodology used 
in VAG signals analysis [26, 27]. In the current work, a contact microphone (CM-
01B) based wearable device is fabricated for the knee joint VAG signal analysis. 
The primary objective is to develop a circuit from the elementary stage and convert 
it into the final device by fabricating a printed circuit board. The amplifier is also 
designed for the signal amplification and data in the form of voltage output w.r.t. time 
is recorded in the SD card module attached to the device. The device performance 
is initially validated at different predefined input frequencies and later it is tested on 
the human knee joint for VAG signal recording. The complete procedure from signal 
acquisition to feature extraction is shown in Fig. 1. 

2 Materials and Methods 

2.1 Device Fabrication 

In this work, a compact wearable device consisting of a piezoelectric sensor and 
an Arduino Nano has been fabricated. The piezoelectric sensor has been used in the 
form of a microphone that senses sound vibrations through contact with solid objects. 
The piezoelectric microphones transduce only acoustic emission that generates from 
the sound wave striking a surface and it is not sensitive to air vibrations. An Arduino 
Nano is a compact, small microcontroller. The two different versions of Nano are 
ATmega 328 and ATmega168. In an Arduino Nano, there are 22 input/output pins in 
total, among which 14 pins are digital, and 8 are analog pins. Among the 14 digital 
pins, 6 are Pulse Width Modulation (PWM). The variation of the operating voltage is 
between 5 and 12 V. The electronic components have been combined for the primary 
circuit development and to detect the grating sound obtained from the knee joint, the 
signal has been amplified. The final circuit has been converted into a printed circuit
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Fig. 2 Schematic of basic components to a final wearable device and sensor placement 

board (PCB) and the casing of the product has been designed in SolidWorks followed 
by 3D printing. The final device with all its components has been shown in Fig. 2. 

2.2 Participants 

In this study, twenty-two human subjects (fifteen males (29.33 ± 11.91 years, 67.45 
± 10.01 kg, 170.73 ± 8.24 cm) and seven females (29.29 ± 3.64 years, 63.71 ± 
9.52 kg, 155.34 ± 6.10 cm)) are recruited for participation. For all the subjects, 
inclusion and exclusion criteria have been carefully followed. The inclusion criteria 
initially cover the willingness of the participant to become a study subject and to 
wear the acoustic emission setup for data collection. Each subject must be able to 
understand the research protocol for signing the ethical consent and must be able 
to perform the joint exercises with manual dexterity. The exclusion criteria were 
also strictly followed for data collection and according to the criteria, the subjects 
should not have any leg pain, a current musculoskeletal injury, or cognitive deficits. 
Also, ethical consent has been taken from all the subjects before performing the 
experiment. The approval for conducting the experiments has been taken from the 
Institute Human Ethical Committee (IHEC), IIT Guwahati.
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2.3 Data Collection Protocol 

In knee health assessment, to catch the grating sound using vibroarthrography, it is 
important to place the sensor in the correct position such that accurate output could be 
obtained. Thus, the piezoelectric microphone sensor is placed below and outside of 
the patella in the knee joint, as the anatomical distance of the joint becomes minimum 
at this position [28]. After placing the sensor in the specified position, each subject sits 
on a chair in a relaxed position. To collect joint sound in the knee joint with the help 
of the fabricated device, the subjects are trained to perform the sit-stand-sit (S-T-S) 
motion which is an active weight-bearing exercise. Each subject is asked to perform 
five S-T-S cycles in one trial. A cycle starts with the initial sitting position followed 
by standing and then again sitting. While a subject starts standing, the subject must 
undergo ascending acceleration and ascending deacceleration phase. Similarly, while 
going from standing to sitting position, the subject undergoes descending acceleration 
and descending deacceleration phase. Thus, these four phases complete a cycle. Each 
cycle is completed within a range of 4.5–6 s by synchronizing the motion of the 
subjects with the metronome. To distinguish the variation of voltage signal output 
with respect to different phases in a cycle, a self-developed Inertial measurement 
unit (IMU)-based digital goniometer has also been used. 

3 Results and Discussion 

3.1 Device Performance Validation 

As shown in Fig. 3 the fabricated wearable device has been tested through a digital 
oscilloscope. For this goal, an online tone generator has been used using a laptop and a 
speaker on which the contact microphone is attached. The sensor surface was exactly 
stuck to the diaphragm of the speaker and tested on different generated sinusoidal 
sound waves of different frequencies. The aim of this experiment was to validate the 
input frequency from the tone generator with the output of the contact microphone 
and the result was verified on the screen of a digital oscilloscope. Here the objective 
was to verify the performance of the device through the arbitrarily generated sound 
waves at different frequencies. An instantaneous click of the signal was recorded 
from the oscilloscope and simultaneously the sensor output was stored in the SD 
card attached to the device.

Figure 4 shows the output of the fabricated device at 200 Hz sinewave generated 
from an online tone generator. The data sampling duration is 2.8 s and the instanta-
neous signal was recorded on the oscilloscope simultaneously the generated voltage 
of approximately 3 V was also recorded in the device. The first observation was seen 
on the oscilloscope as the output frequency was obtained to be 199.8 Hz. Further, 
the recorded data in the device was post-processed in MATLAB (R2021a) and it was 
observed in the fast Fourier transform analysis the output frequency is 201.93 Hz



334 D. K. Verma et al.

Fig. 3 Device validation through digital oscilloscope

at a decibel value of 74.95 dB. This observation indicates the approximately same 
frequency output validation from two different methods at the same time in the exper-
iment. This experiment was repeatedly performed for the other frequency inputs also 
and similar results output was obtained.

3.2 Device Output from the Knee Joint 

Figure 5 shows the results from a subject who performed a sit-stand-sit motion for 
five continuous cycles for the duration of 28 s approximately. The position of the 
contact microphone and the IMU sensors is also clearly shown in Figs. 2 and 5. Here  
the three different outputs are shown in the one figure with the same time frame. Knee 
joint angle and its angular velocity were also measured using a digital goniometer in 
the same time duration for five cycles. The sensor output was measured in terms of 
millivolts and recorded at its maximum value up to 8 mV. In Fig. 5, it can be seen that 
the velocity and angle output is clearly distinguished by the output of sensor voltage 
and motion phases in five cycles individually. The output velocity can distinguish the 
four motion phases in each cycle. Comparing the variation of the output voltage with 
respect to the different motion phases, it has been observed that the value of output 
voltage becomes higher while the subject starts moving from the sitting position to 
the standing position from a chair.
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Fig. 4 Sensor output validation at 200 Hz sinusoidal sound wave

3.3 Frequency Spectrum Analysis 

The output signal voltage obtained during the weight-bearing S-T-S exercise has 
been post-processed to find the fast Fourier transform (FFT) and the corresponding 
Short-time Fourier transform (STFT). From the FFT analysis, the peak frequency 
components have been obtained during the movement of the healthy subject from 
sitting position to standing position as shown in Fig. 6a. It is also justified by the higher 
value of voltage output of the vibroarthrography signal during the same duration as 
shown inFig.  5. Figure 6b shows the STFT of the output signal voltage which provides 
the time-localized frequency information where the frequency component of a signal 
varies over time. The STFT divides a longer time signal into small segments and then 
calculates the FFT of individual segments as represented on the spectrogram. The 
range of peak amplitude of all the healthy subjects has been obtained within 40– 
45 dB. Moreover, the peak frequency of all the subjects has been obtained to be less 
than 100 Hz. The obtained results have been validated from the earlier published 
research [29, 30].
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Fig. 5 Joint angle-based vibroarthrography from the knee joint

Fig. 6 a FFT analysis for a healthy knee subject; b STFT spectrogram from a healthy subject
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4 Conclusion 

This study demonstrated the utility of a VAG signal analysis to perform a knee 
joint health assessment. The use of a contact microphone is a preliminary develop-
ment in this work for the joint sound recording. It can be revealed that wearable 
device fabrication is decisively possible using Arduino microcontrollers of different 
versions. However, other advanced developments are also possible using a higher data 
processing rate microcontroller like Raspberry Pi of their different versions. Future 
developments in the use of broadband sensors, sophisticated and high-frequency 
microphones, and Bluetooth or wireless technology-enabled joint health monitoring 
systems will be evaluated against the successful validation of the frequency output. 
Vibroarthrography-based knee joint health monitoring is an effective approach for 
taking home healthcare system in which an individual can self-assess the joint health 
and preventive care and treatment modalities can be adopted or can be suggested by 
the physicians. 
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1 Introduction 

Alzheimer’s disease (AD) is an epitome of neurodegenerative disorder that impacts 
the overall cognitive function of the elderly. As a result, people tend to lose their 
memory much faster and quite often. Alzheimer’s disease can affect the brain at 
multiple stages. Based on the brain condition, the patient can belong to one of the 
stages, including cognitively normal (CN), mild cognitive impairment (MCI), normal 
control (NC), and healthy control (HC). Early AD detection is critical to enhancing 
people’s lives and establishing effective care. The detection techniques tend to iden-
tify the stages and classify the severity of the disease, which are further catego-
rized based on classification accuracy. Achieving higher accuracy and precision in 
differentiating healthy aging from early signs of AD is challenging [1]. 

Many techniques have been proposed to facilitate the early detection of AD. 
Primarily, the effectiveness of a proposed technique is evaluated on the available 
datasets. The primary datasets involved in procuring the data images for the purpose 
of experimentation are Alzheimer’s disease neuroimaging initiative (ADNI) [2], open 
access series of imaging studies (OASIS) [3], and minimal interval resonance imaging 
in Alzheimer’s disease (MIRIAD) [4]. These datasets provide magnetic resonance

M. Chouhan (B) 
Department of Automation, Banasthali Vidyapith, Jaipur, India 
e-mail: btbtn20065_mallika@banasthli.in 

M. Pareek 
Department of Computer Science, Banasthali Vidyapith, Jaipur, India 
e-mail: pmeenakshi@banasthali.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
L. M. Pandey et al. (eds.), Healthcare Research and Related Technologies, 
https://doi.org/10.1007/978-981-99-4056-1_23 

341

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-4056-1_23&domain=pdf
mailto:btbtn20065_mallika@banasthli.in
mailto:pmeenakshi@banasthali.in
https://doi.org/10.1007/978-981-99-4056-1_23


342 M. Chouhan and M. Pareek

imaging (MRI) and positron emission tomography (PET) scan images. ADNI has 
been used in the majority of the works for dataset collection, which provides both 
types of scans. MIRIAD provides only MRI scans as part of the dataset, and OASIS-
1, which is a sub-part of the OASIS dataset, has been used to provide MRI scans of 
young and middle-aged along with nondemented and demented older generations. 

For AD detection, many techniques have been proposed in the literature [6–11]. 
These works have mainly used the MRI modality for the database images. The 
methods described by Priya et al. [6], and Kumar et al. [7] discuss the comparative 
methods of determining the severity of the disease. Wang et al. [8] introduced the 
network-based methods to achieve the classification of AD and HC. The models 
proposed by Zhang et al. [9] and Jin et al. [10] quantify their results regarding 
structural similarity index measure (SSIM), peak signal-to-noise ratio (PSNR), mean 
absolute error (MAE), and mean Squared Error (MSE) index values. 

Deep learning (DL) based methods are found to be effective for image-related 
applications. Some examples are object detection, medical image analysis, crop yield 
analysis in agriculture, and traffic prediction. Many researchers have used DL for AD 
detection. Kang et al. [12] use the deep-learning-based reconstruction approach on 
F-18 florbetaben (FBB) positron emission tomography (PET) scans close to the CNN-
based technique for detection and classification. Many researchers have proposed the 
newly devised techniques, which are based on convolutional neural network (CNN) 
[14–22]. 

The CNN-based techniques have mainly used PET and various MRI modalities for 
the database images. Khagi and Kwon [14], and Feng et al. [15] have proposed their 
own frameworks which perform classification among various stages. Islam et al. [16], 
Hosseini-Asl et al. [17], and Kruthika et al. [18] have used the 3D-CNN technique 
on PET, structural MRI (sMRI), and MRI modalities. Amini et al. [19] compare 
various techniques with CNN, showing that CNN produces results with maximum 
accuracy. Farooq et al. [20] have tested the CN-based framework’s accuracy for 
different architectures, and GoogleNet gave the highest accuracy. AbdulAzeem et al. 
[21] have generated results based on binary and multi-classification of AD and CN. 
Savaş [22] does not mention any specific detection technique but has compared 
different architectures based on accuracy, loss, and standard deviation. 

Researchers have compared various aspects of AD detection techniques [23– 
32]. Weller et al. [23] have reviewed imaging techniques as well as invasive clin-
ical methods for AD detection based on the diagnostic accuracy. They have not 
considered the recent developments in deep learning (DL) techniques. Some surveys 
focus on a specific technique. For example, Acer et al. [24] review the litera-
ture on manual methods of volumetric change quantification of MRIs. Recently, 
deep learning techniques have gained traction in performing AD detection through 
imaging techniques. 

The reviews presented in [25–32] focus on the DL-based AD detection tech-
niques. Ahmed et al. [25] reviewed machine learning (ML) techniques for AD 
detection and classified them as conventional machine learning approaches and deep 
learning approaches. Tanveer et al. [26] have surveyed three ML techniques, namely 
support vector machine, artificial neural network, and Gautam and Sharma [27]
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reviewed the DL techniques used in detecting eight different neuropsychiatric and 
neurological diseases including Alzheimer’s disease. Al-Shoukry et al. [28] have  
presented a brief review on DL techniques and datasets used for AD detection. 
Various researchers compared works considering various DL-based methods, and 
found that CNN performs superior to the other methods [29–32]. 

In this chapter, we primarily classify the proposed AD detection techniques under 
the heads of non-CNN-based and CNN-based techniques. We provide a brief review 
of the major AD detection techniques covering non-CNN-based as well as CNN-
based detection techniques. Under the non-CNN-based techniques, the comparison 
is made on the basis of structural similarity index measure and peak signal-to-noise 
ratio index values. CNN-based works have been compared on the basis of respective 
accuracies achieved. Next, we present the organization of the chapter. 

1.1 Organization of the Chapter 

The research work carried out by various authors has been classified in non-CNN 
and CNN-based approaches. Discussion and comparison of the non-CNN-based 
techniques have been presented in Sect. 2. Section 3 presents a brief introduction 
of the types of artificial neural networks (ANNs). CNN-based AD detection tech-
niques have been discussed in Sect. 4. Multiple methods and techniques have been 
summarized. Finally, the conclusions are drawn in Sect. 5. 

2 Alzheimer’s Disease Detection Using Non-convolutional 
Neural Network-Based Techniques 

Advanced neuroimaging techniques are used for AD detection. Different imaging 
modalities for AD detection include MRI, functional MRI (fMRI), Structural MRI 
(sMRI), PET, fluoro-deoxy-D-glucose (FDG) PET, single photon emission computed 
tomography (SPECT), CT scan, and X-ray. The purpose is to achieve a non-invasive 
and reliable AD diagnosis. Not one modality is sufficient for AD detection as each 
modality has its benefits and limitations. Johnson et al. [5] have presented a systematic 
comparison of each modality, its advantages, and limitations. Furthermore, physical 
quantity, such as brain volume, is estimated from these images to detect AD. The 
noise present in the image makes this estimation task challenging. In this section, 
we present works using these neuroimages for predicting AD. 

Priya et al. [6] and Kumar et al. [7] have followed the relative classification practice 
for AD detection. Volume estimation of segmented brain tissue has been done in [6] 
along with the calculation of total volume of brain tissue. The proposed method falls 
under the automatic brain volume estimation technique. It is less time-consuming and 
less laborious as compared to existing manual brain volume estimation techniques.
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Also, in their proposal, contrast to other automatic methods, the preprocessing of 
images is done uniformly and no fine-tuning was needed. Kumar et al. [7] have  
applied a hybrid approach of segmentation using k-mean clustering and graph-cut 
approach followed by the classification using game theory. 

Wang et al. [8] put forward a visual geometry group (VGG)-inspired network 
and 18-way data augmentation (DA). Results were obtained in terms of F1 score, 
Fowlkes–Mallows index, Matthews correlation coefficient, and area under the curve. 
The proposed Alzheimer’s disease VGG-inspired attention network (ADVIAN) gave 
better results when compared with 11 existing techniques, and an 18-way DA is 
utilized to prevent overfitting of the training set. A pixel counting-based method 
(PCBM) was proposed on three different datasets in [8]. The classification resulted 
in PCBM calculating more volume than statistical parametric mapping (SPM). The 
deep-CNN is used as a classification technique instrumental in classifying the disease 
for making proper diagnostic decisions. 

Zhang et al. [9] and Jin et al. [10] classified the results concerning PSNR, SSIM, 
MAE, and MSE index values. A 3D end-to-end generative adversarial network 
(BPGAN) has been proposed by the synthesis of brain PET from MRI scans in 
[9]. The results obtained resulted in high PSNR and SSIM index and low MAE 
values. Compared to stand-alone MRI, the combined MRI with synthetic PET scans 
improved accuracy by 1%. A framework called generative adversarial networks 
constrained multiple loss autoencoder (GANCMLAE) is discussed in [10] for  
individual brain atrophy detection. 

Ramana and Nandhagopal [11], aimed at the segmentation of AD region from 
MRI, have proposed the efficient fuzzy C means adaptive thresholding (EFCMAT) 
algorithm. The exact region of interest is segmented, and results indicate the proposed 
method has an accuracy of 98% compared to the existing method having 82% accu-
racy. Table 1 summarizes these non-CNN-based techniques based on data set type, 
modality, technique used, result obtained, accuracy, and classification.

3 Overview of Artificial Neural Network Techniques 

Artificial neural networks are the broad category of machine learning which encom-
passes various types of deep learning algorithms. Mainly ANNs are composed of 
hidden layers in between input and output layers. ANNs are further classified based on 
the number of hidden layers, the connection between layers, and how the information 
is processed. 

Deep learning is an algorithm that learns multiple levels of abstraction. DL’s 
ability to learn a large amount of data makes it very useful for various applications, 
especially for audio and video processing. Next, we discuss some significant types 
of ANNs in DL.
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Table 1 Various techniques used for the classification of AD based on non-CNN techniques 

Refs. Data set 
type 

Modality Technique Result/Accuracy Classification 

[6] MIRIAD, 
ADNI, 
Real-time 
images 

MRI Pixel 
counting-based 
method 

Volume of PCBM 
more than SPM 

AD versus CN 

[7] OASIS MRI k-mean clustering, 
graph-cut, game 
theory 

More than 98% AD versus MCI 
versus CN 

[8] OASIS-1 MRI VGG-inspired 
network 

97.76 ± 1.13 AD versus HC 

[9] ADNI MRI 3D end-to-end 
network 
BPGAN 

High PSNR (26.92/ 
25.08); Low MAE 
(0.0318/0.0396); 
High SSIM (0.7294/ 
0.6646) 

AD versus MCI 
versus CN 

[10] ADNI MRI GANCMLAE 
model 

Best performance 
on SSIM (0.934 ± 
0.006); PSNR 
(31.04 ± 0.09); 
MSE (0.0014 ± 
0.0001) 

AD versus MCI 

[11] ADNI MRI Efficient fuzzy C 
means adaptive 
thresholding 

98% Not stated

3.1 Deep Neural Network 

A Deep Neural Network (DNN) is a multi-input–output layer network, a subpart 
of the ANN. Different neural networks exist which can model complex non-linear 
relationships. Their standard components include neurons, synapses, weights, biases, 
and functions. 

DNNs are feedforward neural networks (FFNNs) in which data flows from the 
input layer toward the output layer without forming a loop between the layers. 
It contains at least one hidden layer sandwiched between the input and output 
layers. DNN uses fully connected layers, i.e., all the neurons between the layers 
are connected. A typical DNN architecture is shown in Fig. 1. DNN is mainly used 
for regression and classification of unstructured data.

Major drawbacks of DNNs include a large number of parameters, large memory 
requirements, and a lack of local information processing.
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Fig. 1 Deep neural network architecture

3.2 Recurrent Neural Network 

A Recurrent Neural Network (RNN) is another class of ANN. It models temporal 
information. In RNN, nodes are connected as directed graphs, and loops between 
layers are present (Fig. 2). This allows for the information to flow back. RNN 
processes the information based on the current input and the past information. It 
is mainly used in handwriting, speech, and video recognition.

In RNNs, the value of the gradient diminishes or explodes exponentially, and 
information diminishes over the long term. These drawbacks put a restriction on the 
number of hidden layers used. 

3.3 Convolutional Neural Network 

A convolutional neural network, also a class of ANN, addresses the issues with RNN. 
CNN is utilized for 2D data classification and recognition. It consists of a hidden 
layer connecting input and output layers, including multiple convolutional, pooling, 
fully connected, and normalization layers (Fig. 3). Feedforward and backpropagation 
methods allow correct neuron error computation, adjustment, and data fitting. The 
computer is fed with labeled content, consistently correlating visual patterns with
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Fig. 2 Recurrent neural network architecture

Fig. 3 Convolutional neural network architecture 

particular labels, thus performing tasks by analyzing training examples. During the 
neural net training, parameters are randomly assigned and continually adjusted until 
consistency is obtained. 

CNNs are found to be very effective in analyzing visuals. Many researchers have 
explored CNN-based techniques in the detection of AD. In the next section, we 
discuss these works in detail.
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4 Convolutional Neural Network-Based Alzheimer’s 
Disease Detection Techniques 

Neuroimaging techniques produce high-volume and complex images. For example, 
MRI generates high-volume 3D images of the brain. Manually analyzing these 
images poses challenges in terms of effort and accuracy. For more precise diagnosis, 
computational resources available today can be used effectively to get quantitative 
results. These results can further be used by the expert, in addition to the patient’s 
personal history, to provide a final diagnosis. This will improve the diagnosis accu-
racy and precision as well as reduce the diagnosis time. Early detection of AD will 
help the patient get early treatment and address safety issues, e.g., driving alone, 
wandering, etc. 

Deep learning has recently gained popularity among researchers in AD detection. 
Among various DL techniques, CNN has shown a significant improvement in early 
AD detection. In this section, we mainly focus on the works related to the CNN-based 
techniques used in AD detection. 

Kang et al. [12] discussed a deep-learning-based image reconstruction approach 
using quick data acquisition for F-18 florbetaben (FBB) positron emission tomog-
raphy (PET) images. To model the real-world images, computer-generated synthetic 
images have been used. The SSIM index for the synthetic images improved from 
0.8818 to 0.9939; thus, short-scanning protocols for clinical applications are possible. 
Sathiyamoorthi et al. [13] consider noise present in the MRI images obtained 
and applies 2D adaptive bilateral filter image restoration technique. They used 
deep CNN for classification of AD and compared the performance with K-nearest 
neighbor (KNN) algorithm. DCNN was found to perform far better than KNN-based 
classification with more than 98% accuracy. 

Khagi and Kwon [14], and Feng et al. [15] have proposed their own frameworks; 
3D CNN has been explored by adding the depth characteristic to 2D CNN in [14]. 
Results show high dependence of the deep learning process on training materials. 
Despite the fact that the trained CNN does not represent a complex human brain 
structurally, it is sufficient enough to classify the MRIs, based on the partitioned 
features in the convolutional layers. A framework has been designed in [15] using  
3D CNN and fully stacked bidirectional long short-term memory (FSBi-LSTM). 
The method averages 94.82, 86.36, and 65.35% for differentiating AD from NC, 
progressive mild cognitive impairment (pMCI) from NC, and stable mild cognitive 
impairment (sMCI) from NC.
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Islam et al. [16], Hosseini-Asl et al. [17], and Kruthika et al. [18] have used 3D  
CNN in their models. In [16], brain PET scans have been used to develop 3D deep 
CNN using visualization techniques. Results were mapped using heatmap generation 
and analyzing distributed and concentrated mapping results. Visualization was more 
focused in comparison to the classification of the results. 3D deeply supervised 
adaptive CNN for AD classification and prediction is used in [17]. Results indicate 
that the technique surpasses other state-of-art methods. Computer-aided diagnosis 
techniques with Content-Based Image Retrieval (CBIR) have been used in [18] along 
with 3D-Capsule Networks (CapsNets), and 3D CNN architecture. 

Amini et al. [19] contrast various machine learning methods and CNN architec-
tures. KNN, decision tree (DT), support vector machine (SVM), linear discrimination 
analysis (LDA), and random forest (RF) have been considered for comparison. 

Farooq et al. [20] have put forward a four-way deep-learning pipeline into AD, 
MCI, late MCI (LMCI), and NC. The proposal analyzes the similarity between the 
human visual cortex and CNN. Classification accuracy was reported to be increased 
by 4%. The sensitivity obtained for all three classes was 97.9% and even higher 
for LMCI. Table 2 mentions the detailed performance of the proposed framework 
for each model. AbdulAzeem et al. [21] proposed a five-layer framework for CNN-
based AD classification. The framework first achieves acquisition and annotation, 
then after preprocessing and augmentation, cross-validation, CNN model, and AD 
classification is done. Binary- and multi-classification accuracies are mentioned in 
Table 2. The abbreviations used in the chapter are summarized in Table 3 for ease of 
reading.

Using CNN architecture, the performances of 29 pre-trained models were collated 
by Savaş [22]. Each model was evaluated for accuracy, and for each class measured 
specificity, the precision, and sensitivity rates. The highest accuracy of 92.98% was 
provided by the EfficientNetB0 model. The highest precision value of 89.78% was 
obtained by EfficientNetB3 model, highest sensitivity of 97.28% was achieved by 
EfficientNetB3, and highest specificity of 94.42% was brought out by EfficientNetB2 
model. 

The AD detection technique classification, listing non-CNN and CNN-based 
techniques, has been presented in Fig. 4.
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Table 2 Various techniques used for classification of AD based on CNN techniques 

Ref Data set 
type 

Modality Technique Result/Accuracy Classification 

[12] ADNI FBB 
PET 

Deep 
learning-based 
reconstruction 
approach 

SSIM index for the 
synthetic images 
increased from 0.8818 
to 0.9939 

Not stated 

[13] ADNI MRI 2D adaptive 
bilateral filter 
algorithm, 
adaptive 
histogram 
adjustment 
algorithm, Deep 
CNN 

More than 98% Not stated 

[14] ADNI MRI 
PET 

divNet More than 90% AD versus CN 
versus MCI 

[15] ADNI MRI 
PET 

FSBi-LSTM LSTM can effectively 
alleviate the gradient 
vanishing problem 

AD versus NC, 
pMCI versus 
MC, and sMCI 
vsNC 

[16] ADNI PET 3D CNN Focus on the temporal 
lobe area, including the 
hippocampus for CN/ 
AD classification 

CN vs AD 

[17] ADNI sMRI 3D-DSA-CNN Model predicts the AD 
more accurately than 
other state-of-the-art 
predictors 

AD 

[18] ADNI MRI 3D CNN, 
CapsNets 

98.42%, 94.06% (for 
AD vs. NC) 

AD, MCI, NC 

[19] ADNI fMRI KNN, SVM, DT, 
LDA, RF, CNN 

77.5, 85.8, 91.7, 79.5, 
85.1, and 96.7%, 
respectively 

AD 

[20] ADNI MRI CN based 
framework 

GoogleNet—98.88%; 
ResNet-18—98.01%; 
ResNet-152–98.14%; 
Accuracy—4% 

AD, LMCI, 
MCI, CN 

[21] ADNI MRI CNN Classification 
Binary–99.6, 99.8, and 
97.8%; Multi—97.5% 

AD versus CN 

[22] ADNI MRI Not stated Highest Accuracy: 
92.98% 
(EfficientNetB0); 
Lowest Loss: 0.0145 
(ResNet50); Std 
deviation: 0–0.02 

AD versus MCI 
versus CN
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Fig. 4 Alzheimer’s disease detection techniques 

5 Conclusions 

Making quantitative assessment and classification of AD is a challenging task. 
Various computational models are being developed to tackle this issue involving non-
CNN and CNN-based techniques. We briefly reviewed some of the popular methods 
in this area and compared them to provide a clear picture of this research area. The 
published research works use different features to predict AD, use different datasets, 
different modalities, different methodologies to extract features, and their classifica-
tion techniques are also different. Furthermore, the proposed methods are applied to 
different cohorts. Hence, most of the published works can only be compared qualita-
tively. In this chapter, we have given a detailed account of the works on the basis of 
modality, dataset used, technique applied, detection accuracy, obtained results, and 
classification for non-CNN-based methods and CNN-based methods (Table 3).

It is observed that CNN-based techniques are more effective in the early detection 
of AD. The major bottleneck for CNN-based work is the availability of sufficient 
samples to train the CNN. In future, the researchers may evaluate the effectiveness of 
combining non-CNN-based and CNN-based techniques. These computational efforts 
will further enable the risk detection of early dementia, provide early treatment, and 
reduce self-harm risk and mortality among the elderly.
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Table 3 List of abbreviations 

AD Alzheimer’s disease 

ADNI Alzheimer’s disease neuroimaging initiative 

ADVIAN Alzheimer’s disease VGG-inspired attention network 

ANN Artificial neural network 

CBIR Content-based image retrieval 

CN Cognitively normal 

CNN Convolutional neural network 

CT Computed tomography 

DA Data augmentation 

DL Deep learning 

DNN Deep neural network 

DT Decision tree 

EFCMAT Efficient fuzzy C means adaptive thresholding 

FBB F-18 florbetaben 

FDG Fluoro-deoxy-D-glucose 

FFNN Feedforward neural network 

fMRI Functional MRI 

FSBi-LSTM Fully stacked bidirectional long short-term memory 

GANCMLAE Generative adversarial networks constrained multiple loss auto encoder 

HC Healthy control 

KNN K-nearest neighbor 

LDA Linear discrimination analysis 

LMCI Late mild cognitive impairment 

MAE Mean absolute error 

MCI Mild cognitive impairment 

MIRIAD Minimal interval resonance imaging in Alzheimer’s disease 

ML Machine learning 

MRI Magnetic resonance imaging 

MSE Mean squared error 

NC Normal control 

OASIS Open access series of imaging studies 

PCBM Pixel counting-based method 

PET Positron emission tomography 

pMCI Progressive mild cognitive impairment 

PSNR Peak signal-to-noise ratio 

RF Random forest 

RNN Recurrent neural network

(continued)
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Table 3 (continued)

sMCI Stable mild cognitive impairment 

sMRI Structural MRI 

SPECT Single photon emission computed tomography 

SPM Statistical parametric mapping 

SSIM Structural similarity index measure 

SVM Support vector machine 

VGG Visual geometry group
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DR-FL: A Novel Diabetic Retinopathy 
Grading with Federated Learning Using 
Fundus Images 

N Jagan Mohan, R. Murugan , and Tripti Goel 

1 Introduction 

Early disease detection improves the accuracy of disease diagnosis in the field of 
medical image analysis. Diabetes is caused by a lack of insulin, which causes blood 
glucose levels to increase. It affects 425 million people worldwide [1]. 

Diabetic Retinopathy (DR) is a diabetes condition that causes the retinal blood 
vessels (BV) to enlarge and spill liquids and plasma into retinal areas [2]. If DR 
progresses to an advanced stage, it might result in visual loss. DR causes 2.6% of 
vision loss worldwide [1]. People with diabetes who have been sick with the condition 
for a long time are more likely to get DR. Frequent retina examination is necessary 
for diabetic people to identify and manage DR early enough to avoid vision loss [3]. 
The presence of various sorts of lesions on a retina image is used to identify DR, 
such as microaneurysms (MA) [4], soft and hard exudates (EX) [5], hemorrhages 
(HEM), and abnormal BV [6] growth in optic disc (OD) [7]. Figure 1 shows the 
fundus images with the corresponding retinal lesions.

The initial symptom of DR is MA, which emerges as little red spherical spots on 
the eyeball due to a weakening in the BVs sidewalls. There are sharp borders, and 
the dimension is less than 125 µm. HEMs are larger patches on the retina with an 
irregular border of more than 125 µm in diameter. Plasma leaking causes hard EX, 
which looks like bright yellow patches on the retinal surface. They are situated in 
the retina’s outermost layer and feature sharp corners. Soft EXs are white patches on 
the eyeball generated by nerve fiber enlargement that appears oval or circular. 

Based on these abnormal retinal features, the DR is broadly categorized as non-
proliferative DR (NPDR) and proliferative DR (PDR) [3]. The NPDR is further
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Fig. 1 Typical fundus image 
with retinal lesions [8]

classified as mild, moderate, and severe. The stages of DR are briefly summarized 
in Table 1. Figure 2 shows a sample of DR images with grading. 

Automated solutions for DR identification are less expensive and time-consuming 
than traditional diagnosis [9]. Manual assessment is more likely to misinterpret and 
takes more time than automatic procedures. This paper examines contemporary deep 
learning (DL) based DR automated approaches for detecting and classifying DR. 
Also, this work proposes a new approach called federated learning (FL), an advanced 
DL technique for DR classification.

Table 1 DR severity levels 
Lesions DR severity 

No lesions found No DR (Healthy fundus) 

Mild NPDR The presence of MA only 

Moderate NPDR More than Mild with HEM 

Severe NPDR More than 20 HEM, venous bleeding 

PDR Neo vascularization 

Fig. 2 Typical fundus images with a No DR signs b Mild c Moderate d Severe e PDR [3] 
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The novelty of this work includes. 

• We propose a novel deep architecture for the central server model that categorizes 
the DR stages better. 

• The proposed model works better for low-resolution fundus images since the 
server model extracts global features and helps in effective DR classification. 

The rest of the paper is organized as follows: 
Section 2 explains the DL techniques proposed by the researchers for DR detec-

tion or grading. The proposed approach with detailed explanations is presented in 
Sect. 3. The DR database details and results obtained with the proposed framework 
are presented in Sect. 4. Section 5 concludes the paper with future works. 

2 Literature Review 

DL is a subset of ML algorithms. DL uses hierarchy layering of non-linear processes 
to learn unsupervised characteristics and categorization patterns. DL models help 
in computer-assisted medical diagnostic [10, 11]. The categorization, segmentation, 
recognition, extraction, and normalization of images are examples of DL applications 
in medical imaging. This section briefly explains the works done for the DR grading 
using DL techniques using fundus images. 

Xu et al. [12] proposed a CNN-based DR binary classification model. A total of 
1000 fundus images from the Kaggle Database were used and are resized to 224 
× 224 × 3. The database is increased using the data augmentation techniques such 
as scaling and rotation. This approach used several CNN layers to classify the DR 
and reported an accuracy of 94.5%. Quellec et al. [13] suggested a referable DR 
classification model using a pre-trained AlexNet. In this technique, the database is 
divided into two categories, namely referable DR (DR stage 2 or more) and non-
referable (Healthy or mild). This technique was evaluated on three databases, e-
Ophtha, Kaggle, and DIARETDB1. In this work, the fundus images were resized to 
448 × 448 × 3. This work reported an Area Under Curve (AUC) of 0.954. 

IDX-DR device combined with CNN is proposed in [14] for DR classification 
using 1748 fundus images belonging to the MESSIDOR-2 database. The database 
was increased using augmentation techniques in this work and reported a Speci-
ficity of 87%, Sensitivity of 96.8%. However, this model classifies only healthy and 
referable DR. A five-stage DR classification model was proposed in [15] using  the  
Kaggle database. In this work, the preprocessing steps included were resizing the 
fundus images to 512 × 512 × 3 and color normalization. The authors reported an 
Accuracy of 75% and a specificity of 95% with their custom CNN model. However, 
this model is tested only on a single database. The performance of the pre-trained 
networks such as Alexnet, InceptionV3, and VGG16 was studied in [16]. They have 
used only 166 fundus images from the Kaggle database, which were resized to 227 
× 227 × 3, 299 × 299 × 3, and 224 × 224 × 3, respectively, to train the pre-trained 
models. The accuracy reported in this work for DR classification is 37.43, 63.23,
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and 50.03%, respectively, for AlexNet, InceptionV3, and VGG16. However, this 
approach used only one database with a limited number of fundus images, making 
the model learn insufficient features in DR classification. 

Wan et al. [17] examined the performance of the pre-trained models in DR clas-
sification. The pre-trained networks used in this work include VGG-16, Alexnet, 
Googlenet, and Resnet. This work used the Kaggle DR dataset, which comprises 
35,126 fundus images, to train the models to recognize DR phases. The final FC 
layer and hyperparameters were fine-tuned to excellently improve the model’s perfor-
mance. The fundus images were enhanced, clipped, and normalized during the 
preprocessing phase. VGG-16 had better performance than other models, with an 
accuracy of 95.68%, an AUC of 0.9786, and a specificity of 97.43%. However, using 
many datasets improves the reliability and generalizability. 

A modified KAZE technique is proposed in [9] for early DR detection with a 
reliable and quick localization of the EX in fundus images retrieving the feature 
points using extreme learning machine auto-encoders. The primary phases of the 
suggested technique were preprocessing, OD localization, dimensionality reduction, 
and EX localization. This technique was tested on MESSIDOR, DIARETDB0, 1, 
e-Ophtha, and a locally acquired retinal database. This technique achieved 96.5% 
sensitivity, 96.4% specificity, and 97% accuracy. Mohan et al. [3] proposed a unique 
four-step feature selection approach for DR classification using deep ensemble 
features. The entropy images raise the effectiveness of the fundus attributes in the 
first stage. The deep ensemble model, a combination of Vgg19, InceptionV3, and 
Resnet101, retrieved the feature space in the second stage. Then, efficient features 
were selected using a novel feature selection technique, neglecting the unuseful 
features. The computational complexity was reduced by picking relevant character-
istics using majority voting approaches. This technique was tested on IDRiD, Kaggle, 
and MESSIDOR-2 and reported an accuracy of 97.78%. 

In the literature, most of the works reported by the researchers were tested on a 
few databases. Most of the works are limited to the specific database only. Therefore, 
testing the models on various databases is required to generalize the model. One of 
the biggest challenges in medical imaging is to collect a real-time database. There 
are several restrictions to collecting real-time fundus images from diabetic patients. 
Few of them include data privacy and security. The Health Insurance Portability 
and Accountability Act of 1996, which established requirements for medical profes-
sionals to retain, control, and utilize such data, gives patients legal protection to their 
data and patient data. When private details are destroyed, it is not easy to link data 
to a specific individual. On the other hand, privacy burglars can swiftly use associa-
tion methods to identify personal information. Therefore, there is a requirement for 
automated DR grading techniques with fundus data privacy and protection of patient 
data. Therefore, we have proposed a novel DR grading technique based on FL, which 
provides fundus data privacy and security as the client’s data is not shared with the 
central model. 

The contributions to this work include. 

• We adopted a Federated averaging (FA) algorithm to classify DR.
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• We have designed a central server model using deep layers, which provides better 
DR classification results. 

• The server model is designed so that even if the fundus image resolution is low, 
the model categorizes the DR better. 

• The proposed model is trained and tested on the APTOS (Asia Pacific Tele-
Ophthalmology Society) and Kaggle DR database. 

• We have presented the results obtained with the individual clients trained on the 
central server and the proposed model. 

3 Methods and Materials 

The proposed model for DR grading using the FA technique is shown in Fig. 3. A  
detailed explanation of the proposed approach is made in this section. This section 
details the database used in the current approach, followed by explaining the proposed 
model with a novel central server architecture. 

3.1 Database 

The proposed model is trained and tested using the APTOS [18] and Kaggle DR 
[19] databases. The APTOS database consists of 3662 training images and 1928 
testing images that help DR severity grading. Each database consists of five stages of 
DR fundus images, including healthy/standard fundus images. The standard retinal 
fundus images that do not have DR fall into the first type of DR. Each of the latter 
three categories reflects more significant retinal impairment than the previous one. 
The fifth category, proliferative DR, includes new BV’s in the retina or pre-retinal 
HEM samples. The Kaggle database consists of 88,702 fundus images of various DR 
grades. We have used 1500 images in the current work, with each grade consisting

Fig. 3 Generalized model 
for FA 
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of 300 images. We have used 1200 images to train and 300 images to test the model, 
dividing the database into an 80:20 ratio. 

3.2 Methodology 

We have considered a synchronized updating mechanism sent in rounds in this work. 
We have considered a fixed number of clients represented K that all have their local 
database. A random number of clients Cr is chosen at the start of every round. The 
central server delivers or updates the present model parameters to each client for each 
round. The experiment trials reveal that integrating more clients above a specific limit 
results in declining results and require massive computational resources. Therefore, 
we only picked a subset of our clients for effective DR grading. After that, each 
chosen client does local computations based on the global state and its database 
before updating the server. The server then changes (updates) its global level before 
repeating the operation. 

The objective of the DR grading model is to find the optimal value for Eq. (1). 

min
∅∈Rd 

f (∅) where f (∅) = 
1 

n 

n∑

i=1 

fi (∅) (1) 

In ML techniques, we consider the loss of the expectation on (Pi , Qi ) as  fi (∅) = 
loss(Pi , Qi,∅) with ∅ parameters. Here, the fundus database is partitioned over the 
number of clients K, with AK being the collection of fundus image indices on client 
K, with nK = |AK|. Therefore, Eq. (1) can be rewritten as Eq. (2). 

f (∅) = 
K∑

K=1 

nK 
n 

FK(∅)whereFK(∅) = 
1 

nK

∑

i∈AK 

fi (∅) (2) 

We have distributed the training images uniformly across all the clients in 
this work. In practice, many developments may be interpreted as modifying the 
stability of the approach (henceforth loss function) with various stochastic gradient 
descent (SGD) to make it more accessible to optimization via basic gradient-based 
approaches [20]. The gradient is calculated for a single batch selected randomly 
(client) per one communication round in FL. This enables the computation to be 
effective; however, it requires more rounds to train the model to achieve good results. 

As the number of clients increases in FL, the computational resource requirement 
increases. Therefore, in the present work, we have selected the optimal batch size 
with SGD. We adopted the FA technique in classifying the DR using a novel central 
server model in the proposed work. In this technique, the central server averages 
updated weights ∅t+1 ← ∅t − ρ

∑K 
K=1 

nK 
n gK, since

∑K 
K=1 

nK 
n gK = ∇  f (∅t ), and 

gK = ∇  FK(∅t ) Where ρ is a constant learning rate (LR) with Cr = 1. For every
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client K, the equivalent updates are given to the central server ∅t+1 ← ∅t − ρgK and 
then ∅t+1 ← ∑K 

K=1 
nK 
n ∅K 

t+1. In FA, the clients train on the central server using the 
local data iterating the local update ∅K ← ∅K − ρ∇ FK(∅K) several times before 
averaging. The computational cost of the proposed model is reduced using the number 
of communication rounds of 100 and a local batch size of 16 for client updates. 

3.3 Central Server Model 

This section explains the design of the novel central server model that helps grade 
the DR. Figure 4 shows the architecture of the server model. 

We have used CNN-based server model for DR classification. The central server 
model consists of two paths, namely short and main paths, that help better DR 
classification. The fundus images are resized to 256 × 256 before feeding the server 
model. The server model consists of five convolutional (Conv) layers, four max-
pooling layers, two fully connected (FC) layers, and a softmax and classification 
layers. The efficient fundus features are required for grading the DR. Therefore, 
the two paths in the server model provide efficient features that better describe the 
tiny details of the fundus image, such as MA. The short path provides better retinal 
lesions such as HEM and EX features. Based on the availability of the computational 
resources, most of the researchers resize the fundus images to a lower dimension. As

Fig. 4 The central server 
model 
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the resolution of the fundus image reduces, there are chances of degrading the quality 
of the retinal lesions. Also, the low-resolution images make the model susceptible 
to global noise. Therefore, to solve this issue, motivated by [21], we have designed 
a short path with 7 × 7 Conv layer 32 filters to improve the features gained from the 
early layers for better representations of global structures. 

4 Results 

The results obtained with the proposed work are discussed in this section with the 
performance metrics. 

4.1 Performance Metrics 

One of the most investigated fields globally in medical image processing is classifi-
cation issues. Almost all medical and industrial contexts have use cases. We need a 
measure that evaluates discrete categories in some way since classification algorithms 
provide discrete output. Performance metrics such as Accuracy (Acc) [22], Speci-
ficity (Sp), F1-score [23], and Precision (P) [3] assess a model’s performance and 
provide feedback on how excellent or terrible the classification is; however, they do 
so differently. Therefore, in the current work, we have measured the performance of 
the proposed approach using performance metrics that reveal the model’s suitability 
for DR detection. 

4.2 Experimental Results 

This section presents the experimental results obtained for DR classification with 
individual clients trained on the server model and the average of the updated clients 
on the server. In this work, we have distributed 1500 fundus data to three clients 
that receive 500 images in the IID (Independent Identical Distribution). 1200 fundus 
images train the central server and are tested with 300 fundus images using 100 
communication rounds. The performance of the proposed model is tested with indi-
vidual clients trained on the central server and the average of the central server trained 
with client data with updated weights. The results obtained with individual clients 
trained on central with fixed learning of 0.001 are depicted in Table 2. From Table 
2, it is observed that client1 achieved a low Acc of 89.71%, and client2 achieved a 
high Acc of 93.36%. The performance of the individual clients trained on the server 
model is shown in Fig. 5 in terms of the receiver operating characteristics curve.

We present an extended performance analysis of the proposed method with vari-
able LR. The results obtained with the server model using FA with different LRs
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Table 2 Performance of the individual clients trained on the central server 

Client Acc Sp P F1 score 

1 89.71 97.418 89.8 0.89 

2 93.36 98.4189 93.6 0.939 

3 91.39 98.1 91.4 0.916 

Fig. 5 The performance of 
the individual clients in 
terms of ROC

are depicted in Table 3. As depicted in Table 3, the results obtained with LR = 
0.001 provide better results than 0.1 and 0.01 with the 100 communication rounds. 
Figure 6 shows the performance of the proposed model with different LR using the 
ROC curve. The central model is trained with three clients in 100 communication 
rounds with a batch size of 32. 

Table 3 The performance of the proposed model in DR classification with variable learning rate 

LR Acc Sp P F1 score 

0.1 86.33 96.5738 86.6 0.869 

0.01 92 97.999 92.2 0.925 

0.001 93.8 98.4183 93.8 0.929
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Fig. 6 Performance of the 
proposed model with 
different LR using ROC 

5 Conclusion 

Diabetes causes diabetic retinopathy, which results in irreversible vision loss due to 
excessive blood sugar levels. Manually treating diabetic patients is time-consume 
and requires experts. Fundus image analysis helps to grade diabetic retinopathy. 
However, patients and the hospital don’t share sensitive data. Therefore, we need 
an automated diabetic retinopathy grading that provides privacy and security to the 
fundus data. In this work, we have proposed a DR-FL model that provides better 
diabetic retinopathy grading results with fewer communication rounds using the 
federating learning, providing privacy to the fundus data. In DR-FL, we have used a 
novel convolutional neural network as a central server that grades diabetic retinopathy 
effectively. We have considered three clients that train the server model with 1200 
images. The performance of the individual clients trained on the server model and 
the DR-FL model are discussed in the paper. The federated learning approach helps 
train the server model without sharing the actual data providing the data security. 
Training correct models on dispersed devices, and federated learning is the ideal 
security paradigm. 
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Efficacy of Various Feedback Gains 
by the Active Dynamics Vibration 
Absorber for Tremor Suppression Due 
to Parkinson’s Disease 

S. Mohanty and S. K. Dwivedy 

Keywords Dynamic vibration absorber · Tremor · HBM · Actuator · Feedback 

1 Introduction 

Tremors are involuntary movements of one or more body parts that are commonly 
seen in Parkinson’s disease (PD) patients. Tremors impact around 25 individuals per 
1 lakh people in India, and more than 4% of adults over the age of 40, or 24.91 
million people worldwide, suffer from tremors [1, 2]. The tremors in the patient 
target mainly the forearm, wrist, hand, and in some cases neck and other body 
parts [1–4]. Tremors in Parkinson’s disease patients are caused by a neurological 
or neural problem that is difficult to treat successfully with medical therapies such 
as medicines and surgery [1–5]. Though tremors are not life threatening, they signif-
icantly decrease the patient’s ability to do daily activities such as eating, writing, 
etc. Therefore, numerous mechanical-based attachments have been developed that 
are worn on the vibrating/tremoring body parts as a bracelet, ring, or smartwatch to 
minimize the persistent oscillatory motions [3–8]. Tremors affecting the PD patient’s 
hand are mainly essential tremors which are very common compared to their other 
forms. Gebai et. al. [3, 4] studied extensively the dynamics of the vibration or tremor 
suppression of a human hand by using passive DVA. Masoumi et. al. [5] fabricated 
a passive DVA with a 120 g weight in the form of a wearable device to suppress
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the tremors in the human hand due to PD. Rahnavard et al. [6] obtained the optimal 
parameters such as stiffness, damping, and distance of attachment of the passive 
DVA to suppress the tremors in the hand. They used H2 optimization techniques 
to obtain the optimal parameters of the absorber. Hashemi et al. [7] also worked  
on the optimization and showed both theoretically and experimentally that an 80% 
reduction of tremors can be achieved by the passive DVA. López-Blanco et al. [8] 
used a gyroscope-based smartwatch to reduce tremors in the forearm. Buki et al. [9] 
designed and fabricated a passive DVA in the form of a bracelet and showed through 
simulations and patient trials in reducing 85% of tremors in the human forearm at 
the resonance. Most of the studies carried out in the above literature used a linear 
approach and passive techniques. Due to this vibration suppression is also limited and 
suited for a specific range of frequencies. But implementation of an active approach 
with nonlinearities in the DVA can significantly increase the attenuation and can 
increase the bandwidth of suppression of tremors. Mohanty and Dwivedy [10–19] 
and Mohanty et al. [20] investigated vibration attenuation of mechanical and civil 
systems under various excitations by using an active vibration absorber (AVA). They 
studied both linear and nonlinear aspects and showed the improved performance of 
the active approach over the passive approach. From the aforementioned research, it 
can be observed that tremor suppression of the human forearm considering an active 
approach by various feedback gains, nonlinear spring stiffness and attenuation of 
tremors for a broad range are not explored in the previously published works. Hence 
in the present work study has been undertaken to fill these gaps in the literature. In 
the next section, the system model is described. 

2 System Model for Forearm Tremor Suppression 
by NADVA 

Figure 1 shows the nonlinear ADVA (NADVA) attached to the nonlinear primary 
system. In this figure, the human forearm is modelled as the single degree of freedom 
(SDOF) nonlinear primary system having a mass (M), stiffness (K and K13), and a 
damper (C). The nonlinear primary system (forearm) is considered to be base excited 
with displacement x0. This base excitation is assumed as in motor-neuron disease 
like Parkinson’s, many times the tremor to the forearm comes from the elbow and the 
muscles. Along with the base excitation, the nonlinear primary system is subjected to 
external harmonic excitation of F1 cos(Ωt) which may arise due to other disturbances 
such as active feedback gains, attached bracelet/absorber and tremors, etc. Here the 
secondary system/bracelet consists of a mass (m), stiffness (k and k23), damper (c), 
PZT stack actuator, and a spring (k3) in series connection with the PZT stack actuator. 
The stiffness of the PZT stack actuator is denoted as kE P . It may be noted that the 
active feedback gain ( fc) by the PZT stack actuator and spring k3 is produced by the 
combination of displacement, velocity, and acceleration feedback from the primary 
system. The displacement of the nonlinear primary system and the absorber are
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Fig. 1 System model of the 
nonlinear active dynamic 
vibration absorber 

denoted as, x1 and x2, respectively. The coupled nonlinear governing equations of 
motion of the system by using Newton’s second law are given below. 

M ẍ1 = K (x0 − x1) + C( ̇x0 − ẋ1) + k(x2 − x1) + c( ̇x2 − ẋ1)− 
K13(x0 − x1)3 + k23(x2 − x1)3 + F1 cos(Ωt) − fc 

(1) 

m ẍ2 = c( ̇x1 − ẋ2) + k(x1 − x2) + k23(x1 − x2)3 + fc (2) 

It may be noted that the exclusion of the terms fc, K13, k23, and F1 cos(Ωt), from  
Eqs. 1 and 2 will reduce to that of Buki et al. [9]. The governing Eqs. 1 and 2 are 
rewritten as follows. 

ẍ1 = ω2 
p(x0 − x1) + 2ζ1ωp( ̇x0 − ẋ1) + μω2 

a(x2 − x1) + 2μζ2ωa( ̇x2 − ẋ1) 
+ α(x0 − x1)3 + μβ(x2 − x1)3 + F cosΩt − Fact 

(3) 

ẍ2 = 2ζ2ωa( ̇x1 − ẋ2) + ω2 
a(x1 − x2) + β(x1 − x2)3 + Fact

/
μ (4) 

where 

ωa =
/

k 

m 
, μ  = 

m 

M 
, ζ1 = C 

2 
√
KM  

, ζ2 = c 

2 
√
km 

, α  = 
K13 

M 
, β  = 

k23 
m 

, F = 
F1 
M 

, 

Fact = 
fc 
M 

, Fact = ωr (x1 − x2) + Fac ẍ1 + Fv ẋ1 + Fd x1, ωr = 
kr 
M 

, kr = kE P k3(
kE P + k3

)

Equations 3 and 4 are solved using the harmonic balance method (HBM) and 
discussed in the next section.
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3 Solution  by  HBM  

In this section, the approximate solution of Eqs. 3 and 4 are obtained using HBM by 
the following supposition. Here the amplitudes (a1 and a2) and phases (ϕ1 and ϕ2) 
are assumed 

x1 = a1(t) cos(Ωt − ϕ1(t)) (5) 

x2 − x1 = a2(t) cos(Ωt − ϕ2(t)) (6) 

to be varying slowly with time t such that the higher-order terms 
(ä1, ϕ̈1, ä2, ϕ̈2, ȧ1 ϕ̇1, ȧ2 ϕ̇2, ϕ̇2 

1 and ϕ̇
2 
2 ) can be neglected. The base excitation x0 

is considered equal to X0 cosΩt. The assumed solutions given in Eqs. 5 and 6 are 
substituted into Eqs. 3 and 4, and the coefficient of sinΩt and cosΩt are collected, 
which are given below in a matrix form. 

⎡ 

⎢⎢ 
⎣ 

a1 a2 a3 a4 
a5 a6 a7 a8 
a9 a10 a11 a12 
a13 a14 a15 a16 

⎤ 

⎥⎥ 
⎦ 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

ȧ1 
θ̇1 

ȧ2 
θ̇2 

⎫ 
⎪⎪⎬ 

⎪⎪⎭ 
= −  

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

b1 
b2 
b3 
b4 

⎫ 
⎪⎪⎬ 

⎪⎪⎭ 
(7) 

where 

a1 = −2Ω cos ϕ1 + 2ζ1ωp sin ϕ1 − 2FacΩ cos ϕ1 + Fv sin ϕ1, 
a2 = 2ΩA sin ϕ1 + 2ζ1ωp A cos ϕ1 + 2Fac AΩ sin ϕ1 + Fv A cos ϕ1, 
a3 = −2μζ2ωa sin ϕ2, a4 = −2μζ2ωa B cos ϕ2, 
a5 = 2Ω sin ϕ1 + 2ζ1ωp cos ϕ1 + 2FacΩ sin ϕ1 + Fv cos ϕ1, 
a6 = 2AΩ cos ϕ1 − 2ζ1ωp A sin ϕ1 + 2Fac AΩ cos ϕ1 − Fv A sin ϕ1, 

a7 = −2μζ2ωa cos ϕ2, a8 = 2μζ2ωa B sin ϕ2, 
a9 = −2Ω cos ϕ1 + (2FacΩ cos ϕ1 − Fv sin ϕ1)

/
μ, 

a10 = 2ΩA sin ϕ1 − (2Fac AΩ sin ϕ1 + Fv A cos ϕ1)
/

μ, 
a11 = −2Ω cos ϕ2 + 2ζ2ωa sin ϕ2, a12 = 2ΩB sin ϕ2 + 2ζ2ωa B cos ϕ2, 
a13 = 2Ω sin ϕ1 − (2FacΩ sin ϕ1 + Fv cos ϕ1)

/
μ, 

a14 = 2ΩA cos ϕ1 − (2Fac AΩ cos ϕ1 − Fv A sin ϕ1)
/

μ, 
a15 = 2Ω sin ϕ2 + 2ζ2ωa B cos ϕ2, a16 = 2ΩB cos ϕ2 − 2ζ2ωa B sin ϕ2,
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b1 =
(
ω2 
p − Ω2

)
A sin ϕ1 − 2ζ1ωp AΩ cos ϕ1 − μω2 

a B sin ϕ2 + 2μζ2ωa BΩ cos ϕ2 

+2ζ1ωPΩX0 + 0.75α A3 sin ϕ1 + 0.75α AX2 
0 sin ϕ1 − 0.75μβ B3 sin ϕ2 

−ωr B sin ϕ2 − Fac AΩ2 sin ϕ1 − Fv AΩ cos ϕ1 + Fd A sin ϕ1, 

b2 =
(
ω2 
p − Ω2

)
A cos ϕ1 + 2ζ1ωp AΩ sin ϕ1 − μω2 

a B cos ϕ2 − 2μζ2ωa BΩ sin ϕ2 

−ω2 
p X0 − F + 0.75α A3 cos ϕ1 − 0.75α X3 

0 + 1.5α X0 A
2 

+0.75α X0 A
2(cos ϕ1 + sin ϕ1) + 2.25α AX2 

0 cos ϕ1 − 0.75μβ B3 cos ϕ2 

−ωr B cos ϕ2 − Fac AΩ2 cos ϕ1 + Fv AΩ sin ϕ1 − Fd A cos ϕ1, 
b3 = −AΩ2 sin ϕ1 − BΩ2 sin ϕ2 − 2ζ2ωa BΩ cos ϕ2 + ω2 

a B sin ϕ2 

+0.75β B3 sin ϕ2 +
(
ωr B sin ϕ2 + Fac AΩ2 sin ϕ1 + Fv AΩ cos ϕ1 − Fd A sin ϕ1

)/
μ, 

b4 = −AΩ2 cos ϕ1 − BΩ2 cos ϕ2 + 2ζ2ωa BΩ sin ϕ2 + ω2 
a B cos ϕ2 

+0.75β B3 cos ϕ2 +
(
ωr B cos ϕ2 + Fac AΩ2 cos ϕ1 − Fv AΩ sin ϕ1 − Fd A cos ϕ1

)/
μ 

The steady state response of the system is studied from Eq. 7, by considering 
ȧ1 = θ̇1 = ȧ2 = θ̇2 = 0. The stability of the system is ensured by evaluating the 
Jacobian matrix of Eq. 7. In the next section, the system responses are studied by 
considering physical system parameters from the work of Buki et al. [9]. 

4 Result and Discussions 

In this section, the primary mass (forearm) and secondary system responses are 
investigated by various feedbacks, nonlinear spring stiffness, the amplitude of force 
excitation and multi-harmonic force and base excitations. The forearm responses 
are studied through the frequency responses, time responses, phase portraits, and 
Poincare sections by obtaining the solution of Eq. 7 using Newton’s method. The 
physical system parameters of the forearm and the attached secondary system or 
bracelet such as mass, linear spring stiffness, and damper are taken from the work 
of Buki et al. [9]. The active PZT stack actuator parameters are considered from the 
authors’ work [11]. In the next sub-section, frequency responses are studied for the 
linear and nonlinear systems with and without feedback gains by considering various 
physical system parameters. 

4.1 Frequency Responses with Passive Linear and Nonlinear 
Secondary System 

The frequency response curves of the forearm and the bracelet are shown in Fig. 2 
with and without the use of cubic nonlinear stiffness coefficient α and β in the bracelet
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(a) (b) 

Fig. 2 Linear [9] and nonlinear system frequency responses a forearm b bracelet for μ = 0.2, ζ1 = 
0.04 and ζ2 = 0.1 amplitude more than that with the linear stiffness. In the next section, the effect 
of active forces on the frequency response of the system is studied. 

which is taken equal to 0.1 and 0.01, respectively. Here the feedback gain (Fact ) is 
considered equal to zero. The stable responses are shown by lines and dots while 
unstable responses are shown by circles. From Fig. 2a it can be observed that the result 
of the present work which is obtained using HBM is matching exactly with the work 
of Buki et al. [9] considering linear stiffness. In this figure for α = 0.1, the response 
amplitude of the forearm (primary system) is comparatively less than that with linear 
stiffness for a wider range of operating frequencies. However, for β = 0.01, unstable 
responses have been observed. The bracelet (absorber) responses have been shown 
in Fig. 2b considering linear and nonlinear stiffness, where similar observations as 
that of Fig. 2a are noticed. It is inferred from Fig. 2 that the consideration of the 
nonlinear stiffness coefficient in the primary system reduces the response. 

4.2 Effects of Various Feedback Gains on the Frequency 
Responses 

In this section, the frequency responses of the primary system with unit base exci-
tation shown in Fig. 3 are studied with various feedback gains, and considering 
nonlinear stiffness in the system. Figure 3a shows the frequency responses of the 
primary system with the AVA by various feedback gains such as displacement (Fd ), 
velocity (Fv), accelerations (Fac), and combination of these feedbacks (Fd , Fv and 
Fac) considering ωa

/
ωp = 1. In Fig. 3, the  value of  Fd , Fv , and Fac gains are consid-

ered equals to −0.9, 0.1, and −0.9, respectively which are obtained with several trials 
and error computations. From Fig. 3a it can be observed with Fac and combination 
feedbacks (Fd , Fv and Fac) gains the response amplitude (A) of the primary system 
decreases for a broader range of Ω

/
ωp values than with other combinations. From 

this figure, one can notice that with Fac gain the A
/
X0 value is less than that with 

PVA for Ω
/

ωp >0.77, while with combination feedback gains A
/
X0 value is less 

than that with PVA for Ω
/

ωp >0.7. The Fd gain by the AVA (bracelet) performs



Efficacy of Various Feedback Gains by the Active Dynamics Vibration … 373

better than PVA for 0.735 < Ω
/

ωp <1.63. However, with Fv gain, the response 
amplitude of the primary is reduced for a narrow band of Ω

/
ωp values, i.e., in the 

range of 1.07 to 1.37 and 0.53 to 0.82. Also, from this figure, one can notice that 
the response amplitude of the primary system with Fv gain shows two peaks similar 
to the PVA. It may be noted that the Fv gain by the AVA increases the damping 
in the secondary system, which corresponds to the two peaks in the system. Also, 
by choosing the optimal Fv gain one can obtain Den Hartog’s equal peak in the 
frequency response curve shown in Fig. 3a. The Fac gain by the AVA reduces 52 
and 96% of the response amplitude of the primary system at the first and second 
peaks, respectively than the PVA. However, with Fd , Fac and combination feedback 
gains the first peak response amplitude of the primary system is more than the PVA. 
The first peak in the frequency response by Fd , Fac and combination feedback gains 
occur at a slightly lower frequency than the first peak of frequency response with 
PVA. From Fig. 3a, it can be inferred that with Fac and combination of feedback 
gains the primary system response can be reduced for a broader range of operating 
frequencies, especially at the close proximities of the resonating frequency of oper-
ation. In Fig. 3b the frequency response of the primary system is shown with Fac 
gain and cubic nonlinear stiffness in the system. Considering α = 0.1 and β = 0, it is 
observed that the high peak response amplitude of the primary system with Fac gain 
reduces than the corresponding linear system (Fig. 3a). The nonlinear primary system 
response amplitude with α = 0.1 and β = 0 and Fac gain remains very less than the 
linear primary system with PVA and AVA with Fac gain (Fig. 6.3a) for 0 < Ω

/
ωp < 

0.77. It is noticed that with Fac gain and considering α = 0.1 and β = 0 (Fig. 3b), 
there is a minimum 48% and a maximum 68% reduction in the response amplitude 
of the primary system than the linear primary system with PVA (Fig. 3a) for 0 <
Ω

/
ωp < 0.8. However, it is observed that with the consideration of α = 0.1 and β 

= 0, the unstable solutions are appearing at the higher operating frequencies range. 
Considering nonlinear stiffness only in the AVA i.e. α = 0 and β = 0.01 (Fig. 3b), 
one can notice that the response amplitude of the primary system shows unstable 
responses for 0.57 <Ω

/
ωp < 0.79. However, outside forΩ

/
ωp > 0.79, the response 

amplitude of the primary system with Fac gain is less than PVA. Similar, response 
amplitude is also observed considering α = 0.1 and β = 0.01, with Fac gain but here 
for Ω

/
ωp < 0.79 the response amplitude of primary system is less than considering 

α = 0 and β = 0.01. The unstable solutions appeared considering α = 0.1 and β 
= 0.01 is in the range of 0.79 < Ω

/
ωp < 0.88. In Fig. 3c, d, similar analyses as in 

Fig. 3b is carried out, but here Fv gain in the feedback is considered. From these 
figures, one can observe two peaks in the frequency response curves considering 
α and β coefficients in the stiffness of the primary system and the absorber. The 
response amplitude of the primary system shows a comparatively better response 
with nonlinear stiffness present in the primary system (Fig. 3c, α = 0.1 and β = 0 
and α = 0.1 and β = 0.01) than considering only nonlinear stiffness in the absorber 
(Fig. 3d). From Fig. 3 one can observe the efficacy of the Fac and combination feed-
back gains in reducing the response amplitude of the primary system for a broad 
range of operating frequencies than with PVA or other combinations of feedbacks. 
The PVA shows lesser responses in the lower operating frequencies region. Hence
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one can use the AVA with zero gain for the lower operating frequency region (Ω
/

ωp 

< 0.77) and for the higher operating frequency region (Ω
/

ωp > 0.77), one can use 
Fac gain by the AVA to broadly suppress the vibration of the primary system. The 
consideration of cubic nonlinear stiffness in the system shows unstable responses 
for a particular region of operating frequencies. So, one can avoid operating the 
AVA in these regions for the nonlinear system. Figure 4, illustrates the unit base 
excited primary system response amplitude with the Fac gain by the AVA, taking 
into account physical system parameters of the forearm from the work of Buki et al. 
[9] viz., ωp = 28.65 rad/s, ωa = 36.75 rad/s, ζ1 = 0.079 and ζ2 = 0.0263, and μ = 
0.2248. Figure 6.4a shows the frequency response amplitude of the primary system 
with PVA, Fac gain by the AVA and Fac gain with optimal AVA parameters. From 
this figure, it can be observed that with PVA (bracelet) the two peaks are at 3.83 and 
6.95 Hz with response amplitudes of 7.165 and 1.99, respectively. It may be noted 
that in Fig. 4 in addition to the base excitation [9], a harmonic excitation F cosΩt , 
where F = 0.1 N, is also considered, for the active case (AVA with Fac gain), which 
may arise due to many other disturbances or feedback gains. The Fac gain by the 
AVA reduces the response amplitude by 72.5% in the first peak (3.83 Hz) and 92.6% 
in the second peak (6.95 Hz) than the PVA. The response amplitude of the primary 
system shows a comparatively lesser amplitude with Fac gain by the AVA for Ω > 
3.5 Hz than the PVA. However, with Fac gain the first peak occurs at 3.36 Hz with 
a response amplitude equal to 7.5. Thus, one can use the AVA with zero feedback 
gain for 0 < Ω < 3.5 Hz and outside this range, Fac gain in the feedback by the AVA 
can be used to suppress the forearm (primary system) tremor for a broad range of 
operating frequencies. It is also shown in Fig. 4a that with the optimal parameters 
for the frequency (ωa (opt) = 27 rad/s) and damping ratio (ζ2 (opt) = 0.25) in the 
AVA there is a significant reduction in the response amplitude of the primary system 
for a broad range of operating frequencies. With the optimal AVA and Fac gain the 
maximum peaks in the response amplitude is 2.86 at 2.95 Hz, which is 60% less than 
the maximum peak by the PVA. The response amplitude of the primary system with 
optimal AVA and Fac gain is slightly more than PVA for a narrow band of operating 
frequency Ω in the range of 5.5–6.12 Hz and 1.9–3.15 Hz.

One can obtain the mass ratio, mass of the primary system, stiffness of the primary 
system, and the absorber from the data provided in the work of Buki et al. [9] as  m 
= 0.28 kg, M = 1.2456 kg, μ = 0.2248, K = 1.0224 kN/m, k = 208.68 N/m (for 
ωa(opt)) and k = 378.1575 N/m (for ωa). Considering α and β equal to 10% and 1% 
of the corresponding linear stiffness the response amplitude of the primary system 
is shown in Fig. 4b, c. In Fig. 4b, c the response amplitude of the primary system 
with PVA is shown. From Fig. 4b it can be observed that considering α = 10% of 
K and β = 1% of k, , the response amplitude of the primary system with PVA is 
less than that of the linear passive system (Fig. 4a) for Ω < 4.78 Hz. However, with 
the nonlinear stiffness, the responses of the primary system show unstable solutions 
for Ω in the range of 4.78–5.36 Hz and 6.5–7.66 Hz. Considering only β = 1% 
of k and α = 0, high first peaks in the response amplitude of the primary system 
are observed, which is similar to the linear system with PVA shown in Fig. 4a. In 
Fig. 4d the frequency response of the primary system with Fac gain by the AVA
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(a) (b) 

(c) (d) 

Fig. 3 Frequency response of the primary (forearm) system with various feedback gains by the 
AVA (bracelet) with linear and nonlinear stiffness for μ = 0.2, ζ1 = 0.04 and ζ2 = 0.1

(active bracelet) is shown considering nonlinear stiffness in the system. From this 
figure, one can observe a significant reduction (44–98%) in the response amplitude 
of the primary system with the Fac gain by the active bracelet, considering nonlinear 
stiffness only in the absorber (α = 0 and β = 1% of k), for Ω in the range of 3.2– 
4.2 Hz. The maximum peak of the primary system with a nonlinear passive bracelet is 
8.5354 at 3.799 Hz (Fig. 4c), whereas with an active bracelet the response amplitude 
is 0.259 at the same frequency (Fig. 4d), which is 97% reduction. However, with 
Fac gain by the active bracelet unstable responses are in the range of 2.41 Hz < Ω

< 3.22 Hz. Also, with the passive bracelet, the unstable responses are observed for 
6.55 Hz < Ω < 7.24 Hz, whereas with Fac gain by the active bracelet the primary 
system responses are stable and minimum in these regions of Ω. The efficacy of the 
Fac gain by the active bracelet is also observed showing stable responses for α = 
10% of K and β = 1% of k and α = 10% of K and β = 0, near the second peak of 
the frequency response plot. From Fig. 4 it can be inferred that the Fac gain by the 
active bracelet significantly suppresses the tremor suppression of the forearm of the 
patient both for the linear and nonlinear system. The nonlinear stiffness in the system 
produces unstable responses as shown in Fig. 4b–d, so, one has to avoid these regions
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(a) (b) 

(c) (d) 

Fig. 4 Frequency response of the primary (forearm) system with Fac gains by the AVA (active 
bracelet) considering physical system parameters of the forearm [9]. a linear system b nonlinear 
primary system with PVA c nonlinear PVA d nonlinear AVA

of operating frequencies to have less response amplitude in the forearm. In the next 
sub-section time responses, phase portraits and Poincare sections of the forearm with 
the passive and active bracelet are studied considering various external excitations 
acting on the forearm. 

4.3 Responses of the System by Acceleration Feedback 

In this section, the time responses, phase portraits, and Poincare sections of the unit 
base excited primary system (forearm) is shown in Fig. 5 considering passive and 
active bracelet with Fac gain and nonlinear stiffness in the active bracelet. For the 
passive bracelet (PVA) only base excitation is considered while for the active bracelet 
(AVA) both unit base and harmonic excitations (F = 0.1 N) are considered. It may 
be noted that the time domain responses, phase portraits, and Poincare sections are 
obtained by solving Eqs. 3 and 4 using the fourth order Runge Kutta method. In Fig. 5, 
the effects of linear and only cubic nonlinear stiffness in the secondary system are
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(a) (b) (c) 

Fig. 5 a Time responses, b phase portraits, and c Poincare sections with passive and active bracelets 
at Ω = ωp 

studied at the resonance, i.e., whenΩ= ωp . Figure 5a–c shows with the linear passive 
bracelet the response of the primary system is periodic and its value is 1.682. From 
Figs. 5a–c and 4a one can observe good agreement between. 

the HBM and the numerical method responses for the linear system with the PVA. 
It may be noted that in Fig. 4a the response amplitude of the linear primary system 
for the linear passive case is 1.683 at 4.5597 Hz (Ω = ωp). The Fac gain by the active 
bracelet reduces the response of the primary system from 1.682 to 0.514, which is a 
69.4% reduction. The time response obtained with Fac gain for the primary system 
at Ω = ωp with the linear bracelet is also in good agreement with the HBM results 
shown in Fig.  4a, where the response amplitude is 0.512 at 4.5597 Hz. Considering 
nonlinear stiffness only in the absorber (α = 0 and β = 1% of k (378.1575 N/m)) 
with the passive and active bracelet the responses are also closely matched with the 
corresponding Fig. 4c, d. From Fig. 5b, c, one can observe periodic responses for 
the linear and nonlinear passive or active bracelet. 

4.4 Responses of the Primary System for Multi-base 
Excitations 

In this sub-section, the performance of the Fac gain by the active bracelet 
is studied in Fig. 6, considering multi-frequency base excitations in the form 
X0 cos(Ωt)+X0 cos(2 

√
2Ωt). The corresponding time responses, phase portraits, 

and Poincare sections are shown in Fig. 6. It may be noted as in the previous figures 
(Figs. 4 and 5) for the active case in addition to the above base excitations, a harmonic 
excitation F cosΩt where F = 0.1 N, is also considered. From Fig. 6, one can 
observe around a 50% reduction in the response by the Fac gain with the active 
bracelet. From the phase portraits (Fig. 6b) and Poincare sections (Fig. 6c), one can 
observe quasi-periodic responses.
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(a) (b) (c) 

Fig. 6 a Time responses, b phase portraits and c Poincare sections with the passive and active 
bracelet at Ω = ωp for multi-base excitations 

4.5 Responses of the Primary System for Multi-excitations 

In this section, the efficacy of the Fac feedback gain is studied in vibration suppres-
sion of the primary system when it is subjected to multi-base and harmonic exci-
tations. Figures 7 show the responses when the primary/forearm undergoes multi-
base excitations of the form X0 cos(Ωt) = ∑7 

n=0 X0 cos(2nΩt). For the active case 
along with these base excitations an additional harmonic excitation of the form 
F cos(Ωt) = ∑7 

n=0 F cos(2
nΩt), where F = 0.1 N is considered. Figure 7a–c shows 

the responses of the primary (forearm) system with the passive and active bracelets. 
From this figure, one can observe a slight improvement in suppressing the responses 
by the active bracelet in comparison to the passive. From the phase portraits (Fig. 7b) 
and Poincare sections (Fig. 7c), one can observe periodic responses. The performance 
of the active acceleration feedback gain Fac by the bracelet is also studied consid-
ering the optimal frequency (ωa(opt)) and optimal frequency and damping ratio by 
the active bracelet as shown in Fig. 7c–f. From Fig. 7c–f, one can observe a substan-
tial decrease in the response of the primary system by the Fac gain with the optimal 
parameters in comparison to the passive bracelet (Fig. 7a–c). For multiple excitations 
with a higher amplitude of excitations, one can increase the gain used by the active 
bracelet to effectively.

suppress the responses of the primary system considering both linear and nonlinear 
stiffness in the system. Furthermore, from the results shown in Sect. 2.2 one can 
observe the efficacy of Fac gain in tremor suppression for various excitations and 
nonlinear stiffness in the system. In the next section, conclusions of the present work 
are given.
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(a) (b) (c) 

(d) (e) (f) 

Fig. 7 Time responses (a, d), phase portraits (b, e) and Poincare sections (c, f) of the primary 
system under multiple excitations at Ω = ωp

5 Conclusions 

In this work the efficacy of various feedback gains used in the active bracelet, i.e., 
the ADVA is investigated to absorb the tremors/vibration of the human forearm 
due to PD. The human forearm is modeled as a base-excited SDOF (single degree-
of freedom) spring-mass-damper primary system which is subjected multi-harmonic 
external excitations. The multi-harmonic external excitations are only considered for 
the active bracelet which may arise due to the feedback gains or other disturbances. 
The active feedback gain by the ADVA is produced by the combination of a PZT 
stack actuator and a spring-in-series connection by which one can tune the frequency 
of the ADVA effectively to the human forearm’s natural frequency. The nonlinear 
governing equations of motion of the system considering displacement, velocity and 
acceleration feedback of the forearm by the ADVA are obtained and solved by the 
modified harmonic balance method (HBM) to generate the reduced equations. These 
reduced equations are then solved by Newton’s method and compared with the numer-
ical method and with the published literature, showing good agreement. From the 
various parametric analyses using different nonlinear stiffness coefficients, different 
combinations of feedback gains and external excitations the following conclusions 
are made from the investigations. 

• The acceleration feedback gain (Fac) by the linear ADVA, i.e., active bracelet 
reduces 52% of response amplitude of the forearm (primary system) in the first 
peak and the second peak is decreased by 96% than with PVA or passive bracelet. 

• Also, considering parameters of the human forearm from the work of Buki et al. 
[9], with Fac gain in the active bracelet the response amplitude reduces by 72.5% 
in the first peak (3.83 Hz) and 92.6% in the second peak (6.95 Hz) than the PVA 
or passive bracelet.
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• It is shown that the Fac gain by the AVA (active bracelet) significantly suppresses 
the tremor suppression of the forearm both for the linear and nonlinear system 
for Ω > 3.5 Hz than the PVA. For the lower frequency region, one can provide 
zero control gain and use the active bracelet passively to effectively suppress the 
tremors for a wide range of operating frequencies. 

• The nonlinear stiffness in the system produces unstable responses, so one has to 
avoid these regions of operating frequencies. 

• From the various feedback gains (Fd , Fv and Fac) it is observed that the Fac and 
combination feedback gains perform better in attenuating tremors of the forearm 
than other feedbacks (Fd or Fv). 

• The effectiveness of the acceleration feedback gain is also observed at the 
resonating frequencies in suppressing vibration than the PVA when the forearm 
is undergone multi-base and multi-harmonic excitations. 
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Finite Element Analysis of the Acetabular 
Cup in Total Hip Arthroplasty 

Mirsaidin Hussain and Subramani Kanagaraj 

Keywords Hip joint implant · Finite element analysis · Acetabular cup ·
UHMWPE 

1 Introduction 

One of the most crucial joints in the body is the hip joint that connects the femurs to the 
pelvis [1]. The spherical femoral head fits perfectly into the cup-shaped cavity called 
the acetabulum. The joint is stable as it is encircled by firm ligaments. The hip joint 
bears the weight of the upper part of our body. Hip joint replacement might be viewed 
as one of the greatest advancements among all other orthopedic surgeries in the last 
decades. A hip implant is an artificial joint implanted surgically. This is basically a 
replacement of the natural one to perform the same function [2]. The surgical opera-
tion carried out to place this artificial implant is called total hip arthroplasty (THA). 
THA is performed to have rehabilitation motions and to reduce the pain caused due 
to wear and tear of the joint. In THA, the femur head is first sectioned during a hip 
replacement procedure. The soft bone marrow is taken out of the sectioned head to 
make a cavity through the femur shaft. A head and a stem-shaped artificial implant 
are glued into the femoral cavity. The implant’s spherical head is inserted into the 
acetabular socket of the hip bone. There are some issues, which decide the success 
of total hip replacement. The important issues are: to choose suitable bio-compatible 
materials, for fixation, use correct operating techniques, and satisfactory design of
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the implant. However, the hip implant needs further development due to its limited 
service life because of the formation of wear debris in the cup. Due to the limitation 
of service life, the implant is still not satisfactory for young patients. 

The implant fixation can is of two types, e.g., cemented fixation and cementless 
fixation. In cemented fixation, a polymer is used to cement the acetabular cup and 
femur to the skeleton. The polymer compound is called acrylic cement or bone cement 
made of polymethylmethacrylate (PMMA). The space between the implant and the 
bone is filled with the help of bone cement. PMMA hardens within 10 minutes. 
After the operation, the patients can put their weight on the implant. However, it 
has been found that cracks on the bone cement occur due to cyclic and repetitive 
mechanical stresses which lead to cement fragments. From this fragmenting cement, 
debris generates and it may lead to osteolysis. 

In cementless fixation, reaming is done in the bone. In the space made by this 
reaming, the component of the total hip implant is pushed directly. The implant is 
held with the help of elastic force in the bone tissue. There is a chance that sliding of 
the implant may occur against the marrow cavity. Thus, to avoid sliding, the surface 
of the component to be pushed in the bone is made rough and hence a stable fixation 
can be achieved. In this case, as there is no bone cement used thus, the debris formed 
due to bone cement fragmentation in the case of cemented fixation can be avoided. 
However, cementless fixation does not allow the patient to exert heavy weight on the 
implant for few weeks. 

A hip joint implant has three different parts: 

I. Acetabular cup 
II. Femoral head 
III. Implant stem. 

A hip joint implant with its different parts, designed in AutoCAD 2019 has been 
shown in Fig. 1.

The size of the implant may vary from person to person. For the size of the 
acetabular cup, the first step was to optimize its diameter to get the best possible fit 
with the minimum error. The second step was to find the proper shape of the stem of 
the implant. The possible cross-section of the stem of the implant is a circle, rectangle, 
oval, square, etc. Along with the shape of the components, it is also required to have a 
minimum cross-sectional area. After a lot of research, Chethan et al. [3] noticed that 
for the stem part, the implant having rectangular cross-sections results in a lower value 
of von-Mises stress as well as lower total deformation compared to that of having 
other cross-sections. To enhance these implants’ qualities, a variety of materials have 
been employed [4]. When selecting a material for the implant, the basic requirements 
are to produce less wear and to be biocompatible [5]. Usually, an acetabular cup 
can be made of ceramics, polymers, or metals, whereas the stem is made up of 
metals, and the femoral head can be either ceramic or metal. Using these materials, 
several combinations can be realized. The first choice about choosing the material 
for the hip replacement was polymer materials because of their low friction. Highly 
stable polymer like ultra-high molecular weight polyethylene (UHMWPE) has been
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Fig. 1 A hip joint implant 
with its different parts

investigated because of its high wear resistance and excellent mechanical properties. 
Efforts were made to enhance the qualities of UHMWPE for better mechanical 
properties and to limit the wear particle concentration. Many materials were used 
for the implant such as polymers, glass, ceramics, composites, metal alloys, etc., 
for a combination of biocompatibility, stiffness, fatigue resistance, and toughness, 
to withstand both static and dynamic loads and also chemical and mechanical wear 
resistance [6]. The main aim to develop these biomaterials is to avoid repeated surgery 
and improve patient’s quality of life [6]. 

The main reason for failure in a hip joint replacement is the formation of wear 
debris. A lot of efforts have been done to find the reason for wear. Buford et al. 
[7] explained the factors for wear debris formation that include, surface roughness 
and hardness, contact stress, type of material, etc. In one of the works, after revision 
surgery, the samples were retrieved as found in the literature [8]. From those samples, 
it was found that the generation of wear debris was in excessive amounts as a result 
of localized heat build-up, and the generated wear debris was deposited in the area 
of the joint which leads to osteolysis. Moreover, the increase in stress also resulted 
in cracking and generating wear debris in the acetabular cups. These cracks can 
also result in catastrophic failures [8]. However, a patient may have different types 
of loading as well as motion conditions, e.g., normal walking, going upstairs, chair 
down/chair up which is difficult to replicate in most of the hip simulators. Because of 
that, practically different wear patterns are observed in the acetabular cup compared 
to that of standard loading conditions [9, 10]. Therefore, to demonstrate significant 
stress in the acetabular cup, under various implant positions and loading conditions, 
finite element analyses are advantageous [11–13]. Thus, the present work aims to 
analyze the fatigue life as well as stress distribution in the implant for different 
boundary and loading conditions using the finite element method. The purpose of 
the current work is also to validate the stress distribution using experimental data on 
acetabular cup wear under ISO 14242-3 loading conditions.
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(a) (b) 

Fig. 2 a Side view and b perspective view of the CAD model 

2 Design Methodology 

2.1 Designing the CAD Model 

The stress generates on the cup is due to the reaction force on the stem of the implant 
that passes through the head. Thus, to analyze the cup part, it is sufficient to work 
with the head and the cup portion where the load is applied on the head. Therefore, 
in this work, only the acetabular cup and the femoral head have been modeled in 
ANSYS 14.5. There is a radial clearance of 0.1 mm in between the acetabular cup 
and the head. The diameter of the femoral head is 21.80 mm, and the concentric 
acetabular cup has an inner diameter of 22 mm and thickness of 8 mm. The range of 
the diameter of the femoral head is usually found to be 22 mm to 36 mm [14]. The 
spherical head part has been cut from the implant stem at a distance of 9 mm from 
the center of the head to minimize the effort for analyzing purposes. The acetabular 
cup has been cut by a plane which makes 12º at the center as shown in Fig. 2a such 
that the head cannot come out of the cup during the dynamic loading condition. The 
perspective view of the model has been shown in Fig. 2b. 

2.2 Choosing the Materials 

To enhance these implants’ qualities, a variety of materials have been employed. 
While selecting a material for the implant, the basic requirements are to produce 
less wear and to be biocompatible. The common characteristics possessed by the 
materials are:

• The materials are resistant to wear, corrosion, and degradation.
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Table 1 Mechanical characteristics of the materials used [15] 

Materials Young’s modulus 
(GPa) 

Density (gm/cm3) Poisson’s ratio Endurance limit 
(MPa) 

UHMWPE 0.625 0.941 0.41 12.21 

SS 316L 200 7.9 0.30 500 

• The materials are biocompatible, which means that they can operate inside the 
body without harming it.

• The materials are having desirable mechanical properties so that they are suitable 
to replace. For example, as per as requirement, the chosen materials are strong 
enough to take weight-bearing loads. 

Among the polymers, UHMWPE exhibits great potential for low friction, low 
water absorption, and superior wear resistance. Thus, the material of the femoral 
acetabular cup has been taken as UHMWPE. Devices for fracture-fixation use alloys 
of stainless steel from the 316 series. Stainless steel is a strong candidate for material 
because of its resistance to oxidation as well as its ease in machining, hardening, and 
shaping. Thus, the material of the femoral head has been taken as stainless steel (SS) 
316L. The mechanical properties of these materials are listed in Table 1. 

2.3 Meshing and Applying Boundary Conditions 

In the model, the components have been meshed with 3D 10-noded and 8-noded 
tetragonal elements. The names of the elements are SOLID 187 and SURF 154. To 
define the contact surfaces, TARGE170 and CONTA174 elements have been used. 
The sliding and contact between three-dimensional target surfaces is represented by 
CONTA174. For the contact element CONTA 174, TARGE 170 has been used to 
represent three-dimensional target surfaces. In this study, four different mesh sizes 
were used in Finite element analysis for the convergence analysis as shown in Table 
2. The result obtained by considering element size as 1 mm with 165,764 nodes and 
the total number of elements 103,696 has been shown in the results and discussion 
section. The meshed model has been shown in Fig. 3a. 

Table 2 Type of element, number of elements, number of nodes for different element size 

Type of element Size of element Number of elements Number of nodes 

3D 10 noded and 8 noded tetragonal 4 8978 15,069 

3 13,260 22,143 

2 23,234 38,453 

1 103,696 165,764



388 M. Hussain and S. Kanagaraj

(a) (b) 

Fig. 3 CAD model with a mesh and b loading condition 

For the analysis of the model, the dynamic load has been applied to the head. Three 
different types of motion have been given to the model such as: 

I. Extension and Flexion angle 
II. Abduction and Adduction angle 
III. Rotation angle. 

Load and boundary conditions were applied according to five different cases: 

I. ISO 14242–1 
II. ISO 14242–3 
III. Normal walking 
IV. Going upstairs 
V. Chair down/chair up. 

The maximum load attained corresponds with dynamic loading condition ISO 
14242–1 is 3 kN. The assumed body mass of the patient is determined to be 131 kg 
in order to make the maximum load in the cases of normal walking, going upstairs, 
and chair down/chair up condition equivalent to the maximum load in ISO 14242– 
1, i.e., 3 kN. Thus, the patient’s weight was normalized to 131 kg for the loading 
conditions of normal walking, climbing stairs, and sitting in/standing up in a chair 
[16, 17]. A friction coefficient of 0.05 [18] was defined between the femoral head 
and the acetabular cup. The model with load has been shown in Fig. 3b. The dynamic 
load and flexion–extension (FE) have been applied to the head whereas abduction 
adduction and rotation have been given to the cup.
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3 Results and Discussion 

The results of the finite element analysis have been reported in Table 3. The equivalent 
elastic strain and equivalent (von- Mises) stress developed in the acetabular cup have 
been compared in each of the five cases: ISO 14242-1, ISO 14242-3, normal walking, 
going upstairs, chair down/chair up. After doing the strain and stress analysis, fatigue 
analysis has been carried out. From the fatigue analysis, the graph between the 
number of cycles (along Y-axis) vs loading intensity (along X-axis) which is basically 
like the inverse S-N curve has been found for each boundary condition. In those 
graphs, each of the points shows the number of cycles carried out by the component 
to reach up to its endurance limit for its corresponding loading intensity. Thus, the 
number of cycles corresponding to the one loading intensity will be the fatigue life, 
which is basically showing the number of cycles the component will perform to reach 
its endurance limit for the given loading condition. 

From Fig. 4a, The stress distribution developed can be identified for the case of 
ISO 14242-1. From this figure, it has been found that at the center of the acetabular 
cup, the stress generation is very less. This is because there is no contact between 
the head and the cup during the motion. As we move away from the center, the 
magnitude of stress developed increases because of sliding contact in between the 
head and cup. In Fig. 4b, the stress distribution developed has been shown for the 
case of ISO 14242-3. In this case, also the same kind of stress distribution has been 
observed as that of the case of ISO 14242-1 with a different magnitude.

A similar pattern of the stress distribution has been observed in the case of normal 
walking conditions as shown in Fig. 4c. In the case of ISO 14242-1 and ISO 14242-3, 
the stress distribution was uniform about the center. However, in the case of normal 
walking, stress developed is not uniform about the center, rather its concentration is 
more at the position of minimum flexion angle due to more sliding between the head 
and the cup in that area. Here, the maximum stress developed is in between that of 
the cases of ISO 14242-1 and ISO 14242-3. Figure 4d shows the stress distribution 
for the case of going upstairs condition. In this case from the stress distribution, it can 
be noticed that more area near the center of the acetabular cup is there having lesser 
stress compared to that of the area in the case of ISO 14242-1 and ISO 14242-3 and 
normal walking. This is because the alignment of the head to the cup in case of going

Table 3 Result of dynamic analysis of hip Implant 

Loading and boundary 
conditions based on 

Maximum equivalent 
(von-Mises) stress 
(MPa) 

Maximum equivalent 
elastic strain (mm/mm) 

Fatigue life no. of 
cycles (Million) 

ISO 14242–1 3.8928 0.0023694 13.4 

ISO 14242–3 3.5430 0.0022447 15.3 

Normal walking 3.8543 0.0023191 14.8 

Going upstairs 4.8314 0.0028381 9.4 

Chair down/chair up 3.1644 0.0021096 16.4 
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Fig. 4 Von-Mises stress (MPa) developed for the case of a ISO 14242–1 b ISO 14242–3 c normal 
walking d going upstairs, and e chair down/chair up condition

upstairs is such that there is more sliding between the acetabular cup and the head 
away from the center of the cup. However, away from the center, the stress developed 
increases, and the maximum stress developed in this case is found to be the highest 
compared to that in the other conditions. The magnitude of stress is least in the case 
of the chair down/ chair up condition compared to that of the other cases due to the 
lesser magnitude of applied load on the cup in this case as shown in Fig. 4e. 

The results of the strain values found in the finite element analysis for the loading 
condition ISO 14242-1 have been compared with the results of the experimental 
and computational analysis that has been done in earlier research [19]. From this 
comparison, it can be noticed that the maximum value of strain, as well as the time 
at which the maximum and minimum strain values are obtained for a cycle, are quite 
comparable. Figure 5a shows the strain found for the loading condition ISO 14242-1
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(a) (b) 

Fig. 5 a Strain validation for ISO 14242–1, and b maximum stress validation for the case of normal 
walking, going upstairs, and chair down/ chair up condition 

in the present work, and the earlier research work [19]. The difference in lowest strain 
values can be logically explained by the fact that the material formulation employed 
in ANSYS 14.5 ignores the polyethylene’s viscoelastic relaxation, ignoring the mate-
rial’s time-dependent behavior. The maximum magnitude of stresses for a cycle found 
in this work for the case of normal walking, going upstairs, and chair down/chair 
up is also quite comparable with the earlier research [20]. The comparison has been 
shown in Fig. 5b. 

Furthermore, experiments have been conducted in an orbital bearing machine, a 
hip simulator based on the loading condition of ISO 14242-3. Under microscopic 
observation, the two different zones have been identified in the acetabular cup after 
5 million cycles. Zone 1 exhibits severe adhesive wear called as ploughing wear 
phenomenon as shown in Fig. 6. Abrasive wear occurs when hard particles or hard 
surfaces pass over a soft surface which causes loss of material. In this zone, the wear 
occurs due to rolling and sliding against each other. Zone 2 has been found to be 
almost unaffected. Similarly, in the finite element analysis, from the stress, and strain 
distribution it has been observed that in zone 1, the maximum stress, as well as strain, 
occurs and in zone 2, the stress, and strain has been found to be minimum.
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Fig. 6 Comparison of wear and stress distribution in acetabular cup 

4 Conclusion 

The current work inferences that the results obtained from the finite element analysis 
are quite comparable with the earlier research. From the analysis, the location of 
the highest stressed region in the acetabular cup has been identified. It has been 
observed that for all boundary conditions, the stress generation at the center of the 
acetabular cup is very less. This is because there is no contact between the cup and 
the head during the motion. In this work, the validation of the stress distribution using 
experimental evidence of acetabular cup wear under ISO 14242–3 loading conditions 
has also been carried out. The work might then be expanded upon by comparing the 
stress distribution with wear in the acetabular cup for the other loading conditions 
and focusing on the improvement in the area that is most stressed to avoid conducting 
the experiments repeatedly. Moreover, the present study shows that fatigue life in the 
case of going upstairs is lowest and fatigue life in the case of chair down/chair up is 
highest.
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5 Scope for Future Work 

Future work could be to conduct experiments for estimating the wear and fatigue 
life of the acetabular cup and for simulating the gait movement. Further, more recent 
materials might be investigated as potential implant materials, and analysis could be 
performed for various activities. 

Acknowledgements The Indian Institute of Technology Guwahati provided the necessary facili-
ties, for which the authors are grateful. The authors also like to express gratitude to Mr. Ashirbad 
Jana, who assisted with this study by creating the simulator and helping in conducting experimental 
analysis. Herein, the authors would like to acknowledge the help and support of various people at 
the Indian Institute of Technology Guwahati. 

References 

1. Mattei L, Di Puccio F, Piccigallo B, Ciulli E (2011) Lubrication and wear modelling of artificial 
hip joints: a review. Tribol Int 44(5):532–549 

2. Pezzotti G, Yamamoto K (2014) Artificial hip joints: The biomaterials challenge. J Mech Behav 
Biomed Mater 31:3–20 

3. Chethan KN, Zuber M, Shenoy S, Kini CR (2019) Static structural analysis of different stem 
designs used in total hip arthroplasty using finite element method. Heliyon 5(6):01767 

4. Goswami C, Patnaik A, Bhat IK, Singh T (2021) Mechanical physical and wear properties of 
some oxide ceramics for hip joint application: a short review. Mater Today: Proc 44:4913–4918 

5. Merola M, Affatato S (2019) Materials for hip prostheses: a review of wear and loading 
considerations. Materials 12(3):495 

6. Aherwar A, Singh AK, Patnaik A (2016) Current and future biocompatibility aspects of 
biomaterials for hip prosthesis. AIMS Bioeng 3(1):23–43 

7. Buford A, Goswami T (2004) Review of wear mechanisms in hip implants: Paper I-General. 
Mater Des 25(5):385–393 

8. Burger NDL, De Vaal PL, Meyer JP (2007) Failure analysis on retrieved ultra high molecular 
weight polyethylene (UHMWPE) acetabular cups. Eng Fail Anal 14(7):1329–1345 

9. Waewsawangwong W, Goodman SB (2007) Unexpected failure of highly cross-linked 
polyethylene acetabular liner. J Arthroplasty 27(2):323-e1 

10. Bradford L, Baker DA, Graham J, Chawan A, Ries MD, Pruitt LA (2004) Wear and surface 
cracking in early retrieved highly cross-linked polyethylene acetabular liners. JBJS 86(6):1271– 
1282 

11. Hua X, Wroblewski BM, Jin Z, Wang L (2012) The effect of cup inclination and wear on the 
contact mechanics and cement fixation for ultra high molecular weight polyethylene total hip 
replacements. Med Eng Phys 34(3):318–325 

12. Matsoukas G, Kim IY (2009) Design optimization of a total hip prosthesis for wear reduction. 
J Biomech Eng 131(5):051003 

13. Wang L, Isaac G, Wilcox R, Jones A, Thompson J (2019) Finite element analysis of 
polyethylene wear in total hip replacement: a literature review. Proc Inst Mech Eng [H] 
233(11):1067–1088 

14. Girard J (2015) Femoral head diameter considerations for primary total hip arthroplasty. Orthop 
Traumatol Surg Res 101(1):S25–S29 

15. Sabatini AL, Goswami T (2008) Hip implants VII: Finite element analysis and optimization 
of cross-sections. Mater Des 29(7):1438–1446



394 M. Hussain and S. Kanagaraj

16. Fabry C, Herrmann S, Kaehler M, Klinkenberg ED, Woernle C, Bader R (2013) Generation 
of physiological parameter sets for hip joint motions and loads during daily life activities for 
application in wear simulators of the artificial hip joint. Med Eng Phys 35(1):131–139 

17. Bergmann G, Graichen F, Rohlmann A, Bender A, Heinlein B, Duda GN, Heller MO, Morlock 
MM (2010) Realistic loads for testing hip implants. Bio-Med Mater Eng 20(2):65–75 

18. Xiong D, Ge S (2001) Friction and wear properties of UHMWPE/Al2O3 ceramic under different 
lubricating conditions. Wear 250(1–12):242–245 

19. Zietz C, Fabry C, Baum F, Bader R, Kluess D (2015) The divergence of wear propagation 
and stress at steep acetabular cup positions using ceramic heads and sequentially cross-linked 
polyethylene liners. J Arthroplasty 30(8):1458–1463 

20. Tong J, Zant NP, Wang JY, Heaton-Adegbile P, Hussell JG (2008) Fatigue in cemented 
acetabular replacements. Int J Fatigue 30(8):1366–1375



Dual-Band Compact Antenna 
Development in WiMAX and Wi-Fi 
Bands for Healthcare Service Wireless 
Connectivity 
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Keywords Healthcare system · Dual-band antenna ·Wi-Fi ·WiMAX 

1 Introduction 

With the increasing population, increasing diseases and busy lifestyle, healthcare 
society received a prominent attention in recent years all over the world [1]. 
According to a survey, around 26.16% population of India belongs to the age group 
of 0–14 years and 67.57%, above 65 years [2] for whom requirement of healthcare 
facility is much more required and access of hospitals is difficult. According to A. 
Kasthuri, the Indian healthcare system faces several challenges among them major 
challenges are: lack of awareness in most of the peoples, lack of access of healthcare 
facilities or food quality of healthcare facility, less amount of manpower in health-
care system as compared to the total population, affordability of healthcare facilities 
(due to domination of private healthcare system) and accountability. Thus, it became 
difficult to provide real-time and on-time healthcare facilities, round the clock to 
all the persons at a lower cost [3]. Due to implementation delay and ineffectual-
ness of government schemes in rural areas, rural healthcare system is much worse 
than the urban. Even though approximately 65% Indian population lived in rural 
areas, only 25% healthcare facilities and resources are available for that population 
[4]. In India for 10189 persons only one government-facilitated doctor is available
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and majority of those doctors (around 80%) are working in urban hospitals, in such 
scenario mobile health system can be very much effective [5]. With the value of $40 
billion Indian healthcare industry is a growing industry but out that more than 80% 
industry is accounted by private sectors that are sometimes out of reach from middle-
and lower-class people. By 2030 India will become the most populous country with 
more than 200 million having the age group of above 60 years which can be another 
responsibility in healthcare system [6]. United Nations report says that out of 189 
countries India’s position is 131st in healthcare growth and world health organization 
report also shows that life expectancy is very less compared to many countries like 
Japan, China, Australia, United States, United Kingdom, etc. Even though infant 
mortality, life expectancy, and maternal mortality show a significant growth, it is not 
up to a significant level. Blockchain technology with the use of Internet of Things 
(IoT) can be useful for Indian healthcare system in future that can also provide trans-
parency, traceability non-repudiation, etc., to the persons [7]. In the country like 
India use of e-health system also shows several challenges like patient’s data secu-
rity and privacy, awareness toward e-health, illiteracy, lack of internet connection 
in remote areas, lack of fund and infrastructure, execution of different languages in 
software used, with that it also has some opportunities for the educated professionals 
by delivering such knowledge and services in different remote location at low cost 
[8]. As the current infrastructure of Indian healthcare system is neither effective nor 
efficient for the rate of population and diseases are increasing, IoT-based system 
that will be able to connect the entire Indian healthcare system is very much needed 
in the current scenario. By making the devices affordable for common peoples to 
work in remote locations such IoT-based devices are very much useful, and even 
in most of the developed and developing countries are using the same for different 
purposes in their daily life [9]. Day by day different diseases that may be the cause 
of major death in absence of instant medical guidance, like heart related, pulmonary 
diseases, brain strokes, etc., are increasing. Even in the last few decades pandemics 
like corona, SARS, plague, camp fever, smallpox, Asian flu, etc., are affecting the 
mass population and badly affecting the body and may cause instant death [10]. 
Providing healthcare facilities wirelessly and transmitting the user’s data like heart 
rate, pulse rate, oxygen level, glucose level, etc., to the nearby hospital or to the 
relative, can be beneficial at the time of emergency for providing the instant relief 
that can save the human life [11]. In the situations like corona pandemic, when it 
became more difficult to access the hospitals due to a greater number of patients and 
a smaller number of facilities, such e-health services can be boon for patients who 
require daily monitoring and suggestions from medical experts without coming in 
contact with the infected person [12]. Figure 1 shows the wireless connectivity of a 
person to local, central hospitals and relatives through the existing 5G (WiMAX), 
WBAN, and Wi-Fi band in which a person can transmit and receive data like heart 
rate, pulse rate, oxygen level, temperature, glucose level, etc., at the time of emer-
gency. Different wearable devices are already in the market to provide real-time heart 
rate, pulse rate, oxygen level, glucose level, body temperature and respiration, etc., 
so providing device data to the nearest health agencies can be very useful even for 
remote location area persons [13].
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Fig. 1 Healthcare monitoring through wireless connectivity 

For transmitting and receiving the real time data with high throughput and high 
security a proper communication system is required. Different types of antenna to 
transmit and receive the signal in healthcare services have been introduced in the past. 
And to keep the overall cost of such devices as low as possible without affecting the 
device characteristics an effective low-cost antenna system is very much required 
[14]. Wearable antenna for working in wireless body area network (WBAN) band is 
popular worldwide nowadays with different geometry of patch antenna and different 
techniques of antenna characteristics enhancement. A planar inverted F antenna 
(PIFA) along with meta-surface comprising the 2 × 3 array to enhance the antenna 
gain and bandwidth of antenna, for the applications of 5-GHz WBAN has been intro-
duced in [15], but the antenna resonates only at single frequency band. A folded ring 
dual band wearable rectangular ring-shaped antenna on a combination of flexible 
and rigid substrate was introduced in [16] to work in WBAN and wireless local area 
network (WLAN) bands further 3 × 3 array of square unit cell to create AMC on 
the back side of antenna enhances the antenna gain and reduce back radiation. To 
get the multiple bands, different techniques have been used, like U-shaped slots on 
magneto-electric dipole antenna for dual band, WLAN and WBAN application was 
proposed in [17]. Another technique using artificial magnetic conductor to improve 
the radiation characteristics, for WiMAX and WBAN bands was introduced in [18] 
that gives better SAR (specific absorption rate). A review of multiband antennas based 
on different types, characteristics enhancement techniques, and different applications 
was presented in [19]. In [20] circular patch surrounded by mushroom units, central 
fed for dual-band operation having monopole radiation pattern was proposed. For 
enhancing the gain, antenna with 1 × 4 array was introduced in [21] for 5G Sub 
6 GHz applications. A small balloon alike coplanar waveguide fed antenna of size
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25 mm × 15 mm × 0.8 mm was proposed in [22] to cover the 4.5 GHz to 11 
GHz bandwidth. A comparatively bulky rectangular shaped microstrip antenna of 
size 50 × 50 × 1.6 mm3 was proposed in [23] that worked in the 2.4 GHz ISM 
band. A very compact logo shaped antenna of size 17.5 × 17.5 × 1.6 mm3 only 
was presented in [24] to cover dual bandwidths from 1.76 to 2.2 GHz and from 2.36 
to 3.94 GHz that can be used to cover the various modern and futuristic wireless 
communication applications. A small U-alike monopole antenna of size 36 × 22 × 
0.8 mm3 was proposed in [25] to cover the 3–12.4 GHz band. Metamaterials can 
be used for miniaturization as well as characteristics enhancement purposes like, 
to enhance the efficiency of small wearable antenna a metamaterial-based printed 
dipole antenna was presented in [26], with the use of split ring resonator and strips, 
antennas directivity and gain enhances by some amount and antenna can be used 
for IoT and BAN applications. Designing a wearable and implantable antenna for 
monitoring the person in real time and 24 × 7 and transmitting and receiving the data 
is very difficult task, because in contact with the human body antenna characteristics 
may change and high specific absorption rate of the device may cause problem to 
the human tissue. A monopole antenna having the fractal geometry with low specific 
absorption rate to work at GSM-1800 and ISM-2.45 GHz bands, a wearable antenna 
was presented in [27]. Jean fabric is used to design the antenna, and to reduce the 
attenuation, and overcome the effect of detuning 3 × 3 electronic band gap structure 
is used on the back side of the antenna by which antenna becomes a good candidate 
for wearable purposes. As smartwatch is a widely used type of device nowadays 
that can monitor heart rate, pulse rate, oxygen level, etc., so transmitting the smart-
watch data in case increasing or decreasing the heart rate, pulse rate, oxygen level, 
or in any other emergency cases, can save the human life. High impedance surface 
antenna for smartwatch applications having lower specific absorption rate and high 
directivity, was proposed in [28] having the dimensions of 38 × 38 × 3 mm3 to 
work in the frequency range of 2.40–2.48 GHz. With the use of high impedance 
surface, antenna starts radiating outward and effect of human body was also less. 
While designing the wearable antenna use of material, dielectric substrate (flexible 
substrate is preferred), miniaturization techniques, fabrication accuracy, and low 
specific absorption rate should be kept in mind, because such devices require high 
accuracy and characteristics may change by human body contact and may affect the 
human tissue. Other than healthcare, wearable device has many applications like 
in the field of entertainment and military for sports, battlefield, identification, etc. 
The conductive material of such antennas should be water-proof, preferred flexible, 
rigid conductive, high conductivity, and low cost and substrate material should have 
lower permittivity, lesser loss tangent, and low cost. For the fabrication, 3D inkjet 
and infrared laser should be used for high accuracy [29]. Implantable devices are 
another very useful device for monitoring the human body by inserting the device 
inside the body, but designing of such devices is also a great issue, because its design 
should be biocompatible and providing the power to such devices for operation is 
also a big task. A maintenance free technique called radio frequency identification to 
provide wireless connection between human body and other devices using implanted 
and wearable antenna in low power and low cost is very useful [30]. Other different
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shapes and sizes of antennas are been presented in many research papers for health-
care purposes like polygon shaped radiator with circular slots and rectangular slits on 
the jeans substrate (having the dielectric constant of 1.7) by which antenna becomes 
very flexible for wearable purposes and it can operate in GSM-900 and GSM-1800 
bands was presented in [31]. For keeping a high data rate, small dimensions and less 
interference millimeter wave antennas are showing great interest nowadays for body 
area networking purposes. A circular disc-shaped radiator connected electromagnet-
ically to feed line on the Duroid 5870 substrate (having dielectric constant of 2.33 
and loss tangent of 0.0036) was presented in [32] to work in Ism band of 61 GHz. 

Based on the literature survey of Indian healthcare infrastructure and requirement 
of low-cost e-healthcare system to provide healthcare facility to maximum number 
of households, this paper proposes a simple CPW fed, triple tringle shaped, triple 
slot antenna. Section 2 describes the antenna design process and different optimized 
parameters with its values. Section 3 provides the result analysis of the proposed 
antenna based on the reflection coefficient (S11), gain, radiation efficiency, and co-
and cross-pol radiation pattern. At the end, Sect. 4 gives the conclusion of the designed 
antenna based on the results obtained and application in the field of healthcare. 

2 Proposed Antenna Design 

Only to fulfill the antenna requirement in healthcare system, to transmit and receive 
the data from one place to another in a very efficient way, a low-cost antenna on 
the FR4 epoxy substrate with the dielectric constant of 4.4, loss tangent of 0.02, 
and thickness of 0.8 mm is developed. Figure 2a depicts the schematic diagram of 
the proposed antenna accompanied with the parameters used to define the proposed 
antenna dimensions. The antenna design starts with the single tringle shaped patch 
with rectangular shaped ground and CPW feeding, at which antenna resonates above 
10 GHz. Further two other tringles are integrated on the patch side, which increases 
metallic area but reduces the return loss of the antenna.

Without altering the dimensions of ground plane, one by one, three rectangular 
slots of different dimensions are introduced on the patch side using the optimiza-
tion. Multiple overlapped resonances can be introduced by inserting the slots on 
patch and ground plane [17]. In the proposed antenna by inserting the slots, antenna 
starts resonating at lower frequency band and reflection coefficient improves signif-
icantly because slots increase the overall current flow path and capacitive effects are 
also introduced by the ground and feed line. Further optimization is done in ground 
size as well as in feed width to get the desired bands. All the parametric optimiza-
tions of designed antenna are evaluated by simulating the antenna geometry in CST 
microwave simulator. Final simulated and optimized values of different parameters 
are presented in Table 1. Finally, the antenna is fabricated on the low-cost FR4 epoxy 
substrate having 0.8 mm thickness, Fig. 2b shows the hardware view of the fabricated 
antenna.
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(a) Schematic view                                            (b) Hardware view 

Fig. 2 Schematic and Hardware prototype of the proposed antenna

Table 1 Dimensions of 
designed antenna Parameters Value (mm) Parameters Value (mm) 

a 14.14 Lg 8.5 

b 28 LS1 18 

c 2 LS2 14 

d 2 LS3 10 

L 35 W 30 

Lf 10.5 Wg 13 

3 Results and Discussions 

For the simulation and optimization purpose of the proposed antenna CST microwave 
studio is used. In Fig 3a. reflection coefficient (S11) of the simulated and measured 
antenna is plotted, which shows the simulated impedance bandwidth (S11 below − 
10 dB) is 810 MHz (3.12–3.93 GHz) and 410 MHz (5.46–5.87 GHz) and measured 
impedance bandwidth is 790 MHz (3.15–3.85 GHz) and 470 MHz (5.50–5.97 GHz) 
that gives a close matching between both fabricated and simulated results. Fig 3b 
shows the variation in gain and radiation efficiency with reference to frequency at 
resonating bands. It is perceived that maximum antenna gain is 3.5 dBi at 5.5 GHz 
with the gain variation between 2 and 3.5 dBi and maximum efficiency of 97% 
at 3.6 GHz with the efficiency variation between 80 and 97% in entire frequency 
range. Hence the proposed antenna can be suitable for WiMAX (3.3–3.7 GHz) and 
Wi-Fi (5.5–5.7 GHz) applications. Very good simulated radiation efficiency value is 
realized at lower band of operation; however, the gain value is comparatively lower 
as the antenna is monopole in nature and presented a bidirectional/omnidirectional
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radiation pattern in the E/H-plane (depicted in Fig. 4). The low directive nature of 
the antenna makes it well fitted for receiving applications since it has a coverage 
of almost 360°. Gain augmentation strategies such as use of antenna array, metallic 
reflector, and partially reflective surfaces can be considered as future course of work. 

Co-polarization and cross-polarization radiation patterns at both the resonating 
bands of 3.6 GHz and 5.67 GHz in both E and H-plane are presented in Fig 4, 
which represents the omnidirectional radiation pattern. The figure also shows that the 
difference between cross-polarization and co-polarization is more than 15 dB in both 
E and H plane, which ensures sufficient isolation among the different polarization.

(a) Reflection Coefficient (b) Gain and Radiation Efficiency v/s Frequency 

Fig. 3 Characteristic analysis of Proposed Antenna 

(a) (b) 

Fig. 4 Co-Pol and Cross-Pol radiation patterns at a 3.6 GHz and b 5.67 GHz 
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4 Conclusion 

Healthcare system in India highly requires an uninterrupted, high speed, wirelessly 
connected system all over the country to provide medical facilities at real time and 
on time, even at remote and urban locations. A simple planar antenna with two 
resonant modes to provide uninterrupted wireless connectivity in healthcare system 
is proposed having very low cost due to its design in low-cost FR4 epoxy substrate. 
The compact antenna size is 35 × 30 × 0.8 mm3 only, where rectangular slots of 
different dimensions are embedded on patch to shift the resonating frequency at the 
desired bands. The antenna offers 3.12–3.93 GHz (WiMAX) and 5.46–5.87 GHz 
(Wi-Fi) bands with gain variation between 2 and 3.5 dBi and radiation efficiency 
variation between 80 and 97% and nearly omnidirectional radiation pattern for both 
the bands. Optimization in the ground plane as well as slot dimensions is done to 
accomplish the required bands. Performance of the designed antenna is evaluated by 
simulating in CST simulator and experimentally measuring the hardware prototype 
which ensures its applicability for IEEE 802.16 WiMAX and IEEE 802.11n Wi-Fi 
(ISM) bands simultaneous connectivity in the healthcare services. 
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1 Introduction 

In the past few decades, extensive research has been carried out on biomechanics 
based on continuum theories to understand human health, disease, injury, and treat-
ments [16]. The disciplines of engineering mechanics, biology, and physiology are 
all brought together through this process. The study of how the fundamentals of 
mechanics may be utilised in the conception, design, development, and analysis of 
medical equipment and systems in the fields of biology and medicine is known as 
biomechanics. As a direct consequence of this, it is now feasible to produce medical 
apparatus and instruments, as well as artificial replacements and implants, as well as 
gadgets that are part of assistive technology for people who have impairments. As the 
field of biomechanics advanced, so did our understanding of how the human body 
works, including both healthy and diseased states, the mechanics of neuromuscular 
control, blood flow in the microcirculation, airflow in the lung, and the mechanics of 
development and shape [22]. Several mathematical models were developed with the 
concepts of mechanics and their postulates to derive the constitutive equations where 
the interrelation between structure and functional behaviour of biological materials 
in response to mechanical loading is investigated [8]. To a large extent, the behaviour
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of many materials cannot be accurately modelled using linear elastic theories. Rubber 
is the prototypical example of such a material due to its nonlinear elastic, isotropic, 
incompressible behaviour. Hyperelasticity provides a paradigm for describing the 
stress–strain behaviour of these materials. 

Hyperelastic materials are a particular type of materials that responds elastically 
when they are subjected to large deformation loadings. They exhibit both nonlinear 
material behaviour and significant changes in shape. Hyperelastic materials like 
rubber are widely used in a variety of structural applications spanning from auto-
motive to aerospace. These materials experience large deformations for very small 
loads and preserve their original configuration without any permanent deformation 
after unloading. Figure 1 shows their nonlinear stress–strain response, where a linear 
elastic modulus is no longer adequate. As a result, it is essential to study the behaviour 
of these highly nonlinear materials. The properties and the behaviour of these mate-
rials were represented by the strain energy density function, which cannot be deter-
mined directly from the established behaviours like linear elastic cases. Instead, 
it requires knowledge of the material’s behaviour. Thus, knowledge of the energy 
function is the key challenge where the increased deformation induces an increase 
in nonlinearity, which leads to complex stress-stretch relations [1].

The techniques to model the hyperelastic materials can be categorised into: (i) 
phenomenological and (ii) micromechanical models. The phenomenological models 
are the mathematical expressions for the strain energy functions that depend on the 
three invariants of the right Cauchy-Green deformation tensor. They are usually 
developed by fitting the stress–strain response plots derived from uniaxial, biaxial, 
and pure shear tests. On the other hand, the micromechanical or mechanistic models 
are the mathematical expressions derived using statistical mechanics theories, consid-
ering the physical and geometrical phenomena at the molecular level. The microme-
chanical models are better than the phenomenological models for analyzing unfilled 
rubbers [5]. Several factors must be considered while selecting a suitable constitu-
tive model to analyze these materials. They are, (i) available experiments for various

Fig. 1 Comparison of 
mechanical behaviour 
between linear elastic and 
hyperelastic materials

 

Elastic 

Hyperelastic 
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(a) (b) 

(c) (d) 

Fig. 2 Least-squares curve fitting for simple tension test of adventitia layer a 54 y/o male, b 64 y/ 
o male, c 73 y/o male, and d 77 y/o male

loading like uniaxial, biaxial, and pure shear conditions, (ii) maximum stretch at crit-
ical loads, and iii) possibly less number of material coefficients that are physically 
interpretable. 

Soft biological tissues have interested numerous researchers because of their enor-
mous deformations and nonlinear elastic behaviour. Many different cell types, an 
extracellular matrix, and a lot of water make up soft biological tissue. The tissue’s 
homeostatic drive is activated in response to mechanical stimuli (signals) sensed by 
a variety of cell types, which are then translated into bioelectrical and biochemical 
signals [8]. Changes in conformational molecules may elicit responses from certain 
cells. But macroscopic continuum variables like stress and strain will still be valu-
able for attributing tissue adaptation to a particular mechanical stimulus [17]. Several 
mathematical models in the form of strain energy functions representing the hyper-
elasticity theories have been developed to capture these behaviours in tissues like 
skin, brain, tendons, ligaments, blood vessels, etc. Many soft tissues have different 
behaviours where the same strain energy function will not suit all. For example, 
collagen-rich soft tissues are generally incompressible and have a substantial strain-
stiffening response. As a consequence of this, the majority of the currently available
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models for these tissues start with a functional form that upholds these particular char-
acteristics while yet being generic enough to be customised for individual systems. 
On the other hand, the microstructure of brain tissue is not regulated by collagen 
and elastin fibres, therefore it does not have the strain-stiffening behaviour. The 
nonlinear stress-stretch response that was predicted using Ogden-type hyperelastic 
incompressible isotropic models was in good agreement with the actual data for both 
uniaxial and biaxial loadings when it came to brain and adipose tissues [3, 4, 6, 23]. 
It was found from the nonlinear least-square fitting that the relative error with the 
experimental data is comparatively less by using the higher order terms over the lower 
order. Though the Ogden material model is the most popular among others due to its 
accuracy in producing the results, it requires more number of material coefficients 
to approximate the experimental data, making the users look after the other model 
[20]. So it is essential to understand the family of models and their properties that 
help choose an appropriate constitutive model to predict the biomaterial’s behaviour 
or to develop a new one. 

The study on the mechanical behaviour of the adventitia, the outermost layer of 
the blood vessels comprised of collagen-rich fibers, has been paid very little attention 
in research. The main function of the adventitia is to restrain the blood vessel from 
excessive deformation under tension and recoil [19]. Generally, classical hyperelastic 
models like Neo-Hookean and Mooney-Rivlin fail to predict this severe stiffening 
response, and models proposed by Arruda-Boyce and Ogden require more number 
of material parameters to achieve the exact behaviour of biological tissues acquired 
through experiments [15, 24], Mihai et al. [21]. References [12, 13] proposed the 
anisotropic strain energy function where collagen fibres were assumed as perfectly 
aligned. This model is effective for the media but does not account for the behaviour 
of the intima and adventitia, which have high fibre dispersion. There are some models 
to capture the strain-stiffening phenomena, out of which Gent [9] is the  simplest  of  
all. The mathematical brevity of the Gent model with just two constitutive coefficients 
facilitates the analytical closed-form solution for a range of various boundary value 
problems relevant to soft biological tissues. 

In this work, the uniaxial tensile behaviour of the adventitia layer of different 
ages collected from [14] is used to find the coefficients of the Gent model through 
the least-squares technique. Furthermore, assuming the adventitia layer as a cube, 
simple case studies are performed, and the analytically predicted uniaxial stress 
versus stretch responses are compared with the experimental data. The article is 
organised as follows. In Sect. 2, the constitutive relations for the hyperelastic material 
are described. The importance of the right Cauchy-Green tensor, which is expressed 
in terms of the deformation gradient, is presented. The three invariants of the right 
Cauchy-Green deformation tensors expressed in principal stretches have become the 
foundation for the Gent model comprising first and third reduced invariants, presented 
in Sect. 3. Section 4 outlines a procedure to identify the material parameters of the 
Gent model from the Cauchy stress vs stretch plots of patients of different ages. The 
results obtained by the present approach and its comparison with the reference results 
are discussed in Sect. 5. This is followed by the conclusions in the last section.
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2 Constitutive Relation for Hyperelastic Materials 

The elastic body, when subjected to various forces (body forces, traction, point loads, 
etc.) and displacements, changes its geometry from undeformed to deformed state, 
i.e., from the initial to the current configuration. The material points in the reference 
configuration, represented by X , are mapped onto the spatial points in the deformed/ 
Eulerian configuration, denoted by x, and expressed as, 

x1 = x1(X1, X2, X3) 
x2 = x2(X1, X2, X3) 
x3 = x3(X1, X2, X3) 
or, 
x = ϕ(X, t) 

(1) 

where ϕ represents the mapping function. The above equation states that each material 
point in the initial/Lagrangian configuration has a unique spatial point in the current/ 
Eulerian configuration. Equation (1) can also be written as, 

x = X + u(X, t) (2) 

where u(X, t) is the displacement of a material point. The variation of the vector field, 
i.e., from reference to a deformed configuration via infinitesimal line segments (dX 
and dx) of a solid body, is measured by the concept of the deformation gradient. 
The line segment, which is straight in the reference configuration, will also be 
(nearly) straight in the current geometry. Therefore, the infinitesimal line segments 
are stretched and rotated by deformation even though the body is subject to large 
deformations [2]. The line segments dX and dx are associated by 

d x = Fd X or, F = 
∂ x 
∂ X 

(3) 

Substituting Eq. (2) in Eq.  (3), the deformation gradient (F) can be expressed as 

F = 1 + 
∂u 
∂ X 

= 1 + ∇0u (4) 

here ∇0 represents the gradient operator in the reference/Lagrangian configuration. 
In the large deformation theories such as hyperelasticity, the strain energy density 
plays a prominent role where, unlike the linear elastic materials, constitutive relations 
derived from the strain energy density functions (SEF) are not always the same while 
capturing the nonlinear nature of various materials. Due to its similar properties in all 
directions, the SEFs of isotropic materials are independent of the reference frames. It
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follows naturally that the SEFs can be expressed in terms of the right Cauchy-Green 
deformation tensor’s (C) invariants. 

W = f (I 1, I2, I3) (5) 

The basic representation of strain energy density is provided by 

W = 
∞∑

i+ j+k=1 

Ai jk(I1 − 3)i (I2 − 3) j (I3 − 1)k (6) 

where I1, I2 and I3 are the three invariants of C. They are expressed in terms of 
principal stretch ratios λ1, λ2 and λ3. 

F = 

⎡ 

⎣ 
λ1 0 0  
0 λ2 0 
0 0  λ3 

⎤ 

⎦ (7) 

C = FT F (8) 

I1 = tr  (C) = λ2 
1 + λ2 

2 + λ2 
3 

I2 = 
1 

2

[
(tr  C)2 − tr

(
C2)] = λ2 

1λ
2 
2 + λ2 

2λ
2 
3 + λ2 

3λ
2 
1 

I3 = det C = λ2 
1λ

2 
2λ

2 
3 

(9) 

In general, hyperelastic materials are thought to be incompressible, representing 
I3 = 1 and leaving W as a function of the first two invariants. Thus, W (I1, I2) is the 
energy that deals only with the change in the shape of the system. Incompressibility 
(Poisson’s ratio ~0.5) is the ideal condition that makes the material models achieve the 
closed-form solutions, i.e., stress-stretch relations. Nonetheless, in practice, hyper-
elastic materials such as rubbers, biological tissues, etc., are nearly incompressible, 
with Poisson’s ratios ranging from 0.49 to 0.4999. Thus, the system experiences 
tiny volume changes for nearly incompressible conditions for significant hydrostatic 
pressures. The material is relatively rigid in dilatation but soft in distortion, thus, 
substantial form changes occur under external force. Splitting them apart at the level 
of strain energy density is essential. As a result, it is required to split these two compo-
nents at the level of strain energy density [18]. On the other hand, even though the 
invariants I1 and I2 were addressed in relation to the deviatoric portion of Eq. (6), 
they also change throughout the dilatation. Therefore, the additive decomposition of 
the strain energy density function is expressed as 

W
Ʌ

= W
Ʌ

dev
(
I 1, I 2

) + W
Ʌ

vol (J ) (10)
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where I 1, I 2 and J are the reduced invariants which are responsible for the separation 
of the deviatoric part from the volumetric. They are defined as 

I 1 = I1
/

I 
1 
3 
3 , . . .  I 2 = I2

/
I 

2 
3 
3 , . . .  J = 

√
I3 (11) 

Many hyperelastic material models exist and are classified into phenomenological, 
mechanistic, and hybrid types used to model mechanical behaviour. They include 
(a) Phenomenological models: Ogden, Yeoh, Fung (b) Mechanistic models: Arruda-
Boyce, Neo-Hookean (c) Hybrid models: Gent, Van der Waals. The simplest of 
the hyperelastic material models is the Saint Venant–Kirchhoff model, a nonlinear 
geometric extension of linear elastic material. Some of the most commonly used 
hyperelastic models are Neo-Hookean, Mooney-Rivlin, and Ogden. 

3 Gent Model 

Strain-stiffening is a phenomenon where the deformation locks up for a finite value of 
the principal stretch, due to which the stress versus stretch curves experience a rapid 
rise during uniaxial tensile tests [15]. Severe stiffening responses were commonly 
observed for moderate stretches in soft biological tissues [11]. Commonly used 
hyperelastic models fail to reflect the same. Many phenomenological models are 
proposed exclusively to capture the strain-stiffening effect, and Gent is the simplest 
among them. 

Alan Gent [9] proposed a simple strain energy function with only two parameters. 
Though empirical, it can predict the severe stiffening responses of non-crystallising 
rubber and various biological tissues. The strain energy function is given as: 

W = −  
μ 
2 
Jm ln

(
1 − 

I1 − 3 
Jm

)
, I1 < Jm + 3 (12)  

where μ represents shear modulus and the parameter Jm measures the maximum 
strain value. Jm typically, ranges from 30 to 100 for rubber-like materials, while the 
biological tissues have much smaller values (Eg: ≈0.4 to 2.3 for arterial wall tissue) 
[10]. For nearly incompressible materials, the above equation is expressed in the 
form of deviatoric and volumetric strain energies as [7]: 

W
Ʌ

= −  
μ 
2 
Jm ln

(
1 − 

I 1 − 3 
Jm

)
+ 

K 

2

(
1 

2

(
J 2 − 1

) − lnJ
)

(13) 

where K represents the bulk modulus that imposes the near incompressibility. 
In the field of solid mechanics, stress is one of the most important quantities. As 

with strain, the components of the stress tensor are context-dependent. Depending
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on the frame of reference chosen, stresses may be defined differently. The usual 
definition of stress is a force acting on a tiny region. In linear analysis, the assumption 
of infinitesimal deformation eliminated the need to distinguish between deformed and 
undeformed areas. When deformation is severe, however, it is essential to indicate the 
area used to quantify stress. Whereas the second Piola-Kirchoff stress (S) is defined 
with respect to the undeformed configuration, it does not give any physical insight. 
The Cauchy stress, also known as the actual stress, is the fundamental and most 
often used stress measure. It is defined by doing an analysis of the forces operating 
on a very small portion of the surface area of the deformed body. The internal force 
exerted by the current configuration may be measured with the use of the Cauchy 
stress tensor. The constitutive relation that derives the S by the differentiation of the 
SEF with respect to the Green Lagrangian strain (E) is given  by  

S = 
∂ W
Ʌ

∂ E 
(14) 

S = −  
μJm 
2 

⎛ 

⎝ 1 

1 − I 1−3 
Jm 

⎞ 

⎠
(

− 
1 

Jm

)(
∂ I 1 
∂ E

)
+ 

K 

2

(
J − 

1 

J

)(
∂ J 
∂ E

)
(15) 

∂ I1 
∂ E 

= 2J −
2 
3 I − 

2 

3 
I1C−1 

∂ J 
∂ E 

= J C−1 (16) 

Substituting Eqs. (16) in (15) gives  

S = 
μJm 
2

(
1 

Jm −
(
I 1 − 3

)
)(

2J −
2 
3 I − 

2 

3 
I1C−1

)
+ 

K 

2

(
J 2 − 1

)
C−1 (17) 

σ = 
1 

J 
FSFT (18) 

where σ is defined as the Cauchy stress. 

4 Parametric Identification 

The closed-form expression for stress derived from the SEF requires the stress versus 
stretch responses to fit the hyperelastic material model. Generally, the significant 
strain states are combinations of uniaxial tension, uniaxial compression, and pure 
shear. Along with these simple shear, equi-biaxial tension and volumetric compres-
sion are also considered the basic states for the incompressible materials. The uniaxial



Hyperelastic Analysis of Adventitial Layer Using Isotropic Gent Model 413

tensile test is popular among all. The elastomers used should have dimensions much 
greater (at least ten times) in the loading direction than the other two to obtain the 
pure tensile strain state. As discussed in the previous section, the most hyperelastic 
materials are nearly incompressible. However, the material parameters (μ and Jm ) are  
determined only by assuming it as a perfectly incompressible material. Following the 
above considerations, a one-dimensional uniaxial case is assumed where a closed-
form solution for Cauchy stress as a function of the principal stretch is derived 
as: 

For isotropic and incompressible materials, 

λ1 = λ, λ2 = λ3 = 1
/√

λ 

J = λ1λ2λ3 = 1 

I 1 = 
I1 

I 
1 
3 
3 

= 
I1 

J 
2 
3 

= I1 

(19) 

Using Eqs. (17) and (19), 

S = 
2μ 
3 

⎛ 

⎝ 1 

1 − λ
2+ 2 

λ −3 
Jm 

⎞ 

⎠
(
1 − 

1 

λ3

)
(20) 

Therefore, from Eq. (18), 

σ = FSFT = 
2μ 
3 

⎛ 

⎝ 1 

1 − λ
2+ 2 

λ −3 
Jm 

⎞ 

⎠
(
1 − 

1 

λ3

)
λ2 (21) 

Identifying the material parameters, which entails fitting one or more experimen-
tally determined uniaxial stress-stretch data, can be accomplished with effective use 
of the analytical solution proposed in Eq. (21). The natural expression to minimise 
the deviation between calculated and experimental data is given as: 

min(A) = 
n∑

m=1

(
σ (λ, A) − σ exp m

)2 
(22) 

where n is the number of stretch points and A is a set containing the parameters 
μ, and Jm . The equation mentioned above can be resolved using an optimisation 
technique or regression analysis, depending on the behaviour of the material.
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5 Result and Discussions 

The analytical results produced using the Gent model are only possible if the two 
constitutive parameters in the strain energy function are available. So firstly, these two 
coefficients are identified by fitting the closed-form expression of Eq. (21) with the 
uniaxial tensile stress-stretch responses from [14]. The experimental data collected 
are of the adventitia layer for various ages of male persons, each with a different 
primary disease provided in [14]. In this work, the material parameters, shown in 
Table 1 are determined using the least square technique, i.e., lsqfit in the MATLAB 
environment. 

It can be observed from Table1, the shear modulus does not follow any increase or 
decrease pattern with age. This may be due to each person’s diseases and many other 
biological reasons. However, the limiting strain shows a decreasing trend with age. In 
order to study the strain stiffening phenomenon, which is the primary objective, and 
predict the mechanical behaviour of the material, numerous cases spanning different 
ages are considered. 

Further, to validate the identified parameters at higher dimensions and to model 
the behaviour of the adventitia, an incompressible unit cube that is the representative 
volume element (RVE) of the adventitia layer, shown in Fig. 3, is considered. Simple 
case studies are performed by stretching the RVE along the x-direction. The stresses 
are estimated at respective principal stretches using the closed-form expression and 
the parameters determined above.

Figure 4 shows the model behaviour and its comparison with the experimental 
response. A quantitative study between the analytical and experimental data has been 
performed, showing L2 normalisation error of 0.1%, 0.086%, 0.081%, and 0.069% 
for the ages 54 y/o, 64 y/o, 73 y/o, and 77 y/o male. It can be observed from Fig. 4c, and 
d, i.e., for 73 y/o and 77 y/o males, the maximum stretch limits to approximately 1.2 
or 20% of maximum strain, which generally comes under infinitesimal deformation 
in the case of metals. Gent model shows its ability to capture both the nonlinear 
nature and strain stiffening phenomenon even at moderate stretches. The analytical 
solutions are found in good agreement, qualitatively and quantitatively, with the 
experimental data for different ages.

Table 1 Constitutive parameters of adventitia layer for different ages 

Material parameters 54 y/o male 64 y/o male 73 y/o male 77 y/o male 

Shear modulus (μ) 0.0306 0.0231 0.0321 0.0394 

Limiting strain (Jm ) 0.4208 0.2756 0.1689 0.1709 



Hyperelastic Analysis of Adventitial Layer Using Isotropic Gent Model 415

Fig. 3 Incompressible unit cube RVE

(a) (b) 

(c) (d) 

Fig. 4 Comparison between analytical and experimental stress-stretch responses for a 54 y/o male, 
b 64 y/o male, c 73 y/o male, and d 77 y/o male
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6 Conclusions 

In the present work, the uniaxial tensile behaviour of the adventitia layer of different 
ages was used to determine the parameters of the Gent model through the nonlinear 
least-squares technique. A cubic representative volume element (RVE) of the adven-
titia layer was considered, and simple uniaxial case studies were presented. The 
analytically predicted uniaxial stress versus stretch responses was in good agree-
ment with the experimental data for four different aged male persons. It was observed 
that the mechanoresponsive behaviour—the strain stiffening effect increases, thereby 
decreasing the elastic compliance for a relatively aged person. Based on this data, 
customised vascular implants whose properties are similar to the adventitial layer 
can be developed for diseased patients. 
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