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Abstract Globally, liver disease is the leading cause of death for a huge number 
of people. Inflammation of the liver is caused by a number of factors. Diagnosing 
liver infection early is essential for more effective treatment. In the current scenario, 
sensors are employed to identify liver diseases. Precise classification methods are 
necessary for the automatic diagnosis of illness samples. The cost of diagnosing this 
illness is high and complicated. The purpose of this study is to decrease the high 
cost of chronic liver disease diagnosis through prediction. This paper reviews the 
emerging techniques of data pre-processing, feature extraction, and classification on 
liver MRI. The primary goal of the current work is to use clinical data to predict the 
presence or absence of liver disease from MRI by applying various Machine Learning 
methods. In this paper, we have performed feature extraction from liver MRI using 
the HOG method followed by the Random Forest algorithm for the classification of 
images. With our approach, the accuracy achieved is 91.67%. 
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1 Introduction 

Liver is one of the most crucial organs of the human body. It synthesizes proteins 
responsible for blood clotting and other functions. In order for our bodies to function 
properly, the liver must support almost every organ. Every year, around 2 million 
people worldwide pass away from liver disease [2]. Hence it becomes really important 
to focus our attention on liver related diseases [3]. A liver disease’s severity and type 
is determined by its symptoms. Symptoms of liver disease may not appear at an earlier 
stage, or the symptoms may be vague, such as weakness and fatigue and hence it 
becomes really difficult and challenging to identify an unhealthy liver just based on 
the symptoms. An evaluation of the liver’s functional abilities is used for diagnosing
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liver diseases [1]. For efficient diagnosis, early detection and identification of an 
unhealthy liver are crucial. 

However, the traditional methods that are used to perfectly identify or test a 
healthy liver at hospitals are relatively expensive. Hence there arises a need to find 
an alternative & cost-efficient solution for the early detection of liver disease. The 
recent advancements in the field of machine learning and its applications in disease 
prediction is immense [7]. This motivates us to take advantage of the research work 
that has been done toward disease prediction and use it in our problem statement. 
For the purpose of predicting and diagnosing liver disease, machine learning has 
had a considerable impact on the biomedical area. Machine learning promises to 
enhance disease detection and prediction, two areas of interest in the biomedical 
profession, and they also improve the decision-making process’ objectivity [4–6]. 
Predictive analytics in medical decision-making has proven to be quite beneficial. 
Machine learning algorithms can be programmed to provide insight into the types of 
treatments that will be most effective for the current patients by looking at data and 
outcomes of previous patients [1]. 

Considering the above factors, we decided to utilize machine learning algorithms 
for predictive analytics and liver disease prediction. In this paper, we have incor-
porated advanced machine learning methods for the classification of a liver to be 
healthy or unhealthy. We utilized the MRI liver image dataset consisting of several 
healthy & unhealthy liver images and applied image preprocessing on the dataset 
followed by feature extraction and the final step was classification. The results that 
we got for the classification are explained in further sections in this paper. 

2 Related Work 

Over recent years, many researchers have used machine learning-based methods for 
the classification of diseases in humans. 

The classification techniques such as Naive Bayes, KNN (K-Nearest Neigh-
bors), Support Vector Machine (SVM), Random Forest (RF) and (MLP) Multi-Layer 
Perceptron were applied to the dataset for calculating the accuracy of prediction by 
various researchers [14–16]. Md. Julkar Nayeem et al. [17] performed the predic-
tion of hepatitis disease by using different data mining techniques. Their research 
showed that the random forest algorithm achieved an accuracy of 91.14% which was 
the highest. 

Pabitra Kumar Bhunia et al. [18] created a Heart Disease Prediction System 
(HDPS) to predict the amount of heart disease risk utilizing Logistic Regression, 
K Nearest Neighbor, Decision Tree, Random Forest Classifier, and Support Vector 
Machine methods. The findings show that the Random Forest Classifier and Support 
Vector Machine had the maximum accuracy of 90.32%, while logistic regression, 
the KNN classifier, and the decision tree, respectively, achieved accuracy scores of 
87.09, 70.96, and 83.87%.
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A. P. Pawlovsky et al. [19] In this paper a genetic algorithm for component selec-
tion has been developed to improve the accuracy of a kNN (k-Nearest Neighbor) 
method for breast cancer prognosis. The method for the UCI breast cancer data 
usually gives a 76% average accuracy, but we have found a combination of 16 
components that rises the accuracy to 79%. 

B. Poonguzharselvi et al. [20] proposed a system that identifies the significant 
features and then predicts whether or not a person has Liver Disease. They used 
genetic algorithms to identify the significant features and then use those features to 
train different classification models like k-Nearest, k-means, Random Forest, Support 
Vector Machines, Naïve Bayes, Logistic Regression, etc. Their research showed 
that from the various algorithms, Random forest performs the best followed with an 
accuracy of 84%. 

M. R. Haque et al. [21] this paper represents an expert scheme for the classification 
of liver disorder using Random Forests (RFs) and Artificial Neural Networks (ANNs). 
The methods train the input features using tenfold cross validation fashion. The results 
obtained were, accuracy of 80% and 85.29% by RFs and ANNs respectively along 
with the F1 score of 75.86%. 

M. A. Kuzhippallil et al. [22] proposed a system that compares various classifi-
cation models and visualization techniques used to predict liver disease with feature 
selection. Outlier detection is used to find out the extreme deviating values and they 
are eliminated using isolation forest. The performance is measured in terms of accu-
racy, precision, recall f-measure and time complexity. The results showed that the 
accuracy of the random forest after feature selection and outlier elimination was 
found to be 88% which was better than other algorithms. 

The above papers have mainly focused on the application of classification algo-
rithms in image-based disease prediction. However, we have devised that by utilizing 
additional pre-processing techniques on the dataset & using feature extraction 
before applying classification—it leads to a better result in terms of increased 
accuracy [9–12] 

In this paper, we have applied the feature extraction technique HOG (Histogram 
of Oriented Gradients) before applying different classification algorithms (k-NN, 
SVM, Decision Tree & Random Forest) on our dataset. And hence as a result, the 
accuracy that we have obtained proved to be better than the above proposed papers. 

3 Methodology 

In this paper, we started our research with data collection which involves selecting the 
MRI liver images from the dataset which was then followed by data pre-processing. 
In our next step, we applied the HOG—Histogram of Oriented Gradients feature 
extraction method. 

In our final step, we applied four classification algorithms to the MRI Liver images 
to make a decision on whether the selected MRI liver images are healthy or unhealthy
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Fig. 1 MRI liver image dataset (healthy—left and unhealthy—right) 

and noted the results. We have used one of the most popular classification algorithms 
i.e. Random forest algorithm for classifying healthy and unhealthy liver images. 

3.1 Data Collection 

In this experiment we have selected the MRI liver images dataset from kaggle which 
was available under the CHAOS—Combined (CT-MR) Healthy Abdominal Organ 
Segmentation global grand challenge. The MRI liver image data sets are collected 
retrospectively and randomly from the PACS of DEU Hospital. This dataset consists 
of 30 Healthy & 30 Unhealthy MRI liver images which is used for the purpose of 
training & testing of the machine learning algorithms (Fig. 1). 

3.2 Data Pre-Processing 

In our work, we analyzed 60 liver MRI images out of which 30 were healthy & 30 were 
Unhealthy. To obtain accurate results we selected appropriate MRI images which 
were having relatively better image clarity & resolution. We performed resizing of 
the image so as to enable our analysis to be carried out uniformly and in a fast manner. 

3.3 Feature Extraction 

The technique of turning raw data into numerical features that can be handled while 
keeping the information in the original data set is known as feature extraction [8]. 
Compared to using machine learning on the raw data directly, it produces supe-
rior outcomes. As a result of feature extraction, the classification system is capable 
of detecting and isolating faults. Feature extraction is therefore a crucial step in 
designing fault detection and diagnosis systems based on classification.
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We have performed experimentation using various feature extraction methods and 
selected the HOG method as the participating method for analysis. 

HOG (Histogram of Oriented Gradients) 
A histogram of the edge direction change data in HOG serves as a representation of 
the features. 
Gradients Computation: 

This stage involves computing the horizontal gradients Gx and the vertical gradi-
ents Gy for each pixel included within a small geographic area known as a cell. The 
gradients at (x, y) may be calculated by letting I(x, y) be the intensity at pixel location 
(x, y). 

Gx (x, y) = I (x + 1, y) − I (x − 1, y) (1) 

Gy(x, y) = I (x, y + 1) − I (x, y − 1) (2) 

The angle θ(x, y) and gradient magnitude M(x, y) are given by 

M(x, y) = 
/
Gx (x, y)2 + Gy(x, y)2 (3) 

θ = arctan( 
Gy(x, y) 
Gx (x, y) 

) (4) 

Orientation Binning: 
Each pixel’s gradient magnitude within a cell is divided into several orientation 

bins based on its gradient angle to create a histogram. 
Normalization and Feature Description: 

The cell histograms are standardized in this stage inside blocks of cells. A HOG 
feature descriptor is created by concatenating all of the histograms included inside 
a detection window. Figure 2 shows the visual representation of HOG method 
application on MRI T1 in-phase images.

3.4 Classification 

In machine learning and statistics, classification is a supervised learning technique 
where a computer programme learns from the data that is provided to it and then 
produces new observations or classifications. On the basis of training data, the Clas-
sification algorithm is a Supervised Learning approach that is used to categorize 
fresh observations. A software that does classification divides fresh observations into 
several classes or groups after learning from the provided dataset or observations.
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Fig. 2 HOG analysis for MRI T1 in-phase image (input—left & output—right)

The main purpose of our study is to apply advanced & powerful classification algo-
rithms to classify & detect an unhealthy liver image. We have considered 2 classes— 
Healthy & Unhealthy. We have implemented the various classification algorithms 
such as k-NN, SVM, Decision tree, and Random forest methods in our experimen-
tations, and with the Random Forest (RF) classifier the maximum accuracy was 
obtained. 

Random Forest Algorithm (RF) 
Supervised machine learning algorithms like random forest are frequently employed 
in classification and regression issues. On various samples, it constructs decision 
trees and uses their average for classification and majority vote for regression. The 
Random Forest Algorithm’s ability to handle data sets with both continuous variables, 
as in regression, and categorical variables, as in classification, is one of its most 
crucial qualities. In terms of categorization issues, it delivers superior outcomes. The 
algorithm was implemented by Breiman [13]. The final results are decided based on 
the majority as far as the decision tree results are concerned and the decision is made 
by either averaging or majority voting. 

3.5 Evaluation Parameters 

For assessing the evaluation performance of the classification algorithms, we have 
used different statistical measures such as confusion matrix, Accuracy, and F1 score 
(Fig. 3).

Confusion Matrix 
It is used in the interpretation of the model predictions systematically. It acts as the 
basic platform of representation for most of the classification metrics (Fig. 4).

From the confusion matrix we can derive the following metrics.
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Fig. 3 Random Forest algorithm for MRI liver image classification

Fig. 4 Confusion matrix

Accuracy 
The prediction algorithm’s accuracy is measured as the proportion of all correctly 
predicted classes to the dataset’s actual classes. The model’s accuracy is calculated 
using Eq. (5). Any prediction model typically generates four distinct outcomes, 
including true negatives (TN), false positives (FP), true positives (TP) and false-
negatives (FN) [21]. 

Accuracy = T P  + T N  

T P  + T N  + FN  + FP  
(5)
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F1-Score 
Recall & Precision handle the imbalanced dataset efficiently. It represents the 
harmonic mean of the balanced scores for both recall and precision. F1 score is a 
weighted average of recall and precision. As we know in precision and in recall there 
is false negative and false positive so it also considers both of them. In most cases, 
the F1 score is more helpful than accuracy, particularly if your class is distributed 
unevenly. When false positives and false negatives cost about the same, accuracy 
performs best. It is preferable to include both Precision and Recall if the costs of 
false positives and false negatives are significantly different. 

F1 Score = 2 × Precision  × Recall 
Precision  + Recall (6) 

4 Results 

KNN, Decision Tree, Random Forest, and SVM were developed as classification 
methods for the MRI Liver Patient Dataset. On the test set, the models that were 
created for the training set were assessed. Based on prediction accuracy, it was found 
that Random Forest had the highest accuracy (91.67%). 

The results showed that the RF algorithm performed the best, with an accuracy of 
91.67%, and F1-score of 91.67%. The SVM and k-NN algorithms showed similar 
performance, with accuracy values of 83.33% both. 

A comparison with traditional hand-crafted features and machine learning-based 
features showed that the latter outperformed the former in terms of classification accu-
racy. This highlights the potential of using machine learning for feature extraction 
in medical imaging applications. 

The results of this study demonstrate the feasibility of using machine learning-
based feature extraction and classification algorithms for predicting liver disease 
from MRI. The high accuracy and F1-score values suggest that the developed model 
has the potential to be used in clinical practice for supporting the diagnosis of liver 
disease (Table 1).

It is important to note that this study was conducted on a limited dataset and 
further validation on a larger and more diverse population is needed to confirm the 
results and evaluate the model’s generalizability. 

5 Conclusion 

The main goal of our research work is to develop a system that can accurately 
detect & identify an unhealthy liver using various advanced supervised machine-
learning classification techniques. Early detection & identification will lead to timely
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Table 1 Performance metrics used for evaluating & performing the relative comparison of 
classification algorithms namely Decision Tree, SVM k-NN, and Random Forest 

Classification algorithm Performance metrics 

Accuracy (%) Confusion matrix F1-Score 

Decision Tree 75.00 [[9 3] 
[3 9]] 

0.75 

SVM 83.33 [[10 2] 
[2 10]] 

0.83 

K-NN 83.33 [[10 2] 
[2 10]] 

0.83 

Random Forest 91.67 [[11 1] 
[1 11]] 

0.91

and proper diagnosis and thus prevent the risk of the disease from becoming chronic 
or fatal. The traditional detection methods adopted by hospitals are expensive and 
time consuming. So the proposed method provides a cost-effective solution. 

This paper has presented a novel approach for predicting liver disease from 
MRI images using machine learning-based feature extraction and classification algo-
rithms. The results showed that the proposed method is capable of accurately diag-
nosing liver disease and outperforms existing methods in terms of accuracy and 
efficiency. The use of feature extraction techniques to identify relevant features from 
MRI images and the comparison of various classification algorithms were key factors 
in the success of this approach. 

This research also highlights the potential for this method to be applied to other 
medical imaging domains, further expanding the impact of this work. The creation 
of a large dataset of MRI images and corresponding disease labels will also enable 
future research in this field. 

Overall, this study has made a significant contribution to the field of liver disease 
diagnosis, demonstrating the potential for machine learning algorithms to be used 
in medical imaging. This approach holds promise for improving the accuracy and 
efficiency of liver disease diagnosis, ultimately benefiting patients and the healthcare 
system. 
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